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1.0 SUMMARY 

55Events within a script are connected by (a) temporal order (e.g., negotiating the price of a car 
happens before buying the car) and by (b) shared arguments (e.g., the person buying a car is also 
the person who negotiated its price). An extrinsic evaluation of the quality of the repository was 
managed by the National Institute of Standards and Technology (NIST); and UIUC’s RESIN en-
gine predicted likely events given streaming input. 

USC ISI designed the Machine-Aided Script Curator (MASC), a script-creation tool, to be used 
by non- experts in NLP. While approaches to script discovery from text suffer from the incom-
pleteness of text, human attempts to write machine-interpretable scripts suffer from the writer’s 
own tendency to omit steps and, where required, the challenge of mapping to a formal ontology. 
To assist the script creators, MASC makes the following types of suggestions:  

(1) The ontological type for each event;  
(2) Arguments for each event and their corresponding role in the event;  
(3) A fine-grained ontological type for suggested arguments;  
(4) Steps that the curator might have forgotten 

USC ISI also explored automating temporal ordering. However, we found that  human review for 
temporal order was critical, in part because for many particular sub-events with a complex event, 
there was no single prescribed order. In addition to organizing schemas via temporal-relations 
between sub-events, MASC supports the introduction of hierarchy to allow meaningfully group-
ings with complex event. With MASC, they explored different approaches to hierarchy, both in-
corporating human-interpretable names on logical gates that define non-temporally ordered rela-
tions between sub-events and allowing the creation of named, reusable sub-schema units that could 
be imported into larger schemas across the library.  

USC ISI’s accomplishments include the following: 
 Development of a human-machine intelligent interface, MASC, for creation, review, and 

curation of fully ontologized schemas describing the event structure of a complex event.  

 Creation of roughly 200 complex event schemas in the repository. Many were created by 
programmers; many by master’s students from diverse backgrounds. 

 Submission of a schema repository for formal evaluation. That repository included 52 
schemas that focused on five classes of complex events: terrorist events, disease out-
break, chemical spills, riots, and coups. 
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2.0 INTRODUCTION 

The DARPA KAIROS program is summarized at https://www.darpa.mil/program/knowledge-di-
rected-artificial-intelligence-reasoning-over-schemas. In addition to USC ISI, the team consisted 
of University of Central Florida’s (UCF) Center for Research in Computer Vision, Arizona State 
University’s (ASU) Active Perception Group, and the University of California, Los Angeles 
(UCLA). KAIROS was divided into two technical areas: 

 TA1, techniques to develop a library of schemas of complex events, divided into sub-
events that typically occur in the complex events, such that all events and their arguments
are ontologized and conform to a JSON specification usable by TA2 systems. Thus, TA1
covers a learning phase.

 TA2, techniques that given an input library of schemas and a set of multi-media docu-
ments, hypothesizes (1) what complex event (if any) may be underway and (2) what sub-
events might have happened, though not (yet) seen.

The ISI team was funded for TA1 only. For phase 1, the LESTAT schema repository was used by 
the IBM team and the Johns Hopkins team. For the final phase 2 evaluations, our schema reposi-
tory was used by the UIUC team with its RESIN prediction engine. 

Research interest in schemas for complex events began over 40 years (Schank and Abelson, 1977) 
with manually crafted “scripts” that encoded procedural knowledge for understanding stories. In 
the form of checklists, recording procedural knowledge has revolutionized fields like medicine 
and aviation by encoding expert knowledge and best practices (Degani and Wiener, 1993; 
Gawande, 2010). In the last few years, researchers have turned their attention to automatic script 
discovery from text (Chambers, 2013; Weber et al., 2020, 2018). However, exclusively data-driven 
sub-event discovery methods face the challenge that narrative descriptions often omit common 
knowledge. Common knowledge might be missing from narrative descriptions due to the quantity 
and relevance maxims (Grice, 1975). 

ISI’s goal has been a process for building a library of scripts through human-machine collabora-
tion, leveraging NLP techniques to augment human background knowledge. The resulting demon-
stration system serves two related purposes. First, it is a knowledge acquisition tool that supports 
the development of a repository of scripts for use by downstream applications. Second, it is an 
annotation tool that supports the creation of a library to aid our understanding of how people create 
scripts. 

Such a library can inform and/or benchmark future schema discovery approaches. Each schema 
includes a natural language description of the steps in the complex event with links to an ontology. 
Events within a script are connected by (a) temporal order (e.g., negotiating the price of a car 
happens before buying the car) and (b) by shared argument (e.g., the person buying a car is also 
the person who negotiated its price). Machine-Aided Script Curator (MASC), the resulting script-
creation tool, was designed to be used by non-NLP experts and was used by several students at the 
University of Southern California. 

While approaches to schema discovery suffer from the incompleteness of text, human attempts to 
write machine-interpretable scripts suffer from the writer’s own tendency to omit steps and, where 
required, the challenge of mapping to a formal ontology. To assist the script creators, MASC makes 
three types of suggestions: (1) the ontological type for each event; (2) a fine-grained ontological 
type for suggested arguments; and (3) steps that the curator might have forgotten. 
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Section Error! Reference source not found. describes Error! Reference source not found.; 
Section Error! Reference source not found. presents Error! Reference source not found.; Sec-
tion Error! Reference source not found. concludes. 

Throughout this final report, cited publications appear in the references section (Error! Reference 
source not found.). URLs for downloadable software and/or data, where available, are provided 
in footnotes. 

3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 

Our team’s approach shifted during the second year in part due to lessons learned in year 1 and in 
part due to DARPA’s direction. Induction of schemas from newswire (Sections 3.1 and 3.2) was 
replaced by a mixed initiative approach (Section 3.4). During the second year, DARPA urged the 
LESTAT team to focus exclusively on text input; therefore, the work reported in Section 3.3 was 
stopped.  

3.1 Learning Schema Sequences by Induction from Text (ISI) 

One of our assumptions at the outset was that an algorithm could learn the constituent (the sub-
events) sequences of a complex schema from newswire articles. We tried two approaches.  

One approach employed open-source tools to analyze text. The steps were  
 Extract event words and temporal relations among them using the software reported in 

(Han, 2019). ISI’s code used a deep neural network to detect event words and temporal 
relations among them plus integer linear programming to capture global constraints. For 
instance, in the brief following example: It's unclear how the bombs (e1:detonated). ... 
The bombs were (e2:activated) remotely. Detonated and activated have been identified as 
events; the temporal relation between <e2, e1> is before. 

 Semantic role labeling provides arguments (who, what, when, where) to events, using 
https://demo.allennlp.org/semantic-role-labeling. The output is It's unclear how 
(ARG1:the bombs) (e1:detonated). ... (ARG1:The bombs) were (e2:activated) remotely, 
thus identifying the object of each of the events e1 and e2. 

 Coreference of the arguments was computed by a pre-existing ISI coreference algorithm. 

Together these components formed a system to detect temporally ordered sequences of events, 
with their arguments, and coreference connections across the event arguments. Each of the com-
ponents exhibited state of the art results. We called the system TEAR, short for Temporal Events 
and Relations. We made it available to our partner ASU for processing text associated with a video. 

Both that approach and the second approach, described next, suffered from two flaws in our as-
sumptions: 

(1) In news, many reported events are incidental only, potentially of interest to news readers, 
but not generic to the complex event. For instance, a few articles about a terrorist bomb-
ing attempt mentioned that the co-conspirators sat apart on a flight to their destination, an 
interesting detail, but not an essential element of planning a terrorist bombing. 

(2) In many news articles, an event (e.g., a detonator was activated) is not mentioned because 
it is inferable but not newsworthy. 



Approved for Public Release; Distribution Unlimited. 

      4  

A second approach used a simpler representation used and tried to cope with item (1) above by 
modeling salience of events and discourse. Natural language text interleaves a narrative of con-
crete, salient events with background information, contextualization, opinion, and other elements 
that are important due to discourse and pragmatics acts but are not part of the principal chain of 
events being communicated. In (Zhang, et al., 2021), they summarized a technique that extracts a 
temporally ordered event chains, pre-trains a large language model (LLM) on those extracted 
chains, and predicts events. While a promising approach, it did not deal with item (2) above, this 
effort was superseded by direct predictions of event sequences using LLMs in the MASC curation 
tool.  

A timeline for learning schemas by induction from text in LESTAT appears in Figure 1. 

Figure 1: Timeline leading to a shift in strategy on learning schemas. 

3.2 Automatically Generating New Ontology Concepts 

In both approaches in Section 3.1, the system must still map the words for events (detonate, ex-
plode, etc.) to an ontology. We had proposed automatic ontology induction from text. The input 
was: 

• A tree-structured ontology, where each node is a concept and each directed edge indicates
a parent-child relation

• A set of new concepts to be added to the ontology.

The output was a candidate concept(s) for each new concept, thus anchoring new events to pre-
existing ontology nodes. See Figure 2; new concepts for wear masks, medicate, and distribute are 
automatically added to the ontology. By the end of year 1, the KAIROS program had standardized 
on a subset of Wikidata as its ontology; thus, this approach was not integrated. 
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Figure 2: An example of adding nodes to an ontology. 

3.3 Computer Vision for Processing Multi-Media Sources  

Two approaches were pursued in the first part of LESTAT. One approach was developed by UCF. 
The key was to represent complex activities in videos in the form of graphs of entities, activities, 
and relations between them; any speech associated with the videos was automatically transcribed 
into text, which supported assigning semantics to graph nodes. To develop the algorithms in the 
first year, UCF began with videos from epic-kitchens1. 

We focused on a multimodal approach to learning sub-action interactions over time. We observe 
that the videos provided with KAIROS data release are highly audio based and this motivated us 
to take this multi-modal approach for sub-action discovery. We use a combination of attention 
mechanisms to learn attention between audio, video and text. We proposed a novel criss-cross 
attention mechanism that allows for better joint embedding between audio and video. We finally 
reverse map the attention values to the original words and generate a graphical representation that 
represents the complex activity the node interactions correspond to.  

UCF started their modeling process by first extracting audio, visual and text features using pre-
trained, frozen networks. For text they used Word2Vec2; for audio and video Convolutional Neural 
Networks. UCF generated a joint embedding using their novel criss-cross multi-modal attention 
mechanism that uses one modality to attend to the other and then combines the resulting values. 
This joint embedding is then used in a multi-modal attention mechanism to attend to text extracted 
from YouTube captions, either automatically generated or manually provided. The output of this 
attention mechanism is a set of nodes per time segment of the video and their respective attention 
values. The model learns interactions between nodes and time using separable-depthwise convo-
lutions over the time and node dimensions respectively. The output of this process is a set of max-
imally attended nodes for each time segment with a final set of features. Using reverse mapping 
of the pooling operations, UCF maps the final set of nodes to the original words. These models are 
trained in an unsupervised and supervised way on labeled and unlabeled instructional videos ex-
tracted from YouTube.  

 
1 https://epic-kitchens.github.io/2023  

2 https://jalammar.github.io/illustrated-word2vec/  
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When comparing the unsupervised learned representations of videos to single-modality ap-
proaches on a downstream classification task on labeled instructional videos, their approach per-
forms significantly better where the single-modality approach is unable to converge. Furthermore, 
when training a single-modal approach, the algorithm again performs significantly better with the 
single-modality approach when unable to converge. In addition to better learned representations 
of these noisy-instructional videos, the approach generates multi-partite graphical representations 
of the objects interacting with other objects based on the class of the respective word, for example 
noun or verb. 

A second approach was pursued by ASU. ASU focused on developing a new scheme of structured 
video events - video descriptions in a modularized format that relates to different event partici-
pants, illustrated in Figure 3. A structured video event is anchored on a trigger action verb, fol-
lowed by a sequence of descriptive arguments. A structured video event is effectively a truncated 
dependency parse tree. Each represents an aspect of a video, with relations to various arguments 
such as subject and object. Verbs are the anchoring trigger as inspired by the linguistic theory that 
a predicate serves as the root syntactic component in dependency parsing. Essentially, by condi-
tioning on a trigger action verb and contextual visual features of a video, the task aims to identify 
and retrieve the proper participants of the given action out of the video. 

Figure 3: An illustration of the approach used by ASU 

The task also calls for solid referential ground truth in form of the structured video event to super-
vise the training process. A major challenge was the lack of existing structured video annotations. 
ASU also experimented with an automatic video event construction pipeline to generate referential 
structured video events from ground truth video captions, taking advantage of the state-of-the-art 
dependency parsing and part-of-speech tagging techniques. ASU was able to extract multiple 
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ground truth video events out of one video caption sentence with this pipeline. And such augmen-
tation enables us to enrich the aspects of a given video, helping us diversify the prediction outputs 
and thus laying the foundation to the goal of the flexible video description.  

ASU developed a video2event prototype model to show the capability of predicting such diversi-
fied video aspects with decent categorical accuracy. In our method, we explicitly take in a trigger 
verb token as part of the input to guide the prediction into a specific video aspect. Sequentially 
argument word tokens together with their respective argument labels are generated as the related 
entities involved in that particular video aspect; see as an illustration of qualitative results. The 
performance of Video2Event was compared against traditional video captioning approaches, and 
the results show that it can retrieve event argument tokens more accurately in general. All experi-
ments were performed on top of the large-scale video description dataset VATEX3, which is a 
highly diverse video dataset in terms of both video contents and natural language descriptions.  

 

Figure 4:  Two examples of the algorithm for video processing. 

3.4 Algorithms in the MASC Curation Tool 

From the time of drafting a proposal, it was clear that human review was essential to creating a 
schema repository. The results of the first year and of DARPA’s de-emphasis of non-text sources 
in creating such a repository improved understanding of what needed to be in such a human-ma-
chine interface for curation. Beyond the requisite capabilities of browsing, searching, creating, 
reviewing, and modifying the formal schemas, several functionalities were required; algorithms 
would assist human curation. ISI developed a graphical user interface, first reported in (Ciosici et 
al., 2021), and continued to expand its capabilities and sophistication for the remainder of the 
effort. MASC was made accessible to the Government through a password-protected interface at 
https://lestat-curator.isi.edu/. While this server has been taken offline with the end of the program, 
corresponding source code for MASC has been shared with the government. 

For purposes of illustration here (and in our publications), we typically chose complex events 
likely to be highly familiar to a reader, such as buying a car, rather than less common complex 
events of potential interest, like a terrorist attack, a disease outbreak, violent riots, a coup, and 
chemical spills. The human curator initiates script creation by providing a name and description 
for the script. See Figure 5 for a screen shot of the pane to initiate a schema in MASC.  

 
3 https://eric-xw.github.io/vatex-website/about.html#:~:text=VA-
TEX%20is%20a%20new%20large,in%20both%20English%20and%20Chinese  
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Figure 5: Initiating creation of a schema for a complex event 

Events are then entered, as text, whether suggested by a person or by algorithm. Step entry is free-
form, but we have noticed a tendency for curators to enter short, imperative sentences around a 
central agent’s actions (e.g., go to a car dealership, take a test drive). Schema creation, unlike 
traditional annotation for information extraction or classifying into categories, is not dependent on 
any particular document. In cases where the curator is not familiar with a topic, we have used 
external resources to provide context (e.g., a Wikihow page open in a different window). An on-
tology type must be assigned to the main event of each step (e.g., Movement for both go to a car 
dealership and take a test drive). The ontology is configurable and can be replaced. We include 
the project-specific ontology of Wikidata with MASC’s source code. When saved, scripts include 
both the curators’ description and the selected ontology type. This choice allows type decisions to 
be revisited if the ontology changes and limits the degree to which the small number of event types 
constrains the script’s expressiveness. Downstream applications can choose whether to use the 
linguistic representation of the events or the normalized ontology types. 
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After all events have been entered, connections between events temporal order and shared argu-
ments (e.g., the same person is the agent of both Movement events go to a car dealership and take 
a test drive). While this process is mostly manual, MASC uses the ontology’s constraints to limit 
the available label options. In addition to project-specific entity types, MASC suggests links to 
the much larger set of types available using Wikidata entities (e.g., suggesting Q786803 for car 
deal-ership). These links provide a connection to an extensive knowledge graph and can provide 
addi-tional information when the scripts are applied.  

MASC involves several artificial intelligence algorithms (see Table 1). The challenges and 
ap-proach are summarized in Table 1. Subsections 3.4.1 - 3.4.8 describe the algorithm used in 
each row of that table. 
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2. Batch mode. Suggest an ordered sequence
of events for the schema

Suggest Wikidata qNode for event  1. Automated event detection through part-of-
speech tagging and nominal identification.

2. Term expansion/rewriting with morphologi-
cally derived heuristics

3. qNode candidate retrieval through KGTK
search

4. qNode candidate ranking via trained classi-
fier

Assign arguments to events Semantic role labeling (LLM fine-tuned for token 
classification) + lexical resource (Wikidata/XPO 
overlay) + human-in-the-loop confirmation & 
amendments 

Suggest Wikidata qNode for each argu-
ment 

1. qNode candidate retrieval through KGTK
search

2. qNode candidate ranking via trained classi-
fier

Suggest temporal ordering of events Machine suggestions from LLM have temporal or-
dering; human provides ordering for human-sug-
gested events 

Argument relations Natural language inference  

Importance/likelihood estimates Similarity metric of the event to the remaining part 
of the schema 

Generating JSON  Algorithmic mapping from MASC internal form to 
JSON output form 

3.4.1 Suggesting Events in Text for a Schema 

A potential challenge for any human is knowing that all the events typical of a complex event have 
been added to a schema. It is always easier to spot an error in event representation in a schema 
than to identify an event that should be added. To our knowledge, ISI was the first team to use a 
large language model (LLM) to hypothesize missing events. This was first reported in (Ciosici et 
al., 2021); we used GPT-2 from OpenAI; it is a downloadable4, free resource, available in 2020. 
From 2020 through 2022, MASC used GPT-2 with in-house algorithms to minimize poor output 
from GPT-2. In 2021 and 2022, OpenAI began selling LLM output as a service using much larger 
models, such as GPT-3, GPT-3.5, and GPT-4.  

4 https://huggingface.co/gpt2  

Table 1:  Core Functionality contributed by algorithms. 

Capability Machine Technique 

Suggest events in text for schema An LLM suggests an event(s) for a schema 
1. Interactive mode. Given events e1, … en,

suggest the next event en+1
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3.4.1.1 Using GPT-2 for Suggestions 

The human can ask that MASC suggest events based on the manually entered description and 
initial text of events, either in interactive mode (to suggest events the user may have overlooked) 
or in batch mode (to provide text descriptions for events of the schema from scratch). The sugges-
tions can add intermediate steps that the curators may have missed, complete a script that was 
intentionally unfinished by the curator, or suggest alternative related paths (e.g., leasing instead of 
purchasing a car). 

An example input to the LLM in interactive mode is as follows: 
 title/name of the schema (e.g., buying a car),

 a description of the complex event (e.g., Purchasing a car is a large investment that re-
quires careful documentation and consideration of transportation requirements.),

 a request (e.g., Describe steps of buying a car.), followed by the first few events of the
script (e.g., 1. Identify your needs 2. Decide on your budget 3.).

An output of six alternative, ranked, next events is produced and displayed  

In batch mode, the input is only the title/name of the schema and the complex event’s description. 

With GPT-2 predictions, MASC included automatic filters to improve its output. Those filters 
include:   

 Undesirable strings, such as empty strings (Stahlberg and Byrne, 2019)

 Strings of less than two words and

 Those with sequences of non-alphabetic characters.

 Redundant output. GPT-2 often generated strings with a similar meaning, but lexically
different, e.g., for a script on buying a car, it might generate buy, buy the car, and pur-
chase the car. It is superfluous to show users all three suggestions. The filters eliminate
redundant strings among the alternative outputs and redundance with the human-curated
schema. To account for semantic duplicates, such as go to dealership and go to the car
dealership, we used a variant of Gestalt Pattern Matching (Ratcliff and Metzener, 1988)
through Python’s difflib. For usability, we suggest at most 12 sub-events per script.

3.4.1.2 Performance on Case Studies 

We measure the performance of GPT-2 recommendations in two ways. First, we generate recom-
mendations for five scripts created by curators and ask the curators to accept relevant GPT-2 rec-
ommendations. We instruct curators to accept recommendations even if the recommended events 
represent alternative paths (or are semantically redundant). With these instructions, the curators 
accept 98% of GPT-2’s recommendations. The high acceptance rate indicates that even with our 
simple setup for event recommendation using a language model, the system suggests domain-rel-
evant events. For the second evaluation, we instruct the curators to accept only those GPT-2 rec-
ommendations that add to their existing script. In other words, they only accept events that add 
details to the scripts or supply some missing information. We instruct curators to reject recommen-
dations for alternative script scenarios. With these instructions, curators accept 23% of GPT-2’s 
recommendations. This result illustrates the feasibility of supplementing human knowledge with 



Approved for Public Release; Distribution Unlimited. 

      12  

generations from language models. Since MASC uses GPT-2 after the human felt the script was 
complete, the machine identifies events previously overlooked by the human.  

3.4.1.3 GPT-* Suggestions 

After the release of ChatGPT by OpenAI, ISI experimented with OpenAI’s paid services GPT-3, 
GPT-3.5, and GPT-4. The user must be signed-in to access GPT-3 and GPT-3.5-based comple-
tions, which use OpenAI’s inference API. The prompt (input) to GPT-3 uses the same pre-pro-
cessing system and prompting template as with GPT-2. However, because GPT-3.5 is a “chat” 
model rather than a “completion” model, our prompting process was updated. Both GPT-3 and 
GPT-3.5 required less post-processing than GPT-2 because both are generally better at creating 
properly formatted output. GPT-3.5 is asked to generate only one completion, in the form of a 
numbered list, which allows the model to generate a coherent group of suggestions, e.g., enabling 
consistency of granularity and diversity of step contents. Overall, in subjective assessments, the 
GPT-3.5 event suggestion pipeline produced the best generations, although no formal evaluation 
was done to quantify performance. In Section Error! Reference source not found., experience 
with GPT-4 after the final evaluation is reported. 

A screenshot for the review of automatic suggestions of next events appears in Figure 6. Note that 
the events already in the schema appear near the top of the screen; alternatives are presented near 
the bottom. 

Figure 6: A screenshot of the user interface for reviewing and selecting among GPT sugges-
tions. 

3.4.1.4 Ranking Machine-Suggested Events 

Since LLMs can make many, many suggestions, a goal in MASC is to present only a few and rank 
them so that the user reviews as few as possible. Therefore, each machine-suggested event is com-
pared against all the other events in the same schema. This comparison is done by passing a tuple 
of the suggested event, and a concatenation of the rest of the events in the same schema, through 
a BERT model. Next, the importance BERT assigns to each of these entities (calculated using an 
average of attention values of each of the heads in the last layer of BERT) is assigned as a score 
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to the given tuple. Next all the suggestions are ranked based on this score and the top 5 (or less if 
that is the case) suggestions are shown to the user. This re-ranking of GPT suggestions using an-
other masked language model like BERT shows improved quality of suggestions shown to the 
curator; ISI did not try to quantify the degree of improvement. 

3.4.2 Suggest Wikidata qNodes for an Event  

3.4.2.1 Detect Event Mentions 

Each event is ontonlogized and mapped to a qNode in Wikidata. The first step in generating qNode 
suggestions is extracting event mentions from the provided event text. Candidate event mentions 
often occur as verbs, such as "attack", "review" and "obtain". Event mentions that occur this way 
are extracted from the event text using SpaCy’s part-of-speech tagger. To extract event mentions 
that do not occur as verbs, we start by collecting a set of desirable Nnode labels. Key qNodes 
representing high-level concepts of events such as “Action” and “Occurrence” are first identified. 
For each high-level concept, the descendent qNodes are identified using Wikidata"s "instance of" 
and “subclass of” attributes. Each token in the event text, generated using a sentence-transformer5 
as well as it’s lemma and present-tense inflection, are used as search queries to check if they are 
present in the set of desired qNodes. This results in a list of candidate event mentions that can be 
used to query for qNode suggestions. 

3.4.2.2 Find and Rank qNode Suggestions 

An ElasticSearch API built on qNode labels and aliases is used to query and rank relevant qNodes. 
qNodes often include several aliases associated with them. However, the coverage of aliases is 
inconsistent. For example, “chase” “pursue”, “chasing”, “pursuing” are aliases for the qNode 
“pursuit”, but for the qNode “driving”, “drive” does not appear as an alias. To ensure that the 
candidate event mention are compared with both the qNode label or its aliases, we perform query 
expansion while querying for qNode suggestions. To perform, query expansion, a collection of 
English words is taken and stemmed. The words are organized into groups, indexed by their stems. 
When processing an input query, all terms that share the same stem as the input query are queried 
as well. The query process produces a list of appropriate qNodes and their corresponding retrieval 
scores. The retrieval scores are used to rank the retrieved qNodes and subsequently used as Wiki-
data suggestions for the event. MASC accesses Wikidata through the Knowledge Graph Toolkit6 
(KGTK) (Ilievski, et al., 2020) which provides an initial ranking.  

 

 
5 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2 

6 https://github.com/usc-isi-i2/kgtk/ holds the main repository. https://github.com/usc-isi-i2/kgtk-browser is the 
browser. The search code is in https://github.com/usc-isi-i2/kgtk-search.  
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Figure 7: Examples of Non-Named Concepts with Links in Wikipedia. From articles on Civil 
Unrest (upper) and Bubonic Plague (lower). 

To improve the quality of qNode matches, we apply re-ranking models on top of KGTK’s sugges-
tions. Our re-ranking models are fine-tuned using found data that approximates the task of aligning 
a word in sentence (i.e., the event word in a sentence) in context with a word and its description. 
We explored using both PropBank example sentences and definitions and data harvesting (e.g., 
PropBank example sentences and their definitions, cross-links scraped from Wikipedia, for exam-
ple the links as illustrated in Figure 7). The evaluation version of MASC incorporated suggestions 
based on a fine-tuned DeBERTa (He, 2020). In later work, we explored using more recent pre-
trained models as the base, specifically, Falcon-7b(Almazrouei, 2023) and Llama2-7b (Touvron, 
2023). The more recent models achieved a higher classification accuracy on a small internally 
developed test-set of sentence-to-qNode decisions using less training data. The pane for review-
ing/correcting automatic suggestions of qNodes for the event appears in Figure 8. 

Figure 8: A screenshot of 6 alternative Wikidata qNodes for the event “A bus driver picks up 
passengers.” 
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3.4.3 Assign Arguments to Events 

A schema contains not only events, but also arguments that play an important role in the descrip-
tion of the complex event (i.e., those arguments that help define the event itself, argument-entities 
that play a critical role across multiple events). Arguments are connected to events by argument 
roles. For instance, who/what is the agent in the event (the “Arg0”), who/what is the object acted 
on in the event (the “Arg1”), etc. In initial designs of the schema creation, the user had to drag a 
suggested argument to the proper role (ARG0, ARG1, etc.) in the interface. Later, ISI used an 
open-source semantic role labeler7 (SRL) from the Allen Institute for Artificial Intelligence to 
extract potential arguments from the event description text, then we take advantage of the align-
ment between SRL arguments and the cross-program ontology to attach these arguments to roles 
in the event they were extracted from. 

For example, if the user inputs “The rioters destroy public property” as the description of an event, 
the SRL model will extract [ARG0 - rioters] and [ARG1 - public property] as two arguments paired 
with semantic roles. Assuming the user chooses “destruction - Q17781833” as the qNode for the 
event, XPO defines this qNode as having the following argument roles: 

- “A0 - agent, destroyer” 
- “A1 - patient, thing destroyed” 
- “A2 - instrument, instrument of destruction” 
- “AM - location” 

This new argument suggestion feature displays these suggestions in the relevant slots (A0 & A1, 
respectively) and allows the user to accept either, both, or none at all. The automatic assignment 
of arguments to events in a schema can be reviewed/corrected in MASC; see Figure 9. 

 
7 https://demo.allennlp.org/semantic-role-labeling/semantic-role-labeling  
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Figure 9: Review pane in MASC to support review and correction of roles and their arguments 
for events in a schema 

3.4.4 Suggest Wikidata qNode for Each Argument 

Arguments, like events, must be assigned qNodes which complement the role assignment describe 
above. For arguments, qNode assignment serves to provide a context invariant type to the argu-
ment. As with other aspects of schema discover, MASC employs a suggestion-based approach to 
providing a curator access to potential argument qNodes. Suggestions use approaches similar to 
those described in Section 3.4.2 for event qNode assignment. Figure 10 illustrates the review/cor-
rection pane for argument qNodes.  
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Figure 10: Pane for user to review automatically suggested Wikidata qNodes for arguments 

3.4.5 Suggest Temporal Ordering of Events 

When MASC suggests an event in either interactive mode or in batch mode, the preceding event 
before the suggested event is explicitly given. However, when a user suggests an event, temporal 
order may not be explicit. ISI explored alternatives for recommending temporal relations for events 
suggested by the user. 

3.4.5.1 Pairwise Event Ordering 

ISI investigated using GPT-3 in a zero-shot configuration for automatic temporal ordering in 
MASC. Using GPT-3 (with a hand-crafted prompt informed by literature on prompt engineering) 
predicted the order of randomly selected pairs of events within our schema library. Unfortunately, 
this approach proved very ineffective at predicting the correct order of events. ISI followed up 
with human annotation of temporal order between randomly selected pairs of events; the finding 
is that most event pairs were judged to be unordered. 

ISI also investigated using an instance of BERT fine-tuned on the PeKO dataset8 for temporal 
ordering. Since PeKO is based specifically on preconditions (i.e. events that are both temporally 
before and causally requisite for the following event), we believed this dataset would align well 
with the events in MASC scripts. However, the performance of this approach was not satisfactory 
and ultimately MASC does not incorporate it.  

3.4.5.2 Event Order Annotation 

In addition to ISI’s several script curation efforts, we additionally organized for our engineers to 
review existing pairs of events found within our existing script library for temporal order. Anno-
tators were asked to determine whether the pair of events definitionally occur in one particular 
order (“Can A occur before B?”, “Can B occur before A?”) and whether either event is a prereq-
uisite for the other. 

8 https://stonybrooknlp.github.io/PeKo/  
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We noticed that the annotators marked a much larger share of event pairs as unordered than what 
would be indicated by the original relations found in the curated scripts. Meanwhile, agreement 
between annotators on pairs that most annotators thought were inherently ordered was relatively 
low. The results of this data collection process indicated to ISI that correct event ordering within 
scripts is at best very difficult to determine and potentially nebulous in definition. 

3.4.6 Argument Relations 

With UIUC, ISI found that RESIN’s matches of schemas and events to documents could be im-
proved if ISI’s schema library included argument relation information. Based on analysis, ISI fo-
cused on three primary relations: “owned by”, “location”, and “member of” for automatic predic-
tion, since these were the most prevalent. We finetuned a DeBERTa MNLI model9 on relations 
extracted from ACE 200510. Our finetuning data was generated by input pairs of the reference span 
and a formatted string representing a natural language representation of the relation. For example, 
if the relation for the text “John works for the government” is (“John”, “ORG-AFF:Employment”, 
“the government”), the formatted text will be “’John’ is employed by ‘the government’”. Given 
the span text and a formatted text representation of the relation, the model must predict ENTAIL-
MENT if the relation is expressed in the SPAN, otherwise the MNLI model should predict NEU-
TRAL if it is not expressed. This model was tuned for precision so relations above a confidence 
threshold of 0.9 could be automatically added to a schema without explicit curator review. Since 
curators do still want to view these relations, and possibly add additional relations not captured by 
this automatic process, MASC’s argument page was updated to include a new modal which both 
(a) displays previous or automatically added relations and (b) enables adding or removing relations
from the schema. Figure 11 illustrate the result for the ‘Clinical Trial’ schema, relations may have
been either manually added or exist from the automatic suggestion system.

9 https://huggingface.co/microsoft/deberta-large-mnli  

10 https://paperswithcode.com/dataset/ace-2005  
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Figure 11: The Argument Relations modal with the schema's arguments in two columns and the 
relations available in the center. At the bottom of the modal, the existing relations in the schema 

can be found, along with a delete function. 

3.4.7 Estimates of Importance of an Event 

For the dry run prior to the final evaluation, LESTAT’s schema library provided only limited, 
human estimates of importance/likelihood values to ISI’s RESIN TA2 (prediction) system. The 
dry run showed how hard a task this is for human curation. The UIUC team reported that im-
portance estimates were crucial for RESIN system performance both in automatically finding the 
best schema for a set of documents about some complex event and also for ranking the predictions 
of unseen events that might have occurred or might occur in the future.  
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Therefore, prior to the final evaluation, ISI began exploring automatic techniques for estimating 
importance. First, we developed a method of automatically estimating likelihood from corpus sta-
tistics based on the Wikidata qnodes in a schema, i.e., estimating p(event | schema). A very simple 
technique was implemented which first automatically mapped the label for a schema to a key-
word(s), then automatically mapped an event qNode to keywords, and retrieved documents from 
a corpus that contain the schema keywords. For a schema S, let n = # events in schema S; ei an 
event in S; D the set of documents involving schema S; C the corpus 

• For each ei, determine ri = #(documents in D containing ei) / #(documents in D)
• Let m be max ri over all i in schema S
• To “normalize” across schemas and to smooth, uniformly shift the estimates between

0.95 (most likely) and 0.01 (not observed).

While intuitively an observation-based method seems appropriate, intuitions on the values com-
puted varied greatly. It was not therefore integrated into the MASC curator. 

Instead, ISI integrated an intrinsic measure of importance/likelihood. An individual was asked to 
manually “triage” schema events for 15 schemas into three categories: “highly likely”, ”highly 
unlikely”, and other. While this captured one person’s intuitions, two others annotated the same 
events; ISI explored a set of events for each of the 15 schemas where all three agreed that the event 
was highly likely and a set where at least two agreed that the event was highly likely.  

An evaluation framework, Mean Average Precision, was employed. Specifically, the aforemen-
tioned set of events in which all three agreed and the set where at least two agreed were considered 
as alternative gold sets. Importance scores were generated using various methodologies like the 
aforementioned keyword-based approach, and compared against random baselines like sentence 
length, and certain BERT-based comparisons. The likelihood scores thus produced were compared 
against the gold sets and scored using Mean Average Precision on whether an event was highly 
likely or not. 

Further, one person explored training a novel model based on quantum natural language processing 
to evaluate this task as a natural language inference task. Specifically, he manually annotated 
around 200 events into “highly likely” and “highly unlikely” classes. Further, each event in a given 
schema was cast as a premise of the natural language inference task, which was then compared 
against the rest of the events in the schema, sans this event. This was trained against the aforemen-
tioned manually annotated likelihood scores. The prediction by this trained model was also calcu-
lated against the gold sets using the evaluation framework mentioned above.  

The best algorithm based on mean average precision in predicting highly likely events used 
SBERT to measure the similarity of the text of the event whose importance was to be estimated 
compared to the concatenation of the text descriptions of the other events in the schema.  

Since that measure had the best mean average precision, that was used as the estimate of im-
portance in the final evaluation. 

3.4.8 Structure and Hierarchy 

The structure of schemas has evolved throughout curation activities within MASC. Earlier sche-
mas tended to be more linear in their construction with branching limited to true simultaneous 
events (see section 3.4.5 for more details on this process). However, error analysis over various 
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quizlets and dry runs with the UIUC TA2 system found that our schema temporal ordering often 
mismatched Graph G ordering. As a result of the limitations discovered with primarily linear 
schema curation, we revisited the approach for curation related to temporal structure. As a result 
of this review, we identified coupling between the temporal staging and logical structure of sche-
mas. The two organization methods share a UI screen in MASC, encouraging a curator to actively 
consider both while organizing a schema. We explain temporal stages and named logical gates in 
more detail in the following sections then summarize how the two combine when supporting 
schema reuse across the larger library.  

3.4.8.1 Temporally Anchored Stages  

Our temporal stages follow a structure we call PIER. PIER breaks down temporal stages in a 
schema to distinct definitions with a shared grounding that each stage can be represented via a 
named logical gate (described below) of generally a logical OR combination11. Figure 12 illustrates 
the four named stages Precursor, Incident, Effect, and Response on an example ‘Disease Outbreak’ 
topic. We use this example to illustrate the definitions of PIER’s various stages, the benefits of 
this less-linear structure, and the challenges herein. Additionally, while PIER presents the Effect 
stage occurring prior to the response stage, these two often overlap in practice.  

 

Figure 12: PIER example broken out by anchored stage on a ‘Disease Outbreak’ topic. The top-
Incident stage contains an internal breakdown of PIER, demonstrating hierarchical reuse as a 
component of PIER layouts. The top-Response stage also demonstrates this hierarchical reuse 

utilizing only two of the PIER stages. 

Precursor. The precursor temporal stage of a schema contains events that must or may occur prior 
to the named topic. As a result of our event prompting techniques, schemas in our final evaluation 
set contain minimal steps in this stage. Following the example in Figure 12, we note that precursor 
events aim to not be events needed to immediately set up the incident, but instead enable the con-
ditions for such an incident to develop. For a disease outbreak an example precursor event sentence 
is “A refrigerator breaks down and goes unnoticed”. This action creates an environment in which 
food can begin to spoil and become harmful. 

Incident. The incident temporal stage of a schema contains the immediate actions causing or re-
sulting from the named topic. The named topic usually come from the schema name, but a named 
gate can also be used. For the example in Figure 12, the top-level incident follows outbreak of a 
Disease Outbreak schema. This process is refined with a sub named topic of infection to enable 
specialization to various methods.  

Effect. The effect temporal stage of a schema contains the events after the named topic where 
existing agents continue to primarily serve as arguments. The effect stage enables curators to sep-
arate actions following the incident, reducing the burden of more fine-grained temporal alignment. 
The events in this stage continue to relate to the primary agents in the Incident stage. In the Disease 

 
11 Top-level stage containers are rarely an AND operator due to schema’s complex nature. Such logical AND stages 
often occurred in simpler schemas. 
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Outbreak example, the effects follow the furtherance of treatment of infected individuals to the 
resolution of either living or dying. The events in this stage tend towards the micro. 

Response. The response temporal stage of a schema contains the events after the named topic 
where external agents respond or react generally as temporally longer steps. The response stage 
encompasses temporally longer events following the incident. Often this includes legal actions, 
after-action reviews, or recovery operations that span weeks-to-months. In practice this stage also 
introduces novel agents to the schema as new actors take on prominent roles. In the Disease Out-
break example such events may be “A government health agency recommends preventative 
measures”, “A cure is researched and manufactured”, or “Medical supplies are routed to hospitals 
to replenish consumed supplies”. 

3.4.8.2 Named Logical Gates 

Within MASC, curators can visualize the stages via Named Logical Gates. These gates consist of 
(1) a human-interpretable string initialized at gate creation, (2) a Logical Operator from the set
AND, OR12, and XOR, and (3) a set of events or other named gates which the gate contains. The
PIER stages discussed previously are semantically represented by a gate named for the stage. Fig-
ure 13 shows a simplified schema for the example PIER layout in Figure 12. Table 2 aligns the
gate and event values to the example string. In schema gates C0, C1, C3, and C4 correspond to the
four stages of PIER, with the temporal ordering shown as solid arrows between the corresponding
gates.

C0 and C4 demonstrate an OR gate which enables the contained events to optionally occur. C1 
and C3 demonstrate an XOR gate, indicating that only one of the available options may be instan-
tiated. For C1, this limits an instantiated schema between a ‘Disease Outbreak” subschema or a 
simplified ‘Outbreak and Infection’ default in C2. C2 demonstrates an AND gate, in this case all 
four events are required in an instantiated schema and must occur in a linear order. By utilizing 
these various logical gates and nesting them within each other (where C2 is contained by C1) 
curators can segment Schemas into increasingly granular segments for usability. 

Figure 13: Above Figure 12 PIER’s stage examples converted into a simplified schema. See Ta-
ble 2 for the alignment of the event or gate ID to sentence examples. MASC visualizes the two 

separately for readability, we reproduce this layout here. 

12 OR in this case is defined as “0 or more” rather than the standard logical definition of “1 or more” 
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Table 2: Example schema alignment from IDs to qNode label and example sentence.  

Event / Gate ID qNode Label / Operator Example Sentence 

E0 Breakdown A refrigerator breaks down and goes unnoticed 

E1 Food spoilage Spoiled food gets contaminated 

E2 Eating People eat the spoiled food 

E3 Disease People get sick with a foodborne illness 

E4 Treatment People receive treatment for the disease 

E5 Survival People recover from the illness 

E6 Dying People die from the illness 

E7 Inquiry 
A government agency investigates multiple out-
break reports 

E8 Public Statement 
A government agency announces a disease out-
break to the public 

E9 Foodborne Subschema Detailed foodborne infection subschema 

C0 OR Precursor 

C1 XOR Infection Options (Incident) 

C2 AND Outbreak and Infection 

C3 XOR Infected Persons Outcome (Effect) 

C4 OR Responses 

3.4.8.3 Modular Reusable Sub-Schemas 

Schemas intended for modular reuse need intentional framing to enable this capability. Generally, 
a schema on a new topic, even when PIER is implemented, is not immediately useful for reuse. 
The first problem for this reuse is the temporal scope of the entire schema. For example, consider 
a chain of natural disasters where an underwater earthquake causes a tsunami which leads into 
large coastal flooding. With complex individual schemas for each individual disaster (earthquake, 
tsunami, and flooding) one could imagine linking the three together internal to each other. How-
ever, format limitations imply that events (in the parent schema) following the subschema are after 
all event steps of the subschema. As a result, this can imply some strange temporal relations to 
internal effect and response stages. While this limitation can be worked around by breaking a 
schema up into modular schemas for each stage, this creates additional schemas in the library and 
loses the default connections and may result in curators being unaware they need to link multiple 
subschemas to achieve a valid story. This problem is best addressed through Specialized Modular 
Sub-Schemas where a single temporal stage from a schema is extracted and an XOR gate is used 
to link various specializations together. This approach was taken for the type of outbreak (airborne, 
animal borne, foodborne, etc) in Disease Outbreak.  
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The second problem we encountered is cross-topic reuse and contextual prioritization. From our 
final evaluation library, we included a Hospitalization schema which was created out of our Dis-
ease Outbreak curation but reused in most other topics. As a result, the hospitalization schema was 
wider rather than longer. However, despite the well-intentioned reuse. We noticed that linking 
contextual information from the parent schema (e.g. the mode of transportation to the hospital or 
the event causing the hospitalization), would be beneficial for better providing importance and 
likelihood values within the subschema as these values don’t account for context outside of the 
local schema. A solution we may have considered for a phase focused on hierarchy would have 
been to create automatic variants of these reused subschemas linking in this context through auto-
mations. 

In general, schema reuse requires intentionality that is hard to place into curating new schema 
topics for the first time. As a result, curating modular reusable subschemas becomes a review task 
within MASC for curators to identify stages of similar design and extract them into a reusable 
component. Both a subschema creation tool and a more complex schema merging tool exist within 
MASC to facilitate curators in creating these schemas.  

3.4.8.4 Structured Schemas from GPT-3.5 

After submitting our final evaluation schema library, we investigated how ChatGPT13 inherently 
organizes schema-like content on similar topics. Two examples are shown below in Table 3. Intent 
was given in the prompt design to not ask for any specific structure of the output, past sentence-
like events (reducing the total amount of content generated for each step). Surprisingly, these ex-
amples structure event steps similarly to the layout discussed above. ChatGPT organizes its results 
around various stages with additional detail within each phase. Such a discovery has prompted 
thoughts into how humans without our schema organization guidance and given a similar unstruc-
tured prompt may organize schema steps. Despite this well-organized output, schemas extracted 
from this method would likely still suffer from various problems of completeness (discussed in 
detail in Section 4.2.2). 

Table 3: ChatGPT examples of self-organized schemas on Chemical Spills and Military Coups 

Chemical Spill Schema14 Military Coup Schema15 

Prompt: I'm building a schema of events related 
to a major chemical spill. Can you (1) suggest 
events, in the form of a sentence, which occur 
during this topic and (2) organize these events for 
me? 

Prompt: I'm building a schema of events 
related to a Military Coup. Can you (1) sug-
gest events, in the form of a sentence, which 
occur during this topic and (2) organize 
these events for me? 

Response: Certainly, I can help you suggest 
events related to a major chemical spill and or-
ganize them into a logical sequence. Here are 
some events: 

Response: Certainly, I can suggest events 
related to a military coup and organize them 
for you. A military coup typically involves 

13 ChatGPT-3.5 August 3rd , 2023 Version https://help.openai.com/en/articles/6825453-chatgpt-release-
notes#h_c761ea2ff1  

14 https://chat.openai.com/share/ac4b46cd-ac7e-47e0-9bda-9137d7effa47  

15 https://chat.openai.com/share/36ce0463-4d52-4236-92ad-eeb28557b42b  
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1. Chemical Storage: Chemicals are stored
improperly, leading to potential hazards.

2. Spill Initiation: The initial spill occurs
due to a leak, rupture, or accident.

3. Emergency Response: First responders
are alerted and dispatched to the spill
site.

4. Evacuation: Nearby residents and work-
ers are evacuated to ensure safety.

5. Chemical Identification: The spilled
chemical is identified, including its tox-
icity and hazards.

6. Containment Efforts: Attempts are
made to contain the spread of the chemi-
cal, such as using barriers or booms.

7. Cleanup Operations: Specialized teams
work to clean up the spilled chemical.

8. Health Assessments: Affected individu-
als are assessed for injuries or exposure
to harmful substances.

9. Environmental Impact Assessment:
Experts evaluate the impact of the spill
on the environment.

10. Legal and Regulatory Actions: Authori-
ties investigate the cause and potential vi-
olations of regulations.

11. Healthcare Responses: Hospitals and
medical facilities treat individuals af-
fected by the spill.

12. Long-term Monitoring: Ongoing moni-
toring is established to assess the long-
term effects of the spill.

13. Public Notifications: The public is in-
formed about the situation and safety pre-
cautions.

14. Community Support: Community or-
ganizations and resources are mobilized
to help affected people.

several key events leading up to and follow-
ing the coup itself. Here's a list of events 
with brief descriptions, organized chrono-
logically: 

Events Leading to the Military Coup: 
1. Political Turmoil: Widespread po-

litical unrest and discontent with
the government's policies and lead-
ership.

2. Military Dissatisfaction: Growing
dissatisfaction within the military
ranks due to alleged corruption or
ineffectiveness of civilian leader-
ship.

3. Secret Planning: Military officers
and factions begin to secretly plan
and discuss the possibility of a
coup.

4. Coup Leaders Emerge: Key mili-
tary leaders emerge as the driving
force behind the coup, gaining sup-
port within the armed forces.

The Coup Takes Place: 
5. Seizure of Key Locations: Coup

plotters move to seize strategic lo-
cations like government buildings,
media outlets, and communication
centers.

6. Announcement of Coup: A mili-
tary spokesperson declares the coup
on national television, explaining
their reasons for the takeover.

7. Curfew and Martial Law: A cur-
few is imposed, and martial law is
declared, restricting civilian move-
ment and freedoms.

8. Arrest of Political Figures: Key
politicians and government officials
are arrested or detained.

9. Street Protests: Protests both in fa-
vor and against the coup erupt on
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15. Recovery and Rehabilitation: Efforts
are made to restore the affected area and
support affected communities.

Now, let's organize these events into a logical se-
quence: 

Phase 1: Pre-Spill Preparation and Prevention 
1. Chemical Storage

2. Regulatory Compliance

Phase 2: Spill Occurrence and Initial Response 
3. Spill Initiation

4. Emergency Response

5. Evacuation

Phase 3: Spill Management and Mitigation 6. 
Chemical Identification 

7. Containment Efforts

8. Cleanup Operations

Phase 4: Health and Environmental Assess-
ment 9. Health Assessments 

10. Environmental Impact Assessment

Phase 5: Post-Spill Actions and Recovery 11. 
Legal and Regulatory Actions 

12. Healthcare Responses

13. Long-term Monitoring

14. Public Notifications

15. Community Support

16. Recovery and Rehabilitation

This sequence provides a structured overview of 
events related to a major chemical spill, from 
preparation to recovery and community support. 
Keep in mind that the specific details and order of 
events may vary depending on the circumstances 
and location of the spill. 

the streets, potentially leading to vi-
olence. 

Aftermath of the Coup: 
10. International Response: The in-

ternational community responds
with condemnation, sanctions, or
diplomatic efforts to restore civilian
rule.

11. Censorship: Media censorship is
enforced to control the flow of in-
formation and shape the narrative.

12. Purges within the Military: The
coup leaders purge dissenting
voices within the military to con-
solidate their power.

13. Repression: Crackdown on dis-
senting voices, activists, and oppo-
sition figures.

14. Transition Government: A transi-
tional government is established,
often with military leaders in key
positions.

15. Uncertainty and Instability: The
country faces a period of uncer-
tainty and potential instability as
the coup leaders try to establish
control.

Please note that the specific events and their 
sequence can vary widely depending on the 
country and circumstances surrounding the 
military coup. This is a general outline to 
help you structure your schema 
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3.4.9 Generating SDF (Schema Data Format) JSON 

We designed an internal YAML-based format to store our schemas, only using the program-wide 
SDF (Schema Data Format) JSON format to exchange schemas with other teams. We wrote a 
script to automatically convert a library of YAML files into an SDF file, which we only needed to 
run when delivering schemas. Although the improved readability of YAML helps humans directly 
read and edit schemas, the main advantage of having an internal format is that it insulated most of 
our work from the frequently changes and multiple redesigns of SDF over the program's length. 
Whenever there was an SDF change, we were usually able to accommodate by only changing the 
conversion script and not any of our other programs. 
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4.0  RESULTS AND DISCUSSION 

NIST performed extrinsic evaluations of TA1 libraries as applied by TA2 algorithms. ISI’s as-
signed TA2 partner was UIUC with its RESIN event prediction system. The sponsor also had the 
opportunity to conduct qualitative assessments of the schema library/repository and of the MASC 
tool (through the password-protected website). In this section, we first describe error analysis of a 
few examples which led to significant changes prior to the final evaluation and internal quantitative 
evaluations of specific AI components in MASC. 

4.1 Error Analysis 

As part of preparation for the for the final evaluation, ISI assessed the effectiveness of the TA1 
schema repository based on what UIUC’s RESIN matched in the final dry run to determine:  

 What errors occurred to discover ways that the library “confused” RESIN. In cases where
RESIN’s usage did not seem to make sense, those were reported to the RESIN team.

 Given the library, what would one expect a TA2 system to match? This could show gaps
in the existing library independent of RESIN’s specific instantiation approach in the dry
run.

The analysis was based on four examples released by the Government near the beginning of 2023. 
Three were incidents of disease outbreak; one was an incident of terrorism. The release pertinent 
to TA1 approaches included a manually created input called Graph G for each incident. Each 
Graph G represented a set of events of the incident, e.g., the representation of event, entities par-
ticipating in them, and relations between them. Each node of Graph G is a Wikidata qNode corre-
sponding to a type of event or an entity. Relations (edges in the graph) correspond to the roles of 
arguments (e.g., ARG0 for the actor of an event and ARG1 for the object of an event) or to tem-
poral relations (e.g., event E1 occurs before event E2). There were two forms of each Graph G: 
(1) the full graph as reported and (2) a partial graph where some reported events were explicitly
omitted. The second is the input to a TA2 algorithm which uses a TA1 library of schemas. The
events that are present  in the second graph but not in the first represent events that the TA2 system
should predict. Of course, a TA2 system may correctly predict events that were not reported; there-
fore human assessors must assess each event predicted by TA2 regarding its appropriateness in the
context of the incident.

4.1.1 Errors Found 

Note that this error analysis was based on UIUC running RESIN with the ISI schema library and 
with the Graph G input, which was manually produced by the Linguistic Data Consortium to factor 
out errors from automatic machine understanding of documents. Since RESIN’s human readable 
format (HRF) at the time did not include predictions, RESIN output was loaded into the MASC 
curation tool to explore both the events that RESIN matched to an ISI schema and also the predic-
tions made by RESIN. Below is a screenshot of a tabular view of the events RESIN matched to 
Graph G or predicted; any schema event not matched to Graph G was predicted by RESIN. 
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Figure 14:  RESIN's SDF Phase 2B Dryrun Output converted to display in MASC. 

The leftmost column indicates whether the event was matched or predicted, the qNode of the event, 
and the qNode label; the two center columns indicate the preceding event and the following event; 
the next-to-rightmost column shows the arguments of the instantiated event; the rightmost column 
indicates a container that it appears in.  

The items below show the two Graph G events correctly matched to one of our general disease 
outbreak schemas for the complex event corresponding to a cholera outbreak. 

 prevention: Q1717246, The Ministry of Health was going to prevent food contaminated
with cholera from entering the Dominican Republic,

 medical diagnosis: Q177719, A Massachusetts woman and a 30-year-old man were diag-
nosed with cholera in Massachusetts and at Massachusetts General Hospital

Any schema event not matched by Graph G was predicted by RESIN. Of those 8 predictions, ISI 
assessed that two were good. In the table below are three examples. The leftmost column gives the 
label and qNode for the event, plus the argument role (A1) with its qNode label and qNode; an 
assessment (maybe, no, or yes); and a comment which includes acknowledgement of how frequent 
this is in the corpus given the schema.  
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Event Assessment Comment

research: Q42240 
     A1 - disease:  Q12136 

Maybe 
Does research: Q42240 include foren-
sic analysis? Corpus shows it as rather 
frequent. 

identification: Q3265221 

    A1 - cause of outbreak: Q2574811 
Yes Frequent in corpus. 

development: Q7562091 

    A1 - treatment: Q179661 
No 

Treatment of cholera is known. No de-
velopment. 
 Not very frequent in corpus. 

ISI also explored the Al-Shabaab bombing attack in Mogadishu. There were 25 events in Graph 
G, six of which RESIN matched to an ISI schema. Unfortunately, ISI judged that only one was 
correct; four of the six would have been appropriate predictions if RESIN had not incorrectly 
matched those events to Graph G. Of the 11 predictions made by RESIN, ISI assessed that seven 
were good predictions. 

4.1.2 Desired Matches  

Complementing our analysis of RESIN output, we manually matched Graph G to our schema re-
pository for both the cholera outbreak and the El Shabaab bombing in Mogadishu. For the cholera 
outbreak, there was a schema that was a better match. That schema contains events for all the 
desired predictions for this complex event:  

 Two are exact qNode matches
 The travel/waiting (as in serving food) match is less clear. Based on the sentence, it

seems like a poor (human) qNode selection in Graph G.

The first two predictions came from the subschema `q8.sub.foodborne_illness_spread.jdlm` while 
the last came from the upper-level disease outbreak schema 

In our analysis of the bombing incident in Mogadishu, the schema best matching graph G has three 
predictions which could match graph G. However, two of the three were not exact qNode matches, 
and thus might require human assessment rather than automatic scoring. 

4.1.3 Conclusions from Error Analysis  

Regarding ISI schemas, in the dry run repository, topically similar schemas varied greatly in size 
and specificity; therefore, the schemas seemed challenging for RESIN to select for instantiation. 
The repository provided only limited, curator-driven importance/likelihood values in the dry-run. 
The analysis showed that assessing importance/likelihood is a hard curation task! In fact, analysis 
of Graph G seemed to show that Graph G often included incidental facts of interest to newswire 
but not central to a schema for the complex event being reported. 

Table 4: Examples of assessments of three events predicted by RESIN
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The analysis led to the work on automatic estimates of importance/likelihood. At the time of the 
dry run, RESIN averaged their internal estimate of confidence and the repository’s estimate of 
importance; based on the dry run, RESIN improved their prediction and ranking mechanism. UIUC 
updated RESIN’s strategy; that improved schema matching. 

Regarding Graph G, it was clear that qNode mismatches may hinder alignment. Incident-specific 
detail makes it difficult to understand where to draw the line for “how specific to be in a schema.” 
For assessing predictions, the definition of a reasonable prediction remained elusive. 

4.2 Schema Completeness and Machine Suggestion of Events Typical of a Complex Event  

4.2.1 Machine Suggestion of Events while Creating an Initial Schema 

Midway through KAIROS, ISI evaluated event suggestion using GPT-2 in two ways. First, we 
generated recommendations for five scripts created by human curators and ask the curators to ac-
cept relevant GPT-2 recommendations. We instructed them to accept recommendations even if the 
recommended events represent alternative paths (or are semantically redundant). With these in-
structions, the curators accepted 98% of GPT-2’s recommendations. The high acceptance rate in-
dicates that even with our simple setup for event recommendation using a language model, the 
system suggests domain-relevant events. For the second evaluation, we instructed the curators to 
accept only those GPT-2 recommendations that add to their existing script. In other words, they 
only accept events that add details to the scripts or supply some missing information. We instructed 
curators to reject recommendations for alternative script scenarios. With these instructions, cura-
tors accepted 23% of GPT-2’s recommendations. This illustrated the feasibility of supplementing 
human knowledge with generations from language models.  

Since MASC used GPT-2 after the human felt the script was complete, the machine identifies events 
previously overlooked by the human. 

4.2.2 Assessing the Challenge of “Completeness” of a Schema 

Our extensive experience in creating as many as 200 scripts over the last two years of the project 
convinced us that determining that a script is “complete” is quite challenging. Since we already 
had experience in using GPT-2 for suggesting events that a human curator might have overlooked, 
in August 2023 near the end of the project, ISI evaluated the effectiveness of the far richer, far 
larger OpenAI model GPT-4 (OpenAI, 2023), which unlike GPT-2, is software as a (paid) service. 

Ciosici et al. (2021) and Zhang et al. (2023) examine their systems’ performance on five case 
study scripts covering the following topics: evacuation (EVAC), ordering food at a restaurant 
(FOOD), searching for a job (JOB), receiving medical treatment (MED), and corporate mergers 
(MERGER). Both papers include curator (human) review of their scripts, thus the resulting output 
can be treated as fully correct in the eyes of a human reviewer. While neither paper asserted com-
pleteness of their scripts, one can compare these two sets of scripts to understand how much could 
be gained by adding information to an existing script. Table 5 shows the assessed overlap between 
the scripts that resulted from the two processes. In this analysis, one can treat as overlapping exact 
match in qNode selection for a pair of steps, (i.e., in Table 6, two steps with the qNode employing). 
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Table 5: Script comparison by library from Ciosici et al. (2021) and from Zhang et al. (2023). 

Schema Ciosici et al. Zhang et al. Overlap 

Evacuation 11 11 0

Food 10 8 6

Job 13 12 3

Medical 5 12 2

Merger 11 10 1

Tellingly, the overlap is low: for three of the five scripts, at most 25% of the sub-events overlap in 
either direction. In no case is one script completely subsumed by the other. This hints that an initial 
round of script creation is often incomplete.  

To further explore an example of potential incompleteness, Table 6 shows a selection of event 
steps from the JOB script. The outer columns list qNodes specific to each library while the center 
column lists qNode event steps present in both.  

Table 6: Subset of event steps, shown as qNodes, from the JOB script from Ciosici et al. (2021) 
and from Zhang et al. (2023). Steps are shown without respect to temporal order.  

Ciosici et al. Overlap Zhang et al. 

Inquiry Acceptance Editing 

Resignation Employing Search

Writing Interview Termination 

Independently each script is good as an initial draft and both agree on core steps of accepting a 
job, beginning employment, and interviewing the candidate. However, the two diverge in the fram-
ing prior to the interview process and after a job has been accepted. While some of these differ-
ences can be accounted by event choice (e.g., editing a resume vs. writing a resume) with qNode-
derived labels of “writing” and “editing”, respectively. Relying on exact match of label provides 
a precise definition of overlap, but is a coarse measure since it can: 

 Overcount overlap given the size and potential for synonymous terms to appear in Wiki-
data.

 Undercount overlap when the same event occurs in different contexts within a script.

Table 6 provides examples of non-overlapping labels, illustrating that semantic differences are 
common. One could imagine using similarity measures to try to refine this metric; however, iden-
tifying the threshold for such measures is challenging. Figure 15 shows a comparison of similarity 
metrics using the Knowledge Graph Tool Kit (KGTK)’s similarity interface (Ilievski et al., 2021) 
where only textual similarity has a high score.  
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Figure 15: KGTK similarity metrics between the qNodes for writing and editing using various 
techniques. 

We performed an additional analysis GPT-4’s ability to complete an existing script. In this analy-
sis, we formulated a prompt that incorporated the steps of an initial published script from either 
Ciosici et al. or Zhang et al. For example, the prompt for the earthquake script was as follows:  

Prompt: An earthquake (also known as a quake, tremor or temblor) is the shaking of the surface 
of the Earth resulting from a sudden release of energy in the Earth's lithosphere that creates seis-
mic waves The step(s) so far (in no particular order) are as follows: 1. A volcano erupts setting 
up the potential of an earthquake 2. An earthquake occurs 3. People are injured by falling debris 
4. Cleanup crews remove debris from roadways and other locations List additional steps in the
same format and grammatical style:

GPT’s response was as follows:  

Response (formatted): 

1. Rescue teams search for survivors in the rubble

2. Medical teams provide first aid to the injured

3. Temporary shelters are set up for people who have lost their homes

4. Seismologists analyze the data to learn more about the earthquake

5. Government agencies assess the overall damage to infrastructure

6. Fundraising activities are organized to help with relief efforts

7. Reconstruction projects are initiated to rebuild damaged buildings and infrastructures

8. Preventive measures are taken to minimize the impact of future earthquakes

To evaluate the generated suggestions, we asked individuals with prior experience in script crea-
tion to review suggestions in the context of the pre-existing script (within the iMASC interface) 
and evaluate up to 20 suggestions per script for inclusion. Figure 16 illustrates the suggestion 
interface.  
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Figure 16: A subset of batch event recommendations in MASC 

Rather than relying on qNode overlap (as in Table 6), curators were instructed to make a more 
holistic judgment using both the natural language suggestions and the suggested qNodes and to 
accept steps that they considered novel and relevant with respect to the script. We asked the cura-
tors to consider novelty with respect to the Wikidata qNode label that anchors the event. We con-
sider events that provide additional detail to be novel (e.g., “Person ingests spoiled food” provides 
additional detail in the context of an existing event “Person gets sick”). Events considered unusual 
but plausible are counted as relevant. The results of this process are shown in Table 7. Since the 
two human curators varied dramatically in which event suggestions should be accepted, an addi-
tional review of the accepted events were reviewed, focusing on the subset of steps that accepted 
by one curator and not by the other. Virtually all event suggestions were grammatical and relevant. 
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Table 7: Acceptance of event suggestions. Columns for Curators 1 and 2 are unique event sug-
gestions added. 

Schema Library Curator 1 Curator 2 Both 

Evacuation 
Ciosici et al. 0 11 3 

Zhang et al. 0 10 3 

Food 
Ciosici et al. 1 1 1 

Zhang et al. 2 3 1 

Job 
Ciosici et al. 1 5 2 

Zhang et al. 1 10 2 

Medicine 
Ciosici et al. 1 5 1 

Zhang et al. 0 10 2 

Merger 
Ciosici et al. 1 8 2 

Zhang et al. 1 5 3 

 

The cases of disagreement further illustrate the challenge of completeness of a script and hint at 
the question of what should be included. There were multiple reasons why suggestion acceptance 
differed: 

 Redundancy: An event suggestion is similar to an existing or suggested event step. 
Example: For (Zhang, FOOD), the initial script included “The person pays the bill”. Cu-
rators differed as to whether they included the suggestion, “The person calculates the tip 
and includes it in the payment”. The suggestion includes two events (calculation and pay-
ment). Payment is redundant, but one curator may have considered the suggestion of tip 
calculation sufficiently novel. This relates to granularity as described below. 

 Granularity: An event suggestion describes a very specific sub-event of an existing or 
suggested event step.  
Example: For (Zhang, MED), the published script includes: the specialist prescribes a 
treatment plan and the patient begins the treatment plan. The curators disagreed about the 
addition of: “Possible side effects of the treatment are communicated to the patient”. Per-
haps this disagreement is about communication of side effects is subsumed in the pre-
scription of a treatment plan. 

 Temporal scope: Curators differed in their treatment of events that happened before or 
after the full pre-existing script.  
Example: In (Ciosici, FOOD) the curators differed in their acceptance of “Restaurant 
staff clear the table and prepare it for the next customer”. In this case, the script descrip-
tion declared the script ends when the customer receives the food they ordered, so the 
suggestion  was outside of the script’s scope.  



Approved for Public Release; Distribution Unlimited. 

      36  

 Reliance on not-yet included events: In some cases, the suggestions could be relevant
but were not well-connected to the rest of the script.
Example: In (Ciosici, EVAC), curators differ in assessment of the suggestion of “Medi-
cal and auxiliary services are arranged at the shelters for the evacuees”. However, no pre-
vious mention of shelters had appeared in the original version of the script. Perhaps the
curator who rejected the suggestion believed that this was not a part of the script because
it was too disconnected. Alternatively, the suggestion might inspire the curator to add
other events about shelters so this suggestion fits better.

In summary, in comparing several scripts for the same complex events from two different publi-
cations, one can see that the overlap was surprisingly small. Generative AI (large language models) 
can be used to expand upon a pre-existing, curator-approved script. While no direct comparison 
between the GPT-4 suggestions used after the final evaluation and the GPT-2 suggestions used in 
the evaluation, it was qualitatively clear that GPT-4’s suggestions are far better and (unlike GPT-
2) rarely require filtering for relevance.

In this analysis of both pre-existing, independently created scripts and analysis of curator assess-
ment about script additions, one can see that individuals differ in what they believe belongs in a 
script. As generative language models are incorporated into workflows that rely on the model’s 
ability to produce general knowledge, the challenge of pre-defining completeness may mean that 
interactive workflows are required. While applications can often support this form of interaction, 
the lack of completion can present a challenge for evaluation. For the work presented here, a nat-
ural extension would be to explore multiple rounds of suggestions over increasingly detailed 
scripts to explore the progression of what a curator accepts. The related challenges of curator dis-
agreement regarding granularity and redundancy hint at the need for script-like knowledge (and 
perhaps general-purpose “know how”) to be represented in a way that a user can customize to the 
level of detail to meet their particular needs.  

There is the opportunity of refinement for both suggestions that are prompted, e.g., designing 
prompts that specifically target not-yet included precursor events, and also how they are presented, 
e.g., incorporating techniques that identify similar yet non-identical steps and group them to assist
the curators’ decisions.

5.0  CONCLUSIONS 

The LESTAT project resulted in MASC, a prototype that allowed for the human-machine collab-
oration in creating schemas that represent the structure of a complex event. Over the course of the 
program, we saw project-external improvements in the generative capabilities of large language 
models, such that the largest of the models provided well-structured, informative text that could 
serve as a description of a schema. However, to achieve the structured format of a schema, i.e., the 
labeled arguments, links to Wikidata in the form of qNodes, required additional special purpose 
processes.  

Evaluating the quality, structure, and completeness of a schema remained a challenge throughout 
the project. Within our own error analysis, we found that for many complex events, the temporal 
order of most events is not prescribed. We also found that while there were a very small number 
strongly required events that were almost definitional (e.g., an explosion in a bombing complex 
event), that there were many events that fell into a grouping that felt reasonable to include in a 
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schema but were not necessarily entailed by the presence of the complex event. It is possible that 
to sufficiently represent the variety within a complex event, a schema must represent many plau-
sible, but uninstantiated sub-events when aligning with a particular instance of the complex event. 
As an interactive prototype, MASC provides a capability for exploring this representation chal-
lenge.  
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APPENDIX B – SYSTEM DETAILS 

In this appendix we describe the approach used to generate the schema library for the Spring 2022 
evaluation. All schemas in the library were curated using a human-machine collaborative approach 
using ISI’s MASC interface. By design, MASC suggests content which the curator can choose to 
accept, edit, or ignore. Curators included both the researchers working on MASC’s development 
and 4 undergraduate students hired to assist with curation. The library incorporated schemas de-
veloped throughout the program, and thus the specific algorithms for suggestion varied. Curation 
was on-going throughout the effort and included both schemas relevant to the evaluation topics 
and schemas for events outside of the evaluation (e.g. for natural disasters).  

For the Evaluation we tasked our curators with various improvements to our schemas. Given we 
knew the five topics for the Evaluation, we focused the bulk of our improvements and schema 
refactoring on schemas relevant to these topics. MASC’s library browsing and search function 
(available as a schema index and shown in Figure 17) facilitates fast search and review of schemas 
based on their description and name. 

Our refactoring consisted of the following steps:  

(1) triage schemas by topic to identify a subset of our schema library relevant to the Evaluation,

(2) update schema event step arguments,

(3) revise the temporal and hierarchical structure to align with PIER (described in detail in Section
0 ),

(4) merge same-topic schemas together,

(5) perform a loose review of subschema usage across the library, and

(6) post-process the library to include automatic argument relations and SBert-based Likelihood
scores.

The results of this process resulted in a final TA1 Schema Library consisting of 52 schemas for 
the five evaluation topics. This evaluation library is what we delivered to UIUC, our TA2 partner. 
An expanded library, including schemas which did not undergo this complete refactoring process 
consists of over 200 schemas and includes additional topics such as cyber-attacks, natural and 
human-made disasters, and criminal actions.  
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Figure 17: Schema Index 

In the following sub-sections, we describe the high-level interactions between MASC and the cu-
rator as well as the final models used to generate suggestions.  

Schema Topic Description 

Curators think of a topic for the schema and enter a name and description for that topic. As illus-
trated in Figure 18, the schema description has a curator defined ID, a human readable name, a 
short description, and a qNode. The qNode for the schema is suggested using the schema name 
field utilizing the event qNode recommendation for events (See section 3.4.2).  
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Figure 18: Schema Description for Riot Schema 

Step & Event Creation 

The curation interface allows a curator to interact iteratively with suggestions for events to include 
in the schema. Suggestions are generated by prompting a generative model with current schema 
information (e.g. the schema name, the schema description and existing steps). Suggestions can be 
accepted, edited, or ignored. Curators build a set of relevant events using this interface. For the 
submitted schema library, we used a locally hosted instance of GPT-2 as the means of generation. 
Post-evaluation, MASC was extended to also enable direct calls to OpenAI’s hosted instances of 
GPT-3.5 and 4.  

Example suggestions appear in Figure 19. For some of the schemas in the library, as illustrated in 
Figure 19, MASC suggested a main event (e.g. control in the first row) in addition to the sentence-
length description of the step (e.g. The rioters are not in control of the situation). We introduced 
the event word suggestions in the final months before the evaluation and thus this feature influ-
enced some, but not all schemas in the evaluation library. The intuition behind the feature was that 
the event selection could both improve QNode selection described below and assist the curators in 
focusing on introducing new, important events into a schema.  
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Figure 19: Suggestions of Steps for the Riot Complex Event 

 

As events are added, the curator also selects a QNode for the event. QNode suggestions are derived 
via a combination of: (1) Identifying plausible events in the sentence using lexical processing (e.g. 
Part-of-Speech tagging, verb lists, nominalization lists); (2) Querying KGTK for plausible 
QNodes; (3) Reranking KGTK identified QNodes and common QNodes as idenfied by the core 
OWG subset using a fine-tuned version of DBERTa. As illustrated in Figure 20, the top-6 sugges-
tions are presented to the curator as options. If the curator believes none of the suggestions are 
valid, they can search DWD directly using the magnifying glass icon.  

 

 

Figure 20: Suggested QNodes for the text "The Rioters Gather" 

 

Temporal and Logical Organization 

We explored several suggestion approaches to temporal and logical ordering throughout the pro-
gram, but found that none were high enough precision to incorporate into the user interactions. 
Thus, temporal and logical ordering of events within a schema for evaluation processing is curator 
driven, using pull down menus with the curator (1) selecting groups of steps for which order was 
unknown and grouping them into named AND/OR/XOR gates (Figure 23) and (2) introducing 
temporal relationships between events/named logical gates (Figure 21, Figure 22). Figure 24 and 
Figure 25 illustrate how a curator sees the results of their decisions. The MASC interface requires 
a fully connected graph to save a schema, thus all nodes are connected through the combination of 
logical and temporal gates.   
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Figure 21: Adding Temporal Order without Logical Gates. 

Figure 22: Adding Temporal Order Incorporating Logical Gates 

Figure 23: Adding a Named Logical Gate 

Figure 24: Graph Structure that Illustrates a Temporal Relation Between an OR Gate 
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Figure 25: Tabular View of Graph Structure with Columns for Temporal Information 
(Comes Before, Comes After) and the Named Logical Gates (Container) 

 

To introduce an additional level of hierarchy, for the final evaluation we performed a suggestion 
driven approach to grouping steps within an event into Precursor, Incident, Effect, and Response 
(PIER). Each of these becomes a logical OR representing a stage within the larger complex events. 
For the submitted system, curators reviewed and corrected GPT-3’s assignments of step to stage. 
The curators varied in whether the suggestion capability was preferred over simply performing the 
organization themselves.  

Figure 12 illustrates the four named stages Precursor, Incident, Effect, and Response on an exam-
ple ‘Disease Outbreak’ topic. We use this example to illustrate the definitions of PIER’s various 
stages, the benefits of this less-linear structure, and the challenges herein. Additionally, while PIER 
presents the Effect stage occurring prior to the response stage, these two often overlap in practice.  

 

 

Figure 26: PIER example broken out by anchored stage on a ‘Disease Outbreak’ topic. The top-
Incident stage contains an internal breakdown of PIER, demonstrating hierarchical reuse as a 
component of PIER layouts. The top-Response stage also demonstrates this hierarchical reuse 

utilizing only two of the PIER stages. 

 

Arguments 

The final required human-machine collaboration step in schema creation is the addition of argu-
ments. Our approach to argument suggestion varied over the course of the program (and thus 
within the submitted schema library). The per-step argument slots (e.g. in the figures below A0- 
active entity) are determined by the Event QNode’s alignment to established predicate roles using 
the OWG alignment. Initially, MASC suggested arguments for the schema as a whole and allowed 
the curator to drag these arguments to appropriate roles. This capability persists in the current 
version as the green boxes on the right of Figure 27 and Figure 28. In the final months before the 
evaluation, we extended the argument suggestion capability using semantic role labeling, and sug-
gested arguments directly at the step level as in  Figure 27. Curators have the option to select or 
reject argument suggestions. The new capability increases the number of arguments a curator is 
nudged to include, but for larger schemas introduces a greater need to incorporate coreference 
across steps. Figure 28 illustrates the result of curation to incorporate arguments. As illustrated 
here, the curator has the option of adding a new argument.  
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Figure 27: Arguments as Suggested 

Figure 28: Selected Arguments 

In addition to providing argument labels, each argument requires a QNode. QNode suggestion uses 
similar approaches to those described for Event QNode suggestion. Figure 29 illustrates Argument 
QNode suggestions.  
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Figure 29: QNode Suggestions for the Selected Arguments 

 

Argument Relations 

As an additional feature of our schemas, we automatically incorporate automatically predicted 
relations between arguments and allow the curator to view and correct. We performed an analysis 
of potential arguments from the OWG overlay and identified ownership, location, and membership 
as being sufficiently frequent and characteristic of the schema in general (rather than an instance 
of the schema) to incorporate. We use a fine-tuned entailment base to automatically determine 
whether an argument pair is likely to hold some relation given the context of the schema. This 
approach leverages the simple inferences performed in a natural language entailment/inference 
case.  
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Figure 30: Argument Relation Suggestions 
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LIST OF SYMBOLS, ABBREVIATIONS, AND ACRONYMS 

 

Definition / Term Description 

ASU Arizona State University, a subcontractor on this effort. 

BERT Bidirectional Encoder Representations from Transformers 

ChatGPT Chat-based LLM hosted by OpenAI. 

DWD DARPA Wikidata 

GPT-* Specific generative LLMs hosted by OpenAI. A version number is 
specified when used rather than *. This report references versions 2, 
3, 3.5, and 4. 

Graph G Graph G was created by the Linguistic Data Consortium to measure 
TA2 automatic capability to predict events not observed while fac-
toring out errors of machine understanding of documents. 

HRF Human Readable Format, a format of schema presentation intended 
to be more interpretable by humans, rather than the format more ap-
propriate for TA2 systems. 

ISI Information Sciences Institute 

JSON JavaScript Object Notation 

KAIROS Knowledge-directed Artificial Intelligence Reasoning Over Sche-
mas, the DARPA program that included this effort. 

KGTK Knowledge Graph ToolKit 

LESTAT Learning Event Schema Temporally and Transmodally, the name of 
USC ISI’s effort. 

LDC Linguistic Data Consortium at the University of Pennsylvania, which 
provided data for the KAIROS program. 

LLM Large Language Model 

MASC Machine-Aided Script Curator, the script-creation tool developed in 
this effort. 

NIST National Institute of Standards and Technology, the third party eval-
uator of KAIROS results.  
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NLP Natural Language Processing 

OWG Ontology Working Group 

PIER Precursor. Incident. Effect. Response. An order of defined temporal 
stages for schema organization. 

qNode An identifier representing a concept in Wikidata. 

RESIN UIUC’s engine that predicts likely events based on a schema repos-
itory and streaming input. 

SBERT Sentence-BERT, a modification to BERT to improve performance 
on semantic textual similarity tasks. 

SDF Schema Data Format, a JSON-based format for sharing schema li-
braries among performers. 

SpaCy An open-source NLP toolkit (https://spacy.io/) 

SRL Semantic role labeling, a technique that identifies roles that partici-
pants play in an event. 

TA1 Technical Area 1, whose goal is to produce a human-curated library 
of schemas for complex events. 

TA2 Technical Area 2, whose goals are to make predictions of events that 
are likely but have not been reported, given a stream of documents. 

TEAR Temporal Events and Relations, a system we developed for extract-
ing events, their arguments, and temporal relations among them. 

UCF University of Central Florida, a subcontractor on this effort. 

UCLA University of California, Los Angeles, a subcontractor on this effort. 

UIUC University of Illinois at Urbana-Champaign 

USC University of Southern California  

YAML Yet Another Markup Language 
 




