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Threat hunting is proactively searching for evidence that you are about to be targeted, being
targeted, or have already been compromised.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Quotes

“[Hunting is] the ability to proactively search through network and configuration
data with the goal of identifying events or misconfigurations that would be
indicative of malicious activity... A prerequisite for performing a quality “hunt” is
having a high degree of visibility and introspection into your network and
endpoints.”

- Chris Lee, Palantir

“Hunting almost always requires investigators to pull data from multiple systems
and make sense of it, needing to fetch, join, and normalize disparate data in order
to answer specific questions.”

- Ely Kahn SQRRL, AWS, (now at SentinalOne)
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The Name Is New — But the Steps Are Not

Some Professionals call it
“IOC Free analysis”

Richard Bejtlich [ =

Ptacsecunty
Concur. | called searching for IOCs "matching.” while hunting was “I0C-
free analysis,” in The Practice of #networksecuritymanitoring (2014),
Hunting developed because we needed a way to discover intruders who
operated outside existing I0Cs. Hunting creates new 10Cs, for matching
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‘ Oliver Rochford @ 0iverRochiord - May 21, 2021
Let me dispel & young but growing myth:

if you are searching for KNOWN 10C - you are NOT THREAT HUNTING, | repeat,
NOT THREAT HUNTING. Instead, you are just searching, or detecting.

frthreathunting #dfir #cybersecurity #blueteam
745 AM « May 21, 201
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Others say itis “Proactively Looking for
Incidents instead of being Reactive”

The Foundations

of Threat Hunting

(‘,r,;mt ¢ and n effective ¢ ytzu threat hunts o

meetl business gds

Chad Maurice | Jeremy Thompson | William Copeland

Threst Muet Lead and Instrt tor
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Sample definitions from others

Definition Source

Threat hunting is tr_le practice of pr_oactlvely searching for cyber What is Cyber Threat Hunting?

threats that are lurking undetected in a network. Cyber threat By Scott Taschler at CrowdStrike (April 17

hunting digs deep to find malicious actors in your environment y P ’
: e : . ” 2023)

that have slipped pastyour initial endpoint security defenses.

“Threat hunting [] moves the bar for network defense beyond Maurice, Chad, et al. The Foundations of
looking at the known threats and allows a team to pursue Threat Hunting: Organize and Design Effective
adversaries that are attacking in novel ways that have not Cyber Threat Hunts to Meet Business
previously beenseen.” Needs. N.p., Packt Publishing, Limited, 2022.
“Threat hunting assumes that compromise has already

happened in some way, shape or form. The processinvolves A Threat Hunting Primer

proactively searching for cyberthreats, vulnerabilities, and by Innovate Cybersecurity (November 22,

malicious actors hiding in your environment that have somehow 2021)
escaped detection by the rest of the security toolset.”

There are many more definitions

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Some Say Threat Hunting Is NOT

1. Generating Alerts or Respondingto Alerts

2. Receilving a list of Indicators of Compromise (I0OCs) and running scans for
matches to the list in your own environment

3. “A passive activity”
Incident Response ...

5. A product, it is not automated, it is not something you can put in a script or flow
chart — But Automated processes and tools can help with efficiency during
hunts

e

There is also debate on all of the above items.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Some Types of Hunting

Internal
« Search for evidence of compromise in our internal environment
« Search for insider threat activity
External
* |s there evidence of our compromise outside out environment? IS our customer
data being sold?
« Are people talking about attacking us? Or attacking software that we use?

Hybrid — both Internal and External

Laying Traps — Proactive activity to improve future detections

* If we aren’t compromised using a specific attack yet, can we make a HoneyPot or
HoneyToken or HoneyData to alert us when we are?

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Threat Hunting Cycle -1
1. Understand threat environment

2. Understand organization’s environment and
establish scope

3. Create hypothesis — develop some goals
for the hunt

Collect data
Perform analysis, develop results
Communicate results, distribution
After actions

|
BRCPSS OIS
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Threat Hunting Cycle -2

Gather Intelligence on Threat activity Understand Internal Priorities & Scope Devel
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Threat Hunting Cycle -3

Perform Data Collection Perform Analysis & Develop Results Communicate Results
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Collection Management Frameworks
often go beyond a typical IT asset
inventory to include logs, data
sources, duration and more
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Gather Intelligence on Adversary Behavior and
Recent Activity

 The team collects Example Threat Activity Example Items of Interest
information to decide on Report « 71% of incidents were
the most probable threats —— “malware free”

* Ransomware
» Access Brokers are using

 What attackers are
actively doing

. Attacks against multiple NOWHERE specific vulnerabilities, then
organizations reselling the access.
* Attacks against similar | THREAT * Active Threat Groups and
i their tactics
REPORT

organizations _ _
 80% increase in attacks on

Financial Service
* Cross Platform Attacks

We cover Attacker Behavior Frameworks and Reading the Threat Landscape in more detail in another Sub-Module

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Understand Internal Priorities and Scope

 Align hunts with organization’s
key assets and internal
priorities

« |dentify key activities occurring
soon

- Critical Business Processes and
Special Events, Acquisitions/
Launches, R&D, etc.

- What assets and information
support these activities?

- Under what adverse IT
conditions would these activities
fail?

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Develop Hunting Hypothesis — Questions

Combine information from intelligence sources with internal priorities.
Can be an artform. Usually not easily automated.

Threat Hunting often starts with the assumption that the organization has been
compromised, and initiates activities to look for evidence to see if it is true.
The activity is almost always informative.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Developing Hunting Hypothesis

Question: How is it possible to respond to an incident if you do not know it exists?

Answer: Assumethat you have been compromised, ask yourself or your team:

1.

2
3.
4

Threat Hunting

How might it have happened?
What is a list of weaknesses or tools that adversaries mighttry to use?
What are the most likely paths they would choose to compromise us?

What are common technigues attackers are using to compromise other
organizations and How might they use those to compromise us?

[DISTRIBUTION STATEMENT A] Approved for public release and

© 2023 Carnegie Mellon University unlimited distribution.



Example Data Driven Hypothesis Questions

From Intelligence Reports:

« CrowdStrike reports the Kerberoasting
technique was used in 583% more
incidents in 2022 than in 2021.

» Attackers were stealing tickets that are
associated with Service Principle Names
(SPNs).

— SPNs are oftentied to service accounts,

— Service accounts oftenhave higher
administrative privileges.

— Afteridentifying service accounts, attackers
would also use HashCat to brute force PW
hashes

Threat Hunting
© 2023 Carnegie Mellon University

Sample Hunt Questions

What environments are we using service
accounts in?

Do any of our service accounts have
unnecessarily high privileges?

Have attackers already been able to
Kerberoast us?

— Have they already stolen any accounts or hashes

this way?
If not, how easy would it be for them to do
S0?
Would we be able to detect it if they did?
What processes would be affects?
Are we logging and alerting on those?

[DISTRIBUTION STATEMENT A] Approved for public release and
unlimited distribution.



Understand How Threats Might Attack You

Kerberoast Attack Diagram by RedSiege

Authentication Service (AS)
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https://redsiege.com/tools-techniques/2020/10/detecting-

kerberoasting/
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Become familiar with the Technical

Details of the Kerberoasting and
Detection techniques.

After understanding the attack, ask
yourself and your team members

W hat tools were used?

W hat traces do these specific tools
leave on my network?

What logs are they left in?

W hat other behaviors would need
to occur?

[DISTRIBUTION STATEMENT A] Approved for public release and

unlimited distribution.



We cover Attacker Behav,

Threat Hunting

MITRE | ATT&CK

TECHNIQUES

Credentials from Password Stores v
Explaitation for Credential Access

Forced Authentication

Forge Web Credentiala v
Input Capture -
Moddy Authentication Process v

Mult-Factor Authentication Intecception

Multi-Factor Authentication Reguest
Generation

Network Sniffing

0S8 Credential Dumping v
Sreal Application Access Token

Steal of Forge Authentication Centificstes

Sreal of Forge Kerberos Tickets -~
Golden Ticket
Siiver Ticket
Kerberoastng
AS-REP Roasting
Stesl Web Session Cookie
Unsecured Credemtials v
Discovery v
Lateral Movernent v
Collection v
Command and Control v
Exfituation v
imgpact v
Mobide v

© 2023 Carnegie Mellon University

Technigues + Dats Scarces Mitigations -~ Groups Software

ATT&CKcon 4.0 will be held on Oct 2425 in McLaen, VA. Click bers for more detals and 1o register.

Home » Technagpues = Emerpeise » Saal or Farge Tichets » K

Steal or Forge Kerberos Tickets: Kerberoasting
Other sub-technigues of Steal or Forge Kerberos Tickets (4) v

Adversaries may abuse & valid Kerberos ticket-granting ticket (TGT) ar sadf network traffio to obtain a ticket-granting
service (TGS) ticket that may be vulserable to firute Fores,'F

Sarvice principal namos (SPN2) are used 1o uniquely identify each instance of § Windows sarvice. To enable authantication,
Kerberns reguires that SPNs be associated with af lesst one service logon {an Nically tashed with
running a service’ ), TN

2 P g o valid tcket-granting ticket (TGT) may request one or mone Kerberos ticket-granting
service (TGS) service tickats for any SP froen & domain contolier (DC) ' Portions of these tickets mnay be encrypted
with the RCA sgorithm, meaning the Kerdecos 5 TAS-REP etype 23 hash of the senice account associated with the SPN is
used as the pevate key and & thus vuinerable 1 offine Brute Force mitacks that may expose plaintext credentals 111 1

This same behavicr could Do executed uming service tickets captured froen network trafc !

Cracked hashes may enable Fee Priviege E % and Latorsl M ¥ia access 10 Valed Accounts. ™

Procedure Examples

1] Name Description

51063  Erute Rotel C4 Brute Ratel C4 can decode Xerberos 5 tickets and coavert it to h format for sub

Campaigns

e e

Resources - Blog Contribute

1D: T1548.003

Sub-technique of: 11552

Tactic: Credential Access

Platforms: Windows

Sy Requir 1 Vol domain ot
The abiiity 1o sniff traffic within & Goemain
Contributors: Prastorisn

Version: 1.2

Created: 11 February 2020

Last Modified: 30 March 2023

Version Permalink

" 1L

0363  Empie
G006 FINT FINT has used Kerbetoasting for crodentisd access and 10 enable lateral movement ™

S045Y  impochet
compatible with crackng tocls Tke John the Rigper and Hasheat |

CO014  Dperation Worao
of service offtine!"®

S0194  PowerSplott

Emgire uses PowwrSploll’s Taveke-Kechecoast to request service tickets and refurn crackable ticket hashes. ™

Irpacket modules Mke GetUserSPNs can be used o get Service Principal Names (SPNs) for user acoounts. The output is formatied %o be
During Cpaeation 'Woceo, theeat actors Lsed PuwerSpiot's Tnvoke-Serdercsst Module to reguest encrypted service tickets and bruteforce the

PowerSpion's tavoke-Earsarsast module can request service tickets and retum crackable ticket haghes. ! 7

or Frameworks and MITREATI&CK in more detail in the next sub-module

[DISTRIBUTION STATEMENT A] Approved for public release and

unlimited distribution.
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Data — Collection Management Framework

When answering the hypothesis question, a CMF will contain information about data
sources that might be relevant to the hunt.

Hypothesis 1 - here's where the educated guess goes that determines the required data sets

Data Type Data Source Retention Length Data Owners Data Collection Method Data Value
logs webserver 24 hours NOC Manual medium
logs dns 7 days NOC Manual high

logs proxy 72 hours NOC Manual medium
binary logs exchange 45 min NOC Manual high
binary logs endpoint variable Security team Manual critical
logs antivirus console/endpoint 90 days Security team Manual critical
logs firewall 24 hours NOC Manual high
packet capture IDS appliance 48 hours Security team Manual critical
NetFlow IDS appliance 14 days Security team Manual critical

Figure 5.1 — Collection Management Framework

Image Source: Maurice, Chad, et al.The Foundations of Threat Hunting: Organizeand Design Effective Cyber Threat Hunts to Meet Business
Needs. N.p., PacktPublishing, Limited, 2022.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Kerberoast Example Hunting — Data Collection

Develop a plan to collect the relevant
data, logs, and configurations to
perform the hunt.

There may be a lot of data and it may
also be sensitive.

» Credentials

* Tickets

« Sensitive Communications

« Security configurations

* Permission logs

The hunt team will need procedures to
secure the data.

Threat Hunting
© 2023 Carnegie Mellon University

Kerberoast Hunt Example

« Windows Event Log
— Look for ticket granting service
requests and approvals (e.g., 4769,
4770)
 List of Service Accounts, the IT
systems they are on, and the
criticality of those systems
« Endpoint logs from the systems with
service accounts.

« And more

[DISTRIBUTION STATEMENT A] Approved for public release and
unlimited distribution.



Perform Analysis & Develop Results

The team works to identify patterns, build connections, and attempt to answer
the hypothesis question.

Questions to consider
« What was executed on the machine?

« Are any service account actions over
the past few days/weeks suspicious?

« Were any new accounts created
recently? Are they all accounted for?

« Have any suspicious login attempts
(successful or failure) been logged?

Use tools to help with analysis.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Example: Kerberoast Windows Event Log Data Analysis

Windows Event Log entries... Are these bad?
" - Event Progienties - Brant 4765, Microsoft Wiedows sty sudizog F -
indings

P « Event 4769 : a Kerberos service ticket was
S e requested

= « Ticket Encryption Type = 0x17 : uh oh, this
- indicates a weak encryption algorithm (RC4)
i was chosen during configuration

' » Tickets Requested for Several different
T e it Service Names (BizTalk, Microsoft SQL
Service, and more) by the same account
within microseconds of each other.

Account Name

07 P JoeUser®@LAB. ADSECURITY,ORG
107 P JoeUser@LAB. ADSECURITY, ORG

A
7 "M JoeUser@LAB. ADS RITY X
5 ™M JoeUser@LAB. ADS

Example logs and images from https://adsecurity.org/?p=3513

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Analysis: What Is the Impact?

Where did we find this activity?
« We found this on a domain controller (DC)
What departments or network activities does this particular DC provide service to?
What service accounts are potentially a problem?
* In our example, look at the Service Names to help answer this question!
What other assets and applications does this service account have access to?
How recently has this service account accessed other IT assets or applications?
What business activities do those other IT assets support?
What other logs can be collection from their machine.

Should the hunt team pass this over to the incident response for additional investigation
and forensic analysis?

 In our example, yes, asap. And probably assume that the service account password is
cracked

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Communicate Results

 What do stakeholders need to know
about what you found / find?

* How will you communicate it to them
so that it remains relevant ?

» Try to collect feedback on the
usefulness of the results to the
audience?

« Surveys, testimonials, delivery
platforms.

* If activity is found, get the incident
response team involved.

« Communicate Technical information
at the executive level to stakeholders.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Report Templates Can Help with Communication

Report templates can help ensure teams Sample Report Template from CyborgSecurity
perform the right activities during hunts.

1. Executive Summary: A concise overview of the threat hunting operation and its results.

2. Abstract & Hypothesis: Describes the focus of the hunt and proposes a theory about the

Templates help audiences organize and
understand complex information.

potential threat.

3. Technical Summary: Provides in-depth insights about the hunt, the technologies used, and the

Some threat hunting teams share their results obtained
tem p I ates. 4. Mitigation Recommendations: Outlines proactive steps to mitigate identified threats
5. Analysis: Transforms raw data into actionable intelligence, highlighting significant patterns or
Templates can be coded into tools or bRl of conmidiise
P latforms. 6. Conclusion: Wraps up the findings, summarizing what was achieved during the threat hunt

Source: https://www.cyborgsecurity.com/hunter-platform/building-an-effective-
threat-hunting-report-template/

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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After Actions

Example After Action observations:
Perform an Internal Review of the Hunt * Infrastructure Changes

What challenges were faced? _

How could those have been overcome
faster? -

We need to switch from RC4 to AES encryption for tickets
Ensure all DC are logging Kerberos related Windows event IDs

Make sure all service accounts have very strong passwords to
prevent fast cracking

Filter the logs in the SIEM for requests, weak encryption, etc.

 Our IT team does not have a central list of all

What went well? What did not go well?
What improvements can be made?

service accounts, the Hunt team had to contact
business units on separate networks to collect

What metrics were collected? a full-service account list.

What new metrics would be useful to
start tracking weighed against how
much will these cost to track.

» The transportation team does not maintain a
mapping of IT server to critical processes: we
had to construct it with them during the hunt

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Other Hunt Planning Tips

Collaboration with other business groups is often needed during a hunt.

Consensus is often needed between the hunting team and other teams, such as IT,
strategy, operations, finance, and others.

Methods of hunting may need to be evaluated and weighed for cost, effectiveness,
time to implement, and impact on current operations.

A combination of different experts and perspectivesis needed during hunting
activities.

There ARE other approaches. You could start with a broad question or large
pile of data and filter it down iteratively.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Also: Parts of the Hunting Cycle Can Apply to Specific

Technologies or Areas

Example: ICS environments have unique attack vectors and attack surfaces

TOP ATTACKVECTORS IN ICS

US8 Devices

*  May Comtain

Phishing
v Ususdly with mahcious sttachments
masicious flles
O Matware
Supply Chain Compromise
“ (. of Least Resistance
(Le. Compromise Vendor) Path of Least Reslistance

*  "mland Nopping” compromine (1o
Comgrorriae 1r ARG pannm

+  Panching potoes and
oversights
Watering Holes
o Throat a0 Doosses Of
OVSOTVEN Which Wetnies Trojanized Software
an onganrat often uses

. OWTHO 3 ootcation
— and ndects one or more of Downloadebic apolcatios

ISt Containg madware of
them with madware
vira

CISA slide on the top attack vectors inICS in 2021

Threat Hunting
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ICS CYBER ATTACK SURFACE

ICS environments are often exposed to the same threats
seen IT environments

*  Human Machine Interface (HMI) and engineering workstations
predominantly run Microsoft's Windows 0S

* Some PLCs, data acquisition servers, SCADA servers, and industrial
PCs ¢o as well

*  LUinux and MacOS are less common

Architecture and internal practices influence attack surface
¢ Internal polices or lack thereof

* Additional entry points are not uncommon and are not always
known

* Poor boundary protection or architecture

@ ] o

CISA slide on unique ICS attack surface in ICS in 2021

[DISTRIBUTION STATEMENT A] Approved for public release and
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Summary

Threat Hunting Lifecycle

1.

Threat Hunting

o g~ w Db

Understand ThreatEnvironment
Create Hypothesis

CollectData

PerformAnalysis, Develop Results
Communicate Results
AfterActions

© 2023 Carnegie Mellon University
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Lockheed Martin: Cyber Kill Chain®

The term kill chain originates from the military to
specify offensive actions.

WEAPTNIZATHIN

Lockheed adapted the term to Model common cyber
attacker behavior.

Use the chain to identify where you are in an attack.

Disrupting any one link in the chain can prevent
attacker’s reaching objectives.

LHMC Cyber Kill Chain® Framework

Threat Hunting

[DISTRIBUTION STATEMENT A] Approved for public release and
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LHMC Kill Chain — Example of How to Apply It for Threat Hunting

Example of what Adversaries are attempting during the Reconnaissance phase.

Adversary Activities

Harvest email addresses

Identify employees on
social media networks

Collect press releases, contract
awards, conference attendee lists

Discover internet-facing servers

Recommended Defender Activities and
key Data Sources

Collect website visitor logs for
alerting and historical searching.

Collaborate with web administrators to
utilize their existing browser analytics.

Build detections for browsing
behaviors unique to reconnaissance.

Prioritize defenses around
particular technologies or people
based on recon activity.

Source: https://www.lockheedmartin.com/content/dam/lockheed-martin/rms/documents/cyber/Gaining_the_Advantage_ Cyber Kill _Chain.pdf

Threat Hunting
© 2023 Carnegie Mellon University
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MITRE Attack

The MITRE ATT&CK® framework is a knowledge base of attacker tactics and techniques.

Designed for cyber operators (including threat hunters) to help create a common
vocabulary of all known attacks.

Created in 2013 to enable testing for a research project called FMX

The objective of FMX was to investigate how endpoint telemetry data and analytics could
help improve post-intrusion detection of attackers operating within enterprise networks.

The ATT&CK framework was used as the basis for testing the efficacy of the sensors and
analytics under FMX

Served as the common language that both offense and defense could use to improve over
time.

Lists out the details for the “next level down” in each stage of the cyber kill chain...

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Matrices - Tactics Techniques ~ Data Sources Mitigabons - Groups Sofltware Campaigna Resources -

MITRE | ATT&CK

ATTRCKCON 4.0 will be hald on Oct 24-25 In McLean, VA, Click here for mace detalls and 10 register.

MATRICES  tome » mutces » Ertarprise

Enterprise »
PRE 1 1
Enterprise Matrix
Windows View on the ATTACK® Navigatoc
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Example from Reconnaissance Phase
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Example: Reconnaissance: Active Scanning
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Each technique
has

 Description

 Mitigations

 Detection

» References

* Linkages to
other
techniques

* And more
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Other Examples of How Teams Use MITRE Attack

Top 10 observed techniques in customer
environments Red Canary uses it to report

the Most Common threat
activity seen in customer
environments

H B B
g sl 3
i H K
£ z
H H B
§ El
5 w
: i
3
3
g
g

T1027: Obfuscated Files or Information

T1218.011: Rundii32

How it is used:

T1105: Ingress Tool Transfer
“We have a library of roughly 3,500 detection analytics []. These
R are mapped to corresponding MITRE ATT&CK techniques

m*u . whenever possible, allowing us to associate the behaviors that
— comprise a confirmed threat detection with the industry
71036.003: Rename Systom Utilities standard for classifying adversary activity.

A

T1003.001: LSASS Memory

Red Canary 2023 Threat Detection Report
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More Examples Operationalizing MITRE ATTACK

— Eermrmesieec e oo Heatmaps can show
= = I = == = lnm= : * What controls you
= | = = =2 i =} have / don’t have

'

= ’ ‘ == i_:  What data you

— ety —_—

e = = collect / are not yet
=] =1 collecting
' « What areas

i attackers are
= observed to bein

One team shows how they use Mitre Attack to display the results of their control (vendors often report
testingand use scores as an overlay these)

B

https://www.signalblur.io/getting-started-with-mitres-att-ck-navigator
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Many Vendor Tools Integrate or Map to MITRE Attack

ghnk

MITRE ATTACK Matrix

 yoge—n
S .
—

Example: Splunk Enterprise adopts MITRE ATT&CK -

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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https://apps.splunk.com/app/4617/

MITRE ATTACK Framework

Advantages
« Common language / format
« Contains many adversary attacks and defenses against them
» Contains links to other resources for more detail
* Incorporated into many tools

Important to Remember
* Not quite exhaustive — has nearly all attacks but not fully 100%
« Learning curve for terminology

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Pyramid of Pain

How expensive is it for attackers to
change their approach if you block it?

A *Tough!

Tools  eChallenging

Network/ .
Host Artifacts OAnnoylng
Domain Names eSimple

eTrivial

A cybersecurity professional named David Bianco created
the pyramid of pain
http://detect-respond.blogspot.com/2013/03/the-pyramid-
of-pain.html

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.

Some types of intel lead to longer
term defenses than others.

It is less useful to build a defensive
capability around it.

So, things that are hard for attackers
to change are better for defenders to
use.
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Also Useful: Sandia Generic Threat Matrix

THREAT PROFILE
Commitment Resources
Knowledge
Threat Technical
Level | intensity Stealth Time personnel Cyber Kinetic Access
1 H H Years to decodes Hundreds H H H
2 H H Yoars to decades Tens of tens M H M
3 H H Months to years Tens of tens H M M
a M H Weeks to months Tens H M M
5 H M Weeks to months Tens M M M
6 ™M M Weeks to months Ones M M L
7 M M Months to yeasrs Tens L L L
8 L L Days to weeks Ones L L L

Reproduced from Duggan et al. [8].

Trevino, CassandraM,, et al. Cyber threat metrics. Sandia National Laboratories, 2012.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Summary

Threat hunting Frameworks are useful at standardizing terminology and ideas and for
sharing a common picture with each other.

Popular frameworks include:

» Lockheed Martin Kill Chain
MITRE ATT&CK
Pyramid of Pain
Sandia generic threat matrix
And many more

Frameworks are not standalone; they are frequently combined with each other.

Many vendor tools incorporate these frameworks to improve internal reporting and
sharing of information with other teams.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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-

Threat Landscape ,nd rces
Threats can be d
* external
* internal .

Need to learn trends ani
both types
« current
— passive
— active
. general TTPs ..
» specific TTPs — reported by ot
teams
» sources of threat behavior
* identifying ‘shifts’

N S

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Data Gathering — Monitor Reported Threat Activity

NA TDYCNINCS

Read what others are saying.

Create trends from your own internal
(incident/alert) data.

THREAT

DEYROTIONS NERORT Gather your own data on external
i threats (see Honeypots).

Read carefully — be wary of data
collection, methodology, sample sizes,
false positives, date ranges, and
resulting claims.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Data Gathering — Sources of Threat Information

Stories
Vendor threat trend reports and data feeds
 events from their sensors
« events from clients they are servicing
Internet databases (may be sponsored by vendors)
Academic studies
Information Security Analysis Center (ISAC) reports
Sharing networks
And more

For all sources, carefully read descriptions of methodology, sample size, and resulting claims.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Not All Sources of Data for Threat Hunting Are Equal

Different sources of threat intelligence will give you different levels of information and
different levels of confidence.

Some are more useful than others.
Context matters.
Anecdotes can still be very useful.

Be aware of sample sizes, the origin of results, the methods of collection, statistical
analysis methods, and more.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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What Are Sharing Networks?

A community of defensive organizations sharing information about what they are
seeing on their networks

Often use sharing rules such as “traffic light protocol”

Networks of all types exist: Open to all vs Invite only, Sector specific, Attributed vs.
non-attributed, and more...

Tools now exist to set up your own private threat sharing network and invite other
organizations to join.

Threat hunters can send and answer queries and mine networks for trends.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Government Reports

CYBERSECURITY &
INFRASTRUCTURE
SECURITY AGENCY

TR R T TR Advisories contain
- PDF

* Mappings to MITRE ATT&CK
Iranian Government-Sponsored APT Actors
» Context

Compromise Federal Network, Deploy Crypto
Miner, Credential Harvester » Separate files for IOCs and STIX

some / SemabDveom [ O0enecurty ASasones Cybersecurty ASYIOTY

Last Revised: November 25, 2022 Alert Code: AA22-3204A
> -
Summary

From mid-June through mid-July 2022, CISA conducted an incident response engagement at a Federal Chilian
Executive Branch (FCEB) organization where CiSA observed suspected advanced persistent theeat (APT) activity. In
the course of incident response activities, CISA determined that cyber threat actoes exploited the LogdShell
vuinenbility in an unpatched VMware Horlzon server, installed XMRig crypto mining software, moved laterally to the
domain controller {DC), compromised credentials, and then implanted Ngrok revesse proxies on several hosts to
maintain persistence. CISA and the Federal Bureau of Investigation (FBI) assess that the FCEB natwork was

compromised by banian government-spansored APT actors,

https://www.cisa.gov/news-events/cybersecurity-advisories/aa22-320a

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Government Automated Sharing: CISA AIS Program

The Department of Homeland Security
(DHS) Cybersecurity and Infrastructure
Aot S S g e oo s e e Security Agency’s (CISA’s) free Automated

st known thesats that dre redevant 1o AS partopects,

Indicator Sharing (AIS) program enables

By porticipating in AIS, organations can send and recove CTia/Dis mith other onganizanons and can be on
the okDut for similar activity to proactively defend thel notwork, This allows organizations to benefit from the
coflecive knowledge of parscipant ceganzatons. AIS nlso ofers anooymity, as well as Satisty, and privacy

Ak W Singh U o o CRPONS WA AL O ot S o » organizations to share and receive

THE CYBERSECURITY INFORMATION SHARING ACT OF 2015

Automated Indicator Sharing }:‘£ ,

¥

OVERVIEW

AS & avalatie through CSA's Cybersecunty Divison and CISA Centrn whith are designined as the hub for the -
shanng of CTis/DMs betwoen the federsd governmont and private soctor by the Cybersecunty nformation I I I aC I n e - re a a e C e r t re at
Shanng Act of 2015, This law grants Sabiity pAotection, [rNvacy PROtECtOns. ANd OOMaT (ROLections 1o

organizations tat share CTin/OMs Brough AS n accordance with the Act's reguirements. As mandated by the
Cysarscunty Information Shanng Act of 2045, DHS cartfied the openmtion of AS in March 2016, The goal is

R L e s S indicators (CTIs) and defensive

LIABILITY PROTECTION

s gt e 2 gt b e A v measures (DMs)
o Nonloderal entities sharing with other non lederl ertities . - .
Mt o i on ot et ey Sl i « real time to monitor and defend their
o Nonfederal ontties sharing with C:SA and other fadersl agencies through AlS 1 .

, ' . networks against known threats that

ederal (rganizations 40 NOt recetve latvity protection when sharng with one ancther, but some aspects of the

Cytersecurity Information Shanng Act of 2015 apply (2.4 Srivacy reQueements when sharnng CTis). . .

PAvACYprOTECTIONS are relevant to AIS participants

CISA has taken cacelul Mesaures 10 onsurs BpSroprale grvacy and ol iarties protections are Tully
mplamemed s AS. CISA nas putiinted 4 Drivacy Mmpect assesamont of AIS found on
DTLDO /Wy, LS00/ AULOOET BN SO0INE 2t
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Altackery

Artachers
HIDDEN COBRA actors
Russian hackers

North Koreen hackers
Ancrrgmons Rady
Shadow Hieckers

Tick (BRONZE BULTER N..

ANT

Lazorus Group

Sowbug ©

North Korean governme
Keylioy ©

Inj3c10r Team

Aax Securnty Team (Fap
Nerta Corp.
Anoryrous Scandirarda
Arorymons Turssia
Arorrpmons Vereiuela
Asdan Neforfer Tim
Ao Hacking Group (B

Central mealigence Age..

Charming Ktten (Group
Chinese APT groops (ge
GNAA

Nuna Melo

Segu o LLC

Sprng Dragon {Lotus BE_

Syrien Electronic Army
TeaM System Dz
UGNan

Methods

Velgmer

ediD ©

BankBot

memory corruption
Baniking Trojen

Ermote

Rermote Command Exec.,
Adware

ETERNALBLUE

Improper Authentication
Urndlidated Radicect
HSDPSOCrypt (Ordmptl @
Rermoto Access Trogan |
Remote Code Execution
useafterfree

Keylcgger

aucet

LoV

Mira

CPAY

Command Injection

ONS Spoofing
Inadeguate Storage fnc
firipbot

SMS Trojans

Turla {Owroboros, Snako)
Reflected XS5

Privilege £szalstion
Buffer overflow sttock

Vidnerabalities

Vuiner abiltie
CVE20Y 70181
Chrome 61 UXSS
CVE201 7152880
AVGater O

CVE20 721847 0
CVE20V7v1827 0
CVE20178700 0
VE2017965248 0
CVE-2013.3893
CVE-2014-8271 (Shelish.
CVE 2010260 0
CVE2097:31 791 0
CVE2097 831 0
CVE0 718320
CVE2017- 11888 ©
CVE2N TN ©
CVE-2017-11841 0
CVE-20%7118770
CVE2047.11833 0
CVE 201711883 0
vE20VT e 0
CVE2007- 7838 0
V27311 0
CVE-201 76264 0
CVE20)7400013% 0
CVE20173000143 0
CVE20V 700042 ©
CVE-2005-1977

CVE- 20001070

* Nerts o0

Example: Recorded Future Global Trends

Toargets

Targst
Foeever 24

British Energy
Telecomemunications

BT Growp

jevnian Divwct ©

Bewing

Apple's Face 10

Appie Fhone

Sermens SICAM

US Department of State
Cloud

National Grd

Mmone X

United Kingdom

http/ fwww rjoathkeepe.
Bakersfiald Oty Schoot
North Korne

Naban Hoe Office
Apple

Adcbe
http//putintrump ong/
Lebanese Government
Minatry of Defence

D.C. Police Departrnent

ASPNET
Dragon
INM
Malaysia

Ia
&

A
ia
La
‘A

« A

Operationm

Coar atior
Operation Car Wash
OpDomesticTerarism
No2ISis

Opfrance

Optnda

OpNewliood

GRIZZLY STEPPE
Cpleatheaters
Cpicanun

Operation Exposs CF%
OpNene

OpAfrica

CpGabon

CpMyanmar

Operation Pacifer
Opecation Ababil
Operation lack October
Operation Blockbuster
Operation DeputyDog i
Operation Emmantal
OpTruma

Cperation Troy

OF_AMS

o _ouw

OpALS

OpATOsu

OpArabSpring

Opatalara
CpautumnNight
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List of Vendor Threat Report Examples

« Verizon: Data Breach Investigations Office of Management and BudArbor

Report Annual Threat Report focused on Denial of
« Websense Threat Report Service
« Symantec: Internet Security Threat  Ponemon Institute Exposing the
Report Cybersecurity Cracks: A Global Perspective
 Sophos: Security Threat Report, « CSRIC IV WG5 “Remediation of
Cisco’s Annual Security Report Server-Based DDoS Attacks” Final Report
- Hewlett Packard: Cyber risk report » Guide to Cyber Threat Information Sharing
. EY: Under Cyber Attack — EY’s (Draft), NIST Special Publication 800-150
Global Information Security Survey (Draft)
. Booz Allen: Cyber Power Index « Annual Report to Congress — Federal

Information Security Management
Source: CYBERSECURITY RISK MANAGEMENT AND BEST PRACTICES WORKING GROUP 4: Final Report

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Research Studies

Academic and private sector research offers longer term studies, publish their
collection methods, and sometimes their data.

Examples:
« Measuring the Longitudinal Evolution of the Online Anonymous Marketplace
Ecosystem by Kyle Soska and Nicolas Christin

— In Proceedings of the 24th USENIX Security Symposium (USENIX Security'15), pages
33-48. Washington, DC. August 2015.

» Framing Dependencies Introduced by Underground Commoditization by Kurt

Thomas et al
— Workshop on the Economics of Information Security, 2015

Example lesson learned: Attackers can outsource parts of their attack against a
target for relatively low cost and very high amounts of specialization.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Platform Versus Protocol

In the next few sections, we are going to discuss various platforms and protocols for
information sharing.

Platforms are software applications built to facilitate communication of a variety of data

types.
« Examples for general platforms would be Twitter, Facebook, MISP, etc.

Protocols in Information Sharing have the same meaning as protocols in networking.
» Protocols are the rules for how to send data to another organization, person, or
application.
« For example, TAXIl is a protocol for sending Cyber Threat Intelligence data to another
application, STIX, using the HTTPS protocol.
Sometimes an information sharing platform has its own protocol; so MISP is a platform and
a protocol.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Information Sharing Platforms

A platform may perform a variety of security tasks to help defenders such as:

* Receive data about threats from other network participants or publicly available
data sources

« Help analysts perform correlation analysis between events such as ‘linking’ them
together

 Allow analysts to add metadata to values such as URLs, Domain names,
Filenames, Hash values, and much more

* Integrate with other services such as malware sandbox analysis and importing
results (enrichment)

* Integrate with defensive tools including Firewalls, Intrusion Detection Systems
(IDS), SIEM, or other programmable network/host event sensors such as Zeek
(formerly Bro)

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Sharing Platforms

Only as valuable as the data they contain

 All of the platform use cases require the receipt of useful, timely, and ‘actionable’
security data.

« Data that is out of date or incorrect can cause unnecessary outages rather than
prevent against attacks.

« Using incorrect and inaccurate cyber intelligence can lead to many other security
failures.

* There are many teams that provide data for others to use (often called Feeds),
but careful examination of each dataset is recommended.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Example Platform: MISP MISP

Threat Sharing

Key Features

« Store, share, collaborate on cyber security indicators, malware analysis, and use
to detect and prevent attacks or threats

« Support for Events to have tags, to apply different taxonomies

« Multi-layered Sharing groups for multiple organizations with permissions and
protocols (including TLP)

 Import/Export events in various formats including indicator extraction via Regex
« Linking of attributes (observables and IOCs) between events

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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MISP — Event List

3 4 & 8 " 13 14 15 Al 17 B 139 20 b3l naxl -
chent
1 Act Q My Events  Org Eventa Filtaw
Sewon Atrbrsies Published Org L} Clusters Tags FAr. Date Info Distridution Actions
2017-10-25  OSINT - Bac Rabbit: Not- Al

v . 1152

Putyn i Dack with krgwroved

i g

2017-11-02  OSINT - Maicious Documents Al Not publis
Targeting Secusty
Professonals

Events from the the CIRCL MISP dataset imported into a MISP server. tlp:white

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Sample Design Plan

Log Normalization, : (topﬁoln:;)l External e ——
_ i internal APIs endor
Open SIc Alerts, SIEM, Analysis, Search& Viz o
Analyzers

tOOI Vendor API
Integ ration Case/Event Vendor API
Enrichment
and data Mix of free &
- TheHive subscription tools for
flow ) responders (VirusTotal
APl etc.)

Push & Pull of I0Cs
& Observables

Case management,
Assignment,
Investigation tracking

Case Entry &
investigation
Repository of obsenables
Sharing of observables with
other MISP servers

Threat Sharing

External Event & I0OC
: sharing networks
Indicator

Analysis

G G G G

Other organizations sharing via MISP servers
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Structured Threat Information Expression (STIX™)

 Structured language for
describing cyber threat

L] . 1 information

i - Easier to share, store,
analyze in a consistent

manner.
« STIX — Maintained by
OASIS
---------- 7 (i)  TAXIlI — A transport
protocol for STIX

Image Source: http://stixproject.github.io/about/
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Example STIX Data Model of a TTP

Scenario represents 3 IP addresses

1 ’
that are ‘known’ C2 for an adversary o example:coservaie-cici2oee-2ea8 Slck
6446-715218072127
Object
Prq &1 251Obwe ype
TP ddress_Value 198.51.100.2
C 0 Ipvd-addr l
o example:ttp-dd955e08-16d0-6108-50564-50d9%e 7231040
Titk Mal C2 Cha |
itle ware C2 Channe Observable
Resources
= 1D examplescbservable-b57a3651-9598-04fb-
Infrastructure 29¢11-5094c36d5dcs
Type Malware C2 {None Object
Observable_Chara zation Properti AddressObmtT Yoo l
Observable Addrgfis_Value 158.51.100.17 |
idref example:cbservable-c8c32bbe-20a8-5103-6446- 75218072127 Cat ipvd-addr '
Observable
idref example:cbservable - b572a651-9598-041b-29d1-5094¢36d5dc4 Observable
Observable J-nn example:cbservable-19¢16346-Oebd-99e2-
idref example:observabie-19c16346-0ebd-9902-00bb-20c 3201 7400 00bb-4ec3ed1?dcac
Object
Properties eIt pect Ty \
Addrefs Value 203.0.113.19
Cat Ipvd-addr [
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Anecdotal Sources Can Be Useful

Sources to learn about threats may be anecdotal, such as news stories:

« CNN - “5-year-old boy hacks dad's Xbox account”
(http://www.cnn.com/2014/04/04/tech/gaming-gadgets/5-year-old-xbox-hack/)

« Zdnet — “Teenager hacks Google Chrome with three Oday vulnerabilities”
(http://arstechnica.com/security/2012/10/google-chrome-exploit-fetches-pinkie-
pie-60000-hacking-prize/ and http://www.zdnet.com/article/teenager-hacks-
google-chrome-with-three-Oday-vulnerabilities/)

— It took about one-and-a-half weeks to find the vulnerabilities and write a reliable exploit.

— The exploit worked on a fully patched Windows 7 machine (64-bit) and did not require
user action beyond normal web browsing.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.


http://www.cnn.com/2014/04/04/tech/gaming-gadgets/5-year-old-xbox-hack/
http://arstechnica.com/security/2012/10/google-chrome-exploit-fetches-pinkie-pie-60000-hacking-prize/
http://www.zdnet.com/article/teenager-hacks-google-chrome-with-three-0day-vulnerabilities/

Summary

Threat Hunting Analysis is a process performed by analysis with loops, changes, and exploration to
discover a reasonable and repeatable answer.

Trends and patterns can help uncover unusual circumstances and highlight the need for action.
Many sources and networks exist to discuss, compare, and contrast threat actor and group behavior.
Data Sources include news, reports, databases, and research papers.

For vendor reports, read and fully understand the methodologies and sample sizes before you make
judgements about the claims and findings in the reports; be a skeptic.

Academic and private sector research offers longer term studies with published collection methods.

There is growth in threat information sharing using machine readable formats.
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© 2023 Carnegie Mellon University unlimited distribution.



Carnegie
Mellon
University

Software
Engineering
Institute

Hunt Teams, Analysts, Maturity Models

Threat Hunting
© 2023 Carnegie Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution



Who Should Be on the Hunt Team?

What skills would help hunters
answer each question?

 Where are all the places we should
be hunting?

« How can we automate the hunt?
* How prevalent is this problem for us?
» How do we explain the problem?

« What are all the likely ways attackers
might harm us?

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and 70
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Who Should Be on the Hunt Team?

Role Sample Activities

Network & IT * Collectlogsfrom IT assets

Infrastructure * Provide knowledge and background on “normal” activity vs. anomaly
Security Experts » Understand security architecture and controls

* Understand weaknesses
* ldentify security significant impacts in data

Programmers/Devel | « Help automate collectionand analysis tasks
opers » Improve tools and platforms

Data Scientists « Work with large datasets
* Apply Machine Learning & Deep Learning to data
* Interpretresults

Visualization & » Develop effective charts and graphs

Communications * Improve communicationand actionability of technical findings
Business » As needed, provide expertise on business processes
Management » Plan and track tasks, report Metric

« Align hunting with priorities of organization
+ Financial management, approve tools acquisition, hiring etc.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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The Analysts Mind

Example slide from “The Mind of a Hunter: A
Cognitive, Data-Driven Approach - SANS Threat
Hunting Summit 2017 by Chris Sanders

Is 'too much data’ a real thing?

Avg Time to Close per
Opening Move (Bro)

Avg Time to Close per
Opening Move (PCAP)

lii=111

PCAP Flow OSINT Flow OSINT

Data Suggests:

o Better organization of high context data sources can
yield improvements in analysts performance

How should analysts perform threat
hunting?

Chris Sanders studied the time it took for
analysts to achieve a desired outcome
depending upon which cybersecurity
data source they started with.

For more, see the video at The Mind of a Hunter: A Cognitive, Data-Driven Approach - SANS Threat Hunting Summit 2017 and Chris Sander’s
doctoral thesis: The Analyst Mindset: A Cognitive Skills Assessment of Digital Forensic Analysts. He also offers a course on Investigation Theory

Threat Hunting
© 2023 Carnegie Mellon University
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Analyst Techniques

Establishing Baselines and searching for Anomalies in different domains.
Attempting to scale searching, expansion, pattern matching, and correlation activities.

May need to apply techniques from other fields including statistical models, social sciences (language), human computer
interaction, and more.

Awareness of Business Events, Calendar, Cyclical Behaviors, volumes, and more.
See Additional Resources handout and slide Notes for links to more specific Data Analysis techniques

* Depending upon the data type: Network, Server, Endpoint, Appliance, etc.
« Orfor Statistical Analysis / Machine Learningincluding Deep Learning.
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SEI Survey of Non-signature-based Hunting Techniques

« Analysts focus on a few common protocols

» They apply understanding of related business processes
Sl SR « They look for expected behaviors.

v « Excluding certain data highlights interesting things for
e erar et additional examination.

» Hunting results in the creation of new repeatable

processes to look for suspicious artifacts (including IPs,
domain names, certificates, and others).

A Software Engirwer g rosthute

* New signatures minimizes analysts’ future workloads
e * Note this was in 2014....

By George Jones, John Stogoski
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SQRRL Hunting Maturity Model (HMM)

LEVEL

INITIAL

* Relles primarily on
automated alerting

« Little or no routine
data collection

LEVEL

MINIMAL

* Incorporates threat
intelligence
indicator searches

* Moderate or high
level of routine data
collections

LEVEL

PROCEDURAL

« Follows data
analysis procedures
created by others

* High or very high
level of routine data
collection

LEVEL

INNOVATIVE

* Creates new data
analysis procedures

* High or very high
level of routine data
collection

The Hunting Maturity Model (HMM)

Author: David J. Bianco SQRRL

Threat Hunting
© 2023 Carnegie Mellon University

LEADING

* Automates the
majority of
successful data
analysis procedures

* High or very high
level of routine data
collection
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The Bio Tk Deepfake Imposter Scams Are Driving
a New Wave of Fraud

Al could turbocharge the cybertheft economy. The world's banking industry is
scrambling to contain the risk.

NN \ (Y A
. A% / 7

\

AN
Mustration: Jinhwa Jang for Bloomberg Markets
O Y in & o By Nabila Ahmed, Adam Haigh, Ainsley Thomson, and Ellie Harmsworth
August 21, 2023 at 7:00 PM EDT

fit’ Gitt this article
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3 ways ChatGPT can help criminals take
advantage of you

a By Chris Smith & @ Published Mar 28th, 2023 10:18AM EDT ) , .
European Union’s police force

warned us that malicious
individuals can use ChatGPT to
assist with various criminal
activities.

1. Generate text that reads just
like a regular message from
one of those companies

2. Generate a ‘specific narrative
with little effort — helps
fraudsters

3. Produce malicious code

[2] Image: phonlamaiphoto/Adobe
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Chat Bots for Attackers?
WormGPT Is a ChatGPT Alternative With

'‘No Ethical Boundaries or Limitations’ Used in Business Email Compromise
hicsperind il s i S (BEC) attacks to generate messages

""‘“"‘" PG oG g Trained on Malicious code

Guardrails removed — will generate
malicious executable code if asked

“The results were unsettling. WormGPT
produced an email that was not only
remarkably persuasive but also strategically
cunning, showcasing its potential for
sophisticated phishing and BEC attacks,”
SlashNext said.

(Credit: Hacking forum)

Source: https://www.pcmag.com/news/wormgpt-is-a-chatgpt-alternative-with-no-ethical-boundaries-or-limitations
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Other Attacks on Al technology

When Hackers Descended to Test A.L, They
Found Fl /! .
ounc o Apenly Technigues Include

The hackers had the blessing of the White House and leading A.L.

companies, which want to learn about vulnerabilities before those with . .
* Model poisoning

nefarious intentions do.

Bomume & [ On * Prompt Injections

Universal and Transferable Adversarial Attacks

@ @ on Aligned Language Models . Prompt Engmeermg

Andy Zou', Zifan Wang®, J. Zico Kolter'?, Matt Frodrikson'

By Sarah Kessler and Tiffany Hss 'Carnogie Mellon University, *Center for Al Safety, *Bosch Center for Al
To avoid getting hacked, Sarah Kessier brought cat andyzouScmu, edu, zifanteafe, al, zkolterfcs. cau, edy, afredrikcs. cou. edu
and loft hor laptop in har hoted room, Tiftary Heu, n

computer, July 27, 2023
Aug 16, 2023
Abstract

Beocause “out-ol-tho-box” Iarge langusgo models aro capable of gonerating & great
dea) of objectionabile content, recont work has focused on aligneng these models in an
attempt to prevent undesirable generation. While there hias boen some sucoms at cir-
cumventing these measuros - so-called “Jailbireaks”™ agaisst LLMs - these attacks have
required siguificant buman ingeauity and are brittle in practice. Attempts at automaltic
odversarial prompt generation have also achieved Emited success. In this paper, we
propose & simple and effective sttack method that causes alignod language models to
geaerate objectionable belinviors, Specibeally, our approach Bnds a suflix that, when
attached to 0 wide range of quethes for an LLM 10 produce objectionabilo content, alms
to maximize the probability that the model produces an alfirmative resposse (rather
than refusing to answer). However, instend of relying on manual engineering. our ap-
proach autcenatically produces these adversarial suffixes by a combination of groedy
and] gradient-based soartdh tockinkques, and also kmgroves over past sutomatic prompt

prnerntion methods

“attack suffixis abletoinduce objection-able content in the publicinterfaces to ChatGPT, Bard, and
Claude, as well as open source LLMs such as LLaMA-2-Chat, Pythia, Falcon,and others. ”
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Increased Use of Al Tools in Cyber Defense

Automating Attack and Defense — see Darpa Cyber Grand Challenge
Create and manage IT Infrastructure

Pair Programming via Al assistant — Ex. Co-Pilot

Automated Patch generation and deployment

And more

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Increased Use of Al Tools in Threat Hunting

SentinalOne incorporating Generative Al into its platform allowing for
« Natural language translated into syntax queries or commands
» Result summarization and ‘storyline generation’

 Classification of technical event activity into industry standard terminology “This is
lateral movement”

Microsoft Security Copilot
« GPT-4 Assistant for cybersecurity analysts
« Summarize incidents, events, and reporting
» Accepts mixed data types: natural language, URLS, code/log snippets
» Collaboration tools (pinning prompts, reuse, team tools)

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Copilot | Dynamics 365 and Power Platform

> ¢ =
Response + app command
€
- User prompt \
cC vV 5 .

o F O

Dynamics 365 and Power Platform ‘ ‘ Modified prompt

> LLM Response Large language models
(LLMs)

Copilot

= — | Grounding

- Q - (pre- & post-processing)

Data from Azure, Dataverse, ¢ )
Microsoft Graph, and other Microsoft
sources

Image source: https://learn.microsoft.com/en-us/power-platform/fags-copilot-data-security-privacy
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Example Incorporating LLMs into Tools for Threat Hunters

Output
.
Summarize this CTI report .
Executive Summary
-7 CLEAR B Hackers associated with the Russian Federation Foreian Intelligense Service [SVIR) have continued their
St MmO incursions on networks of multipia organizations after the SolarWinds supply-chain compromise, using
2oy What L il vt 10 fuct-shaok o gutivaind report two recently discovored sophisticated threats: a variant of the GoldMax backdoor for Linux systoms and

a completely new malware famdy, TrallBlazer. These threats have been used In StellarParticle campaigns
since ot least mid-2079 but were only identified two years later during Incident respanse investigations,
The APT29 hacking group, afso Xnown as CozyBear, The Dukes, and Yttrium, has baen running cyber

Russian APT20 hackers' stealthy malware undetected for years

f: m‘;‘:’gzn 00:23 AM O e3pionage campaigns for more than 12 years, Thoy have used techniques such as credential hopping,

Cozy Be, i e Vabkiire g v mal a5 legitimate files hijacking Otfice 385 Service Principai and Application, bypasaing multi-factor authentication (MFA) by
stealing browser cookios, and stealing credontinls using Get-ADReplAccount

EXCLUSIVE; Hackers iated with the Russian Federation Foreign Intefligence Service (SVR) continued

their incursions on networks of multiple organizations after the SolarWinds supply-chain compromise using [TPs and |loCs

two recently discovered sophisticated throats

GoldMax backdoor for Linux systems
TrailBlazor malware farmily
StellarParticle campaigns {attnibuted to APT29/CozyBear)

The malicious implants are a variant of 1he GoldMax backdoor for Linux systems and a completely new

" Lmandietiblindcmde oy A4 PR, e ¥4

Model: Crodential hopping
Hijacking Office 365 (0365) Service Principal and Application
apt-4 b Bypassing multi-factor athentication (MFA) by stealing browser cookies

Stealing credentials using Get-ADRaplAccount

Summarize in (100-1000) words: User Access Logging (UAL) database
) Windows Management kstrumentation (WMI} Evant Subscriptions
1000 Windows Azurs Active Directory PowerShedl Module

m Mimikatz tool for stealing credentials

https://github.com/EC-DIGIT-CSIRC/openai-cti-summarizer by Aaron Kaplan
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Trend Micro W hite Paper

Malicious Abuses of Al

» Deepfakes and Human Impersonation

» Al-Supported Password Guessing
- Some attackers trained a model on how humans change their passwords
- Example: April to Aprll to A9r!lover time

Al enabling new Hacking tools
- DeepExploit, WormGPT, Pwnagotchi (WiFi)

« Al written malware
- A CyberArk researchteam got ChatGPT to write polymorphic malware

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Summary

Al Technology is here and is already being deployed by threat actors for malicious
activity.

There is growing research in attacks on Al Technology, how will we defend Al
systems?

Increased use of Al Tools in IT infrastructure and in Cybersecurity Defense
Increased use of Al Tools in Threat Hunting to automate manual tasks

Al based tooling is enabling both attackers and defenders

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Sample Method Walkthrough -1

1. You read about an attacker technigue using PowerShell to exfiltrate data in a
recent public incident report.

2. You create a hunt and decide to look for: automated data exfiltration via
PowerShell in your own environment.

3. You further investigate the specifics of the technique on a threat analysis blog
and discover: use of PowerShell may sometimes alter User-Agent strings.

4. Based on this, you narrow your focus to look for:
« anomalies in HTTP user agent strings
 consistent and reoccurring HTTP PUT methods
« possiblyHTTP POST methods (beware false positives here)

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Sample Method Walkthrough -2

6. You look in your internal datasets for the activity.

7. in Proxy Logs, you find a User-Agent string which
contains "Mozilla/5.0 (Windows NT; Windows NT

Netflow (“flow” data in general)

Packet Captures

Proxy Logs

Firewall Logs (if logging HTTP headers)

Others (not configured in your environment
but very helpful if you had them...): Sysmon,
Windows Event Logs for PowerShell,
PowerShell Transcript Logs

6.1; en-US) WindowsPowerShell/3.0”.

Threat Hunting

© 2023 Carnegie Mellon University

$ rwfilter —start-date=2004/10/04:20 --end-date=2005/01/08:085 \

--sensor=5@,51 --type=all --proto=1,6,17 —print-volume \

~~threads=4 --pass-destination=stdout \

| rwuniq —~fields=proto --sort-output \
--values=records,bytes,packets,stime,etime

| Recs| Packets| Bytes| Files|
Total| 5866314| 155520999| 88858102591| 452|
Pass| 5B851584| 155228649| 88779771406| |
Fail| 14738 292350 | 78331185| |
pro|Records | Bytes| Packets| sTime-Earliest| eTime-Latest|
1| 321678| 58471992| 865991|2004/10/04720:03:44|2005/01/887T05:28:34|
6/1935300 | 75022603954 |127277668|2004/10/04720:03:41|2005/01/08785:28:37 |
17|3594606 | 13698695460 | 27084990 |2004/10/04T720:03:41|2005/01/88705:28:37|

Sample Netflow SiLK query and its output

https://tools.netsa.cert.org/silk/referencedata.html
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Sample Method Walkthrough -3

9. You then look in Netflow and use the machine name and IP address of the host
from the proxy logs to determine any other connections that internal machine is
making internally and externally.

* You discover a consistent pulse every 2 hours on the internal machine during
working hours for a period of 3 days.

* You find the machine is connecting each pulse to a different domain, but you
use Passive DNS data and you see that each resolves to one of 3 IP
addresses.

10. You decide to investigate the host for further infection and pass it to the incident
response team...

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Automation to Ease Hunting in the Environment

Based upon this discovery and the information from other threat reports, you decide
to automate the hunting of more types of PowerShell command activity.

One approach (there are many others)

1. Install MSFT Sysmon. Configure it to record windows process execution, network utilization, etc.
on each machine via policy.

2. Connect Sysmon to Splunk Tech Add-on (TA) (or connect it to other tools).

3. Write a Splunk alert for given processes and events from the trends such as: powershell.exe,
cmd.exe, or net.exe.

* Note: You will need to tune a lot here — some processes generate a lot more ‘noise’ than others.
» Powershell.exe can be obfuscated via cmd.exe (Metasploit does this).
* You read more articles on the use of powershell by attackers.

4. You begin to receive alerts and investigate suspicious commands and flags. You tweak the alerts
based upon false positives in your environment.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Tools that May Help Hunters (a sample)

Hunting is a human’s investigation of their environment for malicious activity — in particular,
activity designed to evade traditional tools. New tools may be needed to discover activity.
Here are a few tools used by threat hunting teams:

* Sysmon

* OSQuery, Kolide Fleet, Graylog

« Powershell Empire (also a post-attack tool)

« Caldera

« Graylog

« Ansible Playbooks

* Factor

« Sysdig
There are many other tools available. For example, see “threat hunting solution providers”
on Wikipedia.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Example: Using OSQUERY to Find (vulnerable) Browser
Extensions -1

You read about CVE-2017-6753 “Cisco WebEx Browser Extension Remote Code
Execution Vulnerability” being used for attacks.

You suspect that some of your employees have WebEXx installed for working with
customers but are unsure which users on which machines have done so. Nor do you
know what version they are using.

The following versions are affected
 Versions prior to 1.0.12 of the Cisco WebEx extension on Google Chrome
» Versions prior to 1.0.12 of the Cisco WebEx extension on Mozilla Firefox

Your end users should not have this version anymore, but what if some do?

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Example: Using OSQUERY to Find (vulnerable) Browser
Extensions -2

Doug Wilson from Uptycs shows how to use OSQUERY to solve this

Chrome
osquery> select name, version from chrome_extensions

where name like "%Cisco%";

| name | version |
| Cisco WebEx Extension | 1.0.12 |
Firefox

select name, version from firefox_addons
where name like "%Cisco%";

This example is local, but osquery can run a query across all browser extensions on all machines in the
entire org - in minutes. (The syntax is slightly different for that query).

Using a daemon, OSQuery can aggregate host and user information across all machines into tables
that can be queried in near-real time.
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© 2023 Carnegie Mellon University unlimited distribution.



Questions and Discussion

Threat Hunting
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Resources

ALTernatives to Signatures (ALTS) - George M. Jones John Stogoski April 2014 - WHITE PAPER
CERT-CC-2014-35 (http://blog.sgrrl.com/the-cyber-hunting-maturity-model)

HP (https://www.rsaconference.com/writable/presentations/file_upload/anf-w04 hunting-the-undefined-
threat-advanced-analytics-_-visualization.pdf)

Automatically Detecting Vulnerable Websites Before They Turn Malicious
(https://www.usenix.org/system/files/conference/usenixsecurityl4/sec14-paper-soska. pdf)

An Anthropological Approach to Studying CSIRTs
(http://www.arguslab.org/documents/spsi_csirts_preprint. pdf)

Prioritizing Information Security Risks with Threat Agent Risk Assessment
(http://www.intel.com/Assets/en_US/PDF/whitepaper/wp IT_Security RiskAssessment. pdf)

The Diamond Model of Intrusion Analysis (http://www.dtic.mil/get-tr-doc/pdf? AD=ADA586960)
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Hunting Template

Background (Problem)

Hypothesis Description

Where will you search?

How will you search?

What is a summary of your reasoning?
What do you expect to find?

(Bonus) How will you measure the hunt?

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Hunting Template — Example

Background

Hypothesis Description

Where will you search?

How will you search?

What is a summary of
your reasoning?

What do you expect to
find?

How will you measure
the hunt?

Threat Hunting
© 2023 Carnegie Mellon University

We found some weird port behavior from a device that occurred during non-working hours.

Determine if the behavior is malicious, if the team authorized the activity. If authorized, determine if any
company-wide policies should be created for teams exploring IoT devices.

Identify all machines with the behavior, and on the network for other similar behavior. Specifically, what process
is causing the weird port behavior activity, and why is it occurring after hours?

Talk to the user and the machine’s team owners. Investigate & Understand what the device is intended to be
doing, why the change in behavior might have occurred, and what if any explanation there might be for it
occurring after normal hours.

This machine is probably transmitting loT data to a cloud server (the machine appears to be on the network
segment for a team that might be experimenting with new applications.) We don’t want to disrupt their work, but
we need to know if this is legitimate behavior.

We expect to find a machine transmitting data to a cloud server —but we don’t currently recognize the
destination and there is a chance it would be malicious. We also would like to know if the team is testing a new
loT device.

Combination of hours spent vs. importance of findings vs. impact of threat (if any). Outcomes might be:
discovery of malicious activity, understanding of new cyber activity a group is exploring using in future, thinking
of ideas for a new company policy, and more.

[DISTRIBUTION STATEMENT A] Approved for public release and
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Reporting — Sample Report Contents

Threat Hunting Goal

« What you were hunting and why.
Data

« What data did you gather and where was it from?
How You Hunted and What Analysis You Did

» Description of your Method. Commands you ran on the environment. Results.
Evidence of Findings

* The evidence found, possibly displayed in a chart or graph.
Risk Implications for the Organization

* Include remediation performed (if any) and any remaining risk.
Future Recommendations to the Organization based upon findings

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Reporting — Example Post Hunt Options

Sample optional security recommendations following a VPN credential hunt:

« Help IT implement a process / tool to ensure that certificates can only be
distributed and stored in encrypted form.

Move from single factor to multi-factor.
Move from certificate-based multi-factor to token based.

Make end user machines more resilient to widely available certificate extraction
tools, or have hosts to detect their presence/usage.

Determine when users on the VPN are acting out of character (Hard).

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Reporting — Lessons Learned

It is important to identify your audience and communicate effectively with them.
Who is your audience — what ‘action’ do you want from them?
What is their criteria for making a judgement?

Principles for presenting data findings to audiences in general

» data visualization
 communication of technical results

[DISTRIBUTION STATEMENT A] Approved for public release and
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Example from “Quality Over Quantity: Determining Your
CTI Detection Efficacy” by David Bianco

Plot of collected IOCs against the Pyramid of Pain (Y axis) and the Adversary
Lifecycle in which that IOC occurred (X axis). This can tell you:

 what do | have?
 where is it most valuable?
« what am | missing?

COMBINED VISUALIZATION

Plotting the
lifecycle phase vs.
Pyramid level can

reveal not only
current strengths,
but also
opportunities for
improvement,

Source: Bianco, David, Quality Over Quantity: Determining Your CTI Detection Efficacy, SANS CTI Summit 2019, Arlington, VA

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Other Hunting Process Recommendations — Results from

an SEI Study

A Soltware Engirmes g roshute

ALTernatives to Signatures (ALTS)
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By George Jones, John Stogoski

Threat Hunting
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Promote adoption of hunting operations, sandboxing,
DNS analytics, and network profiling with both policy
and funding, including R&D.

Develop an HR and staffing strategy to support hunting.

Integrate research roles into operational environments
for joint learning.

Augment DNS designs to improve DNS analytics and
the collection of passive DNS.

Clarify policies regarding deception.

Determine policies to address security and privacy
concerns related to large collection and storage.
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Differences Between Hunting and Other Teams

Hunting Teams compared to Incident Management Teams
» Tend to focus on threats that are pervasive or that are against the most high-
profile targets
» More proactive toward detection as well (run traps)
* May be temporary (e.g., future acquisition date is planned)
Hunting Teams compared to Pen Testing Teams
» More specialized toward a range of current and near-term capabilities of most
likely threats — not searching for all possible vulnerabilities
* Likely to work with other teams to
- exchange data
- design tests and ensure that highest risk areas are being tested
- consult with experts, borrow skills, etc.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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FYI Definition of Threats

RFC 4949 — Internet Security Glossary

« Threat - 1a. (I) A potential for violation of security, which exists when there is an entity,
circumstance, capability, action, or event that could cause harm. (See: dangling threat,
INFOCON level, threat action, threat agent, threat consequence. Compare: attack,
vulnerability.)

NIST 800-53 rev. 4 references the definition proposed by the Committee on National
Security Systems (CNSS)

« Threat [CNSSI 4009, Adapted] — Any circumstance or event with the potential to
adversely impact organizational operations (including mission, functions, image, or
reputation), organizational assets, individuals, other organizations, or the Nation
through an information system via unauthorized access, destruction, disclosure,
modification of information, and/or denial of service.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Intel Corp — Threat Agent Risk Assessment Resources

Threat Agent Risk Assessment (TARA)
« concentrates on agents, motives, methods, and objectives
* maps to controls, not weak points
« attempts to determine most likely attack
Component: threat agent library (TAL)
« defines eight common threat agent attributes, such as intent
* identifies 22 unique threat agent archetypes, such as disgruntled
employee, competitor, and organized crime
Component: common exposure library (CEL)
* maps vulnerabilities against existing controls to show residual
exposures
Component: methods and objectives library (MOL)
* lists known threat agent objectives—what they want to accomplish
* lists the most likely methods they will use to reach these objectives

http://www.intel.com/Assets/en_US/PDF /whitepaper/wp_IT_Security_RiskAssessment.pdf

Threat Hunting

© 2023 Carnegie Mellon University unlimited distribution.
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Filter and Prioritize
Highest risk threats,
objectives, and methods

Vulnerabilities

Vulnerabilities without
controls for these attacks
are likely exposures
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Other Threat Modeling Resources

The Diamond Model of Intrusion Analysis
(http://www.dtic.mil/get-tr-doc/pdf?AD=ADA586960)

MITRE ATT&CK
(https://attack.mitre.org/index.php/Main_Page)

Threat Modeling — Designing for Security by Adam Shostack
(http://threatmodelingbook.com/)

Comparison of Threat Modeling Methods by Mead & Shull
(publication pending)

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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A Story on Teaming
From An Anthropological Approach to Studying CSIRTs

A Research Analyst was sitting with a SOC and wanted to help them by building
something.

* They wouldn’t assign him to sensitive incidents, and rarely had time to talk with
him.

« He felt that all his SOC time was spent on carrying out repetitive operational tasks
and was frustrated because he did not feel he was gaining any insight at all.

 The SOC was focused on getting incidents processed quickly.

* It did not have the time for contemplating a long-term vision of improved
efficiency.

Sundaramurthy, Sathya Chandran, et al. "An anthropological approach to studying CSIRTs." IEEE Security & Privacy 5 (2014): 52-60.
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Observed Repeated Events
From An Anthropological Approach to Studying CSIRTs

« The SOC receives alerts on malicious network traffic from a number of trusted
sources as well as from their own intrusion detection system (IDS).

« The alerts contain the IP address (usually that of the NATIng firewall) of the
infected host and the external IP address with which it was communicating.

* The real internal IP address has to be extracted from the firewall logs; the MAC
address identifying the infected host from DHCP logs.

« Finding the log entry for a given event and looking up the associated information
to resolve the ticket takes about 5 minutes.

This repeats and repeats.

Sundaramurthy, Sathya Chandran, et al. "An anthropological approach to studying CSIRTs." IEEE Security & Privacy 5
(2014): 52-60.
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Engineering for Scale
From An Anthropological Approach to Studying CSIRTs

* He thought about ways to speed up the ticket handling by building a database of
connections and an IP addressto MAC address mapping.

* Noting that mostactive alerts are a week or less old, he decided to build a caching
database retaining seven days of mappinginformation.

-':[Ly IR « Initially tried using MySQL but it didn’t index inputs in real time.
ings

s » Tried MongoDB which stores data as JSON and has a sufficiently high

fail fast ingest capability.

Recogniz » Asked the incident response analystto use the database.

e » The analyst was extremely happy with the performance improvement
Success which reduced handling time from from five minutes to two seconds.

 Led to discussion of new tool extensions and new data types to expand

« Eventually, the two arrived at a “Threat Intelligence Framework” that
added information sources and relationships among them to the
database, allowing a variety of incidents to be handled.

Sundaramurthy, Sathya Chandran, et al. "An anthropological approach to studying CSIRTs." IEEE Security & Privacy 5 (2014): 52-60.
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2014 Survey & Interviews of Methods

In 2014, the SEI performed a survey and assessment of non-signature-based
approaches, tools, and techniques:

s i Study Goals

 Collect non-signature-based
approaches, tools, and techniques.

ALTernatives to Signatures (ALTS)

* Observe maturity and adoption of
methods.

f- * |dentify promising emerging

* Focus on network-based detection
of malicious activity.

T

By George Jones, John Stogoski
http://resources.sei.cmu.edu/library/asset-view.cfm?assetid=296146
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Interviews with Participants Revealed

2 |

? Vel i Hunting Process
5 w ' 1. Mine data.
R / <= 2. ldentify suspicious activity.
? N v T e 3. Investigate.
— 4. Codify a repeatable analytic.

"~ Understand
Anormaie " % Kript

Figure 2: Hunting Operations Process

Analysts perform heuristic queries informed by expert knowledge of the allowed and expected
behavior, the controls implemented, and other situational knowledge.
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Other Attacks on Al Technology

Model poisoning
Prompt injections

Adversarial Al

Researchers tricked self driving car algorithms using stickers on stop signs

Source: https://www.autoblog.com/2017/08/04/self-driving-car-sign-hack-stickers/
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Example: Hunting for Credential Theft
(from 2015)
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Walk Through Example of Threat Hunting

You read a report from Mandiant which says that the most commonly observed attack
across all Mandiant engagements was:

* VPN compromise methods
— This particular method gives attackers two huge advantages.

1. They can persistin an environment without having to deploy backdoors.
2. They can blend in by imitating authorized users.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
© 2023 Carnegie Mellon University unlimited distribution.



Example of How Threat Hunting works

The report further lists the main ways that attackers were observed compromising
VPN credentials of other victims. The ways differ depending upon the type of
environment the victim has:

* If Single factor — Attackers re-used credentials stolen from compromised end-user
systems or the Active Directory domain.

« |If Certificate-based multi factor — Attackers used available tools (such as
Mimikatz) to extract certificates from compromised end-user systems or found
certificates that had been distributed in an insecure manner.

« Also, Attackers stole credentials via direct compromise — this was less common
than the others!

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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You Think of a Few Hunting Goals and Pick One

You develop the following goal.

Prevent VPN compromises by looking for insecure certificates and insecure
distribution of certificates.

For this goal, you plan to look in the following places:
 attached emails in unencrypted form
 available on open network file-shares
» posted in SharePoint systems

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Skills Needed to Achieve Hunting Goal

You think about the skills team members will need to accomplish all the items in this
goal.

Necessary skills for this Hunt include

network & infrastructure: Where are all the places in our infrastructure we should
be hunting?

security SMEs: What are tell-tale signs of insecure certificates?
programming: How can we automate the hunt?

data science: How prevalent is this problem for us?

visualization: How do we explain the problem and report the results?
IT/process: What are all the ways you distribute certificates?

You assign or pull those individuals into the team.

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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You Think of Another Goal

Goal: Find attacks on our network that are trying to use stolen certificates or
attempting to steal certificates.

List of hunting methods

» Collect source IPs and geolocation for connections. Alert on large location changes
(country/state) which is similar to methods used by enterprise cloud apps.

« Work with departments to reduce false positives for certain staff members.

« Alert on presence of tools like Mimikatz (and others) in traffic and on hosts such as via
Yara Rules.

« Create fake certificates and watch them (aka “Honey Hashes”).
— Consider staging them in risky machines/areas, in DMZ, and/or randomly.
— Set up alerts for attempted use of the fake accounts.

— Other design considerations: name schema for usernames, high privileges on your domain,
proper metadata (last login, etc.).

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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Insight From the Hunt

These hunting methods can take a lot of time and may miss some activity.

You look into advanced methods and more resources on ways to perform credential theft.

User Behavior Activity Monitoring
» Enterprise tools for comparing user behavior against itself such as
— Rapid7 InsightUBA (user behavior analytics)
— Microsoft Advanced Threat Analytics

Resources for Hunting Credential Thefts
 https://dfir-blog.com/2015/11/24/protecting-windows-networks-dealing-with-credential-
theft/
 https://isc.sans.edu/forums/diary/Detecting+Mimikatz+Use+On+Your+Network/19311/

 https://adsecurity.org/?tag=yara

Threat Hunting [DISTRIBUTION STATEMENT A] Approved for public release and
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After Action

Many other ideas could have been developed from the VPN observation:
« Move from single factor to multi-factor.
Move from certificate-based multi-factor to token based (or other).
Make end user machines more resilient to widely available certificate extraction
tools or have hosts to detect their presence/usage.
Help IT implement a process / tool to ensure that certificates can only be
distributed and stored in encrypted form.
A harder goal is to determine when users on the VPN are acting out of character.
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Threat Landscape Example — Microsoft SIR

Threat Hunting
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Chartfrom Page 64 of Microsoft SIR #20 (https://www.microsoft.com/security/sir/)

Encounter rate is the percentage of computers running Microsoftreal-time security products that report a malware encounter. ... Only computers
whose users have opted in to provide data to Microsoft are considered when calculating encounterrates. See page 157 for Data Sources
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Example: Kerberoast Analysis
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Example taken from https://www.manageengine.com/products/active-directory-audit/kb/windows-
security-log-event-id-4769.htmi
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Hunting Looks for Rare Events

Hunting is the exploration of guesses that you think are likely, but you might be
wrong.

For example:
* Question: What is the danger of cryptomining malware if it doesn'’t affect system
performance?

 Answer: Low?

- Unless the attackers behind it decide to expand to more lucrative system/data targets
when they see that you did not remove their malware.

» Answer: On second thought maybe Med or High.
“Attack likelinood” is difficult to estimate and is also a moving target.
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