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Executive Summary 

The number of people using autonomous systems for everyday tasks has increased steadily 
since the 1960s and has increased dramatically since the invention of devices that can be controlled 
via smartphone.  Until recently, researchers have been able to gain insights on trust levels only by 
observing a human’s reliance on the system.  Researchers needed a method of quantifying how 
much an individual trusts the automated system they are using. 

Trust is “a psychological state or behavior in which one person is willing to make him- or 
herself vulnerable … because he or she is sufficiently confident that the other person will not 
exploit him or her” (Nave et al., 2015, p. 774).  As applied to automated systems, trust is the state 
in which a person makes themselves vulnerable because they are confident that the automated 
system is capable and reliable enough to complete the task.  This definition of trust adapted for the 
autonomy context indicates that a person needs to understand the capabilities, limitations, and 
performance of a system to trust it. 

Humans inherently base their trust in automated systems on the amount of risk associated 
with failing a task.  The fundamental differences across automated systems in potential failure 
penalties and potential failure frequencies mean researchers have to view trust on a scale that 
depends on the combination of an expected penalty score and the system’s level of accuracy.  A 
lack of either component of this combination should correlate with a person overtrusting or 
undertrusting the system. 

Researchers may estimate levels of trust if they create a situation in which they completely 
understand the autonomous system and all plausible situations while the other participants do not.  
To estimate trust levels, the nine-item Trust of Automated Systems Test (TOAST) scale has two 
main categories of questions: understanding and performance, with four and five questions, 
respectively.  This scale has been initially validated to detect differences in trust among military-
affiliated operators, and current research focuses on extending this validation to civilians. 

Following Wojton et al.’s (2020) research on TOAST, we aimed to determine how well this 
scale performs when used outside a military context.  Specifically, we sought to answer three 
research questions: 

1. How much does a person’s trust in the system change as they use it? 

2. How much time does it take for a person to rely on an automated system to the extent 
that they will? 
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3. Does the TOAST scale correlate with reliance when participants have to make real 
choices rather than self-report their expected choices? 

We randomized participants into a high understanding or low understanding condition via 
the text they saw as an introduction to the experiment, and we further randomized them into a high 
performance or low performance condition according to which version of the automated system 
designed to help with the task, named Helper (90 percent accuracy or 60 percent accuracy), they 
would see throughout all trials of the experiment.  The experiment contained three phases of trials: 
Training; Single Trials – Time to Steady State; and Block Trials – Measuring the Steady State.  
We administered the TOAST scale before training, after the single trials, and after the block trials.  
In a single trial, the participant had to decide whether to use Helper for each decision, and in a 
block trial, the participant had to decide whether to use Helper for groups of four decisions. 

We found three main results: 

1. Participants who used a poorly performing automated system (the version of Helper 
with 60 percent accuracy) trusted the system less than expected when deciding to use 
that system for each decision; however, those who used a high performing system 
trusted the system to the degree expected.  Additionally, both participants who used the 
poorly performing system and those who used the high performing system lost a 
significant amount of trust after deciding to use the system for groups of four decisions. 

2. On average, participants reached their steady state of trust on trial 15.4 out of an 
average of 49 completed trials, indicating they spent 70 percent of the single trials that 
they completed in their steady state of trust.  We also found a non-significant trend that 
participants who used the low performance system reached their reliance steady state 
more slowly than those who used the high performance system. 

3. A logarithmic trend line accounts for 78.3 percent of the variance in the average 
percentage of participants who chose to manually complete the block of trials per 
penalty associated with an incorrect trial response.  Even though the trend line fit the 
data well, the log of participants’ level of steady states of reliance did not correlate with 
their TOAST scores collected at the end of the experiment. 

As observed in the experiment, understanding a well-performing autonomous system is the 
key to maintaining trust on a case-by-case basis.  Maintaining trust that is well calibrated to the 
system is a key aspect of creating highly effective human-machine teams.  Widespread use of the 
TOAST scale would allow researchers to (1) better predict how users will accept new autonomous 
systems and (2) determine whether specific human-machine teams are appropriate for the tasks 
they are designed to complete. 



iii 

Contents 

1. Introduction ......................................................................................................................... 1-1 
A. Trust versus Reliance .................................................................................................. 1-1 
B. Development and Use of TOAST ............................................................................... 1-3 

2. Experimental Method .......................................................................................................... 2-1 
A. Participants .................................................................................................................. 2-1 
B. Materials ...................................................................................................................... 2-1 
C. Procedure .................................................................................................................... 2-2 

1. Training ............................................................................................................... 2-3 
2. Single Trials – Time to Steady State .................................................................. 2-3 
3. Block Trials – Measuring the Steady State ......................................................... 2-4 

3. Experimental Results ........................................................................................................... 3-1 
A. Trust Changes with System Use ................................................................................. 3-1 

1. Single Trials ........................................................................................................ 3-1 
2. Block Trials ........................................................................................................ 3-2 

B. Time to Steady State ................................................................................................... 3-2 
C. TOAST and Reliance .................................................................................................. 3-3 

4. Discussion ............................................................................................................................ 4-1 
Appendix A. Additional Data ..................................................................................................... A-1 
Appendix B. Briefing on the Application of TOAST .................................................................              B-1 
References ................................................................................................................................... R-1 





1-1 

1. Introduction 

The prevalence of people using autonomous systems for everyday tasks has been 
steadily increasing since the 1960s and has increased dramatically with the invention of 
devices that can be controlled via smartphone (Marikyan et al., 2019).  As people become 
accustomed to machines affecting more of the tasks they perform in their lives, the general 
public’s reliance on autonomous systems increases (Marikyan et al., 2019).  Two notable 
examples of these autonomous systems are Apple’s Siri and Tesla’s Autopilot.  Both 
systems are designed to make processes easier for the user, but the possible consequences 
when these systems act incorrectly differ vastly.  Siri and other voice assistants can interact 
with search engines, send messages, and provide directions to a home address if one has 
been set (Cervantes, 2021).  While those features can be dangerous, Tesla’s Autopilot and 
other similar autonomous driving systems can kill people by crashing the vehicle (Nayak, 
2022).  Inherently, humans base their trust in automated systems on the amount of risk 
associated with a perceived penalty (Wojton et al., 2020).  Thus, it is more natural for a 
human to trust a system like Siri more than Tesla’s Autopilot because the penalty of the 
worst-case scenario while using Siri is much less than the penalty of the worst-case 
scenario while using Autopilot. 

A. Trust versus Reliance 
The fundamental differences in potential penalties and frequencies of failure across 

automated systems means researchers have to view trust on a scale that depends on the 
combination of an expected penalty score and the system’s level of accuracy.  Trust is “a 
psychological state or behavior in which one person is willing to make him- or herself 
vulnerable … because he or she is sufficiently confident that the other person will not 
exploit him or her” (Nave et al., 2015).  As applied to automated systems, trust is the state 
in which a person makes themselves vulnerable because they are confident that the 
automated system is capable and reliable enough to complete the task.  This definition of 
trust, adapted to fit the autonomy context, indicates that for a person to accurately trust a 
system, that person needs to understand the capabilities and limitations of the system while 
knowing the system’s performance.  A lack of either of these things should correlate with 
a person overtrusting or undertrusting the system. 

It is not possible to accurately measure trust without having a person respond to a 
validated scale, but researchers can gain insights into trust levels by observing a person’s 
reliance on the system.  As noted by Lee and See (2004), “Trust guides reliance when 
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complexity and unanticipated situations make a complete understanding of the automation 
impractical.”  Given the case in which researchers completely understand the automation 
and all possible situations while other individuals do not, the researchers should be able to 
estimate the extent to which a person’s trust guides how much they rely on a system. 

It is important to differentiate between the concepts of trust and reliance.  Trust is an 
inherently psychological state whereas reliance is a measure of use.  “Reliance is the state 
of being dependent on someone or something” (Merriam-Webster, n.d.).  Therefore, 
reliance on a system does not inherently require the user to be vulnerable and does not 
require that the user believe the system is capable and trustworthy enough to complete the 
task.  For example, someone may rely on a system because they are bored and do not want 
to complete the task or because the task is too strenuous for the human to complete alone 
so that human requires assistance regardless of how trustworthy that assistance is.  A 
person’s reliance level is determined by the ultimate degree or amount they will use a 
system in a given scenario.  Reliance level can change between person, system, and type 
of scenario, but a person’s reliance on one specific machine for one type of scenario should 
remain the same. 

While theory states that humans should reach a certain steady state of reliance, that 
state may not be the ideal level for a system given that system’s performance.  In order for 
the user to rely on the system to a degree that is appropriate for the system’s demonstrated 
performance, the user must accurately understand how the system should perform.  
According to Wojton et al. (2020), the two main components of measuring trust are 
measuring how much the person understands how the system should work and measuring 
how well the person expects the system to perform.  These researchers specifically include 
an understanding component because “clarifying the conditions under which the 
automation is likely to perform as expected” encourages appropriate levels of trust (Wojton 
et al., 2020). 

According to Nourani et al. (2019), these clarifications must also be meaningful to 
the system’s users because “whether explanations are human-meaningful can significantly 
affect perception of a system’s accuracy independent of the actual accuracy observed from 
system usage.”  If the users have meaningful explanations that allow them to better 
understand the system, “users are capable of estimating the system accuracies reasonably 
well and gradually adapting their trust levels to the system performance within 30 trials” 
(Yu et al., 2019).  Therefore, altering how much a user understands a system would affect 
that user’s perception of how well the system performs. 

Additionally, Yu at al. (2019) mention that “70% is the system accuracy threshold 
that determines whether users will trust and use the system with high self-confidence.”  
Thus, when choosing performance levels for highly accurate and less accurate systems, the 
high performance system should have an accuracy of greater than 70 percent and the low 
performance system should have an accuracy of less than 70 percent.  In theory, providing 
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systems with these performance levels will ensure that people using the high performance 
system have greater trust and reliance than those using the low performance system. 

Ideally, a user would reach a level of reliance on a system that would remain constant 
through infinite amounts of further interactions with that system.  To accurately predict a 
user’s reliance on a system, it is essential for that user to reach a steady state of reliance.  
In their research, Yu et al. (2019) found that “After 25 trials, both the trust level and the 
perceived system performance reached a stable level, and we can infer that no significant 
change of them will happen if the user continues interacting with the systems” (Yu et al., 
2019).  Once the user has reached this steady state, further levels of reliance on the system 
should not change and it is theoretically possible to measure that exact reliance level by 
varying the amount of risk associated with a task. 

Perceiving risk for a given task is based in how much perceived penalty is associated 
with that task.  Tasks with higher penalty are seen as a bigger risk because there is a greater 
potential for danger, harm, or loss to the individual.  Humans who have a standard risk 
response prefer to minimize risk whenever possible, within reason.  In 2018, Rossi et al. 
determined that “there is correlation between the magnitude of an error performed by a 
robot and the corresponding loss of trust by the human towards the robot.”  Therefore, it is 
expected that humans who use systems that make errors while performing tasks with large 
penalties will lose more trust than those who use systems that make fewer errors on similar 
tasks.  Because perceived penalty is such a large contributing factor to perceived risk, it is 
important that the users fully understand the risk associated with the tasks they are 
performing with the system.  If the user does not believe there is a high risk associated with 
poor performance on a task, the user is more likely to let the system complete tasks because 
it is less taxing on the user (Morando et al., 2020). 

B. Development and Use of TOAST 
A wide variety of jobs and professions use automated systems to help with workload 

and personal performance.  Such systems include automated help chat features that talk to 
clients and answer questions with little supervision, processing equipment that flags errors, 
and autopilot systems in aircraft and other vehicles.  “Opportunities to automate common 
workplace processes are everywhere, which is why automation is becoming a common 
element of every business,” says Uzialko (2022) in his article on workplace automation.  
In addition to using automation in the workplace, average consumers frequently use 
automated systems (e.g., voice assistants) for everyday tasks (Marikyan et al., 2019).  
People who play video games typically are familiar with the concept of a sidekick system 
that helps the player complete the game (Cerny, 2015), and some workers use sorting 
systems as part of their jobs (Khojastehnazhand et al., 2010).  Various amounts of research 
are dedicated to these types of systems, but little of this research uses a validated trust in 
autonomy scale to evaluate how much their users trust the systems. 
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To measure trust, researchers at the Institute for Defense Analyses (IDA) created the 
Trust of Automated Systems Test (TOAST), a validated scale designed to measure trust by 
analyzing system performance and understanding.  The TOAST scale already has been 
initially validated for use within the defense community and in some civilian scenarios 
(Wojton et al., 2020).  This nine-item scale contains both understanding and performance 
components, with four and five questions, respectively.  To further explore the results from 
Wojton et al.’s first TOAST research paper, we planned to test whether the TOAST scale 
predicts real reliance behaviors.  Additionally, we planned to test how long it would take a 
person to trust a system to the extent that they will and to see whether trust increases with 
system use.  This research would provide insight into how well users will accept new 
autonomous systems based on their TOAST scores and how appropriate a team consisting 
of a user and an automated system is for completing a given task. 

Combining ideas from Wojton et al.’s, Nourani et al.’s, and Yu et al.’s research, we 
tested three main concepts: (1) how much a person’s trust in the system changes as they 
use it, (2) how much time it takes for a person to reach their steady state of reliance, and 
(3) whether the TOAST scale matches up with reliance when users are required to make 
real choices rather than self-report their expected choices.  We anticipated that as 
participants used the system more, they would trust high performing systems more and 
trust low performing systems less.  Also, we expected that participants who used the low 
performing system would reach their reliance steady state faster than those who used the 
high performance system.  Finally, we believed that a user’s level of steady state reliance 
would be correlated with a TOAST score collected at the end of the experiment. 

 



2-1 

2. Experimental Method 

A. Participants 
Participants were recruited through Amazon’s Mechanical Turk, an online 

recruitment service.  Of the 419 participants who attempted the experiment, 120 chose to 
exit the experiment early and 5 were removed for failing to meet the experiment’s 
requirements.  Of the remaining 294 participants, 74 were in the High Understanding + 
High Performance condition, 74 were in the Low Understanding + High Performance 
condition, 73 were in the High Understanding + Low Performance condition, and 73 were 
in the Low Understanding + Low Performance condition. 

Participants were paid $1.00 for attempting the experiment.  They could earn a $0.50 
bonus for the single trials if they obtained at least 50 of 60 possible points in the high 
performance condition or at least 45 of 60 possible points in the low performance condition.  
They could also earn a $0.50 bonus for the block trials if their total penalty was ≤ 10 points 
in the high performance condition or ≤ 20 points in the low performance condition.  
Participants could earn both bonuses with qualifying scores, for a total bonus of $1.00. 

In total, 174 participants received no bonus, 84 received a $0.50 bonus for the single 
trials only, 17 received a $0.50 bonus for the block trials only, and 19 received $1.00 for 
both sets of trials. 

B. Materials 
We used Gorilla.sc, an online experiment creation tool, to collect data from 

participants. 

In total, there were 120 stimuli, with 60 shown in the single trials and 60 shown in 
the block trials.  The stimuli were images of full bullet cartridges and empty bullet casings. 

Additionally participants were administered the TOAST scale, shown in Figure 2-1 
(Wojton, 2020).  This nine-question scale has two components—understanding and 
performance—with four and five questions, respectively, that are shown in a random order. 
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Figure 2-1.  The TOAST Scale 

C. Procedure 
According to our experimental story, participants are performing a critical step of 

sorting objects in a factory.  Their task is to make sure bullets get sent to soldiers to use in 
combat and bullet casings get sent to a warehouse so the warehouse employees can refill 
the casings and create more bullets.  Sending bullet casings to the soldiers is problematic 
because the soldiers are in combat and cannot refill the casings themselves, making casings 
useless to them.  Sending bullets to the warehouse is equally problematic because the 



2-3 

warehouse cannot do anything with the bullets besides send them back to the factory, and 
the soldiers did not receive the bullets they need.  During the experiment, participants could 
choose to sort the stimuli manually or let an autonomous system, named Helper, sort the 
objects for them. 

We randomized participants into high and low understanding conditions via the text 
they saw as an introduction to the experiment.  Those in the high understanding condition 
were given text that explained how their version of Helper (high or low performance) 
would work.  Those in the low understanding condition were given a placebo text of similar 
length that did not explain how Helper works. 

We also randomized participants into high and low performance conditions according 
to which version of Helper they saw throughout all trials of the experiment.  Those in the 
high performance condition saw a version of Helper with an accuracy rate of 90 percent 
and those in the low performance condition saw a version with an accuracy rate of 
60 percent. 

The experiment had three phases of trials: Training; Single Trials – Time to Steady 
State; and Block Trials – Measuring the Steady State.  We administered the TOAST scale 
before training, after the single trials, and after the block trials. 

1. Training 
Participants used a tutorial to show them how to use Helper during the single trials, 

then were asked to test their knowledge using a fake version of Helper that sorts cupcakes 
and donuts.  After they became familiar with the fake Helper, they were shown how to 
differentiate the real stimuli of bullets and bullet casings.  They then had the opportunity 
to sort bullets and bullet casings on their own to ensure they knew the difference between 
the two. 

2. Single Trials – Time to Steady State 
Following a Go/No-Go design, participants first viewed a box, then text would appear 

in front of the box telling the participants where Helper has decided to send the box 
depending on Helper’s accuracy rate and the stimulus in the trial.  When this message was 
shown, the participant had the option to press nothing, allowing Helper to send the 
unknown object to the location it has indicated, or to press the space bar, allowing the 
participant to manually decide where the object should go. 

An accurate response by either Helper or the participant would earn the participant 
one point and an inaccurate response would earn the participant zero points.  The 
participant’s points earned during the trial would display once Helper or the participant had 
decided where the box should go.  To incentivize participants to use Helper, a one-second 
lag would occur between when the participant pressed the space bar to complete the task 
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manually and when they saw the stimulus for that trial.  At the end of the single trials, the 
participant’s final score was shown, along with the amount of times they chose to use 
Helper and the number of times they completed the task manually. 

To ensure that participants paid attention to the experiment instead of letting it run, 
selecting Helper each time, a biohazard box was shown after a variable amount of trials.  
To clear the biohazard box and return to the regular sorting task, participants needed to 
press enter on their keyboard. 

The single trial phase had a five-minute time limit so the participant might not have 
seen all 60 possible trials. 

3. Block Trials – Measuring the Steady State 
The participant received instructions that the game has changed now that they have 

had the chance to evaluate Helper’s performance.  They will be paired with the same Helper 
from the single trials.  There were four trials per block and 15 possible blocks, but these 
trials also had a five-minute time limit. 

Before each block, the participant decided whether Helper should complete all four 
trials in the block or whether they would manually complete the four trials.  Each block 
had a different penalty per trial, ranging from 1 to 100 {1, 1, 2, 2, 5, 6, 8, 10, 12, 15, 20, 
20, 24, 50, and 100}. 

If the participant chose to let Helper complete the task, each decision took three 
seconds.  The amount of points the participant received was displayed at the end of each 
block, before the participant had to decide whether Helper should complete the next block.  
At the end of the block trials, the participant saw their total score and the amount of times 
they chose to let Helper sort the groups of stimuli. 

The block trials also had a biohazard box appear after a variable amount of trials to 
ensure that participants are paying attention to the experiment. 

 



3-1 

3. Experimental Results 

A. Trust Changes with System Use 

1. Single Trials 
We performed three independent samples t-tests to analyze the difference in trust 

from before the participants had used the low performance Helper (TOAST 1) to after the 
participants had used the low performance Helper for the single trials (TOAST 2).  Results 
indicate that the difference between TOAST 1 and TOAST 2 is significantly lower than 0 
for participants who used the low performance Helper when considering the understanding 
component, t (146) = −2.288, p = .024; performance component, t (146) = −5.020, p < .001; 
and the complete TOAST score, t (146) = −4.735, p < .001 (Table 3-1). 

 
Table 3-1.  Difference between TOASTs 1&2 from 0 in t-tests – Single Trials 

 
 

We also performed three independent samples t-tests to analyze the difference in trust 
from TOAST 1 to TOAST 2 for participants using the high performance Helper.  The 
difference in trust for participants who used the high performance Helper is not 
significantly different from 0 for the understanding component, t (146) = 1.335, p = .184; 
performance component, t (146) = 0.316, p = .752; or the complete TOAST score, t (146) 
= 0.892, p = .374 (Table 3-1). 
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2. Block Trials 
We performed three independent samples t-tests to analyze the difference in trust 

from after participants had used Helper for the single trials (TOAST 2) to after the 
participants had used their assigned version of Helper for the block trials (TOAST 3).  
Results indicate that the difference between TOAST 2 and TOAST 3 is significantly lower 
than 0 for participants who used the low performance Helper when considering the 
understanding component, t (146) = −2.812, p = .006; performance component, t (146) = 
−4.343, p < .001; and the complete TOAST score, t (146) = −4.368, p < .001 (Table 3-2). 

 
Table 3-2.  Difference between TOASTs 2&3 from 0 in t-tests – Block Trials 

 
 

We also performed three independent samples t-tests to analyze the difference in trust 
from TOAST 2 to TOAST 3 for participants using the high performance Helper.  Results 
indicate that the difference between TOAST 2 and TOAST 3 is significantly lower than 0 
for participants who used the high performance Helper when considering the understanding 
component, t (146) = −3.177, p = .002; performance component, t (146) = −4.370, p < .001; 
and the complete TOAST score, t (146) = −4.250, p < .001 (Table 3-2). 

B. Time to Steady State 
We analyzed data from each participant to determine on which number of the single 

trials they reached the point where reliance is predicted to remain constant through infinite 
amounts of further interactions with their version of Helper. 
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On average, participants reached their steady state of trust on trial 15.4 out of an 
average of 49 completed trials, indicating they spent 70 percent of the single trials that they 
completed in their steady state of trust.  Of the 294 participants, 43 percent (125/294) 
maintained their steady state through all trials and 12 percent (36/294) never reached a 
steady state. 

A one-tailed t-test shows a non-significant trend that participants who used the low 
performance Helper reached their reliance steady state more slowly than those who used 
the high performance Helper, t (292) = 1.491, p = .069.  Participants who used the high 
performance Helper spent 72 percent of the single trials they completed in their steady state 
of trust and participants who used the low performance Helper spent 66 percent of the 
single trials they completed in their steady state of trust. 

C. TOAST and Reliance 
A logarithmic trend line accounts for 78.3 percent of the variance in the average 

percentage of participants who chose to manually complete the block per penalty 
(Figure 3-1).  The TOAST 3 understanding component, r (292) = 0.034, p = .566; 
performance component, r (292) = −0.066, p = .267; and the complete TOAST score, 
r (292) = −0.032, p = .585, had no correlation with the logarithmic slope (Table 3-3). 

 

 
Figure 3-1.  Average Percentage of Participants Who Chose Manual per Penalty 
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Table 3-3.  Correlation of TOAST 3 Scores with Logarithmic Slope 
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4. Discussion 

We expected that as participants used the system more, they would trust the high 
performing systems more and the low performing systems less.  In accordance with our 
hypothesis, participants who used the low performance Helper trusted the system less than 
expected when using Helper on a case-by-case basis; however, those who used the high 
performance Helper trusted the system the same as expected rather than more than 
expected.  Additionally, participants who used the low performance version of Helper lost 
a significant amount of trust after using Helper on a group-case basis, but those who used 
the high performance version of Helper lost a statistically equivalent amount of trust.  Both 
results indicate that having a high performance system is important for trust but only when 
the user can decide for each case whether to trust or distrust the system. 

Contrary to what Madhavan and Wiegmann (2007) found in their research, we 
observed a trend that participants who used the low performing system reached their 
reliance state more slowly than those who used the high performing system.  If further 
analysis finds significant evidence that this is true, such evidence would show that it takes 
longer to break trust than to maintain trust.  This discrepancy between research findings 
might be because the consequence for a participant of getting one trial wrong is one point.  
In the grand scale of risk, one point is not much and may not be enough of a penalty to 
cause a rapid drop in trust when using either system.  Therefore, those who used the low 
performance system may have taken more time to decide that they would trust Helper less. 

A logarithmic trend line accounts for 78.3 percent of the variance in the average 
percentage of participants who chose to manually complete the block of trials per penalty.  
Even though the trend line fit the data well, the log of participants’ level of steady states of 
reliance were not correlated with their TOAST 3 scores.  It is possible that there is no 
evidence supporting the hypothesis because participants might have heavily based their 
decisions on which trials they saw first.  Because the block trials were randomized, 
participants saw trials with given penalty points in a different order.  For example, one 
participant might have seen a trial with 50 penalty points first and then 1 penalty point, and 
another could have seen a trial with 1 penalty point first and then 50 penalty points.  In this 
case, even if the participants both decide to stop trusting Helper on trial 2, the amount of 
points that those participants risked would be vastly different, but evidence of this 
difference may not appear in their TOAST 3 scores. 

Further research could include a second round of the single trials without the penalty 
system after participants have completed the block trials.  Adding this section would allow 
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us to determine whether the loss in trust seen after the block trials is attributable to the fact 
that participants cannot change their mind after each trial or to their changed perception 
based on observing Helper’s performance in the block trials. 

Additionally, future research could include a single trial section with a variable 
penalty to distinguish the effects of the variable penalties from the fact that those penalties 
apply to block of trials.  In this new section, participants would see the amount of penalty 
points they would lose for a wrong answer before deciding whether Helper should sort that 
that one stimulus.  As in the original experiment, participants would have the opportunity 
to earn a real-world performance bonus based on the amount of penalty points they 
accumulate.  Data from this section of the experiment could be compared with TOAST 
data to determine whether participants’ steady state from single trials with penalties is 
correlated with their reported trust in the system. 

As observed in the experiment, understanding a well-performing autonomous system 
is the key to maintaining trust on a case-by-case basis.  Maintaining trust that is well 
calibrated to the system is a key aspect of creating highly effective human-machine teams.  
Widespread use of the TOAST scale would allow researchers to (1) better predict how 
users will accept new autonomous systems and (2) determine whether specific human-
machine teams are appropriate for the tasks they are designed to complete. 

Whether the system in question is Apple’s Siri, Tesla’s Autopilot, or one of the many 
autonomous systems currently used by the general population, it is important to understand 
how compatible these systems are with human users, both physically and psychologically. 
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Appendix A. 
Additional Data 

Table A-1.  High vs. Low Performance t-tests for TOASTs 1–3 
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Table A-2.  High vs. Low Performance t-tests for the Differences between  
TOASTs 1&2 and 2&3 
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Understanding the trust between a human and a well-performing 
autonomous system is the key to creating the most effective 

human-machine teams



2

Outline

• Background Information

• The Experiment
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• Analysis

• Results

• Next Steps
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Trust is key to determining the circumstances under 
which people will rely on automated systems 

It is important to have a standard trust of autonomy scale so 
systems can be compared to one another

1 Nave et al., 2015; Button, 2017; Hoff & Bashir, 2015

Trust of autonomous systems is a psychological state in which a person makes 
themselves vulnerable because they are confident that the automated system is 

capable and reliable enough to complete the task.1
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Trust depends on context and cannot be adequately 
measured by observing reliance

• Sometimes the outcome is less risky, indicating less penalty for 
failure, but other times, failure can be catastrophic 

• “Trust guides reliance when complexity and unanticipated situations 
make a complete understanding of the automation impractical.”2

Apple’s Siri Tesla’s Autopilot

2 Lee & See, 2004

More risk, high penaltyLess risk, low penalty
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The TOAST scale enables researchers to estimate 
levels of users’ trust

TOAST Questions
Understanding Performance

• I understand what the system should do.
• I understand the system’s limitations.
• I understand the system’s capabilities.
• I understand how the system executes 

tasks.

• The system helps me achieve my goals.
• The system performs consistently.
• The system performs the way it should.
• I feel comfortable relying on the 

information that the system provided.
• I am rarely surprised by how the system 

responds.

TOAST decomposes trust into understanding and performance

Wojton et al., 2020

TOAST – Trust of Automated Systems Test
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Questions and Hypotheses

1. How much does a person’s trust in the system change as they 
use it?
• H1: As participants use the system more, they trust high performing 

systems more and trust low performing systems less.

2. How much time does it take for a person to rely on an 
automated system to the extent that they will?
• H2: In accordance with Madhavan and Wiegmann’s findings, 

participants who use the low performing system will reach their 
reliance steady state faster than those using the high performance 
system. 

3. Does the TOAST scale correlate with reliance when 
participants have to make real choices/not self-report?
• H3: The participant’s level of steady state reliance will be correlated 

with their TOAST score at the end of the experiment.
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The Experiment

• Scenario: Participants simulated working at a sorting facility. 
They could either choose to let Helper sort the stimuli to the 
appropriate location or they could do it manually.

• Helper is a simulated AI system that participants could use 
to sort stimuli during their tasks.

• 2 × 2 Design = 4 Conditions
High Understanding
• Participant is given 

instructions on how Helper 
works

Low Understanding
• Participant is given a brief 

text that does not explain 
Helper

High Performance
• Helper has an accuracy rate 

of 90%

Low Performance
• Helper has an accuracy rate 

of 60%
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Data from 294 participants were analyzed

419 participants attempted the 
experiment
• Participants were recruited through 

Amazon’s Mechanical Turk (MTurk)

Attrition
• 120 participants chose to exit the 

experiment early
 Most attrition (63%) occurred in the 

High Understanding condition
• 5 participants were removed for 

failing to meet experiment 
requirements

High 
Understanding

Low 
Understanding

High 
Performance 74 74

Low 
Performance 73 73

Score Category Payment Participants

No Bonus $1.00 174

Single Trial Bonus $1.50 84

Block Trial Bonus $1.50 17

Both Bonuses $2.00 19
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The Experiment – Outline 

• The introduction text randomizes participants 
into High and Low Understanding conditions

• Participants are randomized into High and Low 
Performance conditions based on which 
version of Helper they see in the single and 
block trials

• Participants are given the TOAST 3 times

• 3 trials: Training, Single, and Block

• General AI usage data and participant 
demographics are collected via the end survey

• Participants are told the purpose of the study 
in the debrief

Introduction

TOAST #1

Training

Single Trials

TOAST #2

Block Trials

TOAST #3

End Survey

Debrief
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The Experiment – Single Trials

Goal: Measure time to reliance state with Helper

60 Go/No-Go trials 
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The Experiment – Block Trials

Helper

Helper completes 
the task

X4

Display

Penalty points 
for block

Human

Helper On/Off

Human

Human completes 
the task

X4

Display

Helper’s Penalty

Display

Human’s Penalty

Helper On

Helper Off

Goal: Measure reliance on Helper when given the choice

4 trials per block, 15 blocks
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This experiment had a high prevalence of digital 
assistant users

Summary Statistics
• 173/294 (59%) had used systems similar 

to Helper

• 197/294 (67%) use a digital assistant at 
least once per day

• Participants say they trust people until they 
have a reason not to more often than not

• Participants believe that their friends think 
they are tech savvy more often than not

11 128x = 1,408
Batches of participants nodes (parts) of the experiment separate csv files of data

Source: Experimental data were collected via Gorilla.sc

Data
# of Observations: 294

• 1 per participant

Questionnaires:
• Introduction
• TOASTs #1-3
• End Survey
• Debrief

Tasks: 
• Training
• Single Trials
• Block Trials 
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1. Trust declined more among operators using the low 
performance Helper on a case-by-case basis

How much does a person’s trust in the system change as they use it?

4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9

TOAST1 TOAST2 TOAST3

Understanding

High Performance Low Performance

4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9

TOAST1 TOAST2 TOAST3

Performance

High Accuracy Low Accuracy

4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9

TOAST1 TOAST2 TOAST3

All

High Accuracy Low Accuracy

Results
Single Trials: As participants use the system more, they trust the high performing system 
the same as they expected to and they trust the low performing systems less 

• The difference in trust from TOAST 1 to TOAST 2 is significantly lower than 0 for participants 
who used the Low Performance Helper

Block Trials: Participants who used the high performing system lost the same amount of 
trust as those who used the low performing system

• The difference in trust from TOAST 2 to TOAST 3 is significantly lower than 0 for both 
groups of participants and not significantly different between the groups. That is, 
the slope of the blue line between TOAST 1 to TOAST 2 is statistically significantly 
less than 0 in all three graphs. 

TOAST scores range from 1 to 7, with higher scores 
indicating more trust.
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2. On average, participants reached their steady state of trust 
on trial 15.4 out of an average of 49 completed trials

How much time does it take for a person to rely on an automated system 
to the extent that they will?

Note: Participants using the low performing system chose to complete the task manually
more often than those using the high performing system

Results

On average, participants spent 70% of the single trials they completed in their steady 
state of trust

• 43% (125/294) participants maintained their steady state through all single trials
• 12% (36/294) participants never reached a steady state

Trend – Participants who use the low performing system reached their reliance steady 
state slower than those using the high performing system

• Participants using the high performing system spent 72% of the single trials they 
completed in their steady state of trust

• Participants using the low performing system spent 66% of the single trials they 
completed in their steady state of trust

• One-tailed t-test = 0.0686 More testing needed
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3. The participants’ level of steady states of reliance did not 
correlate with their TOAST 3 scores

56%

60%

63%

61%

66%
64%

63%

66%
67% 66%

69%

66%

0.54

0.56

0.58

0.60

0.62

0.64

0.66

0.68

0.70

0 10 20 30 40 50 60 70 80 90 100
Penalty (in points)

Average Percentage of Participants Who Chose Manual per Penalty

Does the TOAST scale match up with reliance when participants have to make real 
choices/not self-report?

R² = 0.783

Results

• A logarithmic trend line (shown by the red dashed line) accounts for 78.3% of the 
variance in the average percentage of participants who chose to manually complete 
the block per penalty

• The Understanding component (r = 0.03), Performance component (r = −0.07), and 
complete TOAST 3 score (r = − 0.03) had no correlaƟon with ln slope (the slope 
coefficient in the logarithmic trendline equation)
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Results
1. How much does a person’s trust in the system change as they use it?

• Single Trials: As participants use the system more, they trust the high performing 
system the same as they were expected to and they trust the low performing 
systems less

• Block Trials: Participants who used the high performing system lost the same 
amount of trust as those who used the low performing system

2. How much time does it take for a person to rely on an automated system to 
the extent that they will?

• On average, participants reached their steady state of trust on trial 15.4
• On average, participants spent 70% of the single trials they completed in their 

steady state of trust
• Trend – Participants who use the low performing system reached their reliance 

steady state more slowly than those using the high performing system

3. Does the TOAST scale correlate with reliance when participants have to make 
real choices/not self-report?

• The participants’ level of steady states of reliance were not correlated with their 
TOAST 3 scores
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Next Steps

• Steady state – Find a more rigorous way to calculate when 
participants reach their steady state of reliance
 Chaos theory
 Ensure reaching a steady state of using Helper does not indicate that 

the participant has become bored with the experiment

• Correlation of steady state reliance with TOAST scores –
Further test how trust changes based on penalty per trial to 
evaluate the TOAST scale
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Understanding a well-performing autonomous system 
is the key to the most effective human-machine teams

Key benefits of studying trust of autonomous systems are:
1. Better predictions about when people will not accept new 

autonomous systems
2. An emphasis on creating more human-compatible systems 

(e.g., for combat scenarios)
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Participants – Bonuses

• Participants earned a $0.50 bonus for the single trials if they 
obtained at least 50/60 possible points in the High 
Performance condition and at least 45/60 possible points in 
the Low Performance condition.

• Participants earned a $0.50 bonus for the block trials if their 
total penalty was ≤ 10 points in the High Performance 
condition and ≤ 20 points in the Low Performance condition.

• Participants could earn both bonuses with qualifying scores for 
a $1.00 total bonus.
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Summary Statistics
Participants

• 282 Participants
• 166/282 (59%) had used systems similar to Helper
• 188/282 (67%) use a digital assistant at least once per day
• Participants say they trust people until they have a reason not to more often 

than not
• Participants believe that their friends think they are tech savvy more often 

than not

Single Trials
• Average Percent Correct for Single Trials: 78%
• Average Percent of Trials That Used Helper: 61%
• Average Number of Trials Where Participant Chose Manual: 27
• Average Number of Trials Total: 49

Block Trials
• Average Percent Correct for Block Trials: 75%
• Average Percent of Trials That Used Helper: 42%
• Average Number of Trials Where Participant Chose Manual: 8
• Average Number of Trials Total: 12
• Average Total Penalty: 172
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Question 1 – Statistics – High vs. Low Performance
Understanding

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1 −1.0323 292 0.3028 [−0.30153795, 0.09405495] 5.562925 5.666667

TOAST 2 1.2386 292 0.2165 [−0.08012691, 0.35223575] 5.641156 5.505102

TOAST 3 0.61922 202 0.5363 [−0.1630081, 0.3126680] 5.406463 5.331633

Performance

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1 −0.50104 292 0.6167 [−0.2346697, 0.1394316] 5.487075 5.534694

TOAST 2 3.8138 292 0.000167 [0.2660071, 0.8333126] 5.507483 4.957823

TOAST 3 3.0899 202 0.002195 [0.1807788, 0.8151396] 5.167347 4.669388 

All

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1 −0.80552 292 0.4212 [−0.2498528, 0.1047281] 5.520786 5.593348

TOAST 2 3.1974 292 0.001539 [0.1406486, 0.5910219] 5.566893 5.201058 

TOAST 3 2.4072 202 0.0167 [0.05652453, 0.56327895] 5.273621 4.963719

Orange rows indicate significant findings.
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Question 1 – Statistics – High vs. Low Performance 

Understanding

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1&2 2.6133 292 0.009431 [0.05920468, 0.42038716] 0.07823129 −0.16156463

TOAST 2&3 −0.63605 292 0.5252 [−0.2506701, 0.1282211] −0.2346939 −0.1734694

Performance

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1&2 4.5322 292 8.523e-06 [0.3379088, 0.8566490] 0.02040816 −0.57687075

TOAST 2&3 −0.5053 292 0.6137 [−0.2530742, 0.1496729] −0.3401361 −0.2884354

All

T-statistic df P-value Confidence Interval Mean (High Performance) Mean (Low Performance)

TOAST 1&2 4.4893 292 1.03e-05 [0.2462016, 0.6305935] 0.04610733 −0.39229025

TOAST 2&3 −0.63682 292 0.5247 [-0.2287987, 0.1169317] −0.2932729 −0.2373394

Orange rows indicate significant findings.
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Question 1 – Statistics – High/Low Performance in 
Single Trials: Significant Difference of Values from 0  

Understanding

T-statistic df P-value Confidence Interval Mean

High Performance 1.3348 146 0.184 [−0.03760275, 0.19406533] 0.07823129

Low Performance −2.2884 146 0.02355 [−0.30109529, −0.02203397] −0.1615646

Performance

T-statistic df P-value Confidence Interval Mean

High Performance 0.31631 146 0.7522 [−0.1071029, 0.1479192] 0.02040816

Low Performance −5.0201 146 1.483e-06 [−0.8039768, −0.3497647] −0.5768707

All

T-statistic df P-value Confidence Interval Mean

High Performance 0.89191 146 0.3739 [−0.05605958, 0.14827425] 0.04610733

Low Performance −4.735 146 5.135e-06 [−0.5560296, −0.2285509] −0.3922902

Orange rows indicate significant findings.
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Question 1 – Statistics – High/Low Performance in 
Block Trials: Significant Difference of Values from 0

Understanding

T-statistic df P-value Confidence Interval Mean

High Performance −3.1766 146 0.001819 [−0.38071128, −0.08867647] −0.2346939

Low Performance −2.8115 146 0.005609 [−0.29540847, −0.05153031] −0.1734694

Performance

T-statistic df P-value Confidence Interval Mean

High Performance −4.3698 146 2.347e-05 [−0.4939710, −0.1863011] −0.3401361

Low Performance −4.3433 146 2.612e-05 [−0.4196822, −0.1571885] −0.2884354

All

T-statistic df P-value Confidence Interval Mean

High Performance −4.25 146 3.794e-05 [−0.4296511, −0.1568946] −0.2932729

Low Performance −4.3677 146 2.367e-05 [−0.3447341, −0.1299447] −0.2373394

Orange rows indicate significant findings.
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Question 2 – Data

System Performance Average Percent of 
Trials in Steady State Variance # Participants Who Started Their 

Steady State on the First Trial
# Participants Who Never 

Reached Steady State

High Performance 0.723316359 0.131209056 78 17

Low Performance 0.661288522 0.123340875 47 19

t-test (one-tailed) 0.068574019

Average Percent of 
Trials in Steady State Variance # Participants Who Started Their 

Steady State on the First Trial
# Participants Who Never 

Reached Steady State

All Participants 0.69230244 0.127805726 125 36



29

Question 3 – Data

TOAST Data – Scale Component Correlation with ln Slope
TOAST 3 Average – Understanding 0.033597354
TOAST 3 Average – Performance −0.065729388
TOAST 3 Average – All −0.032110191

TOAST Average – Understanding 0.11197389
TOAST Average – Performance −0.01434953
TOAST Average – All 0.039320146
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