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1.0 EXECUTIVE SUMMARY 
1.1 Context-Aware Support for Enhanced Operational Communication 
Effective communication is important in nearly all aspects of our lives, and it is especially 
crucial for military missions. Unfortunately, communication failures are common. The effects of 
these range from confusion, frustration, and delay to consequential losses of assets and lives. 
Context misalignment is a common factor in communication failures. It may be possible to avoid 
those failures and their negative impacts, and indeed to improve mission performance, through 
focused research on context-aware communications. Thus, the goal of the current line of research 
is to enhance operational communication by improving contextual overlap among both human 
and machine communicators in military environments. We seek to do this by developing a 
context-aware machine agent capable of dynamically determining the relative importance of 
information as it pertains to the current situation (i.e., identifying context) in order to accomplish 
one or more of the following: (a) use context to inform its own comprehension and language 
production processes, (b) aid humans in identifying and tracking context which may be relevant 
to a communication, and (c) aid humans in detecting and resolving risks for miscommunication. 
1.2  Defining Context 
The most broadly accepted definition of context states, “Context is any information that can be 
used to characterize the situation of an entity” where “an entity is a person, place, or object that 
is considered relevant to the interaction between a user and an application, including the user and 
application themselves” and where the situation is “a description of the states of relevant 
entities” (Dey, 2001; Dey & Abowd, 1999). Context also contains gradations of momentary 
relevance as information moves in and out of attention (Zimmermann et al., 2007). Information 
that is currently in mind (in use) highlights a special level of importance because it is occupying 
cognitive resources (Dourish, 2004; Winograd, 2001). From there, information will decline in 
importance according to its possible usefulness until it is no longer considered context. 
1.3  The Actively Building Context (ABC) Model of Context Aware Communication 
The need for a new conceptual model of context awareness extends from a lack of clarity 
surrounding how to identify context across multiple situations and how to assess what contextual 
information is shared. Recognizing what information is and is not shared is a vital part of 
communication (e.g., Clark, 1996; Clark & Brennan, 1991; Clark & Marshall, 1981; Mustajoki, 
2012). It requires an agent to have some theory of mind and represent what unique information 
they have, what unique information their conversation partner might have, and what information 
both agents likely have. Humans may use a co-presence heuristic to determine if information is 
available to both parties (Clark & Marshall, 1981). For example, if both parties were present at 
the same briefing, they will likely consider that information shared even if they do not know for 
certain that the other person was listening. 
Humans also use a process known as grounding (Clark, 1996; Clark & Brennan, 1991) to 
ensure information required for comprehension is co-present. When conversants believe 
their partners may have trouble accessing context or that they may be missing context, 
they will add additional information to contextualize their communication. When 
communicators fail to do this work, conversation partners can be left confused or may 
infer their own meanings, opening the door for miscommunication (Mustajoki, 2012; 
Savitsky et al., 2010).  
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In our model, we create framework for identifying context, determining the need to contextualize 
a communication, and using context during comprehension. The model represents what each 
conversant knows individually, what they know together, and what they believe their 
conversation partner knows. As information is introduced into the conversation, it becomes 
context in use. As it falls out of use, it moves into the space of co-presence. Further, the 
relevance and the availability of information to all members of a conversation is represented on a 
gradient of accessibility which we propose is a function of time, frequency of use, and salience.  
Briefly, time is the measure of distance from the last moment an entity was mentioned in 
conversation. At time point zero, all parties in the conversation are actively representing the 
entity. Spreading activation activates information related to the entity, though what information 
is active, and its degree of activity will vary from person to person. If no further reference to the 
entity is made, access to this information will decay. Frequency refers to how often the 
conversant has activated the information previously. Greater frequency predicts faster retrieval 
speeds (Anderson, 1993). Salience refers to how attention grabbing the information is and is 
expected to be an interaction between the baseline perceptual qualities of the information (e.g., 
large) and individual differences in knowledge. 
1.4  Building a Context-Aware Communications Agent 
Though increasingly sophisticated, machine agents are not yet able to separate context from the 
pool of all available information without explicit rules (Schilit et al., 2002; van Kasteren & 
Vredenborg, 2022). Our model provides a path to using communications to identify context. The 
representations built from the communications can then be used to augment information 
available to humans, direct resource exploitation, and adapt the environment (cf. Pascoe, 1997).  
Context augmentation applications, like Fitbit, determine who receives what information and 
how the information is delivered. For example, Fitbit detects user activity and sends step 
reminders accordingly. However, it is designed for a single function and situation. In our more 
generalized model, the application is only limited by the types of sensors connected to it. The 
agent will use the communicated goals as well as information in use to inform its gradient of 
activation and direct its attention to specific sensor data. By using the conversation, the machine 
agent will know what information in the environment is relevant across multiple situations. 
Using this functionality and a representation of who has access to what information, it will be 
able to track discrepancies (e.g., a controller provides an inaccurate time to arrival), understand 
relational language (e.g., “They’re 100 yards east from my position”), track references across 
multiple exchanges, determine the level of detail to provide a human based on co-presence 
calculations, and more.  
There are still a few core concerns and difficulties for operational application of this model. 
First, it has been historically difficult to train natural language processing (NLP) models using 
radio communications due to low signal to noise ratios and diverse accents. In recent years 
progress has been made addressing those challenges using end-to-end speech recognition 
architectures with deep neural networks (Badrinath & Balakrishnan, 2022). A second 
consideration is that context may be intentionally omitted from operational communications in 
the interest of security. However, we believe that giving the machine agent access to briefings 
may help with this issue as context from the briefings can be monitored during the mission.  
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1.5  Conclusion 
The research described here establishes a foundation for a dynamic context-aware agent which 
utilizes communication to understand the relative importance of information in the world (i.e., to 
recognize context). The machine agent’s representation of context can then be leveraged to 
facilitate human-to-human and human-machine communication. The core advancement of the 
model is its generalizability, frame for representing context and perspective, and application of 
computational models of human memory access to context accessibility during communication. 
Thus, the current work integrates the wealth of literature on context-aware computing, language 
processing, and memory architectures to create a new, more adaptable, communications agent 
for use in military operations. 
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2.0 CONTEXT-AWARE SUPPORT FOR ENHANCED OPERATIONAL 
COMMUNICATIONS  

The military relies on human-machine teaming (HMT) across multiple domains. As the human-
machine relationship expands, there is a growing need for humans to be able to communicate 
with machines using NLP. The enhanced communication abilities will assist human-machine 
teams in adapting and coordinating their activity to situations as they arise. Further, all human 
teams also have periodic and sometimes fatal difficulty in communicating with each other. Thus, 
a central goal of this manuscript is to highlight how NLP can be improved by enhancing machine 
context-awareness with the end goal of making human-machine and human-human 
communications more flexible, efficient, and reliable.  
Communication is the transfer of information from one agent (human or machine) to another, 
usually through the medium of language. A consistent theme in the communication literature is 
that contextual alignment facilitates communication (Clark, 1996; Clark & Brennan, 1991; 
Fischer, 2012; Kayes et al., 2015; Kopp & Krämer, 2021; Matsumoto & Riek, 2022; Menenti et 
al., 2012; Paleja, 2022; Shishkov et al., 2018; Winograd, 2001; Zimmermann et al., 2007). 
Alignment occurs when communicators both have ready access to the same information. When 
there is a misalignment in the context available to communicators, the risk of delays in 
communication and miscommunication increase. Thus, the risk of a communication failure in 
military operations is heightened when communicators have divergent context. This is 
particularly problematic for human-machine communication because to date, even the most 
sophisticated autonomous agents struggle to represent and use context during communication 
(Baddour et al., 2019; Freiman et al., 2018; McNeese et al., 2018). 
Divergent contexts can come in many forms, but a common one in the military is communication 
between deployed tactical personnel and their associated command and control leadership. The 
divergence stems from teams who are not co-located and who have different expertise, goals, and 
demands on their cognitive resources. Several communication challenges among such teams 
have been observed during military training operations (Rothwell et al., 2022). Table 1 provides 
an overview of the challenges as they relate to context-awareness. 

Table 1.  Communication Failures Related to Context-Awareness. 

Issue Relationship to Context-Awareness 
Transmission of inaccurate information Context-awareness of the producer was represented 

inaccurately or was incomplete 
Missed messages Speaker’s awareness of the listener’s context was 

inaccurate. Listener may have been on a different 
channel, not present, not listening, or experiencing low 
signal-to-noise ratios 

Clarifications not requested or made Context provided by producer was incomplete or 
inaccurate and one of the comprehenders realized it but 
did not ask for clarification 

Misunderstanding Context provided by speaker was incomplete, neither 
party realized it, and the comprehender formed an 
inaccurate or incomplete understanding. 

Note. Issues are summarized from Rothwell et al. (2022) 



5 
Distribution A. Approved for public release; distribution unlimited 

AFRL-2023-3397; Cleared 17 Jul 2023 

Although these errors were observed during training, the same types of communication errors 
played significant roles in real-world military and civilian disasters (e.g., Beck & Cohen, 1994; 
Estival & Molesworth, 2012; Rakas & Yang, 2007; Skaltsa et al., 2012; Tajima, 2004). One 
harrowing example in terms of context-awareness was the June 2014 friendly fire incident in 
which a U.S. Air Force B-1 bomber killed five U.S. soldiers and one Afghan soldier. An internal 
report of the incident concluded that poor situation awareness and ineffective communication 
were responsible (Lamothe, 2014). All four of the communication issues in Table 1 occurred. 
The Joint Terminal Attack Controller (JTAC) gave inaccurate information about troop positions, 
a nearby mountain range interfered with the radio signal resulting in missed messages, the pilots 
did not question contradictory information about the enemy position, and there was a 
misunderstanding concerning what the pilots in the B-1 could see on the ground. We will 
elaborate on this example throughout the manuscript as we illustrate the principles of context-
awareness and how variations of a computational machine agent may have been able to 
intervene.  
By exploring the origins of context-aware communication failures in human-human 
communication, we gain insight into the importance of improving context-awareness among all 
communicators (both human and machine). We seek to make these improvements by developing 
a context-aware machine agent capable of dynamically determining the relative importance of 
information as it pertains to the current situation (i.e., identifying context) in order to accomplish 
one or more of the following: (a) use context to inform its own comprehension and language 
production processes, (b) aid humans in identifying and tracking context which may be relevant 
to a communication, and (c) aid humans in detecting and resolving risks for miscommunication. 
We begin this review by discussing two important concepts within the space of context-aware 
computing: the context and the situation. As will become clear, the underlying difficulty in 
creating a dynamic context-aware machine agent is not in representing information but in using 
the situation to assess the applicability and importance (i.e., relevance) of that information. In 
making this argument, we define the distinction between context and the situation before 
describing the application of both to communication. We then draft a new model for context-
aware communication: the ABC model. Our proposed computational model makes new strides in 
context-aware communication by providing a path for a computational agent to focus in on 
relevant knowledge and perceptual information as well as recognizing when the information 
needs to be shared. 
2.1  Defining Context, the Situation, and Awareness 
Prior literature has defined context in over 150 different ways (Bazire & Brézillon, 2005; cf. 
Baddour et al., 2019; Brézillon & Pomerol, 1999; Brown et al., 1997, Chen, 2005; Dourish, 
2004; Franklin & Flaschbart, 1998; Henricksen, 2003; Hull, 1997; Kokinov, 1999; Ryan et al., 
1997, Schilit & Theimer, 1994; Vieira et al., 2011). Many of these definitions are circular (i.e., 
use synonyms) or define context by example. Nevertheless, even among these weaker 
definitions, what is largely agreed upon is that context involves the answers to who, what, when, 
where, why, and how (Fischer, 2012; Jang & Woo, 2003), includes only a subset of the 
information available to an entity (Ali et al., 2010; Zimmermann et al., 2007), and is related to 
the situation (Dey & Abowd, 1999; Shishkov et al., 2018), activity (Dourish, 2004), or goals (Ali 
et al., 2010) of the entity. The most widely accepted definition states:  
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Context is any information that can be used to characterize the situation of an entity. An 
entity is a person, place, or object that is considered relevant to the interaction between a 
user and an application, including the user and application themselves. (Dey & Abowd, 
1999) 

Dey (2001) later expanded upon this definition to assert that the situation is “a description of the 
states of relevant entities.” By using the word “states,” Dey implies that the description is not 
stable. Indeed, changes in context both result from and cause changes in situation (Shishkov et 
al., 2018). This chicken-and-egg scenario presents a critical challenge for context-aware 
applications. If the situation is used to determine what information is and is not context, then the 
situation needs to be represented before context is determined. However, understanding the 
situation requires identifying relevant entities. How can the relevant entities be determined 
before identifying the situation when the situation is used to determine relevance? 
The paradox has been avoided by having application developers determine what information is 
context and what the machine should do with that information (Dey & Abowd, 1999). Generally, 
this has meant that context-aware applications are only useful in a limited set of situations. For 
example, if a user is driving, traffic information, available in most map apps, is relevant to the 
situation, but if they stop driving, the map apps do not try to determine if the situation has 
changed and do not offer new functionality specific to the new situation (e.g., realize the car has 
a flat tire and present numbers of local roadside assistance companies). Instead, the application 
continues to provide traffic data. Even among the most sophisticated instantiations of 
computational communications agents, the applicable situations are limited (e.g., Myers et al., 
2019). The problem is not trivial. Situations in the military can shift rapidly and as the situation 
shifts, the conversation shifts, and new, unexpected elements of the environment become 
relevant and older elements can decline in relevance. Thus, a model of context-awareness needs 
to account for a shifting landscape. 
Zimmermann et al. (2007) elaborated on the representations of context by first identifying a core 
set of five context dimensions (individuality, activity, location, time, and relations) and their 
interactions (see Figure 1). Each of these dimensions corresponds to some aspect of who, what, 
when, where, why, or how. As with Dey & Abowd (1999), the context is centered on the entity, 
which can be animate or inanimate. Critically, the entity is the one being observed, and it may or 
may not be capable of representing context itself. Thus, in the 2014 incident involving friendly 
fire, one of the entities was the B-1. The context of B-1 was represented by multiple humans: Air 
Force control, JTAC, and the pilots. The B-1 had no ability to form context representation. Each 
of the humans was also an entity. JTAC’s context could be represented by the Air Force 
controller, the pilots, and, also, by the JTAC himself.  
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Figure 1. Zimmermann et al. (2007) Model of Context. 
We can understand the role of Zimmermann et al.’s (2007) dimensions of context awareness best 
by stepping through an example using the B-1 as an entity. The B-1 ’s individuality included 
who (or in this case what) it was. This information can be particular to a specific entity or to a 
classification of the entity. For example, the classification of the plane as a B-1 meant it had a 4-
person team and could drop multiple bombs. Further, the B-1 did not have the ability to detect 
strobe lights usually used by ground troops to signal ally location. This particular B-1 also had a 
unique feature not available in all other B-1s: a precision targeting system. 
The entity’s location (where) is a second dimension of context. The location information can be 
relative to another entity (e.g., straight above the ground troops) or objective (e.g., precise global 
positioning system [GPS] coordinates). The third dimension, time (when) also offers relative and 
objective information. For the B-1, the interaction between location and time was particularly 
important in terms of how long it would take the B-1 to reach the troops. 
Relations is a fourth dimension of context and includes how an entity interacts with other entities 
and itself. Relations can be social, functional, or compositional in nature. Social relations (e.g., 
rank) do not exists for non-agent entities. Thus, the Air Force controller’s representation of the 
B-1’s pilot included a social relation, but his representation of the B-1 did not. Functional 
relations include how the entity can use other available entities (or be used by them) to affect 
change. The B-1 had a functional relationship with the pilots, who were directly manipulating it. 
Zimmermann et al. (2007) take functional relations a step further to state that they also include 
how the entity affects thought. For example, the B-1’s presence, initially, made the ground troops 
feel more secure and lessened their anxiety about the situation. Compositional relations relate to 
the component parts of an entity (e.g., landing gear). In a compositional relationship the parts 
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cease to function if the whole is destroyed but the whole may be able to function without some of 
its parts. 
The final dimension is activity (what the entity is doing and why it is doing it). The B-1 had two 
core activities during the situation, fly and drop the bomb. As with social relationships, a 
representation for the goals of the B-1 cannot be directly drafted. However, the B-1 also interacts 
functionally with the pilots, whose goals can be represented. Why the B-1 is flying or dropping a 
bomb exists in its interaction between activity and functional relations. 
Some of the context identified by Zimmermann et al. (2007) is detectable in the moment (e.g., 
what an entity is doing and where it is). However, other information cannot be detected and 
exists only as declarative knowledge or through inference (e.g., the goals of the entity). Goals are 
particularly important for understanding the situation as they make it possible to predict the 
entities actions. For example, understanding that the goal of the B-1 is to provide air support 
allows the prediction that it will drop bombs. In a different situation, an air show for example, 
the goal might be to highlight its speed and therefore a prediction about it dropping a bomb 
would not be consistent with its contextual representation. Detecting goals is difficult for both 
humans and machines, but unlike machines, humans can rely on a rich set of scripts developed 
throughout their lifetime to infer the goals and intentions of others. We know for example, that 
most people have an inherent goal to live and will take actions in support of that goal. We also 
know (or at least believe we know) why people are waiting at a bus stop, standing in front of an 
ATM, etc. 
One of the strengths of dividing context into clear dimensions is that it allows an agent to 
represent the absence of information. The agent can then seek out or ask for the missing 
information. However, there will also be times when missing information is not relevant (Dey & 
Abowd, 1999). Thus, we circle back to the inherent difficulty in assessing relevance. We 
introduce three points about context representations which we argue will allow a machine to 
resolve this paradox: (a) they contain error, (b) they fluctuate, and (c) they require theory of 
mind. We elaborate on these points below to suggest principles which could be used to guide the 
development of context-aware, situation-independent machines. 
2.1.1  Error in the Representation 

What is critical about the representation of the entity is that it is created by an observing agent. 
Therefore, some information about the entity will not be available to the agent, leaving the 
representation incomplete. Further, because each agent has a unique perspective of the entity, no 
two representations of the entity will be the same (Zimmermann et al., 2007). For example, the 
B-1’s location was unknown to the JTAC but known to the Air Force controller. 
The representation may also be incorrect. All parties, except the pilot, represented the B-1 as 
capable of detecting strobe lights. Critically, this was false. This motivates the first principle 
guiding development of a context-aware application: The application should iteratively update 
its model, seek out missing information, and be able to assess its confidence that represented 
information is correct.  
2.1.2  Fluctuations According to Attention and Focus 

Each iteration should strive to prioritize the discovery and representation of information relevant 
in the moment. When the JTAC first made the request for air support, the B-1’s exact location 
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was not as important as how quickly the B-1 could arrive. At the point the B-1 arrived, location 
increased in relevance as it was useful in determining why the communication was inconsistent 
(e.g., the B-1 was over a mountain range). Thus, the precise location information became 
relevant to the JTAC, and his representation of the B-1 shifted. 
In Dey and Abowd’s (1999) definition, all pieces of contextual information that characterize the 
situation are equal, but in the example above we can see that this is not the case. The location of 
the B-1 is not initially available or relevant but becomes relevant as the location begins to affect 
the situation. Even still, the location information is not as important as the activity of the B1. 
Thus, a problem with Dey’s definition is that it only allows for a dichotomy: information 
characterizes the situation, or it does not. Zimmermann et al. (2007) contend that information 
relevance is based on its point of origin and activity. Contextual information decreases in 
relevance over time, i.e., it becomes outdated which can decrease the accuracy of the information 
or its applicability to the current moment. A representation of the B-1’s location a moment ago is 
not as relevant as it was a moment ago. That is, the B-1 is in motion and its exact location is 
constantly in flux. Further, information connected to the activity (including goals of the entity) is 
likely to be more relevant than information not directly related to the activity. Thus, the 
functional relationship between the pilot and the B-1 is of high relevance because it is related to 
the activity (flying), and the compositional relationship of the landing gear to the B-1 is of low 
relevance because the landing gear is not needed to perform the activity of flying. 
Another way of looking at this is that the applicability of the information reflects its relevance 
(Schmidt, 2002). Thus, relevance can be partially assessed by determining if the entity is using 
the information. Indeed, context has at times been defined simply as information in use (Dourish, 
2004; Kayes et al., 2015; Winograd, 2001). For a non-autonomous entity, in use can relate to 
functional parts. The B-1 is using its engine and precision targeting system. For an autonomous 
entity, in use also reflects the attention of the entity. 
Critically, information in use does not necessarily reflect an objective measure of the relevance 
or usefulness to the situation. Attention is error prone. For example, the JTAC’s attention was on 
elimination of enemy combatants. This is not incorrect, but in attending so closely to this 
information, he lost track of the location of a unit separated from him. He then provided 
information that was out-of-date. Nevertheless, the information the JTAC is using is important to 
characterizing his situation. From this, we can draft an inference that his intelligence on enemy 
troops is likely to be more accurate than on allied troops.1 The JTAC in this situation certainly 
did not intend to under attend to ally location. Attention is not fully governed by intentionality. It 
is also affected by salience, spreading activation, and familiarity. Certainly, as it posed a risk to 
his life, enemy troop location could be surmised to have been particularly salient to the JTAC in 
this situation.  
From the role of origin, activity, and attention, we establish the second principle: All available 
information about an entity exists on a gradient with the information that is actively in use by the 
entity as the most relevant characterization of it in the situation.  

 
1 Communication transcripts are not available from this incident, but in some instances, the attention of the JTAC 
could be detected from patterns of speech, such as how often enemies versus allies are mentioned and what 
information is provided unprompted.  
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2.1.3  Theory of Mind 

Context representations will also involve some theory of mind. An agent needs to know what 
information is available to an entity in addition to knowing what information is relevant to the 
entity. For example, if two planes are on a collision course with each other, air traffic control 
may recognize this information as characterizing the situation of the pilots. However, it will not 
help with predicting behavior or, critically, communication, unless the controller also recognizes 
that the pilots are unaware of their trajectory. How agents determine that information is available 
to an entity is thus of critical importance. Briefly, this can be accomplished by assessing the 
perceptual information currently available to the entity, knowledge about the entity (e.g., is it 
reasonable to assume the entity was co-present with the information; Clark & Marshall, 1981), 
and through communication. We will explore this further in Section 2.2 and Section 3. For now, 
we establish this as the final principle: The agent must be able to form a representation of the 
context available to the entity and its ability to use that information. 
2.1.4  Situational versus Contextual Awareness 

Having a representation of context is necessary but not sufficient for context awareness. To be 
aware the agent must be able to use information about an entity’s situation in execution of a 
function (Dey & Abowd, 1999). The situation is the aggregate context of the relevant entities 
(Dey, 2001). Situation awareness can then be thought of as the degree to which an agent has 
accurately represented the aggregate context of the entities and can use this information to 
successfully carry out an action. This conceptualization of situation awareness fits with 
previously established definitions. Prior definitions characterize situation awareness as the 
understanding of all the events at play and how new events can emerge from prior events 
(Baumgartner et al., 2010; Endsley, 1995). Events can be understood as a segment of time 
observed by the agent to have a beginning and an end (Zacks & Tversky, 2001). The situation is 
thus the accumulation of the events currently perceived and the events which are expected to 
occur. The difference between how we have been discussing context and how situation 
awareness is discussed is that the context is centered on the entity. Ultimately, it is the context of 
the entities who engage in events. Thus, we can determine the relevant entities to a situation by 
determining what entities are involved in an event, though determining what events are relevant 
will still be a hurdle.   
2.2  Defining Context-Aware Communication 
If we define context as the information that “characterizes the situation of an entity” and 
awareness as the use of this information (Dey & Abowd, 1999), then we might define context-
aware communication as an attempt to use context when updating one or more agents’ 
characterization of the situation of one or more entities. The implication of “updating” a 
representation is that an initial representation must exist before the communication can begin. 
Thus, no communication can exist without context and a critical role for the producer2 is to 
determine what already exists and needs to be added to the comprehender’s representation of 
relevant entities.  

 
2 Throughout this section, we use producer to refer to the agent who is attempting to convey information and the 
comprehender as the person attempting to understand. During communication, the producer and comprehender roles 
will switch multiple times. 
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Contextual information during communication may come from (a) the environment, (b) memory, 
(c) the text3 itself, and (d) familiarity with the language including paralinguistic features. Each of 
these represents a distinct challenge for machine agents intending to communicate with humans. 
To understand these challenges, we first explore what we mean by a representation of the text 
and then how each type of context serves to facilitate communication. 
2.2.1  Situation Model 

Early research into how comprehenders represent language made it abundantly clear that 
comprehenders do not fully retain, even in the short-term, a representation of the exact lexical 
and syntactic values of the text (Bransford et al., 1972; Fletcher & Chrysler, 1990; Garnham, 
1982; Glenberg et al., 1987; Kintsch et al., 1990; Radvansky et al., 1990; Schmalhofer & 
Glavanov, 1986; Zwaan & Radvansky, 1998). Instead, comprehenders integrate the text with 
their prior knowledge into a situation model (Kintsch & van Djik, 1983). Ultimately, the 
situation model represents what the comprehender believes is important to understand and retain 
from the communication and thus also represents the text as filtered by the comprehender’s goals 
(McCrudden & Schraw, 2007; van den Broek et al., 1995). Because the comprehender’s situation 
model is, in part, a function of their individuality, the model will not precisely reflect the 
intentions of the producer. Thus, for the producer to be understood, they must consider the lens 
through which the comprehender will be processing the information. This use of theory of mind 
as part of conversation is why principle 3 from the previous section is critical to context-aware 
machine agents. Understanding the information needs of the comprehender is a critical task for 
the producer and one which even sophisticated machine agents struggle with (McNeese et al., 
2018). 
The producer also has a situation model for what they are about to communicate. Like the 
comprehender’s model, it is ultimately richer than the lexical and syntactic values they will 
produce. Even if the producer were to attempt to articulate every part of the situation model, they 
cannot fully relay their perceptual and historical experience. Further, providing too much 
information risks the critical, new information being lost. Thus, the producer must discern how 
much of their model should be encoded into the text by assessing the context available to the 
comprehender. The context that will be omitted from the text is ideally shared between the 
producer and the comprehender and can therefore be inferred by the comprehender. 
Communicators rely on a co-presence heuristic to determine if context is shared (Clark & 
Marshall, 1981). This heuristic suggests that information is shared if both communicators are 
aware that the information was at one point accessible to the other. When communicators are 
unsure of the accessibility of information, they may engage in grounding (Clark & Schaefer, 
1987) during which they determine the level of context available to each party and provide new 
context critical to comprehending the producer’s situation model. During grounding, a 
communicator might give positive (nodding) or negative evidence (request for clarification) that 
enough information is available to understand the communication (Clark & Brennan, 1991).  
Using concepts of co-presence and grounding, we can now demonstrate how the environment, 
memory, text, and familiarity with the language contribute to the formation of a situation model.  

 
3 We use text here to refer to communication across modalities, not just written communication. 
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2.2.1.1   Environmental Context 

The environment refers to the perceptual experience of the communicators. This experience will 
be informed partly by knowledge. For example, if a student is in an office with their professor, 
the individuality of the professor is relevant context that informs the student’s perceptions. In a 
toy example, we will say this is the student’s professor of colonial history and this is her office 
hour dedicated to meeting with students from the class. In (1) the professor is communicating a 
point to the student. The professor draws upon her perception of the student’s individuality 
(accepted to college, new to the topic) and prior activity (attended class) in constructing the text. 
The professor thus assumes information stated in lecture and a basic understanding of France and 
Britain as one-time colonial powers is co-present. However, she will not assume the student has 
the same degree of knowledge as her colleagues.  

(1) The British and the French scientists were searching for the red-
shanked douc in Indonesia. The BRITISH found the monkey in 

Indonesia. 
Similarly, in comprehending this sentence, the student draws on their environment to understand 
that the goal of the communication is to learn something about colonialism rather than, say, 
conservation. Thus, the professor has drafted a simplified rendition of her situation model, and 
the student, in assembling their own model of the text, may focus more on the countries than the 
name of the specific type of monkey. 
2.2.1.2   Memory Context 

Continuing our example, each agent also uses their memory to inform their context. For both the 
professor and student, there are rich representations of learned information about the mentioned 
entities. The professor’s understanding of what she is saying may be richer than the student’s 
because she has more knowledge on the topic. However, for the student to represent and 
remember what the professor is saying, they will need to access the declarative knowledge of the 
topic that they do have and update that knowledge with the new information. 
2.2.1.3   Textual Context  

Context can also be found within the text. The student initially may not know what a red-
shanked douc is, but later context from the text makes it clear that it is a monkey. Further, 
repetition of language across sentences allows the student to understand that the people who 
found the monkey were scientists, even though the term ‘scientists’ is not reproduced.  
2.2.1.4   Language Familiarity Context 

Finally, familiarity with the language is another form of context used in this example. At its most 
basic, both the professor and student know English and will use this knowledge in drafting their 
communications (e.g., speed and complexity of the language used). Further, even if they are not 
aware of it, the familiarity will increase how much information they can derive from the text. For 
example, in the second sentence of (1), British is capitalized to indicate a L + H* prosodic 
structure4 on the word. This pitch accent indicates contrast (Zimmermann, 2008). In other words, 
the pitch accent on British cues the comprehender to contrast British with French (Fraundorf et 

 
4 L + H* is used in the ToBI system to denote a contrastive pitch accent in which the pitch transitions from low to 
high with stress placed on the higher pitch. 
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al., 2010). The comprehender thus uses their experience with English as context to know that not 
only did the British find the monkey, the French did not, and the fact that the French did not is 
important. Indeed, comprehenders are more likely to remember that the French did not find the 
monkey when an L + H* pitch accent is placed on British or, in writing, when British is 
capitalized, italicized, or proceeded by a cleft (e.g., it was the British; Fraundorf et al., 2013; 
Norberg & Fraundorf, 2021). 
Ultimately, the cumulative context facilitates integration of the text so that what the student 
constructs as their situation model and remembers may be akin to (2). The addition of colonial 
activities in (2) is a critical part of understanding the concept of the situation model. Although 
the professor never mentioned colonialism in the utterance, the context triggered the student to 
update their understanding in relation to colonialism.  

(2)  The British and French scientists were carrying out colonial activities in 
Indonesia and looking for a monkey. The British found the monkey and the 

French did not. 
2.2.2  Grounding 

A producer does not want to say something that cannot be understood because the comprehender 
does not have the correct context. That is, the professor did not want their student to go home 
and study red shanked doucs and ignore French and British rivalries. However, the professor 
believed that the student had enough context to understand the goals of the statement. Similarly, 
a comprehender does not want to misunderstand what the producer means because they applied 
the wrong context. Communicators use grounding to help avoid errors related to contextual 
accessibility. A full overview of grounding is outside the scope of this review, but we note that 
grounding is concerned with ensuring that both parties have the information they need to 
understand a communication. For example, if the professor was not confident in their memory of 
seeing the student in class, she might have begun by asking, “Were you in class earlier today?” 
to ensure that the student had the requisite knowledge from that day’s lecture. Similarly, the 
student might have expressed that the information was at too high a level by furrowing their 
brow to alert the professor that they were missing context.  
Critically, grounding is not just ensuring that information is available, it is ensuring it is 
accessible. It is at times necessary to provide mutually known information in a communication to 
ensure that the information is in use by the comprehender. This is because having information in 
memory is not the same as being able to retrieve it.  
One of the most common constructions in an ongoing communication is the given-new structure 
in which the producer first provides information that the comprehender already knows and then 
provides new information. The producer can alert the comprehender about which information is 
meant to be given (contextual) with a H* pitch accent and information that is not shared with a 
L* pitch accent (Schwarzchild, 1999; Zimmerman, 2008). The subtle difference in accenting 
provides information to the comprehender about what the producer believes is co-present 
knowledge. For example, in (3) the producer believes the comprehender knows which trousers 
they are referring to but is uncertain about whether the comprehender really put them in the 
microwave and thus does not express this information with the H* accent. 

(3) You put my TROUSERS in the microwave? (All caps represent a H* pitch 
accent) 
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Providing mutually known information can serve two purposes: It can ensure the comprehender 
is using the information and it connects information across multiple exchanges. Thus, part of 
grounding is the producer ensuring that co-present information is in fact in use. Detecting given-
new patterns in communication could help a machine agent determine what is meant to be 
already known and what is meant to be new information to add to its database. An agent which 
can detect prosody might be trained to detect these prosodic features, but prosody alone is likely 
not reliable enough. There are also indications that givenness can be marked by a definite article 
(Haviland & Clark, 1974; Kintsch, 1998; Yang et al., 2007) and predictive models using latent 
semantic analysis have established a way to determine whether information in text is meant to be 
given or new at 74-80% accuracy (Hempelmann et al., 2005).  
These types of distinctions could ultimately help a machine agent determine which information 
in an utterance should cue it to search for shared context and which should cue it to add new 
information. Further, the machine agent could use this to ensure that humans are accurate in their 
assumptions about shared context. If they indicated that information about the trousers should be 
known to all parties but the machine agent can detect that one party had stepped away from the 
communication when trousers were first mentioned, an alert could be sent to provide more 
information about the trousers.  
2.2.3  Miscommunication and Clarifications 

As we have illustrated, communication hinges on successful use of context by both the 
comprehender and the producer and specifically on identifying what context the other is 
currently using or has readily available. This will always be, at least in part, an inference, and 
misconceptions about what is co-present can lead to communication challenges. One of the 
underlying ways errors in co-presence can occur is the assumption that because information is 
available to one, it is available to all. This ego-centric view can lead to a producer providing too 
little context or to a comprehender assigning information to an entity unavailable to the producer. 
For example, a producer might say, “He’s going to get hurt,” assuming that information about 
hurt will draw the comprehender’s attention to something that was said earlier. However, the 
comprehender may not be thinking of the earlier conversation and instead may apply it to a 
person they are looking at outside the window, even though the comprehender knows the 
producer is not looking out the window. Paradoxically, this type of ego-centric failure of context 
awareness typically increases with familiarity (Mustajoki, 2012; Savitsky et al., 2010).  
In the above example, the communication error was unrecognized. However, even if the 
comprehender asks, “who is he?” time has been lost, and in operational communication, time is 
critical. Indeed, late information is a critical issue in communications during search and rescue 
training missions (Rothwell et al., 2022). Clarifications, while better than misunderstanding, risk 
decreasing timeliness.  
Nevertheless, a critical question regarding communication is why do comprehenders sometimes 
ask for clarification and sometimes assume understanding. The recipe for failing to recognize 
that comprehension has failed is no doubt multi-layered. It must first involve the possibility of 
comprehension. If the comprehender is completely unable to integrate what was said with their 
prior knowledge, a situation model cannot be drafted and the comprehender will be alerted to an 
error. Indeed, comprehenders are more likely to form misunderstandings when a partial situation 
model could be created and the process of forming that situation model felt easy (Mata, 2020; 
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Norberg, 2022). This has its origins in the concept of good-enough processing which theorizes 
that comprehenders process communication with only enough depth to get a gist (Ferreira & 
Patson, 2007). If a gist is quickly conceived, then the comprehender is less likely to interrogate 
their understanding. Thus, miscommunication might be most likely when the comprehender is 
most familiar with the topic or situation. Indeed, this would account for findings that familiarity 
increases ego-centric uses of context. 
In the bombing incident, the pilots were given conflicting information about the location of the 
allied troops and enemies. It was not that the pilots were told they were in one location and in the 
next the location shifted. The pilots were told troop locations but the information they received 
next about gun fire directionality was inconsistent with these locations. The pilots did not 
attempt to integrate the information and instead, integrated the troop location and gun fire 
directionality into a situation model but not with each other. It is difficult to say why the pilots 
did not notice the discrepancy. It may be that the scenario was familiar enough to them that they 
believed they had a fully represented model and so did not interrogate their model any further. 
This is precisely the type of scenario during which a machine agent who is listening to the 
conversation may be able to intervene. The machine agent is less likely to take the short-cuts 
humans make in their processing and can therefore more readily detect when communications do 
not match. 
2.2.4  Team Communication 

While attributes of context-aware communication apply to teams, we have primarily been 
discussing one-to-one communication processes. Team communication is paramount in the 
military and must also be considered. In the military, in addition to one-to-one communications, 
there are one-to-many (commander to troops), many-to-one (troops to command), and many-to-
many (everyone talking to each other) communication. Each of these has slightly different 
concerns regarding contextual accessibility and co-presence. In a one-to-many context, the one 
needs to track comprehension across multiple parties simultaneously and make decisions about 
whether to form communications based on information co-present to all (a lowest common 
denominator approach), information co-present to most, or to direct statements to specific agents 
within the larger group (e.g., Squadron 52).  
During many-to-one communication, the information only needs to be co-present between the 
producer and the one comprehender, but the producer must consider that this information will 
not have the same rate of accessibility to the comprehender because the comprehender is 
attempting to keep multiple strains of communication active. The producer will thus need to do 
more work to ensure grounding. Further, because the comprehender can only process 
information from one producer at a time, the producer will need to determine the priority of their 
information in light of all other information and take care to avoid speaking too long so other 
communications can get through. Thus, the producer must be careful to give enough information 
but also ensure that passing the information does not take longer than absolutely necessary. 
Concerns about quantity and manner have been central to discussions of all communication 
(Grice, 1975), and can be thought of as a desire to minimize collaborative effort (Clark & 
Brennan, 1991). However, collaboration takes on new constraints when the focus of the 
collaborator is divided.  
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Finally, many-to-many communication requires the combination of considerations for many-to-
one and one-to-many. The producer must still ensure that they do not speak for longer than 
necessary and must also decide whether they will rely on co-present context available to some or 
all of the comprehenders. Finally, the comprehenders will have the added task of determining 
which parts of the communication are relevant to their situation. 
Team structure can also be a critical part of the context of communication. The structure of the 
team and the workload may require different patterns of communication (Marlow et al., 2018). 
For example, hierarchical teams, like those in the military, function better with less frequent 
communication (Urban et al., 1995; Kleinman & Serfaty, 1989). Hierarchical structures may be 
able to implicitly coordinate due to a deep understanding of each other’s roles (Volpe et al., 
1996). Thus, when a situation changes, each member already knows how everyone will respond 
and trusts everyone to respond as expected, and therefore no communication is necessary 
(McChrystal et al., 2015). 
High workload environments are also more successful when the frequency of communication is 
lower (though it is the opposite for low and moderate workload environments). It is unclear why 
less communication is necessary (or useful) within high workload environments. It may be that 
high workload environments increase monitoring of other teammates as the activity of one 
member is more critical to the moment (Marlow et al., 2018). On the other hand, in a lower 
workload context the shared model can develop more gradually (Cannon-Bowers et al., 1993).  
In considering a context-aware computational communications agent, it will be necessary to 
consider the utility and application of the device across team contexts. The agent will need to 
consider the nature of its communication (how many listeners) in order to adapt its 
communication. Further, given that military operations are often low frequency communications 
environments, a communications agent may need to be given access to higher frequency 
communications in order to establish critical elements of the situation (e.g., relevant entities and 
goals).  
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3.0 THE ABC MODEL OF CONTEXT-AWARE COMMUNICATION 
We draw heavily on the work of Zimmermann et al. (2007), Dey and Abowd (1999), and Clark 
and Marshall (1981) in drafting a new model of context-aware communication. The goal of the 
model is two-fold. First, prior models of context-awareness do not represent how co-present 
information is used and created nor do they provide a path to considering when co-present 
information needs to be grounded (stated explicitly despite being known to all communicators). 
In other words, communicators are ABC, and our model reflects this process. The second goal is 
to consider how a machine agent might adapt its functionality across disparate situations. 
Critically, the machine agent posited here could support modules which feed information from 
the environment and sort it according to its dimension of context. Thus, in one instantiation, the 
machine agent might receive location information from cell phone towers but in another it would 
receive this information from radar. The information from both could be “plugged into” the 
agents’ processor for representing location. Thus, in the model, we are agnostic about the 
mechanism for receiving information outside of the communication as the mechanism will be 
domain specific. 
Our model (Figure 2) begins with two communicators (Agent 1 and Agent 2); however, we note 
that the principles apply to multiple communicators. Further, the agents may be human or 
machine. We first consider that the conversation is happening as part of a situation (grey circle). 
Second, each communicator has information that only they know. In any communication, at least 
one of the agents has chosen to relay some subset of this information. By virtue of being stated, 
this information is necessarily in use by the producer and is therefore relevant to the 
characterization of the situation of the producer. If the comprehender is attending to the 
communication, it is also in use by the comprehender. We further place a spillover zone around 
the communicated context to represent the information that the communicators have active due 
to the conversation, but which is not shared in the communication (pink glow surrounding 
communicated context in use in Figure 2).  
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Figure 2.  ABC Model of Context-Aware Communication. 

Note. The abbreviation ‘Comm’ in the center of the situation model stands for ‘Communicated’. 

Continuing through the model, once information about an entity has been communicated, it 
becomes co-present. All agents in the conversation now consider this information to be mutually 
known. Co-present context includes all the information that the agents both know regardless of 
whether it was recently communicated. Agents can use the differentiation between what is co-
present and what only they know to guide production and comprehension processes.  
In our model, we save co-presence for information that truly was made available to both agents 
through explicit communication. If Agent 1 believes Agent 2 knows something, but that belief is 
based on an inference regarding co-presence, then it is represented as part of Agent 1’s personal 
context. This is because Agent 2 has no way of knowing what information Agent 1 has inferred, 
so it cannot be co-present. For example, the pilot and the JTAC knew that the pilots were flying a 
B-1. That was co-present. It was stated in the conversation. However, the pilots assumed that 
details about the B-1, like that it could not detect strobe lights, were known to the JTAC. But the 
pilots actually had no specific reason to infer that this information was ever provided to the 
controller, so they made an inference about its availability to JTAC. 
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Critically, information in each segment of the model is not equally available to the agents. To 
represent this, information is represented on a gradient (changes in color hue in Figure 2 
triangles). At the start of the conversation, the gradient of available information will be 
influenced by a combination of information salience, frequency of accessing a particular piece of 
information, and the current goals of the communicator. However, as the conversation continues, 
the gradient will be shaped via spreading activation from the content of the conversation 
(communicated context in use), making information relevant to the conversation more accessible 
and speeding integration processes when creating the situation model.  
Due to cognitive capacity constraints and time constraints, the information in use during a 
conversation is going to be limited. Thus, even though this information is co-present, its 
accessibility to each agent will decay over time. Time since last access is thus another variable 
affecting the gradient. If information has not been mentioned in a while, it will need to be 
restated (i.e., grounded). Finally, the co-presence gradients will be separate for each 
communicator, but critically, the degree of availability itself is not co-present. Agent 1 cannot be 
certain that information that is co-present is as readily accessible to Agent 2 as it is to 
themselves.  
This model provides a starting place for the representation of context. However, for an agent to 
be context-aware, they must be able to use this information, either to engage in the conversation 
or perform an action in the environment. In the following section we highlight how this model 
supports awareness and provides a machine agent a basis from which to engage in context-aware 
human-human and human-machine communication.  
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4.0 BUILDING A CONTEXT-AWARE COMMUNICATIONS AGENT 
The conceptual model in Figure 2 illustrates how a machine agent might accomplish the 
principles outlined in Section 2.1: (a) The model is updatable. (b) A gradient of relevance is 
established. (c) It considers the perspective of the other agent by separating private and co-
present knowledge, by making inferences about the knowledge of the other agent, and by 
drafting a representation of how likely that knowledge is to be readily accessible to the other 
agent.  
There are also material needs that are implicated by the model. The machine agent must have a 
data frame of networked information that is updatable and retrievable, and the networked data 
must contain connections to domains, other information, and broader situations. The data frame 
(or at least part of it) must be structured around entities which the agent must be able identify in 
the environment. Finally, the machine agent must be able to act. It must use this information 
appropriately, which Fischer (2012) defined as getting the right information, at the right time, to 
the right place, via the right way (modality), and to the right person.  
Realization of this model will require advancement in multiple technological areas. We focus 
here on the areas related to using rather than detecting context. Current context-aware 
communication systems broadly fall into one of four categories proposed by Pascoe (1997): 
sensing, augmenting, resource exploitation, and adaptation. These categories were devised early 
in the creation of context-aware computing but remain broadly applicable. According to Pascoe, 
sensing devices can detect information in the environment and supply it to the user whereas 
augmenting devices have the added ability of associating information with a specific context 
(Dey & Abowd, 1999). Adapting devices change their functioning based on the context, and 
resource exploiting devices network with other computing devices to accomplish goals (either 
sharing information or facilitating the commands of the user).  
In our discussion of modern context-aware applications and proposals for context-aware 
communications in enhanced operations, we reinterpret the categories to reflect the technology 
today more accurately. First, sensing underpins all the other capabilities. Although Pascoe (1997) 
stated that sensing devices also supplied information, we categorize all information supplying 
devices under the category of augmentation and stipulate that sensing is a prerequisite ability for 
any context-aware computing. Second, Pascoe restricted adaptation to the machine’s ability to 
adapt itself. However, we extend this ability to the machine’s ability to adapt the situation. 
4.1  Context Sensing as a Prerequisite 
Devices which can sense context are widespread in contemporary society. All applications which 
detect the user’s location or draw on specific information in a user profile are context sensing. 
Many of today’s context-sensing apps and devices focus on a subset of Zimmermann’s (2007) 
dimensions of context. They detect location and individuality information (e.g., online search 
histories for targeted advertisements) or they detect information about time, location, and activity 
(e.g., Fitbit). However, they rarely create a full contextual representation of all five of 
Zimmermann’s dimensions and their interactions. Further, they typically draft only a contextual 
representation of a single user. The devices rarely attempt to sense the context of other entities in 
the user’s environment.  
Context sensing is a critical part of the development of any context-aware application because 
the machine agent will not be able to sense everything. Developers must decide what information 
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the agent will need to carry out its task. As a result, the sensors provided to machine agents are 
highly situation dependent. What a machine agent needs to operate in search and rescue missions 
is quite different from what it needs to assist in a response to an active shooter or to mission 
planning. In considering the information needs of a context-sensing communications machine 
agent we emphasize a focus on the operational requirements. If it is to engage in communication, 
it must have access to the communication. All other sensors should be modular, that is able to 
interface with the core functioning. Thus, the core system should have an ability to represent 
location, individuality, time, relations, and activity from the conversation. Then, if it is operating 
in an aviation environment, radar can be “plugged into” the location representation to provide 
additional location context it can use to understand the communication or provide information. 
The context-aware application can then use the communicated context-in-use and goals (e.g., 
from listening to a briefing) to inform the gradient and prioritize data collected from its sensors. 
Thus, information about strobe-lights becomes important if referenced in a conversation. Further, 
if it has the ability to detect enemy planes and the briefing indicated that this was a priority, it 
will continue to monitor for enemy planes despite lack of recent chatter on the topic on the radio.  
Briefly, we believe that the representations can be drafted by training a natural language 
processing model on text annotated for named-entity recognition, part-of-speech, and context 
dimensions. Access to a corpus and use of an ontology and formal semantic representation which 
can be networked will also be necessary, similar to Ball et al. (2009). Further, representations 
from multiple users might be developed by taking advantage of an internet of things. That is, an 
application can exist on multiple devices drafting representations of single users, and a 
centralized application may attempt to aggregate the information, thus forming additional entity 
representations. 
4.2  Context Augmenting Technologies 
Context-aware computing devices require sensing. However, sensing is not awareness. 
Ultimately, it is necessary for the machine agent to use the information it has sensed and 
represented. In augmentation, this is in the form of providing communication, i.e., identifying 
what information a second agent needs and providing it to that agent.  
There are many devices that currently have this type of functionality although most of them 
engage only in one-way communications meant to inform or alert the user to context. Further, 
these applications may be designed to provide information to facilitate a user’s context 
awareness, or the applications may be situated between two users to facilitate communication. 
For example, livestream traffic data and product recommenders (e.g., online ads, movie 
recommendations) typically only include, or at least they assume, a single user interacting with 
the application. The goal is to make the user aware of information that may be relevant to their 
situation. On the other hand, applications which tell users about the availability status (e.g., 
away, busy, idle) of another user or provide information about the sentiment conveyed in an 
email (e.g., Grammarly) exist between two users and are aimed at facilitating the 
communication.  
Context augmentation can also go beyond sharing context. Augmentation applications may use 
context to determine when and how information should be revealed. For example, alerts have 
been designed to trigger based on location (e.g., Amber alerts), time (e.g., flight status), detection 
of activity in the environment (e.g., step reminders in health apps), relative location to another 
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user (e.g., Lovegety; Iwatani, 1998), or any of those combinations (Dey et al., 2001; Fogarty et 
al., 2004; Marmasse & Schmandt, 2000; Miluzzo et al., 2008; Mynatt et al., 1998; Ranganathan 
& Lei, 2003; Siewiorek et al., 2005). One early application was particularly applicable to 
enhanced operational communications. Secure Integrated Response Electronic Notification 
(SIREN) (Jiang et al., 2004) detected activity and location to manage communications among 
firefighters. When it detected a hazard, the application would alert all firefighters to the problem. 
For example, it would automatically sense the heat (activity) coming off a room, alert nearby 
firefighters, and mark that room as unavailable during an egress.  
In each of these examples, the augmentation is in the form of an alert or short, one-way 
communication. There are fewer computational agents who are designed for both conversation 
and context-awareness. ConChat was one such application. It allowed users to make information 
about their location, room temperature, noise, etc. available to other users and to the application 
itself (Ranganathan & Lei, 2003). ConChat then monitored conversations to detect circumstances 
when divergences in context relevant to the conversation existed between two users. For 
example, if users were in different time zones and one user said “2:00PM,” the application would 
augment the original provided time with the other users’ relative time.  
Other modern uses of conversational context augmentation target specific subsets of people. For 
example, some modern devices are seeking to speed up communication with patients who have 
aphasia or who are paralyzed by utilizing context to help the patient locate appropriate words 
(Davis et al., 2003; Kane et al., 2012). Although predictive text also exists in many applications 
today, it is not sufficient for the needs of some disabled users. Thus, a narrower, context-
appropriate set of suggested vocabulary greatly speeds their ability to communicate while 
lessening the cognitive load involved in producing an utterance. These devices create profiles of 
people and locations with which the patient commonly interacts. The application can then use 
facial recognition and GPS coordinates to determine contextually relevant vocabulary. These are 
some of the rare devices which seek to identify and represent relevant entities beyond the user. 
All the above devices move the private context of the machine into co-present context by 
providing human agents with information they didn’t otherwise have access to. Availability of 
this information augments the human agent’s ability to understand others and the situation. They 
also provide examples of how context from the environment (e.g., SIREN), the text interacting 
with the environment (e.g., ConChat), or the language itself (e.g., Grammarly) might be used to 
inform context representations. Memory is even being used as context now in Microsoft 
Exchange where an out-of-office auto reply is only provided once when the first email is sent to 
an away user rather than providing the auto reply to every message sent to the user while they are 
away. However, none of these devices use all four sources of context at once, and most critically, 
none of them work in novel situations. They cannot selectively determine across multiple sensors 
what information is relevant. We believe our model of context will allow for a more versatile 
machine agent. Now we highlight several possible context-aware augmentation applications that 
may have prevented the communications issues involving friendly fire in 2014. 
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The incident report criticized communication from the point when JTAC first radioed for air 
support until the moment the B-1 released the bomb (Lamothe, 2014).5 The report notes JTAC 
overstated the danger of the situation and the Air Force controller reported that he could “hear 
the stress in his voice” (Lamothe, 2014). It would have been difficult for a machine agent (or 
human) to know at the point of transmission if the need for air support was warranted. Indeed, 
the controller believed the stress the JTAC was clearly feeling was a signal not to question the 
JTAC despite misgivings about the focus of the JTAC’s attention.  
However, an application connected to the radio (but using a data link) could have detected 
sentiment in the prosody and lexical choices of the JTAC and passed that information to the Air 
Force controller. With this individuality information in hand, the application could have 
prompted the controller to ask additional questions to ensure accuracy in the details. It is possible 
the controller would have been more comfortable pushing for more details if the advice were 
coming from a second source; however, this type of trust in machine teammate would need to be 
tested. 
Ground forces could also have been equipped with a location technology that provided their 
relative location to each other. The application could have then checked the detected relative 
locations against any communications related to location. If the application detected an 
inconsistency, it could send an alert. In more general terms, the application would use the 
communicated context-in-use to assess what the human agents believe to be co-present. If it does 
not align with the application’s private context representation, it will know it needs to interrupt 
and share the discrepancy. 
Further, if it could not detect the location, it could potentially detect that the JTAC has reason to 
be uncertain about the location of allied troops because his last confirmed awareness of their 
location was several minutes prior. This could have been used to trigger a request to radio and 
verify the location of ground units (if possible) or on a simpler scale provide a warning that the 
location data is out-of-date.  
When the pilots received conflicting information about the location of friendly units, the 
application would not have even needed to detect information in the environment to alert the 
human agents to an issue. A listening agent could have detected the discrepancy and pushed an 
alert to question if the newest information was an update or correction of a prior statement. The 
key is that in creating a situation model for the ongoing text, the machine agent will be able to 
support the human agents using its greater processing power. As information slips down the 
gradient of co-presence accessibility for humans, it can also decay such that when it is recalled, 
the recollection is incomplete or there is interference from new information. This may cause 
humans to let contradictions go unnoticed. A machine agent could detect the likelihood this 
information was forgotten and act to remind the human agents (engage in grounding). Further, 
the information the machine agent recalls would not be subject to the same decay and 
interference. 
Finally, and potentially most critically, the Air Force controller, JTAC, and ground units all 
believed the B-1 could detect strobe lights, and the ground units used strobe lights to identify 

 
5 There are alternative accounts of this night, notably by the officers involved (Whitaker, 2017). We use this incident 
as an example but recognize that the reality was likely more complicated than outlined in news reports of the 
incident report.  
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their position that night. In fact, according to the controller, there was an unusual focus on the 
strobe lights by the ground troops (Lamothe, 2014). However, the B-1s did not have this 
capability. At one point, the Air Force controller asked the pilots if they could see the strobe 
lights and they responded “negative,” but the controller appears to have misunderstood the 
response. Both the controller and JTAC appeared to believe this meant the allies were clear of 
the zone where the B-1 would drop the bomb. They believed the transmission meant the pilots 
did not see strobe lights in the drop zone, but the pilots meant they had no way of seeing the 
strobe lights. A machine agent could have used its declarative knowledge to know the 
capabilities of the B-1. Access to the knowledge would have been cued through spreading 
activation by the repeated mention of strobe light detection in conjunction with a B-1. The 
conflict between using information about strobe lights when the entity which would need to 
detect the lights does not have this capability could have triggered an alert.  
Finally, a truly sophisticated instantiation of the model would be able to serve in conversational 
roles traditionally requiring the cognitive and linguistic skills of people. In order to make this 
replacement, it would need an ability to represent goals and assess risk. The goal representations 
could be achieved by providing the agent information about mission objectives and linking that 
with sensor data. Risk assessment could be accomplished in part through evaluation of how 
events on the ground are affecting goals and in part by utilizing existing algorithms for assessing 
risk (e.g., Buyurgan & Lehlou, 2015).  
There are several additional ways such an agent might function that do not fit the friendly fire 
incident, but which reflect known communication issues (e.g., Rothwell et al, 2022). First, 
missed communications can result when a human agent is navigating multiple communication 
channels. Thus, if Agent 1 opens a line of a communication with Agent 2, the machine agent 
could relay the status of Agent 2 including which channels Agent 2 is currently monitoring. This 
representation would come from a representation of what Agent 1 appears to believe about Agent 
2 and by checking that against its own model of Agent 2 (e.g., currently talking on a separate 
line). Further, the machine agent could intervene and ask Agent 1 for the content of the intended 
transmission. By matching that against its current gradient of relevance regarding the goals and 
broader communications, it could infer if the information Agent 1 needs to share necessitates 
interrupting Agent 2. 
Although many of the above examples come from a single situation, the agent needs to be able to 
adapt to new situations. Therefore, the central goal of the agent is to increase the probability of 
mission success by checking environment data against communication rather than by just 
providing environment data. For example, detecting relative location information of ground units 
down to the meter is something that could be determined a priori as likely relevant and useful 
information for commanders. However, before the soldiers hit by friendly fire entered the 
situation, no one knew they would need air support or that the support would come from a B-1, 
though it was a possibility. Thus, it would have been hard to realize before the incident that lack 
of prior knowledge regarding the B-1’s strobe light detection ability was going to instigate a fatal 
miscommunication. However, a machine agent which takes cues from the conversation and has a 
database filled with possibly useful information could be used in this instance to correct the 
miscommunication provided that it understood what information was and was not co-present to 
the entities in the conversation. 
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It must be noted though that detecting relevance via the communication has its own downsides. 
Namely, without a communication, the machine agent will have no way to determine the 
relevance of information. We believe this can be circumvented by ensuring access to mission 
plan content, so the machine at least has that plan representation as a starting point to use in 
assessing the context. A further way to increase the usefulness of the machine agent during times 
when communication is less frequent is to instill a capability for event representation into the 
agent. Thus, a review of detecting and representing events has been identified as a future 
research direction. 
4.3  Context Adapting Technologies 
Although context augmentation is the most common type of context-aware application and the 
one for which the range of use-cases is greatest, context-aware applications do not have to 
function as communicators themselves. Instead, they can use their representations to adapt the 
environment (e.g., computers changing display lighting at night, which makes reading easier and 
improves sleep).  
An issue with the B-1 incident was that the signal-to-noise ratio in the radio communication was 
low, particularly when the B-1 flew over a nearby mountain range. A context adaptation 
mechanism that could either detect the quality of the actual connection or detect that there were 
too many requests for clarification or repair statements, then act to improve communication in 
two ways: (a) It could switch the communications to text using automatic speech recognition. (b) 
It could wait to send the transmission until connection bandwidth was high enough to prevent 
package loss. In both cases, the machine agent has detected context from either the text itself or 
the environment to determine that signal-to-noise is a problem and then acted upon the 
environment to address that issue. 
The machine agent could also be taught to flag language patterns that can cause confusion (e.g., 
double negatives or using not in written text where it is often missed or even detecting if not was 
accidently omitted by a producer during written communication). This type of capability already 
exists in applications such as Grammarly and could be adapted to fit the unique communication 
patterns in operational communication.  
4.4  Context Resource Exploiting Technologies 
Contextual resource exploitation improves the user’s experience and facilitates their goals based 
on what resources the machine agent can exploit in the environment. For example, iPhones 
asking other iPhones to share Wi-Fi passwords is an example of a machine agent seeking to 
fulfill the goals of the user (logging onto Wi-Fi) by automatically searching for another machine 
that can provide the needed information.  
A machine agent’s ability to exploit resources is core to the proposed model. The model 
proposes an architecture that can adapt to the information it is fed. It exploits pre-existing sensor 
data. One simple use-case for exploitation is in detecting the availability of a controller. If Agent 
1 attempts to contact Agent 2 and Agent 2 is busy, the machine agent could reroute the 
communication to another agent. 
It also could exploit databases. If it needs to carry out a novel functionality, e.g., if ground units 
were diverted to an unexpected location and an extraction needs to be coordinated, it could use 
access to maps of the new location and active flight plans to help coordinate the extraction. Of 
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course, it will need some way of determining what information is needed, so there is again a core 
limitation to the functionality of the model in that it requires some form of communication to 
determine what types of information are relevant. However, simply asking the application to find 
information relevant to extracting units from a specific location at a specific time would 
potentially be enough. Further, if the computational agent is working with the ground units it 
could detect divergence of the current location from the planned location and recognize that 
terrain maps or other location information from its database will be relevant. 
4.5  Related work at Air Force Research Laboratory (AFRL) - The Synthetic Teammate 
Project 
There are several similarities between the model proposed here and a synthetic teammate that has 
been under development for the last 15 years or so at AFRL (Ball et al., 2009; Demir et al., 2015; 
Freiman et al., 2018; McNeese et al., 2018; Myers et al., 2019). The teammate specifically acts 
as an uninhabited air vehicle pilot for reconnaissance training missions.  
Using Adaptive Control of Thought-Rational (ACT-R) (Anderson, 2007), researchers have 
developed a way for the synthetic teammate to merge information from the environment and the 
conversation. As in our proposed model, it does this by creating a situation model of the text. 
The result has been a machine teammate who is as successful during training missions as 
untrained humans (Myers et al., 2019). As sophisticated as this technology is, its creators have 
noted a few weak points (McNeese et al., 2018): (a) When there is no communication, the 
machine cycles through sensor data at random. (b) It has difficulty anticipating the information 
needs of its team. (c) It only works in this specific reconnaissance mission framework.  
Our generalized model focuses more on the communication than the ability to carry out 
individual actions in the environment. This avoids the need for it determine how to fly, drive, 
swim, etc. and puts the focus on ensuring everyone is communicating effectively. An agent built 
from our conceptual model will not cycle through information randomly but will determine 
relevance of information over time.  
By modelling the activity of team members, our model can also use spreading activation based 
on detection of activity to determine what information in its databases or coming from its sensors 
may be relevant to the humans. If the machine agent is given information about the mission, then 
there should be an overlap between the representation of one activity and a representation of the 
activity that will follow it. The machine can use the spreading activation from activity to activity 
to determine what information might be needed next. Critically, this will require the agent to 
predict what should happen next, what information is needed to complete that activity, and what 
information is not co-present. 
The goals of the context-aware machine agent and the synthetic teammate under development 
are slightly different. The synthetic teammate communicates and performs activities to fulfill a 
specific mission agenda. To increase its generalizability, our machine agent will be designed first 
for communication alone. Nevertheless, we do not believe our model precludes an agent who can 
also pilot a Unmanned Aerial Vehicle (UAV). Rather, this type of functionality could be added 
based on domain-specific demands.  
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5.0 CONCLUSION 
The definitions and models presented here allow us to move towards a dynamic context-
aware agent which utilizes communication to understand the relative importance of 
information in the world (i.e., to recognize context). The machine agent’s representation 
of context can then be leveraged to facilitate human-to-human communication as well as 
human-machine communication. We note this involves overcoming significant hurdles in 
NLP both in terms of the core functioning of the device and in terms of its application. 
For example, limitations in automatic speech recognition make it difficult for machine 
agents to get an accurate picture of the situation from speech alone. However, this 
technology is continuing to develop. As it does, we need to be prepared to implement 
new ways to use the information. This will include a more sophisticated way of handling 
incoming information.  
While connecting speech to the environment is half of context, the other half is detecting 
the context of the text and familiarity with paralinguistic features. At the moment, NLP 
has difficulty utilizing information like the pace of the speech and detecting revisions to 
speech. It also has difficulty linking information across information exchanges. We 
believe the use of gradients for activation of information previously mentioned in speech 
will help with this but recognize these represent significant hurdles that researchers have 
been striving to address for years. Nevertheless, the architecture we propose here for 
representing context dimensions based on their shared overlap with other agents, and 
prioritizing context on a gradient could make significant steps forward that can have far 
reaching applications.  
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7.0 LIST OF ACRONYMS, ABBREVIATIONS AND SYMBOLS 
ABC Actively Building Context 

NLP Natural Language Processing 

HMT Human-Machine Teaming 

JTAC Joint Terminal Attack Controller 

GPC Global Positioning System 

SIREN Secure Integrated Response Electronic Notification 

AFRL Air Force Research Laboratory 

ACT-R Adaptive Control of Thought-Rational 

UAV Unmanned Aerial Vehicle 
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