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Evaluating Explainable AI (XAI) In Terms of User 
Gender and Educational Background 

Samuel Reeder, Joshua Jensen, Robert Ball 

Weber State University, Ogden, UT 84408, USA 

Abstract. The abstract should summarize the contents of the paper in short terms, 
i.e. 150-250 words.

Keywords: First Keyword, Second Keyword, Third Keyword. 

1 Introduction 

In 1950 Alan Turing published his landmark paper titled “Computing Machinery and 
Intelligence” where he proposed the question “Can machines think?” [1]. Since then 
artificial intelligence (AI) has now become a part of everyday life in the modern world 
with AI-driven systems being developed all around us. The use of AI powered systems 
has taken many forms ranging from machines that play chess better than humans [2] to 
complex networks that drive cars [3].  

For the purposes of this paper, unless specified, we will include both Machine Learn-
ing (ML) and Artificial Intelligence into one single label of “AI.” 

Of particular concern to many people in the private, public, and military sectors is 
the use of AI in recommendation systems. Recommendation systems are the primary 
drivers for billions of dollars annually. From Amazom.com to Google.com, recommen-
dation engines suggest and steer billions of people to particular products or search re-
sults. 

If Alan Turing asked if machines can think then we ask the following question: How 
do machines reach their conclusions, particularly in recommendation systems? This 
question is answered by the subfield of Explainable AI (XAI). Explanations for recom-
mendations from recommendation systems are important for a number of reasons, from 
legal compliance, de-bugging the system, curiosity about how the system works, etc.  

In our related works section we show that there has been a large amount of work 
done to create many different types of explanations. However, little work has been done 
to take these explanations and evaluate how effective they are with actual people. 

In this paper we share the results of an in-depth study that compares how people 
empirically react to different types of XAI, particularly different types of textual expla-
nations and word clouds. Specifically, the purpose of this research is to investigate how 
explanations in recommendation engines affects a user’s trust and comprehension in a 
recommendation system.  
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We found that gender and educational background had an interactive effect on both 
trust and under-standing and that different explanations were preferred by different 
groups. However, the word cloud XAI was overwhelmingly rejected by all groups. 

In other words, we conclusively found that different types of XAI are preferred based 
on gender and educational background. In particular, we found that women’s trust and 
understanding of the explanations did not vary significantly based on educational back-
ground, but that men’s trust and understanding of explanations did statistically differ 
based on their backgrounds. 

Although the study focused on recommendation engines, the results most likely gen-
eralize to all XAI. 

Explaining why a decision was made by a person is a daunting task and not easily 
explained [4]. A study of history shows that even with all or most of the facts present, 
different motivations and accompanying explanations are posited for why individuals 
or groups made the choices that they did. Research into how people make decisions is 
an active topic (e.g., [5] and [6]). 

In addition, distrust in technology and online technologies is a particular problem in 
today’s world. Recent research shows that trust in online content can be based on simple 
things like the graphics and structure of websites [7]. Also, distrust in content, like in 
Facebook with terms like “misinformation,” is a problem for many users [8]. 

Given many people’s mistrust and non-understanding of how most technologies 
work, we address the following question: How effective are XAI solutions for actual 
people? We will show in the related works section that extensive amounts of work has 
been put into creating AI and ML algorithms and creating accompanying XAI, but little 
research in comparison has been done in evaluating how effective XAI is for actual 
people. 

In this paper we answer that question by reporting on trust and understanding in a 
laboratory-controlled experiment. We exposed users to an explainable recommendation 
system and gauged the effects of the explanations through a series of questions. We 
utilized three approaches to demonstrating the explanations: simple textual, technical 
textual, and visual explanations. 

We particularly focused on how people’s back-grounds (STEM [Science, Technol-
ogy, Engineering, and Mathematics] vs non-STEM [e.g., humanities, arts, etc.]) and 
gender (male vs female) affected their trust and understanding of the explanations given 
by the recommendation system.  

2 Related Works 

The importance of XAI cannot be overstated. For ex-ample, Dattner, et al explain in 
the Harvard Business Review that there are legal and ethical implications of using arti-
ficial intelligence-based systems to aid in the hiring process for businesses. The authors 
points out that since the underlying AI is not well understood it is unclear if these sys-
tems comply with nondiscrimination laws, the ADA (American with Disabilities Act), 
as well as others [9]. 
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Another area where AI accountability is particularly important is when these systems 
are used for military applications. David Gunning and David W. Aha describe a system 
that can account for choices made as well as inform users of its shortcomings so that 
AI systems that could provide justification for the suggestions that were made. The 
purpose of this type of AI system is to provide a tool to the military that could help in 
making strategic choices while at the same time providing enough transparency to jus-
tify its use [10]. 

In the end, there are numerous examples that make the case that XAI is important 
and needed. Some ML algorithms, like neural networks, are not explainable and certain 
properties, such as the use of randomized neuron weights, as well as other factors con-
tribute to this [11].  

There are many other types of machine learning algorithms that suffer from this same 
issue in the con-text of comprehensibility. In general, the issue of comprehensibility in 
machine learning and AI is known as the “black box problem.” In an exhaustive survey 
of this issue Guidotti, et al defines the black box problem as follows: “In recent years, 
many accurate decision support systems have been constructed as black boxes, that is 
as systems that hide their in-ternal logic to the user. This lack of explanation constitutes 
both a practical and an ethical issue” [12].  

There have been attempts to make black box ML algorithms more comprehensible. 
For example, by using decision trees, which are considered white box algorithms and 
are comprehensive, to mimic the behavior of neural networks output [13]. This can be 
difficult, but others have proposed solutions with pruning the nodes in decision trees to 
improve comprehensibility [14]. 

Others have proposed using the concept of a rule set. The idea is that a black box 
model could be explained by generating a set of rules that humans can understand that 
dictate a prediction for a given input [15]. Support Vector Machines (SVM) have also 
been used with the concept of a rule set (e.g., [16] and [17]). Another example of com-
plex models that can be explained via a rule set is tree ensembles [18]. Barakat and 
Bradley provide a general review of rule set implementations with different ML algo-
rithms [19]. 

The idea of local explanations is presented by Guidotti et al. where they describe a 
model that is locally explainable as a model the has that following property: “Is able to 
explain the prediction of the black box in understandable terms for humans for a spe-
cific instance or record” [12].  

An interesting example of this type of explanation is given in the work of Xu et al. 
In this work a system that automatically generates captions describing an image is 
given. The system writes one word per pass over the picture. The algorithm provides 
an ex-planation for why each word in the caption is included by showing the portion of 
the picture that was used to generate the word [20]. 

Zhang, et al. present a survey of explainable recommendation systems. The paper 
breaks down XAI into two subgroups: the method of explanation and the models the 
generate them. The paper also breaks down the types of explanations into five catego-
ries: based on relevant users/items, feature based explanations, textual based explana-
tions, visual explanations, and social explanations [21]. 
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Within the context of recommendation engines, text-based explanations often in-
volve an attempt to leverage text from reviews about the items being recommended. 
Some form of natural language processing (NLP) is employed with the goal of attempt-
ing to determine a set of features or sentiment that could be used to explain why the 
recommendation was given. NLP often utilizes sentiment analysis as a means for 
providing explanations to a user. Zhang et al. provide an example of sentiment analysis 
with XAI. They describe a framework called Sentires. The Sentires framework takes 
reviews of a certain type of product and generates triplets in the forms of aspect-opin-
ion-sentiment and are used as an explanation for an individual recommendation [22].  

The key idea with sentiment analysis is to deter-mine if a user feels negatively or 
positively about a product. One of the challenges with doing this is a lack of labeled 
training data for recommendation systems to learn from. This problem is highlighted in 
by Guan, et al. They introduce a method for deriving a larger labeled set of training 
data for algorithms to train on. They use a semi-supervised model to add sentiment 
labels to unlabeled data [23]. 

There are many types of recommendation engines. A good overview of these sys-
tems can be found in [24]. At a high level, the idea is that a user will likely be interested 
in items that are similar to ones that they have indicated a preference for. Recommen-
dation systems generally rely on prior knowledge about users and provide suggestions 
to the user based on that history. 

Y. Zhang, et al. have noted that latent factor models have become popular in recom-
mendation systems because of their high prediction accuracy. However, latent factors 
are black boxes and make explanations of recommendations difficult. To solve this is-
sue, they propose a model referred to as explicit factor model. The idea is that reviews 
on a product or type of product can be used to identify features of a product as well as 
the sentiment users have about them. An example sentence follows, “You might be 
interested in [feature], on which this product performs well” [25]. 

Explanations like the one above are useful, but the templated sentence structure ap-
proach can feel mechanical. Other research has suggested more personalized text [26]. 

Explanations are sometimes visual. The concept of a visual explanation is when a 
product is recommended and the justification is provided in a visual format. This can 
take the form of a picture or a picture accompanying a textual explanation.  

Wu and Ester provide an example of this principle in action. They describe an algo-
rithm called Factorized Latent ModEL (FLAME) that attempts to solve the problem of 
personalized latent aspect rating analysis. The FLAME model presents the explanation 
for the recommendation as a word cloud. The word clouds generated aims to give the 
user a sense of what features are most prominent for the recommended product [27]. 

Visual aids may also be used to help augment text-based explanations as shown in 
the work of Lin, et al. The authors provide a system that pairs images of products with 
a sentence explaining the recommendation [28]. 

Another suggested presentation idea for XAI is by using graph-based models. He, et 
al. propose a system that utilizes a tripartite graph to rank aspect opinion data about 
items based on users’ reviews. This graph is used to create the explanations that ac-
company recommendations. This approach was de-vised to address the shortcomings 
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of matrix factorization models that are often used in collaborative filtering recommen-
dation systems [29].  

There are numerous other papers that suggest different ways to produce XAI for 
various ML algorithms. For example, the use of gradient boosted decision trees com-
bined with matrix factorization they produce recommendations as well as generating 
hu-man comprehensible explanations for them [30] to various deep learning neural net-
works (e.g., [31] and [32]). 

It is clear from the above works that there is a lot of interest in explainable recom-
mendations. The overarching assumption is that that explainable recommendations are 
valuable because they increase a user’s trust in the recommendation system. It is un-
derstandable why many people make that particular assumption. However it shouldn't 
simply be assumed. In the rest of this paper we will present re-search that attempts to 
provide some verification for this claim.  

Our experiment was heavily impacted by the de-scription text-based explainable rec-
ommendation systems as was shown in [22], [23] and [25]. The concept of using the 
sentiment found in reviews to generate explanations is a good basis for comparing to 
other types of explanations. We also used the concept of using a word cloud as a means 
of explanation a recommendation as a form to incorporate some visual explanations. 
We used the technique from [37]. 

The recommendation system strategies that have been discussed so far represent the 
foundation of recommendation systems. In practice, these strategies are mixed and 
combined with many forms of advanced machine learning to create reliable recommen-
dations. One of the more famous examples of this can be found in the “Netflix Prize” 
competition. In 2006 the video streaming company Netflix announced a coding chal-
lenge. The premise was that Netflix wanted to see if a team could develop an algorithm 
better than their Cinematch recommendation system. Any team who could produce a 
system that made a 10% or more improvement over the Cine-match system would be 
awarded one million dollars. The winning team that to beat the native Netflix recom-
mendation engine had many different statistical and machines learning algorithms were 
blended to get the improved performance [33].  

There have been many papers published on creating XAI and creating frameworks 
that provide direction for explanations. Gilpin, Leilani H., et al. provide a general sur-
vey of 87 XAI papers for numerous types of ML algorithms. They conclude that “for 
ma-chine learning systems to achieve wider acceptance among a skeptical populace, it 
is crucial that such systems be able to provide or permit satisfactory explanations of 
their decisions” [34]. 

One fair question to ask about these systems is can these complicated systems be 
decomposed such that individual recommendations be explained in a meaningful way? 
Furthermore, if they can be explained, does it matter to the users of the recommenda-
tion?  

The goal of this paper is to provide some insight into the question of whether XAI 
matters or not to the user. 

5 
Distribution Statement A. Distribution is unlimited.



6 

3 Experiment and Methodology 

As stated above, the purpose of this research is to investigate how explanations in rec-
ommendation engines affects a user’s trust and comprehension in a recommendation 
system based on their gender and educational and professional background. To do this 
we designed an experiment that exposes participants to a series of recommendations 
where each recommendation is paired with a collection of explanations. After viewing 
each recommendation, a participant was asked to respond to a series of questions.  

The purpose of the questions was to gather information about how trust and compre-
hension develop over time as the participant progresses through the experiment. After 
viewing all the recommendations, the participants were asked to respond to a final set 
of questions. 

3.1 Experimental Format 

The experiment was delivered via website to each participant. There were three distinct 
parts: The tutorial stage, the recommendations stage, and the final survey.  

The purpose of the tutorial section was twofold. First, to make sure that each partic-
ipant was familiar with the mechanics of the experiment. The tutorial was designed 
with the goal of answering any questions a participant might have about how the ex-
periment was to be taken. Each participant was given a phone number to call in the 
event they encountered any issues. The tutorial was delivered in the form of a video 
that each participant was invited to watch. The video presented a live walk-through of 
the pages in the tutorial section as well as commentary on the purpose of the experi-
ment. The provided commentary and instructions were carefully designed not to intro-
duce any bias towards our research questions. 

During the tutorial, the participants were told that they were helping to validate the 
performance of a recommendation engine designed to recommend cookie recipes. To 
help with this task, participants were introduced to a current user of the recommenda-
tion software named “Steve,” who was introduced via his user profile. The profile 
shows a list of Steve’s favorite types of cookies, a list of his favorite ingredients, and a 
final list showing the names of Steve’s favorite recipes that he had found through the 
recommendation software. Participants were told that they were supposed to imagine 
that they were Steve while they were viewing the recommendations and explanations. 
The purpose of this was to remove the need for each participant to have to create their 
own profile with enough data to overcome the cold-start problem. 

The main feature of the tutorial was showing the participant how they were supposed 
to view recommendations as well as how to take the survey that accompanies each 
recommendation. During this part of the tutorial a demonstration recommendation was 
shown, each button on the screen explained, with emphasis given to the buttons that 
show the explanations. The survey was explained question by question with an expla-
nation given for what individual questions mean as well as how the responses are to be 
input. This also included the necessary IRB disclaimers, and explanations required by 
our institution's IRB. 
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The last stage of the experiment involved collecting demographic data about each 
participant. Each participant was asked to provide their gender, age, and status as a 
technical or non-technical person. The definition of a technical person was given as any 
person who meets one of more of the criteria listed below: 

• Earned a degree in a STEM field, 
• Currently enrolled in a university level computer science program, 
• Or currently employed in a STEM related job. 

Each step of the tutorial was shown in the recorded video, but participants were re-
quired to visit each page of the tutorial section to make sure that they understood the 
content of the video as well. 

3.2 The Recommendation State 

During the actual experiment, users viewed 25 different recommendations. Each rec-
ommendation had three explanations given as justifications for the recommendation. 
An example of how recommendations appear is given in Figure 1 below.  

Participants were encouraged to view all the explanations for each recommendation, 
but the testing software did not require it. After each recommendation, participants were 
required to answer six questions.  

 

 
Fig. 1. An Example of an experimental recommendation. This is the layout of an experimental 
recommendation. Each recommendation displays a picture of the recommended cookie. Meta 
data about the cookie given. Users can click on buttons bellow the nutrition facts section to see 
directions for the recipe and ingredients (not shown in the figure). Explanations are viewed by 
clicking the buttons on the right-hand side of the screen. 

The last step of the experiment involved asking participants to give some feedback on 
the recommendation software. This feedback was collected in the form of four open-
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ended questions. The purpose of this last section was to gather information about each 
participant’s perspective on key elements of the experiment. The hope was that this 
feedback could provide some insight and context to the results of the experiment. 

3.3 The Recommendation System 

The recommendation system used in this experiment provided recommendations about 
cookie recipes to its users. The recipe data was extracted from an online recipe website. 
For each recommendation, three types of explanations were provided to the user. These 
explanations are categorized as simple, technical, and visual.  

A simple explanation represents a basic type of explanation for a recommendation 
that a participant should be familiar with from using real recommendation engines. A 
simple explanation is one to two sentences long. The goal of the explanation is to show 
the user how the recommendation ties back to Steve’s profile. Figure 2 and Figure 3 
give examples of simple explanations that were used in the experiment.  

The intent of this recommendation type is to provide an explanation that is more 
understandable and substantive than something like a star rating that you might encoun-
ter when looking at suggested products like on Amazon.com. The other goal of the 
simple explanation is to be basic enough that anyone would be able to understand it and 
connect it to Steve’s profile. This type of explanation was inspired by some of the pa-
pers related works section, specifically references [23] and [25]. 

 

 

Fig. 2.  An example of a simple explanation for "Carmel Filled Chocolate Cookies". 

 

Fig. 3.  Another example of a simple explanation given for a recipe called “Delicious Raspberry 
Oatmeal Cookie Bars.” 

The technical explanations build off the simple explanations by attempting to give some 
insight into how the recommendation engine may have generated the explanation by 
exposing the internal mechanism of the software. These explanations are still text based 
but provide an additional technical vantage point. Figure 4 and Figure 5 provide exam-
ples of these explanations. 
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Fig. 4.  An example of a technical explanation. This is the technical explanation given for the 
recipe “Carmel Filled Chocolate cookies.” 

 

Fig. 5.  Another example of a technical explanation. 

The motivation for this explanation type stems from research around feature sentiment-
based explanations such as those described in [22], [23], and [25]. The other motivating 
factor is to provide the participants some signals about different types of data and anal-
ysis strategies that could have been used to generate the explanation. For instance, the 
mention of similar users hints at the use of some type of collaborative filtering method. 
The last sentence of each explanation gives a clue that some type of natural language 
processing might have been used as well. 

The last type of explanation were visual explanations. For this explanation type we 
took inspiration from [27] and used word clouds as visual explanation. Figure 6 gives 
an example of a word cloud used in the experiment.  

There are some draw backs to this approach. For instance, the word clouds do not 
do a great job of associating a sentiment with the features. For example, the word cloud 
shown in Figure 6 gives the most emphasis to the words chewy, cookies, butter, and 
peanut when read from the top to bottom of the image. Each of the words on its own 
could hold positive or negative sentiment for a participant and it is not clear what the 
sentiment of reviews that generated the world cloud are for the emphasized features. 
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Fig. 6.  An Example of a visual explanation. The word cloud shown here is meant to be an ex-
planation for the recipe called “Chef John’s Peanut Butter Cookies”. to the terms used In the 
word cloud come from the most common words that appeared in reviews by other users. 

3.4 Experimental Mechanics 

For the purposes of experimentation and focusing on evaluating the explanations, each 
recommendation and the accompanying explanations were hard coded. This was so that 
the system used in the experiment would not introduce any additional variables to the 
experiment. 

The hard-coded set of recommendations allowed the experiment to focus on the re-
search questions without concern over recommendation variance or the accuracy of 
programmatically generated recommendation. If the experimental recommendation 
system generated a new set of recommendations for each participant there is no way to 
guarantee that each participant would have the same experience.  

As mentioned above, the premise of the experiment given to the participant is that 
they were being asked to help validate a recommendation engine that gives recommen-
dations about cookie recipes.  

The goal of presenting this scenario to participants was to encourage them to pay 
attention while at the same time mask the primary purpose of the experiment. Since the 
experiment is aimed at gauging trust, we presented the experiment in a way that pro-
vided as little bias as possible where the software is concerned. The hope was that by 
asking the participants to validate the system it will give them some feeling of obliga-
tion to view at least some of the explanations.  

The open nature of the experiment was meant to give each participant the oppor-
tunity for their trust and understand of the system to develop as organically as possible. 

10 
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3.5 False Explanations 

One of the key features of the experimental recommendation system was that five of 
the twenty-five recommendations provided false explanations. At a high level the pur-
pose of these false explanations was to test participants to see if being presented with 
false explanations for an otherwise correct recommendation had an impact on their trust 
and comprehension. 

For a recommendation that has false explanations each of the three types of expla-
nations are explanations that are for a different recipe. Figures 7-9 show a set of false 
recommendations. 

 

 

Fig. 7.  An example of a false simple explanation. This simple explanation was given for a recipe 
called Beth’s Spicy Oatmeal Raisin Cookies. 

 

Fig. 8.  An example of a false technical explanation. This technical explanation was given for a 
recipe called Beth’s Spicy Oatmeal Raisin Cookies. 

The false explanations shown in figures 7-9 were inspired from a pulled pork recipe. 
The goal of these false explanations is to give the impression that the software was 
experiencing a bug.  

One of the assumptions that the experiment had is that each participant has some 
level of trust in, and understanding of, recommendation engines. False explanations 
were given to provide a way to better understand how explanations were changing par-
ticipants trust and understanding. 

The other purpose of the false explanations was to provide a check to verify if the 
participants were paying attention to the explanations. The false explanations were ob-
viously wrong so when analyzing the results if participants did not indicate that they 
had seen some questionable data then we could conclude that they had not read the 
explanations. 

The false explanations were also important in measuring trust. Specifically, we 
tested this is by attempting to establish trust in the recommendations and then challenge 
that trust with a false explanation. To do this the experimental system presented the first 
five recipe recommendations with true explanations. The hope is that the participant 
would develop some level of trust while viewing these recommendations. Then on the 
sixth recipe recommendation the participant was given a set of false explanations. After 
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that the remaining 4 false explanations were given at different intervals to the partici-
pants so as to appear to be random bugs in the system. 

 

 

Fig. 9.  An example of a false visual explanation. This visual explanation was given for a recipe 
called Beth’s Spicy Oatmeal Raisin Cookies. 

3.6 Measuring Trust and Understanding 

In order to measure trust and comprehension, participants were presented with a series 
of questions. After each recommendation a participant was required to give an answer 
to six questions. The first four questions were based on a Likert scale. The questions 
were broken up into three categories with the first two questions shown in Figure 10 
and Figure 11. 

 

 

Fig. 10.  Question 1 as it appeared to participants. How did the recommendation you just saw 
affect your trust in the recommendation software? 

 

Fig. 11.  Question 2 as it appeared to participants. Based on all of the recommendations you have 
seen up to this point, how much do you trust the recommendation software currently? 
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The general idea with these questions is that over time the different values reported can 
be interpreted as a trend for how the participants’ trust changes over time. This change 
in time is a critical measure of participants use of the system coupled with the false 
explanations. 

The first question, Figure 10, places emphasis on the most recent recommendation 
the participant saw. With this question we tried to capture a reaction from the partici-
pant about how each recipe recommendation and its explanation modified their trust in 
the context of a single recommendation. The second question, Figure 11, was designed 
to capture the overall sense of trust that the participant had in the recommendation sys-
tem as the experiment progressed.  

The next set of questions dealt with understanding. These questions are demon-
strated in Figure 12 and Figure 13. 

 

 

Fig. 12.  Question 3 as it appeared to participants. How did the explanation of the recommenda-
tion affect your understanding of the recommendation software? 

 

Fig. 13.  Question 4 as it appeared to participants. Based on all the recommendations you have 
seen up to this point, how much do you understand the recommendation software currently? 

These questions have the same goals as the first two questions but instead are meant to 
track how participants’ understanding changes over time.  

The last two questions, which were multiple choice, revisit trust and understanding 
by asking the participant about which explanation method had the most impact on their 
understanding and trust. These questions are shown in Figure 14 and Figure 15. 

 

 

Fig. 14.  Question 5 as it appeared to participants. Which explanation increases your trust the 
most? 
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Fig. 15.  Question 6 as it appeared to participants. Which explanation did you find the most useful 
when trying to understand the recommendation? 

The purpose of these two questions is to get a sense of how participants were respond-
ing to the different types of explanations.  

In addition to the multiple-choice questions, we collected quantitative data about the 
behavior of the participants as they interacted with the recipe recommendations. We 
recorded how many times the users clicked on each of the buttons on each page.  

At the end of the experiment each participant was asked to provide qualitative data 
by giving feedback about the experiment by answering four open-ended questions 
about the recommendation engine in general. The questions asked about their final lev-
els of trust, understanding, inconsistencies that they found, and asked if they understood 
how the recommendation engine worked internally. 

The experiment had sixty participants after erroneous submissions were removed. 
As previously mentioned, the goal was to get an even distribution of male and female 
and well as between technical (STEM) and non-technical people.  

Table 1 summarizes the population of the participants. 

Table 1.  Participants’ demographics. 

Gender  Total Technical (STEM) Non-Technical 
Male 30 15 15 
Female 30 15 15 

4 Results 

The results of this experiment show that trust and understanding are clearly affected by 
the presence of explanations. To show this we show the analysis of each set of questions 
presented to the participants.  

For all analysis where a P value is used we chose to consider all results with a P 
value less than 0.05 as significant. This value was selected previous to data analysis.   
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4.1 Trust 

The first survey question states, “How did the recommendation you just saw affect your trust in 
the recommendation software?” The participants were asked to answer this question using a Lik-
ert scale of 1-5 where 1 represented a significant reduction in trust and 5 indicated a significant 
increase. The first thing to note is the general trend of how the participants answered this ques-
tion. This trend is given below in Figure 16. 
 

 
Fig. 16. Average response to question 1. The graph shows the response to survey question 1 for 
each recommendation averaged over all the participants. 

The main feature of this graph is that is shows that false recommendations did affect trust. This 
can be seen by the dips at recommendations 6, 8, 11, 16, and 23 which used false explanations. 
Each time a false recommendation was encountered, on average participants reported that they 
had less trust in the recommendation software. This leads to the following question: Does the 
presence of false explanations damage trust over time? Figure 17, which summarizes question 2 
measuring trust over time gives some insight into this. 
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Fig. 17.  Average response to question 2. The graph shows the response to survey question 2 for 
each recommendation averaged over all the participants. 

Survey question two states, “Based on all the recommendations you have seen up to this point, 
how much do you trust the recommendation software?” We can see from Figure 17 that the trends 
in question two  follow nearly identically the trend in question one (Figure 16). This leads to the 
conclusion that exposure to faulty recommendations does not impact trust negatively over the 
long term. 

 

 

Fig. 18.  Statistically significant interaction between gender and STEM status of participants for 
question one. 

Performing a two-way ANOVA on gender and STEM status for question one results in 
a statistically significant interaction with an F score of F(11.1979, 1) = 0.0144. The 
interaction is visualized in Figure 18. The interaction in the graph shows insight into 
the difference in the genders relative to trust. The graph shows that, on average, men 
have a larger variance in their trust than women do, but both genders are affected by 
their educational and professional background. Specifically, men’s trust factor is nega-
tively affected and women’s trust is positively affected by their STEM background, but 
non-STEM participants had approximately the same amount of trust regardless of gen-
der.  

Performing a two-way ANOVA on gender and STEM status for question 2 also re-
sults in a statistically significant interaction with an F score of F(11.1979, 1) = 0.0144. 
The interaction is visualized in Figure 19. 
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Fig. 19.  Statistically significant interaction between gender and STEM status of participants for 
question two. 

It is important to also note that there is an interaction between participants’ STEM status 
and their trust as affected by false explanations. Performing a two-way ANOVA on 
STEM status and trust found results in an interaction with an F-score of F(9.1811, 1) = 
0.0025. The interaction is shown in Figure 20. Specifically, participants’ trust not in the 
STEM field had a greater variance based on bad or false explanations. 

 

 

Fig. 20.  Interaction between STEM status and reaction to false explanations for question 1. 
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4.2 Understanding 

Questions three and four relate to understanding. These trends are shown in Figure 20 
and Figure 21. 

Question three states, “How did the explanation of the recommendation affect your 
understanding of the software?” The main result from this trend is that after participants 
see a false recommendation that their average understanding decreases. The highest 
average understanding occurs during the first five recommendations. Interestingly, after 
each recommendation that has a false explanation the understanding of future recom-
mendations is impacted. This is especially true after recommendation 11. It appears that 
the false explanations create lingering confusion about how correct explanations were 
being generated.  

 

 

Fig. 21.  Average response to question 3. The graph shows the response to survey question 3 for 
each recommendation averaged over all the participants. 

The trend for question four (Figure 22) is similar to that of question three shown in 
Figure 21. Question four was “Based on all the recommendations you have seen up to 
this point, how much do you understand the recommendation software?” 

Performing a two-way ANOVA for STEM status and gender for question three and 
four resulted in a statistically significant interactions with a F score of F(5.3545, 1) = 
0.0003 for question three and an F score of F(4.1216, 1) = 0.0425 for question four. 
The interactions are visualized in Figure 23 and Figure 24 respectively. 
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Fig. 22.  Average response to question 4. The graph shows the response to survey question 4 for 
each recommendation averaged over all the participants. 

These results are consistent with the two-way ANOVA results from questions one and 
two. This leads to the conclusion that for both trust and understanding an important 
factor was the interaction of STEM status and gender. In other words, men and women 
react differently in regard to trust and understanding to explanations based on their ed-
ucational and professional background. 

 

 

Fig. 23.  Statistically significant interaction between gender and STEM status of participants for 
question 3. 
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Fig. 24.  Statistically significant interaction between gender and STEM status of participants for 
question 4. 

4.3 Explanation Types 

We now analyze the explanation types. There were three types of explanations: simple 
text, technical text, and visual word clouds. 

Question five asks, “Which Explanation increases your trust the most?” Participants 
are asked to select which of the three types of explanations helped the most or if none 
of them were helpful.  

Table 2 shows the results of a statistically significant Chi-squared analysis for ques-
tion 5. 

Table 2.  Question 5 (explanation trust) chi-squared analysis results. 

Gender Female Male 

Stem No Yes No Yes 

Simple 194 203 180 191 

Technical 196 104 116 149 

Visual 9 14 7 17 

None 67 62 74 71 

P Value 0.00034 
   

 
Table 2 shows a summary of how each participant answered question 5, broken 

down by gender and STEM status. 
The visual word cloud explanation was viewed by participants as far less effective 

at increasing trust when compared to the simple and technical explanations. Despite 
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this, it is interesting to note that both men and women who were considered STEM 
preferred the visual explanations when compared to their not STEM counterparts.  

For the technical text explanations, we see that non-technical women preferred the 
technical explanation over STEM women. In men it was the opposite, STEM men pre-
ferred the technical explanations more than non-STEM men.  

Simple text explanations are preferred roughly the same between men and women 
as well as their STEM and non-STEM groups. These findings continue the theme that 
the main factors affecting participant trust and understanding is the interaction of gen-
der and STEM status that is present in the findings from the first 4 questions.  

These patterns also appear, with some variation in the results of the Chi-squared 
analysis of question six. Survey question six states, “which explanation did you find 
the most useful when trying to understand the recommendation?” Table 3 shows the 
results of the analysis. 

Again, we see that the visual word cloud explanations were the least preferred type 
when participants were trying to understand the recommendation software. We again 
see that STEM women preferred the visual explanations vs non-STEM women. How-
ever, for the men, we see that non-STEM men prefer the visual explanations more than 
STEM men did. In terms of the technical explanations, the results show that STEM men 
preferred technical explanations far more than non-STEM men. This preference is re-
versed for the STEM/non-STEM women. Interestingly, non-STEM women found the 
simple explanation much more useful than STEM women did, meanwhile, the men 
were roughly even as they were in question five. 

Table 3.  Question 6 (explanation understanding) Chi-squared analysis results. 

Gender Female Male 

Stem No  Yes No Yes 

Simple 181 106 140 148 

Technical 213 189 115 208 

Visual 15 36 62 18 

None 57 52 60 54 

P Value 5.20e-15 
   

4.4 Qualitative Results 

The concepts of trust and understanding can be hard to quantify. Because of this, the 
comments made by participants provide useful insight into the results in the previous 
section.  

The final section of the survey asked open-ended questions. The first question asked 
participants about which explanation did the best job of increasing their trust and why. 
Of the STEM females who replied, the consensus was that the simple textual explana-
tions were best. A few examples responses included conciseness, clarity, and simplicity 
as to their reasons. 
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There were a few responses where STEM females note that it was a combination of 
the simple and technical explanations but only stated that the technical explanations 
were best at increasing their trust.  

Non-STEM females who responded were evenly split between the simple and tech-
nical. In general, there was concern that the simple textual explanation was too simple 
or condescending, while the technical textual explanation was sometimes more detailed 
than needed. 

This feedback is consistent with the outcome of the Chi-squared analysis of question 
5. It also gives valuable context to what participants may have been thinking as they 
went through the experiment. 

For STEM males the responses were more split. However, the participants who re-
sponded seemed to favor the simple textual explanations as well.  

Non-STEM males were also somewhat divided between technical and simple expla-
nations, but they leaned more towards the simple explanations.  

The second open-ended question asked participants to indicate which explanation 
method was most helpful in understanding the recommendations and asked the partic-
ipants to give their best guess as to how the software was generating recommendations.  

STEM females who responded preferred the technical explanations generally. Al-
most all the participants who responded were able to give a high-level description of 
how hybrid recommendation systems work. 

Non-STEM females also tended to prefer the technical explanations.  
STEM males had a response like the females in that they generally also preferred 

technical explanations. This group was also able to provide well educated guesses for 
how the software might be working.  

Non-STEM males who responded, were more divided between technical and simple 
explanations being the best for increasing understanding. Most of the non-STEM males 
who responded were able to make a good guess, but some of them were less specific 
and in one case, a participant admits that they did not know.  

4.5 Summary of Results 

We have shown that the trust and understanding users have in recommendation engines 
is influenced by the presence of explanations. Specifically, we found that there is an 
interaction between a participant’s education and professional background (STEM sta-
tus) and their gender.  

We also found that the presence of explanations was impactful to a user’s trust of 
the system overall. The consistent appearance of the STEM status and gender interac-
tion across the first four questions provides an explanation of what factors are important 
in influencing users trust and explanation in a recommendation system. 

We also found that different explanation methods have different impacts on partici-
pants based on their STEM status and gender. In general, we found that simple expla-
nations were best at increasing trust while technical explanations were best at aiding in 
understanding the recommendation system. It was also shown that visual explanations, 
as they were expressed in the experiment, were by far the least useful for increasing 
trust and understanding. 
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5 Conclusion 

In this paper we report on an experiment to understand how trust and understanding in 
a recommendation engine are affected by explainable AI (XAI). We specifically tested 
60 people divided into different categories, namely STEM status (educational and pro-
fessional STEM background) and gender, which resulted in 15 people per category. 
Based on related works, we also tested two text-based explanations and one visual ex-
planation, specifically a word cloud. We also introduced false explanations, explana-
tions that were obviously wrong, for the purpose of more deeply seeing if explanations 
mattered to participants.   

We found the following summarized results: 
Gender and STEM status had an interactive effect on both trust and understanding. 
Different explanations were preferred by different groups; however, the visual word 

cloud was overwhelmingly rejected. 
The results section overwhelmingly show that the gender and STEM status of the 

participant were important factors in determining trust and understanding. In other 
words, there is not one particular way to show explanations that is best for all audiences 
because both gender and the person’s education and professional background play a 
part in determining their trust and understanding in the system. 

In addition, although a number of publications have promoted visual word clouds as 
a way to show XAI, our participants rejected that type of explanation and preferred 
textual explanations. 
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