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Introduction: Negative elements in RF electronics 

 
There is a clear trend toward increasing the bandwidth of radio frequency (RF) 

communications, radar, surveillance, and electronic warfare systems. It applies both to RF 
electronic devices used as building blocks and to the associated antennas. This trend is driven 
not only by ever-increasing modulation data rates, but also by the requirements for "smart" 
systems capable of reconfiguring themselves to achieve maximum performance in a harsh 
electromagnetic environment with interfering signals [1]. All these systems share the same 
basic physical background: radiation, propagation, and guiding of electromagnetic waves and 
the subsequent processing of the information signals impressed into them. Typical electronic 
devices used in RF system include amplifiers, oscillators, filters, couplers, and 
combiners/splitters, to name a few [2].  

The need for larger bandwidth has led to a shift in operating frequencies to higher 
microwave and millimeter frequency bands. For active devices, this shift introduces an 
additional problem, namely the maximum available (and sustainable) RF power. Therefore, a 
trade-off between bandwidth, reconfigurability, and available RF power level is a key problem 
for the transmit blocks of modern radio frequency systems.  

 In recent years, the power-frequency problem has been studied very thoroughly and 
with remarkable success, mainly thanks to available semiconductor technologies [3]. Among 
the promising examples, III -V compounds such as GaAs and GaN technology can handle up 
to several watts in the L (1-2 GHz), C (5-8 GHz), and Ku (12-18 GHz) bands with power 
efficiency of 40% [3]. However, for some special applications, an even broader behavior is 
required, which can range from L to Ku bands. In this context, it should be understood that the 
amplifier characteristics depend not only on the active element but also on the associated 
broadband reactive network. Although this fact is obvious and well known, research on 
broadband reactive networks lags far behind the semiconductor field [3].  

Most commercial amplifiers and antenna systems use ‘classical’ passive matching 
networks that have been known for many years. This is surprising since the bandwidth and 
reconfigurability/tunability characteristics of current RF systems are primarily limited by the 
characteristics of embedded reactive networks. 

A passive reactive network consists only of ordinary energy-storing reactive elements 
such as capacitors and inductors (Figure 1-1).  
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 A reactive network may also contain segments of lossless transmission lines, which can 
be viewed (within a finite bandwidth) as a ladder network composed of inductors and 
capacitors. The absence of losses allows complete control of the energy transmitted through a 
system as well as the energy reflected back to the source.  

In a familiar case of RF power amplifier (Figure 1-1b), reactive networks operate as 
matching blocks, the purpose of which is the maximization of signal power delivered by a 
source to an active element and, subsequently, the maximization of a signal power delivered by 
an active element to a load. A matching network converts an active element’s input (output) 
complex impedance ZA=RA+jXA into a real system impedance Z0. This process includes 
cancellation of the imaginary part of active element impedance (XA) by its ‘‘negative image’’ 
(-XA) and transformation of remaining real part (RA) into real system impedance Z0. 

Obviously, a matching process should be effective across the whole operation bandwidth. 
Again, an identical approach is used for resonant matching of an antenna to a transmitter 
output power amplifier or receiver input amplifier. 

 A slightly modified matching mechanism is used in RF filters (Figure 1-1c). An RF 
filter is actually a special kind of matching network. It obtains either a good matching or 
nearly total reflection within some predetermined bands (band-pass or band-stop filter). It is 
worth noting that the phase characteristic of a filtering network is very important since it 
directly affects group delay (and, therefore, the signal distortion). Again, the effective 
matching mechanism is needed across a whole operating bandwidth. 

Yet another very common application of reactive networks is in signal 
combining/splitting and coupling structures such as directional couplers and hybrid junctions 
(Figure 1-1d). These are multi-port reactive networks that employ frequency-dependent 
matching mechanism across the signal paths between different ports. By clever superposition 
of several multi-port matching paths, it is possible to split or combine signals, even with 
directional properties. 

Figure 1-1 a) Definition of a passive reactive network, b) Reactive network as a matching 
block in an RF amplifier, c) Reactive network as a filtering structure, d) Reactive network as a 
coupling/splitting/combining structure 
 

n

2

L C

 
passive
reactive network input matching

network  
output  matching
network active element

 
filtering
network

1
source

load

source load

 
coupling/combining
network

source
load 1

load 2

d)

a) b)

c)

DISTRIBUTION A: Distribution approved for public release.



Chapter 1 – Introduction: Negative elements in RF electronics 

 

15

From the brief review given above, one concludes that the basic physics of matching, 
filtering and splitting/combining RF devices is essentially the same. It is based on impedance 
transformation properties of reactive network across some predetermined bandwidth.  

Unfortunately, the matching bandwidth of passive reactive network is inherently 

narrowband, which seriously limits its applications. Classical matching based on ordinary 
positive (passive) reactance is a frequency-dependent resonance process. Physically, the 
energy that was stored in a reactive matching element during the previous cycle of a signal 
"feeds" the load, until there is no energy in its own reactance. Mathematically, two imaginary 
functions (reactance functions of source and load) have opposite signs, but the same modulus 
at a certain frequency (resonance frequency).  

The fundamental question is whether it is possible for these two functions to have the 
same modulus but opposite signs over some bandwidth? It can be shown that the signs of the 
reactances of the source and load are always different (i.e., the capacitive character versus the 
inductive character) when the load is matched to the source, and the slope of the reactance 
frequency is always positive, as well. This conclusion follows from the fundamentals of 
electromagnetics. The reactive energy stored in the differential volume of any lossless 
(electric and/or magnetic) material is given by the well-known expression [4]: 
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Here, ε and µ stand for permittivity and permeability, respectively. Irrespective of the 

internal structure, the overall reactive energy stored in any passive lossless material (1.1) is 
always greater than the energy stored in vacuum (as nicely noted in [5], some work should be 
done in order to polarize the material). This fact, together with the causality requirements, 
leads to the strong form of basic energy-dispersion constraints [4]:  
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where ε0 and µ0 are free-space permittivity and permeability. Inspection of (1.1 ,1.2) 

immediately reveals that: 
 (/

() > 0, (.
() > 0 .  1.3! 

 
Equation (1.3) is a very fundamental fact that is valid for every lossless dielectric or 

magnetic material. Obviously, every reactive lumped element (i.e. circuit theory element) 
assumes presence of either dielectric material (a case of a capacitor) or magnetic material (a 
case of an inductor). Therefore, the requirements (1.3) can directly be transferred to the 
circuit-theory equivalent known as the Foster reactance theorem [6]:  
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() > 0, (2

() > 0 .  1.4! 

 
 
Here, X and B stand for reactance and susceptance, respectively. Foster theorem is 

valid for every network that contains ordinary (positive) reactive elements such as capacitors 
or inductors, (please see solid curves in Figure 1-2 [7]).  
 

 
Due to Foster theorem, a perfect cancellation of jXA with -jXA is possible at only one 

frequency. In other words, maximal matching/filtering/combining bandwidth (the bandwidth 
with some predetermined maximal modulus of reflection coefficient) is always fundamentally 

constrained (well-known Bode-Fano constraints [2]). 
This problem is well-known in the antenna community [8]. Specifically, a short antenna 

has predominantly reactive impedance. It should be matched to a real impedance of the feeding 
transmitter. Similar problem occurs in matching of high FET input impedance in RF power 
amplifier [3]. A simple model that describes both scenarios is sketched in the left part of Figure 
1-3. 

Figure 1-2 Solid: Reactance of positive (Foster) reactive elements, Dashed: Reactance of 
negative (non-Foster) reactive elements (taken from  [7]). 
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As it can be seen, perfect cancellation (net reactance equal to zero) occurs at only one 

frequency. Predominantly capacitive character of a load (XA >> RA) inevitably leads to a rather 
high Q factor and, in turn, to an inevitable narrow matching bandwidth (usually defined by 
maximal return loss of 10 dB). Obviously, this behavior is not compatible with the requirement 
for wideband operation. One might turn to resistive matching that would decrease Q factor and 
enlarge the matching bandwidth, but it would also decrease the efficiency [3].  

Similar problem occurs in filter applications (Figure 1-1c). Quite often, a narrow pass-
band characteristic with high out-of-band rejection is desirable. Obviously, the Bode-Fano 
constraints [2] limit achievable stiffness of the filter characteristic and associated out-of-band 
rejection. In addition, the possibility of broad-band tuning (and, possibly, reconfiguration of the 
filter order) is high desirable in modern systems [1][9]. Unfortunately, there are (at least) two 
serious problems related to tunability and reconfigurability. Normally, one would like to 
maintain the shape of the filter transfer characteristic across the tuning bandwidth. For this 
purpose, tuning of both capacitance and inductance is required (due to Foster theorem). Second, 
there is a lack of suitable tuning elements, especially in microelectronics technology. One can 
use a varactor, but the ratio between maximum and minimum capacitance is usually too small, 
so additional improvements are needed. On the other hand, the technology of microelectronic 
variable inductance is still in infant phase.  

Finally, the matching bandwidth constraints appear in the case of combining/coupling 
structures, as well (Figure 1-1d). In this case, the usual goal is a broad bandwidth with a good 
phase tracking between the output ports. A common approach is optimization of the parameters 
of the embedded reactive ladder networks (or lengths of coupled transmission lines), which 
may lead to multi-octave bandwidth. However, the wideband operation is accompanied with 
inevitable ‘ripples’ in the transfer characteristic, associated again with the limitations of 
background physics (Bode-Fano criteria and Foster’s theorem [2]). This problem becomes more 

Figure 1-3 Comparison of passive matching (left) and active non-Foster matching (right) of a 
highly capacitive load (Figure copied from [8], copyrighted to IEEE) 
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important if one wants to design a device with a fixed phase shift between output ports (a 
quadrature hybrid, for instance) [2]. 

 
From the above discussion, it appears that the problem of complex broadband matching, 

related to Foster’s and Bode-Fano constraints, is still not adequately solved. It is interesting to 
note that this matching bandwidth problem is well known in antenna technology, while its 
importance in RF /microwave electronics has not yet been fully recognized.  

Above discussion presumes a ‘traditional approach’, in which the electromagnetic and 
electronic subsystems of wireless communication/radar systems, such as antennas, feeding 
networks, amplifiers, mixers, oscillators, etc., have been developed separately [2]. However, 
recent advances in active electromagnetic structures in general, and smart antenna systems in 
particular, are changing this approach and bringing together the fields of electromagnetics, radio 
frequency and microwave electronics. Some of the RF system components such as amplifiers, 
filters, couplers, etc. are now embedded in radiating structures to form an active electromagnetic 
system. In this “modern” approach, broadband complex matching becomes even more 
important as it affects not only the signal processing characteristics but also the electromagnetic 
(radiation) properties of a given system. 

   
All the scenarios discussed assumed ordinary positive capacitances and inductances. 

On the other hand, there are active circuits that mimic the behavior of hypothetical negative 
capacitors and negative inductors (so-called non-Foster elements) [7][8][10][11][12] 
[13][14][15][16] (dashed curves in Figure 1-2). The reactance of non-Foster elements has a 
negative slope with frequency (i.e., negative dispersion) (red dashed curves in the graph in 
Figure 1-2). This unusual property allows compensation for the positive dispersion of ordinary 
elements over a (theoretically) infinite bandwidth (right part of Figure 1-3). This “non-Foster 
compensation” uses a reactive network containing both positive and negative capacitors. Due 
to negative capacitance/inductance, the terminal current of non-Foster elements is negative 
(it flows outward from the positive terminal). Thus, a negative capacitor and a negative 
inductor behave as (reactive) sources, i.e. they are inevitably active devices.  

It is important to notice that energy-dispersion constraints (and Foster’s theorem) have 
been derived assuming that there are no losses present. So, strictly speaking, hypothetical 
negative resistor (an active element that delivers real power) should not be termed as a ‘non-
Foster element’. However, one might say that a negative capacitor, a negative inductor, 
together with a negative resistor form a complete group of (hypothetical) ‘Negative elements’.  

Although a basic idea of non-Foster elements was introduced almost hundred years 
ago [10][11][12][13][14], there have been very few practical applications. These mainly deal 
with broadband matching of small antenna systems [8][17][18][19][20][21][22][23][24] 
[25][26][27][28][29][30][31][32][33][34][35]. In the technology of electronic RF devices and 
subsystems, non-Foster elements are occasionally used to cancel parasitic capacitances in 
power amplifiers [36] and to extend the VCO (voltage controlled oscillator) tuning range 
[37][38][39]. Both applications involve a network whose total capacitance is positive. Only 
recently has the possibility of using non-Foster-based matching networks with positive and 
negative capacitance in power amplifiers [40][41] and tunable filters [42] been pointed out, 
and it is still a matter of "speculation". 

The main bottleneck preventing the widespread use of non-Foster circuits is the 
inherent stability problem (the non-Foster networks are susceptible to unwanted self-
oscillations). As a quick hint, the ideal complete cancelation outlined in the right part of Figs. 
1-3 would lead to instability. Thus, the ideal frequency-independent matching does not seem 
to be feasible in practice. But even if one accepts a non-ideal (partial) cancelation, stability 
problems are very common and severe in practice. 
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The stability problem occurs in both kinds of non-Foster circuitry: the ‘negative 
impedance converters’, (NIC) and ‘negative impedance inverters’, (NII) [10][11][12][13] 
[14][15][16][17][27][43][44]. In essence, these circuits are specially designed amplifiers with 
positive feedback. Positive feedback is needed in other to assure sign flipping in the case of 
NICs (Zin ~ -Zload) or sign flipping accompanied with the inversion (Zin ~ -1/Zload), Zin and Zload 
being input and load impedances, respectively. 

In the literature, the instability is almost always attributed to non-ideal fabrication 
process and the occurrence of parasitic capacitance and inductance [27]. 

 In our recent EOARD/AFRL-funded projects (FA 8655-10-1-3030, FA8655-12-1-
208, and FA9550-15-1- 0120) [27][43][44], we conducted a very thorough investigation of 
possible use of non-Foster elements in artificial electromagnetic structures (“metamaterials” 
and “metasurfaces” [45][46][47][48]). The main idea was to compensate for the inevitable 
scattering of the artificial structure by non-Foster elements with ‘inverse’ dispersion 
[5][49][50][51][52][53][54][55][56][57][58][59][60][61][62][63][64][65][66][67][68][69][7
0][71][72][73][74][75][76][77][78]). Unexpectedly, we found that the main problem does not 
lie in the inadequacies of the available production technology (as is usually believed). The 
main problem lies in the incorrect stability prediction during the design phase, caused by the 
misinterpretation of the non-intuitive physical principles of non-Foster elements [60]. 
Shortly, it was postulated that non-Foster elements (and, more generally, Negative elements) 
are dispersionless and linear. This is not correct. Dispersionless negative capacitance or 
negative inductance would presume the existence of dispersionless negative permittivity and 
negative permeability, which would not be compatible with causality [60]. Therefore, every 
practical non-Foster or negative element must be dispersive. Although this ‘drawback’ limits 
operating bandwidth, it improves stability properties [27][43]. On the other hand, nonlinearity 
limits the allowable amplitude of the input signal in "classical" applications such as wideband 
matching. For non-Foster-based self-oscillating devices, nonlinearity is crucial because it 
stabilizes the amplitude of the oscillating signal [44]. 

It is important to mention that these conclusion are compatible with all published 
theoretical and experimental results [79][80][81][82][83][84][85][86][87][88][89][90][91] 
[92][93][94][95]. 

In above-mentioned projects, we have developed a self-consistent theoretical 
framework for the design of stable non-Foster networks and verified it by both numerical 
simulations and experiments. In addition, we initiated a new research area of active non-
Foster artificial structures, that is widely investigated nowadays [7]. Briefly, using a 
transmission line periodically loaded with negative capacitors or/and negative inductors it is 
possible to obtain an arbitrary low value of equivalent permittivity and permeability. Using 
this idea, we experimentally demonstrated several practical broadband metamaterial-inspired 
devices such as: the first active broadband ENZ non-Foster metamaterial in the world [50][51] 
and related ‘superluminal’ guiding structures [61][62], the reconfigurable active ENZ/MNZ 
non-Foster metamaterial unit cell [43], and the first stable band-pass non-Foster capacitor in 
the world [96]. The bandwidth of these devices spans from one 1:10 to 1:7000, which 
surpasses all known passive metamaterial structures (typical bandwidth of 1:1.2).  

In our last EOARD/AFRL-funded project (FA9550-15-1-0120), we have also shown 
that the widely accepted stability criterion of positive 'mesh' capacitance fails for a parallel 
combination of positive and ideal negative capacitor followed by transmission line [91][95]. 
Such a network is always unstable, regardless of the line length and the capacitance values of 
the positive and negative capacitors. However, the inherent dispersion of a realistic negative 
capacitor (usually considered a disadvantage) can be adjusted to ensure stable operation. 
Furthermore, we found that the concept of an unstable 'mixed distributed network" can be 
used in an active self-oscillating non-Foster Fabry-Pérot (FP) antenna [35]. Experimental 
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results proved the correctness of the basic idea of a broadband active self-oscillating FP 
antenna (antenna-transmitter system). We have also developed a novel topology of a 
"bandpass" non-Foster capacitor intended for use in active metamaterials/metasurfaces and 
antennas [96]. Analytical and numerical results have shown that the stability properties of a 
"bandpass" negative capacitor are significantly better than those of classical designs. Finally, 
we have investigated a well-known problem of using non-Foster elements for matching the 
transmitting antenna [97][98]. To circumvent the problem of nonlinearity, we introduced the 
idea of a non-Foster source ("non-Foster antenna transmitter") and built an experimental 
demonstrator based on two crossed dipoles and demonstrated oscillations that can be tuned 
within a 1:2 bandwidth [99][100][101]. In addition, the simulations showed that a tuning 
bandwidth larger than 1:10 can be achieved by using different tuning elements. All of the 
above demonstrators were produced manually, using commercially available components, 
and their operating frequency was in the lower RF band (up to 1 GHz), since there is no 
microelectronic fabrication technology at UNIZG. 
 
One can conclude that all our projects so far have shown that the construction of a stable 
system with negative elements is feasible, but still an extremely challenging engineering task. 
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Project objective and realized outcomes 
 

2.1 Problem identification 

 
From Introduction it is evident that the matching bandwidth achievable by passive 

reactive networks (networks that comprise positive capacitors and inductors) is limited by 
fundamental (and not technological!)  constraints.  Very similar constraints limit the tuning 
properties of passive reactive networks. These facts slow down development of broadband and 
tunable/reconfigurable RF devices such as amplifiers, filters and coupling/combining networks.  

On the other hand, there has been a significant development of non-Foster elements 
(negative capacitors and negative inductors) for metamaterial applications [5][49][50][51][52] 
[53][54][55][56][57][58][59][60][61][62][63][64][65][66][67][68][69][70][71][72][73][74] 
[75][76][77][78].  

 
Therefore, the purpose of this 24-month research effort is to extend the principles 

revealed in previous EOARD/AFRL-funded projects [27][43][44]. The final goal is a 
straightforward methodology for a design of stable broadband non-Foster matching networks 

for tunable RF devices such as filters and/or power amplifiers. The research methodology 
includes analytical and numerical theoretical study, complemented with manufacturing of 
experimental demonstrators. 

 
The work in the project has been divided in the following tasks: 

 
 
• Identification of the most robust NIC/NII topologies 

 
In our previous EOARD/AFRL-funded projects [27][43][44], we have shown that many 

methods of stability prediction that are routinely used in microwave engineering (such as 
Rollet method, Stern method, mu-factor method, etc.) fail in the case of non-Foster networks. 
This is because these methods either do not pay attention to transient states or are unable to 
detect instability at the input port in the presence of hidden modes. Briefly, only methods that 
use analysis in the Laplace domain (or in the time domain) or use frequency domain but for 
all the frequencies from −∞ to +∞, and, at the same time,  take into account all the meshes 
and nodes of the analyzed network (the analysis of system determinant, the NDF function, 
etc.) are always reliable and cannot result with incorrect stability prediction. We also found 
that the presence of an arbitrarily long transmission line segment fundamentally changes the 
stability scenario. Finally, we have proposed and practically implemented a novel bandpass-
like circuit with significantly improved stability properties [96]. In all these efforts, a generic 
single-pole amplifier model of a non-Foster circuit was used. 

 However, it remains unclear which kind of NIC (or NII) would be the most appropriate 
choice for practical realization, from the stability and non-linearity point of view. Although the 
monolithic microwave integrated circuit (MMIC) implementations almost exclusively use 
Linvill crossed-transistor topology [16], there is no study that shows whether it is the best 
solution or not.  It is particularly important because most MMIC devices employ non-Foster-
based parasitic cancellation or extension of the VCO tuning range [37][38][39], that needs 
positive overall capacitance [36]. At the moment, it is unclear whether Linvill topology can 
be used for ‘negative’ matching networks, proposed for wideband power amplifier  (PA) design 
[41].   
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Therefore, we investigate stability properties of representative NIC-NII topologies 
[10][11][12][13][14][15][16][24][26][33][39][102][103][104][105][106]. Once the most 
robust topology is selected, an attempt is  made to further improve its stability properties by the 
recently proposed bandpass-like design [96] that eliminates the existence of the unstable DC 
RHP pole (Figure 2-1). This should allow for an overall negative capacitance (which is 
inherently unstable in classical designs).  

 
 
 
 
 
 
 
 
 
 
 
 
 

  
a) Design of novel non-Foster-based fixed/tunable inductance  

 
 
A vast majority of published non-Foster circuits deals with negative capacitance. On 

the contrary, the literature on negative inductance is sparse [43]. In order to implement 
negative inductance, classical NIC design requires ordinary inductance located within a 
positive feedback loop [43]. This may be impractical in MMIC realization. However, the use 
of Meunier-Kolev NII topology would enable transformation of ordinary capacitance into 
negative inductance [39].  This approach can be extended to tunable positive/negative 
inductance (Figure 2-2 a). In this way, it would be possible to design tunable non-Foster 
reactive network that can be used for tunable band-pass and band-stop filters (Figure 2-2 b 
[42]). To the best of our knowledge, there are no similar studies available in the literature. 

 
 
 
 
 
 
 
 
 
 
 
 
 Therefore, we perform an analytical/numerical investigation of the stable bandpass 

NIC/NII topology selected in step a) and develop a suitable design to be tested by simulations 
in the L or Ku microwave band.  

 
b) Novel non-Foster element topology with significantly improved stability 

robustness 

Figure 2-2 a) An idea of tunable non-Foster inductor,  b) possible implementation in band-
pass filter [42]   

a) 

b) 

Figure 2-1 a) A basic idea stable ‘bandpass’ negative b) possible practical implementation [96] 

negative feedback 

positive 

feedback 

a) b) 
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All our efforts from previous projects, as well as the results from the literature, show 

that neither a system based on non-Foster elements nor a system based on Negative elements 
can be stable for any external passive network. Thus, absolute stability does not seem to be 
possible. The above systems can be stable for some types of external passive networks. Of 
course, it makes sense to keep the group of admissible external networks (which guarantee 
stable operation) as large as possible. Unfortunately, there is no theory that could predict the 
types of external networks allowed for a given operating bandwidth. There are so-called 
unilateral non-Foster designs based on compensated lossy networks with anomalous 
dispersion [72][73]. However, there is no clear theoretical relationship between stability and 
operating bandwidth. Moreover, the achievable bandwidth seems to be rather limited. Finally, 
the requirement for unilateral operation severely limits the possible applications. Recently, 
there has been a theoretical proposal for bandpass non-Foster elements that were claimed to 
be absolutely stable [102]. These elements are similar in some sense to the bandpass non-
Foster capacitors proposed in our earlier EOARD/AFRL-funded projects [27][43]. However, 
there is no clear physical connection between these two approaches. Intuitively, one might 
expect that the presence of resistive components (even if their losses are compensated by 
additional negative resistance/conductance) would improve stability properties. We believe 
that using a passive structure with loss compensation by negative resistance, it is possible to 
design a non-Foster element with a range of allowable external impedances (admittances) 
larger than the circuits available in the literature. 

Based on all these hypotheses, we decided to investigate this issue and try to find a 
novel topology of non-Foster/negative elements with significantly improved stability 
robustness. 
 

c) Possible applications in RF tunable/wideband devices 

 
 

The knowledge gained in step (b) is used to design a reactive non-Foster network for 
tunable bandpass/bandstop filters. Different strategies based on transmission line resonators 
loaded with tunable negative capacitance/inductance, tunable ladder networks with lumped 
elements connected in the form of series and parallel circuits, and an approach based on non-
Foster immittance inverters [9][42] are compared and the most suitable topology is selected. 
Special attention is paid to a trade-off of required Q-factor and the achievable tuning 
bandwidth. To mitigate potential stability issues, this investigation will be limited to positive 
total inductance/capacitance, which mimics the characteristics of classical mechanically 
tunable microwave filters. The developed principle is verified by circuit simulations. 

 
 

2.2 Novelty and uniqueness of the proposed research 

 

Proposed research is certainly novel and unique since it tries to give the answers on several 
long-standing questions in non-Foster technology of broadband matching: 
 

• Which NIC/NII topology is the most appropriate from stability point of view? 
• Is it possible to construct a stable tunable negative inductance? 
• Is it possible to construct a stable non-Foster reactive matching network for wideband 

tunable MMIC filters? 
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As far as we know, there are almost no publicly available studies that try to provide an 
answer to any of the above questions. In particular, the idea of a tunable broadband microwave 
non-Foster filter has not even been mentioned in the literature. If successful, the proposed 
efforts could pave the way for fabrication of broadband non-Foster-based RF devices such as 
filters, combiners, splitters, hybrid junctions, and PAs.  
 
 

2.3 Realized outcomes 

 
 

The main realized outcomes of the project are:  
 

   
• We have shown that all electronic circuits that mimic negative immittance (NICs and 

NIIs) rely on the superposition of the original signal and assisting signal. Since these 
signals must be coherent, all classical circuits use positive feedback, which often leads 
to instability. It is extremely important to make a clear distinction between electronic 
admittance (associated with SCS properties) and electronic impedance (associated with 
OCS properties). We have also shown that a simple one-pole model of the NIC/NII 
amplifier is a useful approximation for both prediction of dispersion properties for 
frequencies below the pole frequency and for stability predictions. It was found that the 
dispersion of all the circuits analyzed is negligible when the maximum operating 
frequency is below one-tenth of the frequency of the first pole. The "parasitic" real part 
of the input impedance/admittance of the negative capacitor/inductor is negative in the 
SCS design and positive in the OCS design. This "parasitic" conductance/resistance can 
be compensated by an additional passive load network. 

• We have reviewed all known methods of stability prediction and proposed a simple, 
straightforward method to develop simple equivalent circuits for all one-pole non-Foster 
and negative elements. We have also studied the most common realizations of NIC/NII 
circuits and performed a very thorough analysis of their stability properties. As 
expected, the stability properties were found to depend on both the NIC/NII topology 
and the passive external network topology. It was found that both OCS and SCS DC 
coupled negative capacitors/inductors/resistors based on NICs or NIIs always have an 
unstable DC pole that degrades the stability robustness. In addition, the DC coupled 
negative OCS capacitor and negative SCS inductor have a pole at the origin that causes 
DC offset at the input. The overall conclusion is that there is no such thing as the "most 
robust NIC/NII topology", per se. 

• We have investigated the possibilities of improving the stability properties and found 
that the introduction of a bandpass mode significantly improves the stability properties. 
It turns out that the operating bandwidth is always inversely proportional to the range 
of allowable external impedances, i.e., to the stability robustness. We have applied this 
finding to the well-known Linvill NIC and shown that the stability characteristics can 
be improved by adjusting the operating bandwidth through proper selection of cross-
coupling capacitors. We have also developed a very simple and accurate equivalent 
circuit for this modified Linvill negative capacitor. 

• We have presented a novel design of non-Foster and Negative elements based on some 
very simple LP and HP passive series/shunt networks that exhibit non-Foster ‘inverse’ 
dispersion such that they behave as band-limited ‘lossy negative capacitors/inductors. 
The losses of these passive ‘negative’ networks can be compensated by an additional 
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negative series/shunt resistance/conductance. These novel non-Foster elements have 
shown stability properties better than the stability properties of all classical (NIC/NIV-
based) non-Foster elements in the literature. The correctness of the proposed approach 
has been verified using four independent designs of negative capacitors and negative 
inductors in L and X frequency bands, in 40-nm CMOS technology. The generated 
negative capacitance capacitances and negative inductance ranged from -0.5 pF to -1 pF 
and -1 nH to -5 nH, respectively. 

• In addition, we have shown applications of the proposed non-Foster elements in some 
RF tunable/broadband devices. We have designed and fabricated a general negative 
Miler capacitor using HCBT technology that produces capacitance from -0.3 pF to -0.1 
pF in the frequency range from DC to 2GHz. We have also developed a tunable negative 
inductor that can be tuned between -100 pH and -300 pH in the range of 5-15 GHz. 
Finally, we have developed a tunable non-Foster-based bandpass filter for the 2.5-GHz 
band using 40-nm CMOS technology. We have demonstrated tunability of the center 
frequency up to 20% and bandwidth up to 30%, with return loss of more than 15 dB. A 
very important feature is that the symmetry of the bandpass curve is maintained over 
the tuning bandwidth, which is not possible with a standard passive design. 
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Electronic circuits that mimic negative immittance  
 

3.1. Basic ideas on artificial electronic immittance 

 
Immittance (impedance and admittance) is a fundamental property of any circuit-theory 

element (one-port network). Very often, immittance is loosely taken as a simple ratio of voltage 
and current (or current and voltage) in the Laplace domain, without mentioning any kind of 
driving source. As will be shown later, this definition is rather misleading for nonlinear 
elements. In particular, it is very inconvenient in the development of artificial immittance 
elements such as non-Foster or negative elements. 

Rigorous definition takes immittance as special type of transfer function (Figure 3-1). 
 
When an element is excited by an ideal current source, it can be assumed that the element 
responds with developed voltage. In this case, the transfer function, defined as the ratio of 
response and excitation signal, is therefore the impedance Z(s): 
 Transfer function� Response signalExcitation signal � D E!F E! � G E!.  3.1! 

 
 

Here, s stands for complex frequency (s=σ+jω) (Figure 3-1a).  
 
An element can also be excited by an ideal voltage source and the current developed across the 
element is the response. In this case, the transfer function is an admittance Y(s): 
 Transfer function� Response signalExcitation signal � F E!D E! � H E!.  3.2! 

 
 

Figure 3-1 Definition of one-port immittance transfer functions. a) Definition of impedance; 
b) Definition of admittance  
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Above rigorous definitions are valid for any kind of both linear and non-linear elements (which 
will later be shown in detail in paragraph 3.1.2.) 
 
 
 
 
3.1.1.  Superposition of  source signal and  ‘asissting source’ signal 

 
These rigorous definitions from the previous paragraph are also valid in the case of active 
element that contains a source, the signal of which opposes to the original signal producing so-
called artificial immittance. This idea is sketched in Figure 3-2.  
 

 
Let us assume that we have a load that is described by its impedance ZL (or its admittance YL). 
This load is excited by either current signal source or voltage signal source. Let us further 
assume the existence of some assisting source (again either of voltage or current type) that is 
controlled by original signal source. Because of the presence of control circuitry, the assisting 
source is obviously a type of controlled source. The net voltage seen by excitation current 
source is a superposition of the voltage caused by the original signal and the voltage caused by 
assisting signal. Similarly, the net current of the excitation voltage source is a superposition of 
the current caused by the original signal and the current caused by assisting signal. Because of 
this superposition, the source "sees" a new effective immittance that is different from the 
original load immittance. This effective immittance is called the "electronic immittance" and 
can be of almost any value, which can be adjusted by changing the magnitude and phase of the 
assisting source.  
 
 One of the simplest implementations of the described principle concerns an ideal 
voltage amplifier with a load (YL) in its positive feedback loop (Figure 3-3).  
 

Figure 3-2 Basic idea of generation of electronic immittance by superposition of source 
signal and ‘assisting source’ signal. Here WS1 and WS2 denote energy flows caused by 
signal source and assisting source, respectively. 
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The potential of the left terminal of the load (YL) is defined by original excitation source Vin 
while the potential of the right terminal is given by the amplifier output voltage (AvVi, Av being 
the voltage gain). A very simple analysis yields effective input admittance Yin: 
 
 HIJ � HK 1 L �M! .  3.3! 
 
A common choice in practice is AV =2. This choice leads to unitary negative conversion of a 
load admittance into its ‘negative image’: YL→ -YL. If a load has a purely reactive character (a 
capacitor or an inductor), the whole device behaves as a negative capacitor or a negative 
inductor. One notes that the input current of the circuit in Figure 3-3 is the same as the load 
current (due to infinite input impedance of an ideal voltage amplifier). At the same time the 
input voltage is a negative image of the load voltage. So, it can be said that a circuit in Figure 
3-3 does voltage inversion. 
 
It is easy to imagine a dual implementation based on an ideal current amplifier with a load 
impedance located in the positive feedback loop Figure 3-4.  

Figure 3-3 System for the generation of electronic immittance based on ideal voltage amplifier 
with load in positive feedback  
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Again, it is a simple task to derive an expression for equivalent input impedance ZL: 
 GIJ � GK 1 L �I! .  3.4! 
 
Here, AI stands for current gain of an amplifier. It can be seen that equation (3.4) is of the same 
form as (3.2). The only difference is that admittance is replaced by impedance and voltage gain 
by current gain. This is a direct consequence of duality. The duality is also found in the basic 
principle of operation. The input voltage of the circuit in Figure 3-4 is the same as the output 
voltage (due to zero-valued voltage present at the input of an ideal current amplifier). At the 
same time the input current is a negative image of the load current. So, a circuit in Figure 3-4 
does current inversion. 
 
 
 
 
3.1.2.  Non-linearity of  ‘assisting source’ – distinction between impedance and admittance  

 
 

In the previous section, the amplifiers were considered perfectly linear. Due to linearity, 
it is possible to use the Thevenen’s representation of a controlled source (Figure 3-3) or the 
Norton’s representation (Figure 3-4), and either of them gives the same result. So, one may 
conclude that impedance and admittance are inverse quantities, as it is usually considered. 
However, this is correct only for passive linear elements and not for active elements and circuits 
like those in Figure 3-3 and Figure 3-4. 

 
 
Clearly, linearity is only an approximation of any amplifier since operating point 

inevitably enters non-linear regime at high levels of input signal. Due to this effect, a value of 

effective input impedance/admittance in non-linear region depends on the amplitude of input 

signal. It is well-known in the theory of negative resistance oscillators [2]. Negative 
conductance/resistance can also be thought as generated by circuits from Figure 3-3 and Figure 

Figure 3-4 System for generation of electronic immittance based on ideal current amplifier 
with a load located in the positive feedback loop   
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3-4 (with purely resistive load in the feedback loop). The oscillator based on such negative 
conductance/resistance can be considered as being linear only for a very low amplitude of the 
generated signal. In addition, such a system has low efficiency. Indeed, the signal generated in 
any efficient oscillator inevitably enters the non-linear region of voltage-current characteristics 
of an active element. The amplitude grows up to the point at which the generated power equals 
the power dissipated at the load [2]. This process can be described by the well-known negative 
conductance/resistance properties of so-called N and S curves.  

 
Briefly, all negative elements with real impedance can be classified into a voltage-

driven type (‘N’ curve depicted in Figure 3-5 (a)) and a current-driven tape (‘S’ curve depicted 
in Figure 3-5 (b)). The ‘bending’ in the curves occurs because of saturation properties of a given 
element. In other words, the voltage and current cannot grow above the values limited by 
feeding DC power source. Either maximum voltage across an active element or maximum 
current flowing through it, will be limited by saturation. In the case of ‘N -type’ element (Figure 
3-5 (a)), it is convenient to connect it in a parallel with a load. In the implementation of an 
oscillator, there is also an additional parallel LC circuit that determines the frequency of 
oscillations. A quantity that is common for this parallel combination is the voltage, which gives 
only one (stable) operating point in current-voltage curve [2]). While the amplitude of 
oscillations grows up, it ‘climbs’ along the curve and enters the non-linear part. Due to the 
change of negative differential conductance, the growth stops when the generated power equals 
the power dissipated at the load (stable operating point). However, if the point is unstable, it 
will move over the ‘hill top’, enter the region with positive differential conductance and the 
oscillations will cease. If a series combination were used instead the parallel one, the common 
quantity would be the current and it would give two operating (unstable) points. Thus, the N 
element should be voltage-driven and it is described by admittance, which is consistent with a 
rigorous definition in Figure 3-1(a).  

 
 At this point it is appropriate to briefly consider the stability of the N element. Let us 

assume that one excites (wrongly!) the N element with a current source which is connected to 
a constant current line parallel to the x-axis in the graph in Figure 3-5. There are two 
intersections between a line and an N curve (two operating points. The system state keeps 
jumping back and forth between these two operating points, even when a current source is 
turned off and the input terminals are left open. Clearly, this system is unstable if the input 
terminals are left open. On the contrary, when the input terminals are shorted (which is the case 
for excitation with an ideal voltage source), the system is stable. Due to this property, the system 
with the N-element is called and short-circuit-stable (SCS) system. This also the reason why it 
is incorrect to describe the system with N element with impedance. 

 
In the case of an ‘S-type’ element (Figure 3-5 (b)), the situation is exactly opposite. It 

is convenient to connect this element in series with a load. Here, a quantity that is common for 
this series combination is the current. It gives only one (stable) operating point in current-
voltage curve (the intersection between ‘S’ curve and the load line [2]. Again, the operating 
point ‘climbs’ along the curve during the oscillations growth and enters the non-linear part. Due 
to the change of negative differential resistance, the growth stops when the generated power 
equals the power dissipated at the load (stable operating point). Similarly to the previous case, 
there is an additional series LC circuit that determines the frequency of oscillations. If the point 
is unstable, it will move over the ‘hill top’, enter the region with positive differential 
conductance and again cause the oscillations diminishing. If a parallel combination were used, 
the common quantity would be voltage and it would give two operating (unstable) points. Thus, 

DISTRIBUTION A: Distribution approved for public release.



Chapter 3 – Electronic circuits that mimic negative immittance 

 

33

the ‘S -type’ element should be current-driven, which is consistent with a rigorous definition in 
Figure 3-1(b). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Similar to the previous discussion, excitation of the S-element with an ideal voltage 

source leads to instability. Excitation with an ideal current source (which has infinite impedance 
when off) leads to a stable system. Therefore, any system with an S-element is inherently an 
open stable system (OCS) and must be described by impedance (not admittance). 

 
 
Colloquially, both types of elements are usually referred to as negative resistors. 

However, as emphasized in [103] it would be more correct to term ‘N -type’ element as a 
‘negative conductor’ and ‘S -type’ element as a ‘negative resistor’.  
 
 
3.1.3 Extension of a concept of N and S curves to non-Foster elements  

 
The non-linear behavior of non-Foster networks is highly unexplored. Therefore, it 

would be very convenient to revise extension of  the familiar concept of ‘N’ and ‘S’ curves to 
negative capacitance and negative inductance (non-Foster reactance) [44] (Figure 3-6, Figure 
3-7). Keeping the current/voltage dependence for plotting does not seem to be appropriate since 

a) b) 

Figure 3-5 Voltage-current curves of negative conductance/resistance elements a) ‘N’ 
curve, b) ‘S’ curve (adapted from [44]) 
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the current is a complex number over here (due to phase shift associated with negative 
capacitance/inductance). It would be better to define some new variable that is a real number 
(‘effective quantity’  [44] ). We have chosen the differential electric charge and differential 
magnetic charge (magnetic flux) as effective quantities. They are related to capacitance and 
inductance by basic relations: 

 � N! � (O(N � (PQ(N ⇒ PQ � S � N! TN  3.5! 

                                
 

U V! = (W
(V = (PX

(V ⇒ PX = S U V!TV  3.6! 

                            
 

Here, D and φ are electric and magnetic fluxes while Qe and Qm stand for electric and magnetic 
charges, respectively. It is clear that all of these quantities would have their inherent physical 
meaning only in the case of some real negative non-linear capacitors and inductors (for instance 
in semiconductor technology and in inductors with ferromagnetic cores). In the case of 
electronic circuitry that emulate behavior of hypothetical negative capacitors and inductors the 
effective quantities are primarily mathematical tools that simplify analysis. Using discussed 
approach it is possible to plot generalized N and S curves of non-linear negative capacitors and 
inductors ( Figure 3-6 and Figure 3-7). 
 

Quick analysis of these figures reveals that the use of non-linear negative capacitor in a 
parallel circuit and the use of non-linear negative inductor in a series circuit assures smooth 
transition between positive and negative values at the ends of linear region of the operating 
curve (‘hill top’ points). On the contrary the use of non-linear negative capacitor in series 
circuits and the use of non-linear negative inductor in parallel circuits causes abrupt, pole-like 
change between positive and negative values at the ends of linear region of the operating curve. 
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.  

 

 
Let us analyze the N and S curves of negative capacitors and negative inductors 

generated by two basic types of systems : the voltage-conversion type and the current-
conversion type , sketched in Figure 3-3 and Figure 3-4, respectively. As discussed before, they 

Figure 3-6 Generalized curves of non-linear negative capacitor a) ‘N’ curve, b) ‘S’ curve 
(taken from [44]) 

a) b) 

Figure 3-7 Generalized curves of a non-linear negative inductor a) ‘N’ curve, b) ‘S’ curve
(taken from [44]) 

a) b) 
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employ voltage-dependent and current-dependent sources (voltage and current amplifiers) with 
inverting loads in positive feedback loops.  

It is very instructive to analyze basic ‘conversion equations’ (3.3, 3.4) for the case of 

negative capacitor. Clearly, both gain functions (AV and AI) should decrease when the input 

signal drives circuit into a non-linear regime (this is a familiar phenomenon of gain 

compression, Figure 3-8). The analysis (3.3, 3.4), in the region of compression shows that the 

input impedance/admittance change is, in a way, described by generalized curves of non-Foster 
elements (Figure 3-6 and Figure 3-7). The difference between ‘N’ and ‘S’ types of non-linearity 
(for the case of a capacitive load) is sketched in Figure 3-9. For the ‘N’ type of non-linearity, 
the input capacitance smoothly changes from negative to positive values with the increase of 
input signal level, crossing zero-capacitance for AV=1. On the other hand, for the ‘S’ type of 
non-linearity, there is divergent behavior of input capacitance with a pole at the frequency for 
which AI=1 (Figure 3-9).  

 
 

 
 

 
  
 

0
V or I

Av Ior A

non-linear
regime

linear
regime

Figure 3-8 Gain-input characteristic of active element (amplifier) of realistic 
circuits in Figure 3-3 and Figure 3-4 (modified from [44]) 

0 Pin

non-linear
regime

linear
regime

Cin

‘ ’N  - type

‘S’ - type

Figure 3-9 Dependence of input capacitance on input signal for  circuits in Figure 
3-3 and Figure 3-4 , assuming the ‘N’ and ‘S’ types of non-linearity, respectively 
(taken from [44]) 

DISTRIBUTION A: Distribution approved for public release.



Chapter 3 – Electronic circuits that mimic negative immittance 

 

37

 
 
 
 
 
 

3.2. ‘Negative Impedance Converter’ (NIC)  

 
The basic idea of systems that are capable of  generating negative admittance based on 

ideal voltage amplifier with positive feedback (Figure 3-3) and those based on ideal current 
amplifier with positive feedback  (Figure 3-4) can be further generalized and formalized. This 
leads to definition of  dedicated  electronic circuit called ‘Negative Impedance Converter’ 
[10][11][12][15][16]. The first NICs was introduced almost hundred years ago [10]. In spite of 
this, the design of reliable and stable NIC circuits is still one of the most challenging 
engineering tasks in RF electronics.   
 
3.2.1.  Basic  OCS and SCS  NIC circuits 

 
If one assumes that an ideal voltage amplifier from Figure 3-3 has independent input 

and output terminals (there is no common electrode), it is possible to construct a two-port NIC 
(Figure 3-10) [103].  One of the NIC ports is always SCS, while the other is OCS. Which port 
plays a particular role can be determined from the sensing signal. For instance, in the circuit in 
Figure 3-10 (a), zero-valued sensing signal causes zero-valued amplitude of the assisting signal. 
In other words, when input voltage signal is switched off, the system is stable.  Thus, the left 
port in Figure 3-10 (a) is SCS. Very similar analysis shows that the right port in Figure 3-10(b) 
is OCS. So, with an ideal voltage amplifier, it is possible to build a NIC that can produce both 
negative admittance and negative impedance (depending on the choice of ports). 

Again, very similar conclusion can be drawn for two-port NIC that contains ideal current 
amplifier from Figure 3-3 (with independent input and output terminals). This scenario is 
sketched in Figure 3-11.  Here, the left port is OCS (Figure 3-11 (a)), while the right port is 
SCS (Figure 3-11 (a)). 

 

Figure 3-10  Basic schematics of grounded current inversion NICs (INIC) based on ideal 
voltage amplifier. a) SCS implementation, b) OCS implementation  
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Both of NIC basic schematics presented so far (Figure 3-10, Figure 3-11) are  of  

grounded type (lower input terminal is connected to lower load terminal). This is inconvenient 
for some applications with symmetrical (differentially driven) devices such as simple dipole 
antennas. In this case, one may use floating versions of the same NIC (Figure 3-12 , Figure 3-13 
[103]). It is important to notice that each amplifier has a gain that is one half of the gain required 
by basic equations (3.3, 3.4).  So, minimal gain of each amplifier needed for negative 
conversion is 1. This may be very convenient for practical implementations since one can 
simply use  two BJTs (or FETs)  in CC (CS) configuration with AV∼1 for floating NIC based 
on two voltage amplifiers (Figure 3-12). Similarly, one can use two BJTs (or FETs) in CB (CG) 
configuration with Ai∼1 for floating NIC based on two current amplifiers (Figure 3-12). Latter 
approach is used in very popular Linvill NIC ([16]), discussed in detail in section 3.5. 
 

 

Figure 3-11  Basic schematics of grounded voltage inversion NICs (VNIC) based on ideal 
current amplifier. a) SCS implementation, b) OCS implementation  

Figure 3-12  Basic schematics of floating voltage inversion NICs (VNIC) based on two ideal 
current amplifiers. a) OCS implementation, b) SCS implementation  
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3.2.2.  Dispersion properties 

 
In the simplified analysis from the previous section, it was assumed that the voltage gain 

AV (in 3.3), and the current gain Ai (in 3.4), are real numbers. For instance, let us take example 
of voltage amplifier from Figure 3-3, with capacitor �Z  in positive feedback loop. It resembles 
Miller effect in classical CS amplifiers, so we will call it Miller NIC. Inserting HK � E�Z into 
(3.3) yields: 

 H[\ E! � F[\ E!D[\ E! � �1 L �M"�Z , 
(3.7) �[\ � �1 L �M"�Z . 

 
It can be seen that generated negative capacitance (when AV=2) is entirely 

dispersionless. This is a consequence of assumption that AV is a real number. In other words, 
the amplifier should have a perfectly ‘flat’ dispersionless gain curve from DC to infinite 
frequency, with no signal delay at all. Obviously, this behavior would violate causality 
[7][27][43][44].  

In order to investigate influence of inevitable non-ideality of the amplifier, let us first 
briefly review simple intuitive analysis in the frequency domain (E � ]�) from  [27]. The 
operation of this NIC is described by   phasor diagram (Figure 3-14 ), which shows idealized 
case without dispersion with AV=2.  In this case, the input current lags the input voltage by 90 
degrees, thus the input impedance is a pure negative capacitance (Figure 3-14 (a)).  

However, every realistic amplifier always introduces some delay or (in the frequency 
domain) some phase shift Φ (in other words, the gain A is a complex number). The phasor 
diagram for this case is sketched in Figure 3-14 (b). A very simple analysis shows that in this 
case there is a component of the input current that is 180 degrees out of phase in respect to input 
voltages. Thus, the inevitable phase shift of the used active element causes ‘parasitic’ negative 
input conductance.  

Figure 3-13  Basic schematics of floating current inversion NICs (INIC) based on two ideal 
voltage amplifiers. a) SCS implementation, b) OCS implementation  
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Above brief analysis shows importance of a phase shift (or, more generally, complex 
gain) of the active element, will cause dispersion of input negative susceptance and occurrence 
of (also dispersive) parasitic negative conductance. So, the non-ideality of active element (an 
amplifier) cannot be neglected.   
 

 
In order to analyze a more realistic case, the amplifier in Figure 3-3, can be modeled 

using a low-pass one-pole gain function: � E! � �,
1 + E� , )^ = 1

� . (3.8) 

Here � stands for the amplifier time constant, associated with pole frequency )^ (cut-off 
frequency of an amplifier). If � = 0 ()_ = ∞), the model reduces to the ideal non-dispersive 
case with infinite bandwidth. Using (3.3) and (3.8) one finds the input admittance: 

HIJ = 1 + E� − �,
1 + E�  E�a . (3.9) 

The steady-state (E = j�) input admittance (H[\ )! = c[\ )! + j)�[\ )!) consists of a 
parallel combination of a dispersive capacitance �[\ )! and a dispersive conductance c[\ )!: 

�[\ = �a d1 − �,
1 + )���e , c[\ = − �,�a)��

1 + )��� . (3.10) 

a)  

b)  

Figure 3-14 Phasor diagram for a negative capacitor based on SCS grounded INIC in 
Figure 3-10 (a). a) ideal case with zero-valued time delay (there is no phase shift in 
dependent voltage source) b) realistic case with finite time delay (there is a phase shift in 
dependent voltage source) (taken from [27]). 
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Quick analysis of (3.10) shows that generated capacitance becomes zero at frequency 
where gain drops to unity. By further increase of the frequency, input capacitance approaches 
(positive) capacitance � .On the other hand, the delay of the amplifier causes the occurrence of 
dispersive negative input conductance, which becomes more and more pronounced with the 
increase of the frequency. Of course, this negative conductance degrades the performance of a 
negative capacitor. It can be shown that the ‘Q factor’ decreases with frequency and it reaches 
value of 10 at the frequency equal to approximately one tenth of the pole frequency () ≈ 0.1/�) 
(Figure 3-17).  

Of course, it is possible to use higher-order amplifier models (two-pole and three-pole 
models [27]), which would give more realistic dispersion prediction for higher frequencies. In 
practice, however, non-Foster elements are used for frequencies where the operating frequency 
is lower than the frequency of the first pole (or even lower than one-tenth of it). So, it seems 
that the use of one-pole model is a sufficient approximation for initial design. More importantly, 
the one-pole approximation is sufficient for predicting the stability properties (as it will be 
shown in detail in the Section 3.4).   

Thus, we decided to perform dispersion analysis for all basic SCS and OCS NIC 
terminated by three representative loads: a capacitor, an inductor, and resistor. These NICs 
should behave as negative capacitance, negative inductance, and negative 
conductance/resistance. We paid particular attention of correct modelling of input immittance 
taking into account associated SCS/OCS properties. We used input admittance for OCS NIC 
and input impedance for SCS NIC. The models of equivalent input networks are briefly 
explained in Table 3-1 

 

NIC type Load type Equivalent input network  Analysis presented in: 

SCS capacitor dispersive C shunted by 
‘parasitic’ dispersive G 

Figure 3-15  Figure 3-16  
Figure 3-17  Figure 3-18 

OCS capacitor dispersive C in series with 
‘parasitic’ dispersive R 

SCS inductor dispersive L shunted by 
‘parasitic’ dispersive G 

Figure 3-19  Figure 3-20  
Figure 3-21  Figure 3-22 

OCS inductor dispersive L in series with 
‘parasitic’ dispersive R 

SCS resistor dispersive G shunted by 
‘parasitic’ dispersive C 

Figure 3-23 Figure 3-24  
Figure 3-25 Figure 3-26 

OCS resistor dispersive R in series with 
‘parasitic’ dispersive L 

Table 3-1 Models of input admittance/impedance used in dispersion analysis of  various one-
pole NICs 
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For each analyzed case, we calculated both ‘desired’ input quantity and ‘parasitic’ input 
quantity, Q factor, and relative error of generated ‘desired’ input quantity. All these values are 
defined as a function of the frequency normalized on the pole frequency.  
 
 

 
 

Figure 3-15 Dispersion of capacitance of OCS/SCS negative capacitor (OCS/SCS NIC 
terminated by ordinary capacitor) 

Figure 3-16  Dispersion of ‘parasitic’ resistance/conductance of OCS/SCS negative capacitor (OCS/SCS 
NIC terminated by ordinary capacitor) 
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Figure 3-17 Q factor of OCS/SCS negative capacitor (OCS/SCS NIC terminated by ordinary capacitor)  

Figure 3-18  Relative error of capacitance of OCS/SCS negative capacitor (OCS/SCS NIC terminated by 
ordinary capacitor) 
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Figure 3-19 Dispersion of inductance of OCS/SCS negative inductor (OCS/SCS NIC terminated by ordinary 
inductor)  

Figure 3-20  Dispersion of ‘parasitic’ resistance/conductance  of  OCS/SCS negative inductor (OCS/SCS NIC 
terminated by ordinary inductor)  
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Figure 3-22  Relative error of inductance of OCS/SCS negative inductor (OCS/SCS NIC terminated by ordinary 
inductor) 

Figure 3-21  Q factor of OCS/SCS negative inductor  (OCS/SCS NIC terminated by ordinary inductor) 

Conversion error of of  OCS/SCS NIC terminated by capacitor 
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Figure 3-24 Dispersion of ‘parasitic’ reactance/susceptance  of  OCS/SCS negative resistance (input ‘parasitic’ 
reactance/susceptance of  OCS/SCS NIC terminated by ordinary resistor) 

Figure 3-23  Dispersion of resistance/conductance of OCS/SCS negative resistor (OCS/SCS NIC terminated 
by ordinary resistor) 
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Figure 3-25  Q factor of OCS/SCS negative resistor  (OCS/SCS NIC terminated by ordinary resistor) 

Conversion error of of  OCS/SCS NIC terminated by capacitor 

Figure 3-26  Relative error of resistance/conductance of OCS/SCS negative resistor (OCS/SCS NIC 
terminated by ordinary resistor) 
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Several important conclusions can be drawn from presented simplified dispersion analysis of 
the basic NIC circuits: 
 
 

• The negative SCS capacitor produces an ideal negative input capacitance at zero 
frequency. As the frequency increases, the capacitance also increases and becomes zero 
at the pole frequency. In addition, the negative SCS capacitor produces a negative input 
conductance that causes additional gain that can lead to stability problems. The OCS 
negative capacitor also produces an ideal negative input capacitance at zero frequency. 
However, as the frequency increases, the capacitance decreases and reaches a negative 
infinite value at the pole frequency. In addition, the negative OCS capacitor produces a 
positive parasitic input resistance that causes additional losses. Both SCS and OCS 
negative capacitors have negligible dispersion (with a relative capacitance error of less 
than 2% up to one tenth of the pole frequency, where the value of associated Q factor 
drops to 5).  At frequencies higher than one tenth of the pole frequency, the negative 
SCS capacitor has a smaller error than the negative OCS capacitor.  

• The behavior of the negative inductor is a dual of the behavior of the negative capacitor. 
The negative OCS inductor produces an ideal negative input inductance at zero 
frequency. As the frequency increases, the inductance also increases and becomes zero 
at the pole frequency. In addition, the negative OCS inductor produces a negative input 
resistance that causes additional gain that can lead to stability problems. The SCS 
negative inductor also produces an ideal negative input inductance at zero frequency. 
However, as the frequency increases, the inductance decreases and reaches a negative 
infinite value at the pole frequency. In addition, the negative SCS inductor produces a 
positive parasitic input resistance that causes additional losses. Both OCS and SCS 
negative capacitors have negligible dispersion (with a relative capacitance error of less 
than 2% up to one tenth of the pole frequency, where the value of associated Q factor 
drops to 5).  At frequencies higher than one tenth of the pole frequency, the negative 
OCS inductor has a smaller error than the negative SCS inductor.  

• For negative resistors/negative conductors, there is no difference in dispersion between 
OCS and SCS types. This is a direct consequence of the fact that the N and S curves 
(Section 3.13.) are identical in their linear parts. The only difference is that the OCS 
type has a parasitic positive series inductance, while the SCS type has a parasitic 
positive shunt capacitance. 

 
3.2.3.  Non-ideal NIC circuits – rigorous analysis 

 
Discussion presented so far was largely intuitive.  The analysis can simply be formalized 

using familiar hybrid h-parameters ([27], Figure 3-27). 
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The h-parameter model is defined by well-known equations: 
 

D� = ℎ�� ⋅ F� + ℎ�� ⋅ D�  3.11! 
                                 

F� = ℎ�� ⋅ F� + ℎ�� ⋅ D�  3.12! 
                                 

                        
If the port 2 is terminated with impedance ZF, the input impedance (seen into the port 1) reads 
as: 

Gij = Mk
Ik

= ℎ�� − l⋅mn
�opqq⋅mk

,  r = ℎ�� ⋅ ℎ��.                      (3.13) 

       
Here, k stands for the conversion ratio [103]. An ideal NIC should have k=1. Inspection of 
(3.13) shows that this will be achieved if the following conditions are satisfied: 
 

ℎ�� = ℎ�� = 0,  3.14! 
                                                    

 
  ℎ�� ⋅ ℎ�� = 1.  3.15! 

                                                 
 
As already mentioned in the Section 3.2.1., two basic types of NIC are realizable in accordance 
with (3.14, 3.15) depending on whether current or voltage inversion occurs. The first type is 
referred to as a current inverting NIC or INIC, and it does current inversion without affecting 
the polarity of input and output voltages. If the load ZF is connected to port 2, the inversion of 
port current generates voltage V1 that now enforces current flow in the opposite direction such 
as to oppose the applied voltage (Figure 3-28). Thus, the input impedance is negative while 
I1=I2, V1=V2. This can be written in matrix form as: 
 

dℎ�� ℎ��ℎ�� ℎ��e = s0 11 0t .  3.16! 

  
                                                      

 
Equation (3.16) defines an ideal INIC. 

 

Figure 3-27 General NIC modelled with h-parameters 
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It can be seen that the load voltage V2 is actually ‘transferred’ to the input port voltage 

V1 without change of sign. On the contrary, the input port current I1 is transferred to the load 
with reversed sign.  
  
Another possible way of achieving negative input impedance is to reverse one port voltage 
leaving polarity of currents unchanged. Thus, I1=-I2, V1=-V2, which again leads to a simple 
matrix equation: 
 

dℎ�� ℎ��ℎ�� ℎ��e = s 0 −1−1 0 t  3.17! 

                                                                  
 
 The device defined by (5.17) is referred to as a voltage inverter or VNIC (Figure 3-29). 
  

 
 

Basic INIC (Figure 3-28) and VINIC (Figure 3-29) models have two controlled 
(dependent) sources. At first glance, this seems impractical. However, these circuits can be 
reduced to those using a single dependent source by very simple transformations.  
 

In the case of  basic INIC circuit (left part of Figure 3-30) the upper input terminal and 
upper output terminal have equal potentials (referring to the common lower terminals) due to 
V1= V2.  Thus, it is possible to connect upper input terminal to upper output terminal. The 
dependent voltage source will be connected in parallel to the dependent current source. In the 
next step, the voltage source can be dropped out if the current source amplitude is changed to 
2I1. This leaves port voltages and port currents unchanged, thus the circuit in the right part of 

 

Figure 3-29 h-parameter model of an ideal VNIC 

 

Figure 3-28 h-parameter model of an ideal INIC  
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(Figure 3-28) represents and INIC equivalent circuit that contains single (dependent) current 
source.  Since the lower terminal of this current source is connected to the common point 
(ground), a floating source is not needed here. 

  
It can be seen that transformed circuit (right part of Figure 3-30) is identical to basic system in 
Figure 3-10, used initial intuitive analysis. 
 
Very similar approach can be applied to the case of VNIC circuit (Figure 3-31).  
 

 

It can be seen that the potential of the upper input terminal is equal to the potential of the upper 
output terminal, but with the opposite sign. At the same time, the port currents are the same but 
flow in different directions. Therefore, it is possible to omit the original voltage and current 
sources and replace them with a single series  voltage source with amplitude 2V1 (right part of 
Figure 3-31 ).  

  

Figure 3-31 uses a floating voltage source, which would lead to a complicated practical 
implementation with some three-terminal devices. Looking from the input port, a floating 
source is connected in series with the load (left part of Figure 3-32 ). Of course, the input current 
and voltage do not change when the positions of the voltage source and load are reversed (right 
part of Figure 3-32). Here the voltage source is no longer floating (the lower terminal is 
connected to ground). This ‘trick’ is very often used in grounded low-frequency  NICs with 
OPamps [27][100][101]. 

 

 

Figure 3-31 Transformation of basic VNIC into VNIC with single voltage source 

 

 

Figure 3-30 Transformation of basic INIC into with single current source 
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Now, let us analyze the influence of non-idealities. At first one should be aware that basic 
requirements on NIC h-parameters  (3.14, 3.15) describe the entire NIC (active element together 
with all the parasitics and eventual negative feedback used for gain management). Formally, 
the net h-matrix that can be decomposed into h-matrix of the active element (NIC amplifier) 
and h-matrix of the remaining passive network [107]. This yields the h-matrix of an ideal active 
two-port (ℎa, ideal!,  which can be written as: 

 

ℎa, ideal = s0 01 0t .  3.18! 

So, the parameters of ideal NIC amplifier are zero-valued input impedance, infinity-valued 
output impedance, and unity-valued current gain. This conclusion is, in a sense, similar to the 
requirements for generation of the negative resistance and conductance based on the ideal 
current ‘transactors’ (zero-input-impedance and infinite-input-impedance current amplifiers 
with unity gain) [103]. As already mentioned, this is the characteristic of ideal CB-configured 
BJT amplifier (or CG-configured FET amplifier). As detailed in  [103] (and consistent with 
Figure 3-13), the NIC can also be constructed using the ideal volage ‘transactors’ (infinite-
input-impedance and zero-input-impedance voltage amplifiers with unity gain). Clearly, this is 
the characteristic of ideal CC-configured BJT amplifier (or CD-configured FET amplifier). 

In practice, the negative impedance conversion operation described above is affected by 
the influence of non-idealities of practical transistors and associated biasing networks. 
Recently, it has been shown that a small change in the bias point can significantly improve the 
conversion accuracy [107]. It was also found that in addition to the magnitude of the h12 
parameter (which describes the non-unilaterality), its phase angle also plays an important role. 
Moreover, it is generally believed that the use of transistors with a sufficiently high transit 
frequency fT (much higher than the operating frequency) allows for a low conversion error. 
However, practical guidelines are not available. Although the influence of all the above 
parameters can be considered analytically, this is usually considered too complicated for 
practical purposes. In the absence of a simple analytical approach, numerical circuit 
optimization is usually applied to achieve the desired design characteristics (usually minimum 
conversion error and ‘apartment’ dispersion curve). This is an iterative and lengthy process, 
where the complexity of the system makes it difficult to gain physical insight into the influence 
of individual components on the overall system. 
 On the other hand, low frequency NICs based on OPamps are known to have 
characteristics very close to the ideal ones. This is, of course, a consequence of the large open-
loop gain and the strong negative feedback applied. It is interesting to note that almost all 
studies on RF and microwave NICs (including microelectronic implementations) use ‘bare 
transistors’ without negative feedback at all. Those studies try to optimize their technological 

 
 

Figure 3-32 Two possible equivalent circuits of VNIC with single voltage source 

DISTRIBUTION A: Distribution approved for public release.



Chapter 3 – Electronic circuits that mimic negative immittance 

 

53

parameters to achieve near-ideal behavior. There are very few papers on NICs, the amplifier of 
which employs both positive and negative feedback, although it allows easy implementation of 
reconfigurability issue [108][112][113]. Therefore, in the experimental part (Section 6.1), we 
try to construct a Miller-type of NIC that mimics classical OPamps. It is based on a rudimentary 
differential amplifier with strong negative feedback, designed in HCBT technology.  
 
 

3.3. ‘Negative Impedance Inverter’ (NII)  

 
Basic principle of NIC circuits is ‘flipping’ the sign of input current or input voltage 

(‘negative conversion’), which, in turn, causes the impedance or admittance ‘negation’. So, Z[\. ~ − Zz{|} or Y[\. ~ − Yz{|}. Therefore, a positive capacitance is converted to a negative 
capacitance and a positive inductance is converted to a negative inductance. There is also a 
class of different circuits usually called Negative Impedance Inverters (NII). Such a circuit, 
‘swaps’ the role of voltage and current and flips the sign of one of them. So, Z[\~ − 1 Zz{|}⁄  
or Y[\~ − 1 Yz{|}⁄ . In this case, a positive capacitance is converted to a negative inductance 
and a positive inductance is converted to a negative capacitance. The use of NII circuits with 
‘negative inversion’ is in some cases more advantageous than the use of NIC circuits with 
‘negative conversion’. This is especially the case with MMIC circuits where it can be difficult 
to build a high quality inductor.  
 
 
 
3.3.1.  Basic  OCS and SCS  NIC circuits 

 
A basic SCS NII comprises two trans-conductance amplifiers (Figure 3-33). Let u suppose that 
a load with admittance (HK) (not shown in the figure) is connected to the right port. Upper 
amplifier ‘inverts’ the input voltage (D�) at left port into output current  ��D�!. This current 
gives rise to the load voltage (��D� HK⁄  ), which is, in turn, ‘inverted’ into input current at the 
left port  − ����D� HK⁄  ). Therefore, input admittance is a scaled inverse of the load admittance 
with flipped sign: 

Figure 3-33  Basic SCS NII based on two trans-conductance amplifiers [103]  
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HIJ �Q��! = − ����HK  3.19! 

 
Since the circuit in Figure 3-33 is symmetrical, the same expression applies if the locations of 
the input and load ports are swapped: 
 

HIJ �i�p�! = − ����HK  3.20! 

 
‘Classical’ realization of this SCS NII is Kolev-Meuinier design[39] [110] (Section 3.5.2), 
based on two FETs. 
 
There is also a basic OCS NII, shown in Figure 3-34.  

 
This circuit is a direct dual of the SCS NII from Figure 3-33, and it comprises two trans-
resistance amplifiers. 

 Let u suppose that a load with impedance (ZK) (not shown in the figure) is connected 
to the right port. Upper amplifier ‘inverts’ the input current (I�) at left port into output 
voltage r�I�!. This voltage gives rise to the load current (��F� GK⁄  ), which is, in turn, ‘inverted’ 
into input  voltage at the left port  − ����F� GK⁄  ). Therefore, input impedance is a scaled inverse 
of the load impedance with flipped sign: 

GIJ �Q��! = − ����GK  3.21! 

 
Since the circuit in Figure 3-33 is symmetrical, the same expression applies if the locations of 
the input and load ports are swapped: 
 

GIJ �i�p�! = − ����GK  3.22! 

 

Figure 3-34  Basic OCS NII based on two trans-resistance amplifiers [103]  
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3.3.2.  Dispersion properties 

 
 
 

Similarly to the dispersion analysis of NICs (Section 3.2.2), one can model non-ideality 
of the NIIs amplifiers using a low-pass one-pole gain function. Thus, the one-pole model of 
trans-conductance amplifier reads: 

� E! = �,1 + E� , )^ = 1
� , (3.23) 

while the trans-resistance amplifier is described by: 

� E! = �,1 + E� , )^ = 1
� , (3.24) 

  Here, � stands for the amplifier time constant, associated with pole frequency )^ (cut-
off frequency of an amplifier). Symbol �, and �,  stand for the trans-conductance and trans-
resistance at zero frequency, respectively. If, � = 0 the models reduce to the ideal non-
dispersive case with infinite bandwidth.  

For example, let us analyze the SCS NII from Figure 3-33  loaded with inductor L, assuming 
one-pole model of the trans-conductance amplifiers.  Following the procedure from Section 
3.2.2. , one finds the input admittance: 

cIJ = ���HIJ� = −)U�,�
2)�

�1 − )�
)���� + �2))� ��  3.25! 

�IJ = F��HIJ�
) = −U�,�

1 − )�
)��

�1 − )�
)���� + �2))� ��  3.26! 

Similar analysis of the OCS NII from Figure 3-34  loaded with capacitor C, assuming one-
pole model of the trans-resistance amplifiers yields input impedance: 
 

cIJ = ���HIJ� = −)U�,�
q

��
����q

��q�
q

o�q�
���q  3.26! 

�IJ = F�HIJ) = −U�,�
1 − )�

)��

�1 − )�
)���� + �2))� ��  3.27! 

Of course, it is possible to use higher-order amplifier models (two-pole and three-pole 
models [27]), which would give more realistic dispersion prediction for higher frequencies. 
However, as mentioned before, non-Foster elements are used for frequencies where the 
operating frequency is lower of the frequency of the first pole (or even lower than one-tenth of 
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it) and one-pole approximation is sufficient for predicting the stability properties (as it will be 
shown in detail in the Section 3.4).   

Thus, we decided to perform dispersion analysis for all basic SCS and OCS NIIs 
terminated by three representative loads: a capacitor, an inductor, and resistor. These NIIs 
should behave as negative inductance, negative capacitance and negative 
conductance/resistance. We used input admittance for SCS NIC and input impedance for OCS 
NIC. The models of equivalent input networks are  briefly explained in Table 3-2 

 

NII type Load type Equivalent input network  Analysis presented in: 

SCS capacitor dispersive L shunted by 
‘parasitic’ dispersive G 

Figure 3-35 Figure 3-36 
Figure 3-37 Figure 3-38 

OCS capacitor dispersive L in series with 
‘parasitic’ dispersive R 

SCS inductor dispersive C shunted by 
‘parasitic’ dispersive  G 

Figure 3-39 Figure 3-40 
Figure 3-41 Figure 3-42 

,OCS inductor dispersive C in series with 
‘parasitic’ dispersive R 

SCS resistor dispersive G shunted by 
‘parasitic’ dispersive C 

Figure 3-43 Figure 3-44 
Figure 3-45 Figure 3-46 

OCS resistor dispersive R in series with 
‘parasitic’ dispersive L 

Table 3-2 Models of input admittance/impedance used in dispersion analysis of various one-
pole NIIs 

For each analyzed case, we calculated both ‘desired’ input quantity and ‘parasitic’ input 
quantity, Q factor, and relative error of generated ‘desired’ input quantity. All these values are 
defined as a function of the frequency normalized on the pole frequency.  
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Figure 3-36  Dispersion of ‘parasitic’ resistance/conductance of OCS/SCS negative inductance (input 
‘parasitic’ resistance/conductance of OCS/SCS NIV terminated by ordinary capacitor) 

Figure 3-35  Dispersion of inductance of OCS/SCS negative inductor (OCS/SCS NIV terminated by ordinary 
capacitor) 
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Figure 3-37  Q factor of OCS/SCS negative inductor (OCS/SCS NIV terminated by ordinary capacitor) 

Conversion error of of  OCS/SCS NIC terminated by capacitor 

Figure 3-38  Relative error of inductance of OCS/SCS negative inductor (OCS/SCS NIV terminated by 
ordinary capacitor) 
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Figure 3-40  Dispersion of ‘parasitic’ resistance/conductance of OCS/SCS negative capacitance (input 
‘parasitic’ resistance/conductance of OCS/SCS NIV terminated by ordinary inductor) 

Figure 3-39  Dispersion of capacitance of OCS/SCS negative capacitor (OCS/SCS NIV terminated by ordinary
inductor) 
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Figure 3-41  Q factor of OCS/SCS negative capacitor (OCS/SCS NIV terminated by ordinary inductor) 

Conversion error of of  OCS/SCS NIC terminated by capacitor 

Figure 3-42  Relative error of capacitance of OCS/SCS negative capacitor (OCS/SCS NIV terminated by 
ordinary inductor) 
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Figure 3-44  Dispersion of ‘parasitic’ inductance/capacitance of OCS/SCS negative resistance (input 
‘parasitic’ inductance/capacitance of  OCS/SCS NIV terminated by ordinary resistor) 

Figure 3-43  Dispersion of resistance/conductance of OCS/SCS negative resistor (OCS/SCS NIV terminated 
by ordinary resistor) 
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Figure 3-45  Q factor of OCS/SCS negative resistor (OCS/SCS NIV terminated by ordinary resistor) 

Conversion error of of  OCS/SCS NIC terminated by capacitor 

Figure 3-46  Relative error of resistance/conductance of OCS/SCS negative resistor (OCS/SCS 
NIV terminated by ordinary resistor) 
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The conclusions that can be drawn from presented simplified dispersion analysis of the 
basic NII circuits are analog to those from the analysis of NIC circuits (Section 3.2.2). The main 
difference is that the operation bandwidth defined by some predetermined impedance error is 
approximately 20% narrower due to use of two amplifiers.  
 
 

3.3.3.  Non-ideal NII circuits – rigorous analysis 

 
The rigorous analysis of non-ideal NIC circuits, based on h parameters, was presented 

in Section 3.2.3. It was shown the parameters of ideal NIC amplifier are zero-valued input 
impedance, infinity-valued output impedance, and unity-valued current gain. In practice, one 
usually attempts to produce amplifier whose characteristics are close to above requirements. 

The rigorous analysis of non-ideal NII circuits can be performed using Y and Z matrices 
[103]. It is very similar to the analysis in Section 3.2.3. This analysis is straightforward but 
rather lengthy and, therefore, it is not included here.   We just point the main conclusions which 
are, in a sense, very similar to the requirements from Section 3.2.3.  

In the case of SCS NII (Figure 3-33), one should try to construct trans-conductance 
amplifier with high (ideally, infinite-valued) input impedance and low (ideally, zero-valued) 
output impedance. However, there is no preferred value for trans-conductance gain (the 
preferred values of voltage and current gain in Section 3.2.3 was 1). For the case of OCS NII 
(Figure 3-34), there is a dual requirement. One should try to construct trans-resistance amplifier 
with low (ideally, zero-valued) input impedance and high (ideally, infinity-valued) output 
impedance.  The value of trans-resistance gain is again selected taking into account required 
conversion ratio.  
 

 

3.4.  Stability properties of networks containing NIC and NII circuits 

 
As it was highlighted in Introduction, all non-Foster and negative elements are prone to 

instability caused by inevitable use of positive feedback. Indeed, successful prediction and 
management of stability properties of systems with non-Foster and Negative elements is 
extremely difficult engineering task. In this Chapter we discuss stability properties of networks 
containing NIC/NII circuits.  
 
3.4.1. Analysis based on OCS/SCS approach 

 
So far, it was shown that common non-Foster or Negative ‘element’ comprises NIC (or 

NII), terminated with some appropriate load. In many applications, this ‘element’ is then 
connected to some external passive network. For instance, this is the scenario of matching a 
small antenna or cancellation of some parasitic capacitance, using non-Foster negative 
capacitance.               

Thus, the simplest practical system comprises an external network connected to the 
input impedance at port 1 (or port 2) (for some particular termination at port 2 (or port 1) of 
some NIC (NII) and the NIC/NII itself.  

Choosing the short-circuit or open-circuit as a load impedance leads to so-called 
SCS/OCS analysis. Historically, it was observed that a practical NIC has the SCS properties at 
one port, and (simultaneously) the OCS properties at the other port (and vice versa).  

Brownlie [79], Hoskin [80], and Schwarz [81] proposed three separate proofs to justify 
this stability phenomenon by considering the existence of poles or zeros in the right hand side 
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(RHS) of the complex plane. All three authors introduced some prerequisite conditions. 
Brownlie [99] assumed the existence of ‘parasitic’ parameters in the NIC h-matrix. Hoskin 
[100] assumed the existence of time delay in the NIC circuit. Schwarz [101] assumed that either 
right-half-plane poles or right-half-plane zeros are introduced during the conversion process. In 
other words, in all three approaches, the NIC is considered being non-ideal (conditions 3.14 
and 3.15 are not satisfied).  

Deeper physical explanation, based on two different approaches, was given in [102]. 
The first approach analyzed the NIC and its terminating networks as a linear frequency 
dependent system. In order to prove that the practical NIC is SCS at one port, and OCS at the 
other port it was found necessary to prove that the input impedance at one port has no right-
half-plane pole but has right-half-plane zero and that the input admittance at the other port has 
no right-half-plane pole but has right-half-plane zero. The second approach analyzed the 
practical NIC, when terminated in resistors, as a nonlinear system. More precisely, the 
saturation region of used active elements (bipolar transistors or FETs) was taken into account. 
To prove that the practical NIC is SCS at one port and OCS at the other port it was necessary 
to prove that the negative input resistance of the NIC was voltage-controlled (‘N’ type of non-
linearity) at one port and current-controlled (‘S type of non-linearity) at the other port.  

It is very important to stress that whether a practical NIC will remain stable or not in a 
system depends on the properties of networks that are connected to the NIC. To investigate the 
stability of the NIC, it is necessary to consider the NIC and its terminating networks (or the 
system) as a whole. Usually it is assumed that (practically speaking) OCS means, that if a very 
large resistance terminates the port 1 on NIC, then the overall network will be stable.  Similarly, 
it is usually considered that SCS means that overall network will be stable if a very large 
conductance is placed across the input.  Originally, Linvill [16] suggested that OCS versions 
should be used only as series elements, while SCS versions should be used as shunt elements. 
This ‘recipe’, based on the selection of SCS/OCS type, is widely used in many studies 
[63][108][109][110][111][112][113]. 

However, one should be very careful in interpretation of above common assumptions. 
Firstly, it comes from the analysis of purely resistive (conductive) loads and nothing is said 
about the reactive parts. Indeed, even a pure negative (non-Foster) reactance when connected 
to a positive resistance leads to instability [40]. Secondly, if some system is SCS (or OCS) it 
does not necessary mean that it will be stable for some very low resistance (or some very low 
conductance).  For instance, there are two very interesting examples presented in [83]. The first 
example deals with a one-port network that is SCS but unstable for any resistance between 0.5Ω 
and 1Ω. The second example presented in [83] shows a two-port network with SCS/OCS ports 
that is unstable if either port is terminated with 1 Ω resistor. 

 
One concludes that, although widely used for the first selection of NIC/NIV type, the 

SCS/OCS method is strictly valid only for short-circuit and open circuit termination and it is 
uninformative for the case of arbitrary termination.  
 
 
3.4.2. Analysis based on ideal dispersionless negative elements 

 
The SCS/OCS method usually does not analyze the generalized non-Foster network per 

se. Instead, it deals with the NIC circuit terminated with networks that contain ordinary positive 
lumped elements. Many authors use the next level of abstraction and analyze the lumped 
networks that contain ordinary (positive) elements and ideal generalized non-Foster elements 
(ideal negative resistor, ideal negative capacitor, and ideal negative resistor).  Is this a physically 
correct approach? Clearly, idealized dispersion-free models of negative elements are not 
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physical. Several examples of predicted non-physical behavior can be found in the literature 
[2,41,90]. Thus, the answer to the question above is surely ‘no’. However, the question ‘Can 
the analysis based on idealized dispersionless elements give any useful information?’ is more 
complex and the answer is not so clear. Let us discuss this point in some more details. 

There are two groups of non-physical behavior observed in stability analysis: the 
unbounded signal growth associated with the infinite energy and incompatibility of predicted 
signal with causality. The unbounded signal growth neglects inherent saturation (i.e. the non-
linearity) that is inevitably present in every practical active element. Nevertheless, every non-
linear instability effect started as a linear effect (for early time and small signal levels), so the 

occurrence of instability will be predicted correctly. Of course, since the gain compression and 
saturation effects are neglected, the waveform of predicted signal will be incorrect. As far as 
the causality problems concern, they are inevitable connected to networks with delay 
(transmission lines). Unfortunately, available public literature is sparse of such studies.  

It is important that the use of idealized dispersionless elements may (sometimes) predict 
behavior that is physical (within the limits given by linear stability analysis) and compatible 
with causality, but still incorrect. ([91]). This happens due to the unwanted (‘parasitic’) 
conductance and reactance of realistic non-Foster and Negative elements.  Thus, the issue of 
usefulness of stability prediction using idealized dispersion-free models of negative elements 
can be summarized as follows. If the network does not contain transmission lines and it is only 
important to predict whether it is stable or not, the analysis with ideal elements might give a 
correct answer and might help in identifying the ‘problematic’ parts. However, this result should 
be cross-checked by realistic models of negative elements.  

The widely accepted stability criterion in networks with ideal elements is that the overall 

‘mesh’ capacitance or inductance must be a positive number [91]. A very thorough instigation 
reported in [27] confirmed this assumption for many simple combinations that contained not 
only reactive (L, C) elements but also resistive (R) elements. Thus, above criterion is extended 
to overall ‘mesh’ resistance, which should also be a positive number. Counter-intuitively, the 
same analysis showed stable behavior if the overall ‘mesh’ capacitance, inductance, and 
resistance is negative.   

Finally, let us briefly review some of the methods of stability analysis and their 
connection to ideality (or non-ideality) of negative elements. Every negative element contains 
some kind of a controlled source (in practice, it is usually some active element such as BJT, 
FET or OPamp that acts as an amplifier). If an ideal amplifier with infinite bandwidth existed, 
a generated negative capacitance, inductance or resistance would also be ideal (i.e. 
dispersionless). However, the gain of every realistic amplifier (regardless of used technology) 
will always be band-limited and its amplitude and phase transfer functions must be connected 
via Hilbert transform (Kramers-Kronig relations). One may argue that a phase shift is negligible 
for practical purposes if the operating frequency is far below the frequency of the first pole of 
active element [7]. This may be true but it does not mean that one could use some method of 
stability analysis in frequency domain within this limited bandwidth. The stability prediction in 
phasor domain (steady-state analysis with real frequencies) should not be used at all. This 
approach neglects the transient response that is (as discussed in previous paragraph) crucial in 
non-Foster circuits.  This is connected to commonly used incorrect saying like ‘This circuit is 
stable within frequency band of …’. Thus, stability analysis in the Laplace domain (with 
complex frequency E = � +  ])) or in the time domain is a first prerequisite (necessary, but 
not always sufficient!) for a reliable stability prediction. The methods that reduce the network 
to the equivalent ‘black box’ and then look at the properties of the ‘black box’ input port 
impedance (or reflection coefficient) may fail [27][83][84][85]. This happens due to the 
inherent poles located in the RHS of a complex plane, the existence of which cannot be inferred 
just from the analysis of the ‘black box’ input port reflection coefficient (the existence of so-
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called ‘hidden modes’) [87-89]). In order to avoid problems with hidden modes, one should use 
the method (either in the Laplace domain or in the time domain) that takes into account all the 

meshes and nodes of the analyzed network.  
 
3.4.3. Analysis based  on realistic models with dispersive controlled sources 

(*The  material presented in Section 3.4.3 is a review of  a part of research activities of  Dr. Josip Loncar during 
previous EOARD-funded project [44]).  
 

In discussion in previous paragraph, it was stressed that commonly used ‘mathematical’ 
dispersionless model of an ideal non-Foster negative capacitor is nonphysical and it might be 
used only for the crude prediction of the qualitative behavior within a finite bandwidth. Outside 
this band, the model should not be used at all (even for qualitative analysis) because it gives 
unphysical behavior [27].  

A simple, more realistic three-pole model of a dispersive negative capacitor was 
proposed in [27].  

This model can certainly be used for stability predictions, but it is too complicated. The 
important fact is that in many practical situations it is sufficient to predict whether a system will 
be stable or unstable. The ‘instability’ details such as the waveform of the instability signal and 
its spectral content are not important (unless one develops an oscillator). For such simplified 
predictions, the one-pole model is ‘good enough’. 

 In Section 3.2.2. we used one-pole model for dispersion prediction of a simple negative 
capacitor based on Miller NIC. Here, we use the same model to illustrate methodology of 
stability prediction.  

A parallel combination of a positive resistor (��), a positive capacitor (�^) and a 
negative capacitor (�\) may be taken as a basic example (previously mentioned ‘realistic 
scenario’) of a non-Foster network (Figure 3-47). 

Here, one defines the transfer function as a ratio between the voltage drop across 
capacitors �^ and �\, and a voltage across a ‘disturbing generator’ D�. it is assumed that a 
negative capacitor has realistic behavior, given by (3.8) and (3.9).  To analyze stability, one 
should find the complex frequencies (E = � + j)), for which the denominator of the transfer 
function becomes zero.  It leads to the quadratic equation, roots of which represent the system 
poles:  

E = −� � √�� − 4��2�  3.28! 

 
 

� � ��� �^ + �a!, � � � + ����^ +  1 L �,!�a",  3.29!  � = 1. 

 

 

Figure 3-47 Basic network with a parallel combination of positive and negative capacitor, used 
in stability prediction. Negative capacitor is modelled using a realistic one-pole model 
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Analysis of (3.28) and (3.29) reveals that the network with a realistic negative capacitor 
has two complex poles in the most general case. By enforcing the requirement (ℛℯ�E� < 0), 
one gets the new stability criterion: 

|�a 1 L �,!| < �^ + ��� .  3.30! 

 
 

The RHS of (3.30) contains not only the capacitance of the positive capacitor, but also an 
additional term (� ��⁄ ). This ‘effective capacitance’ is caused by one-pole low-pass behavior 
of the used amplifier and it (as it will be shown later) fundamentally changes the stability issue. 
Using (3.28) and (3.29) one finds different stability regions for different values of |�[\| (at ) �0) and �^ (Figure 3-48, (a), solid curves). 

In region 1, the network has stable exponential impulse response (real LHS pole, signal of e�� form, � < 0) and the positive capacitance is always larger than the negative capacitance. 
Thus, this region is convenient for applications in antenna matching systems and for 
cancellation of parasitic capacitance in various active RF devices. With the decrease of the time 
constant �, region 1 becomes larger (the system is more similar to ideal dispersionless case). In 
region 2, the network has stable response with damped diminishing oscillations (complex LHS 
poles, signal of e �o �!� form, � < 0). 

 

Figure 3-48 (adapted from [91]).  Stability regions for lumped network (Fig. 3-2 (a)) 
containing parallel combination of an ideal positive and a realistic negative capacitor. Solid 
curves: Results obtained using analytical expressions (3.22, 3.23) and one-pole amplifier 
model, (�� = 50 Ω, � = 10 ns, �, = 2, parameters �^ and �a are varied). Crosses: Results 
obtained by ADS-SPICE simulation of negative capacitor based on operation amplifier THS 
4303 [91] .  

It can be seen that the overall capacitance can be negative (for some values of �^ and �a). Of course, with the decrease of time constant � region 2 becomes smaller. The boundary 
between region 2 and region 3 is associated with loss-free oscillatory behavior (purely 
imaginary poles, signal of e �� form, � = 0). Above this boundary there are two unstable 
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regions. Region 3 causes unstable growing oscillatory response (complex RHS poles, signal of e �o �!� form, � > 0). Region 4 supports unstable exponential response (real RHS pole, signal 
of e�� form, � > 0!. 

The methodology discussed is straightforward and accurate. Therefore, it has been used 
extensively in this project ([115][116][117][119]). There are two drawbacks. First, the 
characteristic equation of complicated networks may be a polynomial whose degree is higher 
than four. In this case, the methodology (using the Hurwitz approach) still correctly predicts 
the stability properties. However, the boundaries between stable and unstable regions cannot be 
determined analytically, so additional numerical effort is required. Second, it is difficult to 
immediately ‘guess’ what type of passive external network is required for stable operation. 

 
3.4.4. Analysis based  on equivalent circuits that contain ideal positive/negative elements 

  
As it was discussed so far, dispersionless non-Foster and Negative elements are not 

causal, and, therefore non-physical. Alternatively, one may construct the ‘subnetworks’ 
comprising both ideal negative elements and ideal positive elements that together give behavior 
similar to behavior of a realistic dispersive negative element [90][103].  In other words, one can 
construct equivalent circuit of realistic non-Foster (or Negative) element that contains both 
ideal negative elements and ideal positive elements. This approach is actually an extension of 
approach with dispersive controlled source. Once the equation for input impedance/admittance 
is derived, one rearranges it into the appropriate from that can be interpreted as a combination 
of familiar lumped elements allowing negative values, as well. This method has the same 
mathematical problems if the degree of involved polynomials is higher than four. However, its 
advantage is that developed equivalent circuits are often intuitive, which may help in ‘guessing’ 
the type of passive external network is required for stable operation. 
 The method is illustrated by examination of stability properties of Miller negative 
capacitor [120]. We start from (3.9) and assume steady-state behavior (E = ])!: 
 

HIJ = ]) 1 + ]) � − �,1 + ])� �a . (3.31) 

 
This form can be further rearranged into: 
  

HIJ � ]) d1 L �,1 + ])�e �a � ]) ¡�a L 11 + ])��a�,
¢ � ])�a + 11]) L�a�,! + £L ��a�,¤ .  3.32! 

 

Now, it is straightforward to recognize physical interpretation of particular terms in the most 
outright form as one positive capacitor (¥¦), one negative capacitor (L ¥¦§¨ ©⁄ !, and one 
negative resistor (L¥¦§¨). They are connected in the way shown in Figure 3-39. 

Since all the elements of this equivalent circuit are dispersionless one can use very well 
known rule of ‘positive mesh capacitance’ in order to examine stability in an intuitive way. For 
instance, let us suppose that external network is a simple capacitor �ª,. It is connected in parallel 
with �a, their net capacitance is �ª + �a. This combination is connected in series with L�a�,. 
Since the net mesh capacitance must be positive for stable operation, one immediately 
concludes that is external capacitor must obey the inequality   �ª < �a. 
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Of course, external network may be so complicated that ‘intuitive’ approach is not so 
straightforward. In this case, one can set the determinant of Y matrix to zero and apply Hurwitz 
criterium to find parameters that avoid unstable RHP poles. For instance, one may suppose that 
there is as additional external resistor �ª, connected in parallel to �ª. Straightforward 
calculation yields following stability condition: 
  �« >  0 && �« ® �Z!  ∪  � 0 < �«   < �Z   && �« < τ�Z L �«� .  3.33! 

 
This result is consistent with one from previous section (equation 3.30 and Figure 3-48). 
 
Using explained approach, we have developed equivalent circuits for all SCS and OCS NIC-
based elements and they are sketched in. 
 

Figure 3-49  Equivalent circuit of SCS negative capacitor based on one-pole Miler NIC

Figure 3-50  Equivalent circuits of various SCS/OCS non-Foster and Negative elements 
generated using one-pole NICs. (a) SCS negative conductance; (b) OCS negative 
resistance; (d) SCS negative capacitance; (e) SCS negative inductance; (f) OCS negative 
inductance  
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We have extended this approach to SCS negative capacitor based on two-pole NIC [120].  
Such a NIC is described by two-pole gain model: 
  � E! � �, 1 + E��! 1 + E��! , )^� � 1�� , )^� � 1��, (3.34) 

 
where time constant �� and angular frequency )^� describe the second pole. Assuming that 
load is again capacitor  �a and using (3.7), one easily finds equivalent circuit (Figure 3-51) and 
input admittance (Figure 3-52). It can be seen that the bandwidth of one-pole SCS negative 
capacitor is slightly narrower than the bandwidth of two-pole SCS negative capacitor. However, 
it can be also seen that introduction of the second pole causes occurrence of the additional 
stability area (Figure 3-53). This is very important conclusion which will be further discussed 
in Chapter 4.  
 

Figure 3-52 (adapted from [120]). Input capacitance 
(black) and conductance (red) of one-pole (solid) 
and two-pole (dashed) SCS negative capacitor; 
(A0=2, fp2/ fp1 =1.5).   

Figure 3-51  (adapted from [120]). 
Equivalent circuit of SCS negative 
capacitor based on two-pole NIC.  

Figure 3-53  (adapted from [120]). Stability map for 
one-pole and two/pole negative capacitor with external 
shunt RC network.    
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Stability improvement–Novel band-pass design of classical NIC 

and NII circuits 
 

4.1.  Comparison of most common NIC and NII circuits 

 
 

At the present state of the art, the NIC circuits can be realized (in both discrete and 
microelectronic) BJT and FET technology.  

 
  
4.1.1. Linvill  NIC 

 
Linvill circuit with two cross-coupled transistors [16] is arguably the most popular NIC 

realization. This circuit is very often analyzed using a simple small-signal equivalent circuit 
[18] [19] [63], but  without emphasizing  that is actually direct realization of basic idea from 
Figure 3-12 that employs two unity-gain current amplifiers. It is shown in Figure 4-1, taken 
from Schwartz’s seminal work on NIC/NII circuits [103].  

 

 
Looking at Figure 4-1 it becomes clear that two cross-coupled transistors in Linvill NIC operate 
as simple CB amplifiers (or, in the case of FET realization, CG amplifiers). If transistors were 
ideal, they would have unity current gain. These two unity gains add up, yielding the most basic 
system for negative immittance inversion (Figure 3-11,Figure 3-12). 
 From practice, it is known that maximal frequency of operation of Linvill NIC is higher 
than maximal frequency of operation of Miller NIC Figure 3-11. For instance, this was very 
nicely shown by detailed analysis of realistic FETs in [37]. This can also be explained in a very 
simple way, without any analysis.  Linvill NIC uses CB (or CG) amplifiers, the cut-off 
frequency of which is approximately β (short-circuit current factor) higher than cut-off 
frequency of CE (CS) amplifiers used in Miller NIC.  
 Of course, non-ideality of realistic transistors introduce error in conversion gain and, 
therefore, ‘parasitic’ input admittance/impedance. For instance, let us look at very simple case 
of Linvill OCS negative capacitor with two FETs [43]. 

 

 

Figure 4-1 (taken from [103]). Direct comparison of differential NIC with two ideal current amplifiers with 
unity-gain current amplifier and Linvill NIC [16].  
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An approximate equation for input impedance is given by: 

Gij � L 1])� �X L ])±��² + 2�Z³�X � L 1])� + ��²�Z + 2�Z�X .  4.1! 

     
 

Here, gm is trans-conductance, �Z is load capacitance and Cgs stands for the internal 
capacitance between gate and source electrodes. Assuming ��² >>  �, (4.1) simplifies to: 

 
 

Gij f − 1])� + 2�X .  4.2! 

 
 
It can be seen that this result is consistent with simplified dispersion analysis in Section 

3.2.2.: In OCS circuit,  negative capacitance is accompanied with parasitic positive resistance. 
Equation (4.1) neglects some elements in small-signal FET equivalent circuit and it is valid for 
frequencies much lower than fT. If this approximation is not valid, the equation becomes more 
complicated, but again, basic conclusions are consistent with the results from Section 3.2.2. 
There are many other examples of similar analysis in the literature 
[33][36][37][63][65][81][108][121][122][123][124][125] and all of them are in qualitative 
agreement with simplified dispersion analysis in Section 3.2.2. 

 Since simplified dispersion analysis in Section 3.2.2 and simplified stability analysis in 
Section 3.4. use the same model, the proposed stability analysis should be valid, as well. 

There are many other BJT-based NIC circuits based on original Linvill’s design (Figure 
3-51 , [110]), which are compared in Table 4-1 Comparison of different designs of NIC with 
two BJT 

 

Figure 4-2 (adapted from [43]). A simplified Linvill OCS negative capacitor with two FETs  
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Figure 4-3 Different designs of NIC circuits with two BJTs (taken from [110]) 
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Circuit No. Author Year 

Equation for conversion factor k  

(transistors are assumed to have finite 

transconductance mg ) 

  

I,IIa Linvill 1953. IIa:

2
1 2

2
1

1 m m L

m m

+ g R g R R
k =

g + g R

−
 

IIb,IIIa,IV Myers 1965. IIb,IIIa:
( )1 2 1

2

2

2
L m L

m

R + R + R g R R
k =

+ g R

−
 

IIIb Yanagisawa 1957. IIIb:
2

2 1
2

2

1 m m L

m m

+ g R g R R
k =

g + g R

−
 

IVa,Va,Vb Hakim 1965. 

Va:
( )1 2 1

2

2

2
L m L

m

R + R + R g R R
k =

+ g R

−
 

Vb: ( )
( )

2
1 1

2
1 2

1

2g
m L m L

m m

+ g R + R g R R
k =

+ g R R

−

−
 

IVb Larky 1957. k does not depend on mg  

VII Nagata 1965. k does not depend on mg  

Table 4-1 Comparison of different designs of NIC with two BJT (taken from [110]) 

 
All the circuits from Table 4-1 would operate equally well if they used the ideal 

transistors. However, one could expect significant differences in performances of practical 
realizations. Simulations in [110] revealed that only circuits IVa, IVb, VI and VII (Figure 4-1) 
do not depend on finite values of transconductance gm. Of course, it is a consequence of 
thoughtful selection of negative feedback resistors that assure small conversion error. All other 
designs require (unrealistic) infinite value of gm for achieving required conversion factor k.  
  
 
 
4.1.3 Kolev-Meunier NII 

 
Two basic NII topologies were analyzed in in Section 3.3.1. However, almost all known designs 
in practice use topology based on trans-conductance amplifiers (FETs) shown in Figure 3-33. 
A typical example of this NII is Kolev-Meunier topology [39][110], Figure 4-4. 

 
Input impedance of this circuit is given by: 

 Gin = Mk
Ik ,                                                        (4.3) 
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while the load impedance reads as:  

L
L

L

V
Z =

I
 .                                                        (4.4) 

 

The transconductances of the transistors 1M and 2M are given by: 

 

2 1

1 2
m1 m2

I I
g = ,g =

V V
      .                                           (4.5) 

From (4.4) and (4.5) one gets: 

2

1 2
in

1 2 2

1m2

m2 m1 m2

I

gV I
Z = = =

I g V g g V⋅
                               (4.6) 

 

Taking into account that 2L
V = V and the currents 2I  and L

I  flow in opposite directions, one 

finds the relationship between V2 and I2: 
  

.
1

2

2

2

2

LL

L
L

ZV

I

I

V

I

V
Z −=−==                           (4.7) 

 
By insertion of (4.7) into (4.6) one finally derives the expression for the input impedance:  
 

in

1

m1 m2 L

Z =
g g Z

− .                                       (4.8) 

 
It can be seen that Kolev-Meunier circuit behaves as an SCS NII.  Conversion factor depends 
on the transconductances of used transistors. This appears to be a significant drawback of the 
design in discrete implementation because it is difficult to control value of gm (it depends on 
ID). However, in the microelectronic implementation, the transconductance can be controlled 
by a proper choice of FET dimensions or by active biasing techniques. The latter was used in 
very interesting implementation of microelectronic tunable negative inductance for operation 
in UHF range [108]. 
 

 

Figure 4-4 Kolev-Meunier  NII 
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4.1.4.  Other designs 

 
There are also discrete NIC/NII circuits realizations in OPamp technology, which are used 

at very low frequencies. Nowadays, there are also very-fast OPamps that operate up to the 
frequency of 6 GHz or even more. Similar devices were used in some prototypes in our previous 
EOARD projects [27][43][44] and associated Miller NICs were able to operate in very broad 
frequency range (100 kHz -700 MHz).  Clearly, this was a consequence of very carefully 
designed strong negative feedback that assures almost ‘flat’ gain, and, in turn, negligible values 
of parasitic impedance/admittance. It is interesting that there is no attempt of designing some 
kind of MMIC ‘OPamp-like’ amplifier in the literature. Such as amplifier would eventually 
enable construction of Miler NIC with low conversion error, at microwave frequencies. In 
Section 6.1. we report a first step towards this goal by design and fabrication of Miler negative 
capacitor in HCBT technology, operating from DC to 2GHz.   
 
 

Finally, we have conducted a very detailed stability analysis of all above-mentioned BJT 
NIC circuits (and their FET-based counterparts), as well as the Kolev-Meuniere NII circuit. We 
found that there is no a priory preferred topology. More precisely, the NIC/NII topology should 
be chosen by taking into account particular type of external network and types of  unstable poles 
(complex poles that cause self-oscillations, DC poles that cause growing exponential DC signal, 
a pole in the origin that cause DC offset Figure 4-5 ). It was noted that different NIC topologies 
yielded different range of external impedances needed for stable operation, but it was not 
possible to connect this property with particular design parameter.   
 
 
 
 

 
 
 
 
 

 

Figure 4-5 Possible types of unstable (RHS) poles that may occur in system that comprises 
NIC/NII and some external passive network. The graphs have been generated for the case 
of  Miler negative capacitor loaded with external shunt RC network. 
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4.2.  Review of previous research on relation between operating 

bandwidth and stability 

 
In Section 3.4.4. it was shown that a two-pole model of NIC amplifier extends the range 

of permissible impedances of the external network, resulting in stable operation. At the same 
time, introduction of the second pole causes narrowing of operational bandwidth (Figure 3-52). 
So, it appears that the stability and bandwidth are inevitably connected. It is worth mentioning 
that the theoretical studies that would support this hypothesis (to the best of Authors’ 
knowledge) are not available in the literature. On the other hand, it also appears that hypothesis 
on bandwidth-stability dependence is connected to our previous research on band-pass non-
Foster capacitor. 

 Briefly, the main stability problems in negative capacitor occur due to unstable DC pole 
[43][44][96]. The basic idea of avoiding occurrence of unstable ‘DC pole’ is to prevent the 
generation of negative capacitance for ω=0. Thus, the active element should operate in some 
area of complex frequency plane (s-plane) that does not cover real axis (Figure 4-6). The 
simplest type of ‘safe operation area’ is rectangle, or in the real frequency domain, a band-pass 
transfer function.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
So, we decided to introduce NIC/NIV amplifier, a frequency characteristic of which is 

limited for both high and low frequencies (i.e. it is of ‘band-pass’ type Figure 4-7). More 
precisely, the gain should be lower than 1 at ω=0.  

 
    

Figure 4-6  General strategy of improving stability properties of NIC/NIV circuits by 
avoiding potentially unstable areas in complex plane. 
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For instance, a band-pass operation can be achieved by implementation of the amplifier transfer 
function A that has two time constants (τ1 and τ2): 
 

� = ´µ²¶k
 �o²¶k! �o²¶q! .     (4.9) 

 
Here, s stands for a complex frequency (s=σ+jω). A straightforward derivation of input 
capacitance shows that it is positive for ω=0, preventing the existence of unstable ‘DC pole’. 

 
In the first step, the stability of proposed band-pass negative capacitor was investigated 

analytically. Again, it was assumed that a negative capacitor is shunted by external positive 
capacitor CEXT and resistor REXT, and the system poles were sought. The derivation led to a 
cubic polynomial, the poles of which are enforced to reside in LHP of a complex plane by 
varying several system parameters. Some obtained results are shown in Figure 4-8  and Figure 
4-9. 

  

Figure 4-7 (taken from [96]) Implementation of a negative capacitor based on a voltage 
amplifier, using a ‘bandpass’ design that prevents occurrence of  unstable ‘DC pole’ 

Figure 4-8 (taken from [96]) Bandpass negative capacitor – Contour plot of maximal 
stable normalized negative capacitance (obtained analytically) 
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 Figure 4-8 depicts a contour plot of maximal normalized negative input capacitance 
(CIN/CEXT) as a function of both amplifier time constants, normalized to the external time 
constant: 
 

                                               �Q·� = �Q·� �Q·�.                                      (4.10) 
 

There are several important properties that can be deduced from Figure 4-8. Firstly, 
it is possible to generate a stable overall negative capacitance that (for the given set of 
parameters) can be as large as -3CF.. At second, larger values of generated negative 
capacitance are possible by allowing higher losses in external circuit (i.e. by lowering REXT). 
At third, generated negative capacitance is inversely proportional to the amplifier bandwidth 
B (defined as ω2/ω1=τ1/τ2, ω1and ω2 being lower and upper cut-off frequency, respectively). 

The influence of the amplifier bandwidth on maximal generated negative capacitance 
can be understood in a more details with the help of Figure 4-9. It shows maximal stable 
normalized negative capacitance as a function of the amplifier bandwidth B, while the 
parameter τ2/τext is varied. It can be seen that higher values of normalized time constant enable 
larger absolute value of input negative capacitance. However, the increase of maximal 
absolute value of generated negative capacitance is accompanied with the decrease of 
bandwidth.  

 
 

 
 

Study in [96] also reported experimental results in low RF range (100 kHz – 10 MHz) that 
support above theoretical prediction. The experiment in [96], it was easy to control the 
bandwidth since the NIC contained two high-speed OPamps and passive filter structure.  Such 
implementation may be challenging in MMIC technology that, almost exclusively uses cross-
coupled transistor pair (Linvill NIC).  
 
 
 

Figure 4-9 (taken from  [96]) Bandpass negative capacitor - Maximal stable 
normalized negative capacitance as a function of amplifier bandwidth B with different 
values of τ2/τext 
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4.3.   Stability improvement of Linvill negative capacitor by band-pass 

design  

 
 
Let us briefly comment on frequency characteristic of a simple OCS Linvill NIC with two BJTs 
(Figure 4-10a)).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As already discussed in Section 3.5.1., the NIC system can be further decomposed into two 
ideal, zero-input-impedance current amplifiers with gain function α0 (common base circuits) 
Figure 4-10b). This allows ‘folding’ into an equivalent single-stage amplifier with double gain 
(2α0) (Figure 4-10c), whose input impedance is given by: 
 

Gij = 1E�  1 L 2¸,!.  4.11! 

 
 
In the case of ideal dispersionless transistors (α0=1), (4.1.1.) shows that a load capacitor C is 
converted into its ‘negative image’ (−C), as discussed before.   

Let us now try to take into account the most pronounced NIC’s non-idealities (final 
reactance of coupling capacitors (Cc) and finite output resistance (Rg) of the controlled current 
source, shown by red elements in Fig. 1). Looking at the ‘folded’ circuit input terminal one 
finds that Cc and R act as shunt elements of the controlled current source. They introduce a 
second time constant (τ2), and therefore, the second pole into the transfer characteristic (lower 
part of  Figure 4-10), which now reads as: 
 

� = �,E�� 1 + E��! 1 + E��! , �� � 12�¹� , �� � ��º � 12�¹� .  4.12! 

 

Obviously, the transfer functions (4.12) and ( 4.9) are identical. Therefore, the graphs in Figure 
4-8 and Figure 4-9 are also valid for Linvill OCS NIC whose cross-coupling capacitors have 
finite values. Thus, we again conducted a stability analysis for generic ideal and non-ideal 

Figure 4-10. OCS negative capacitor based on Linvill’s floating NIC  
a) Simplified schematic; b) Decomposition into two CB current amplifiers; c) Equivalent 
single-stage NIC; d) Dispersion of one-pole (upper) and two-pole (lower) current amplifier 
model; Idealized NIC is shown in blue color, while additional elements that appear in real-
word implementation, are given in red. 
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transistors and computed a range of allowable external loads (shunt RC combination) needed 
for stable operation.  All these results (not shown here for the sake of clarity) show that narrower 
operating bandwidth of the NIC enables wider range of permissible external loads (this finding  
is similar to simulations presented in [110]). This is a very important conclusion that allows 
finding a compromise between stability and NIC operating bandwidth in practical 
implementations.  Surprisingly, it appears that this possibility has not been employed so far. 
We use this strategy in design examples in Chapter 5 and Chapter 6. 
 
As a by-product of above discussion we tried to develop equivalent circuit of OCS two-pole 
negative capacitor. To this end, we conducted methodology outlined in Section 3.4.4. 
Developed impedance function leads to some ‘strange’ element with −Bs2) dispersion function 
(B being a constant). We have recognized similarity between this form and the form of the 
three-capacitor non-Foster K inverter [107], which leads to equivalent circuit in Figure 4-11. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-11. (adapted from [107]). Equivalent circuit of 2-pole band-pass 
OCS negative capacitor 
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Chapter 5. STABILITY IMPROVEMENT – NOVEL DESIGN BASED ON COMPENSATED 
PASSIVE NETWORKS 
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Stability improvement – novel design based on compensated 

passive networks 
 

In Chapter 2, it was mentioned that there are so-called unilateral non-Foster designs 
based on compensated lossy networks with anomalous dispersion [72][73]. In addition, there 
has been a theoretical proposal for bandpass non-Foster elements that were claimed to be 
absolutely stable [102]. These elements are similar in some sense to the bandpass non-Foster 
capacitors proposed in our earlier EOARD/AFRL-funded projects [27][43]. However, there 
is no clear physical connection between these two approaches. Intuitively, one might expect 
that the presence of resistive components (even if their losses are compensated by additional 
negative resistance/conductance) would improve stability properties. Therefore, we decided 
to study passive networks that exhibit dispersion similar to ordinary non-Foster behavior, but 
with inevitable losses. In Chapter 5, we show that based on the above idea, it is possible to 
design a non-Foster element with a range of allowable external impedances (admittances) 
larger than the circuits available in the literature. 

 

 
 

5.1 Low-pass negative inductance 

 
5.1.1.  Passive RC network that emulates negative inductance – basic idea  

 
Let us analyze the input admittance of the simple parallel combination of capacitance �_ and 
resistance �_ (Figure 5-1a).  In the Laplace domain, this admittance reads: 

Hij,»¼ E! � 1R^   +  E�_ , (5.1) 

 
where E � � + ]) is complex frequency.  

 

Figure 5-1  Schematic of parallel  RC network (a) and its equivalent ZIN �(jω) representation 
in jω domain (b) 
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By setting E = ]) we can examine the behavior of the circuit from (Figure 5-1 a) in the 
frequency domain (])). Input impedance is then given by the following expression: 
 

Gij,»¼ ])! = 1
Hij E = ])!   = �_

1
£ ))�º¤� + 1 − ]�_

))�º
£ ))�º¤� + 1 , 

(5.2) 

where )�º = �
»¾¼¾ is circuit’s cut-off frequency (‘resonant’ frequency).  

Quick analysis of input impedance below the resonant frequency  )�º! simplifies (5.2) to: 

Gij,»¼ ])! = Gij ])!|�≪�ÀÁ f �Â − ]�_
)

)�º = �� + LÄÅ,). (5.3) 

From (5.3) we conclude that circuit behaves as series combination of positive resistance �_ and 
equivalent negative inductance UQÆ, = −�_/)�º (Figure 5-1b). To further analyze behavior of 
the circuit, we have plotted input impedance (5.2.) as a function of frequency normalized to 
resonant frequency ()�º) (Figure 5-2a). We can immediately distinguish two regions, one 
located below the resonant frequency ① and other one located above resonant frequency ②. 
In the region ① we can observe negative slope of the imaginary part (blue curve) of the input 
impedance, indicating non-Foster-like behavior. Strictly speaking, this is not a non-Foster 
circuit, since losses are present. 

To further investigate this interesting behavior, we have calculated equivalent input 
inductance as UQÆ ])! = ℑ�Gij ])!�/), which is valid only in region ①. Equivalent 
inductance UQÆ ])! and resistance �QÆ ])! = ℜ�Gij ])!� are plotted in Figure 5-2b. We see 
that value of UQÆ ])! approaches UQÆ, = −�_/)�º as ) approaches 0. Furthermore, we see 
that value of equivalent negative inductance is accompanied by substantial loss determined by 
value of resistor �_. Accompanying losses severely impact quality factor (Figure 5-2c) of the 
negative inductance and some loss compensation is needed.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

DISTRIBUTION A: Distribution approved for public release.



Chapter 5 – Stability improvement – novel design based on compensated passive networks 

 

86

 
 
 
 

 
 
 
 
 
 

a) 

b) 

c) 

Figure 5-2  Real and imaginary part of input impedance of parallel CP and RP (a). Equivalent 
resistance and negative inductance (b).  Quality factor Q of the circuit (c)  
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5.1.2.  Passive RC network that emulates negative inductance – loss compensation 

 
In order to compensate losses and increase the quality factor, the circuit was loaded with OCS 
NIC (Figure 5-3) with feedback resistance �Z . The NIC input impedance is given by: 

Gij,JI¼ E! � �Z �1 L �,1 + Eτ� � �Z ⋅ E)�É + ÊE)�É + 1, (5.4.) 

where Ê � 1 L �, determines DC conversion factor of low-pass NIC and )�É � �¶  is the upper 

pole of the OCS NIC conversion characteristics [103]. It should be noted that, for the sake of 
simplicity, we will take �, � 2 and subsequently Ê � L1 (as it was already described in 
Section 3.2). Input impedance (Gij) in ]) domain is obtained by setting E � ]) into (5.4), 
which yields: 

Gij,JI¼ ])! � �Z L1 +  � ωωÂÌ��

1 + � ωωÂÌ�� + ]2�Z
ωωÂÌ1 + � ωωÂÌ�� . (5.5.) 

 

 

Analysis of  Gij,JI¼ ])! (5.5.) below the pole frequency )�É shows that NIC input impedance 
behaves as a series connection of negative resistance L�Z and equivalent positive inductance U�,JI¼: 

Gij,JI¼ ])!Í�≪��Î f L�Z + ] 2�Z)�É ). � LRa + jLÂ,\[Ï). (5.6.) 

 

Figure 5-3 Schematic of parallel RC network compensated by OCS negative resistance. 
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This positive inductance U�,JI¼ can ‘swamp’ value of negative inductance generated by a circuit 
we wish to compensate. This would deteriorate properties of negative inductance. Therefore, 
great care should be taken in choosing NIC parameters. The parameters of entire network can 
be deduced by combining our knowledge of the  �� circuit behavior below resonant frequency 
(5.3) and behavior of the OCS NIC circuit below pole frequency (5.6). After simple derivation, 
one finds a value of compensated (net) impedance: 
 

Gij,ºÐX ])!Í�≪��Î,�≪�ÀÁ f �_ L �Z + ] �L �_)�º + 2�Z)�É� )
� R^ 1 L ¸! + ]UQÆ, �L1 + 2Ņ̃ � ), (5.7.) 

 
 
where ¸ � �Z/�_, UQÆ, � �_/)�º, Ñ � )�É/)�º. It can be shown that ¸ f 1 and Ñ ≫ ¸, 
which simplifies (5.7) to Gij,ºÐX ])! f L]UQÆ).  Therefore, for perfect cancelation, a value of 
negative resistance generated by NIC should be equal to the value of positive resistance �_. 
Furthermore, NIC pole frequency ()�É)  should be ‘high enough’. This is needed in order to 
obtain negligible value of parasitic positive inductance generated by the NIC itself. Total input 
impedance in ]) domain of the compensated circuit is found by combining 5.2 and 5.5, which 
yields:  

Gij,ºÐX ])! � Gij,»¼ + Gij,JI¼
� �_ ⎣⎢⎢

⎡ 1£ ))�º¤� + 1 + ¸ −1 +  � ωβω�º��

1 + � ωβω�º�� ⎦⎥⎥
⎤

+ ]�_ ⎣⎢⎢
⎡L ))�º£ ))�º¤� + 1 +  2¸ ωβω�º1 + � ωβω�º�� ⎦⎥⎥

⎤ . 
(5.8) 

  
  
Input impedance (5.8.) is plotted as a function of frequency (Figure 5-4a) with parameters ¸ ��Z/�_ � 1 and Ñ � )�É/)�º � 200. Figure 5-4a shows that, with selected design parameters, 
the input parasitic resistance is almost completely canceled at low frequencies. This is also 
confirmed by high quality factor ((Figure 5-4c). Furthermore, the slope of imaginary part of 
input impedance in region ① (blue line in (Figure 5-4 a)) is still negative, confirming non-
Foster behavior. Equivalent inductance was also calculated (as in the previous uncompensated 
case)  as UQÆ ])! = ℑ�Gij ])!�/) ,and normalized to value UQÆ, = �_/)�º ((Figure 5-4b). 
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a) 

c) 

b) 

Figure 5-4 (a) Real and imaginary part of input impedance of parallel CP and RP

compensated by OCS negative resistance. (b) Equivalent resistance and negative 
inductance. (c) Quality factor Q of the circuit. Plots are obtained with Α = RF/RP = 1 and 
β= ωpu/ ωrc = 200 
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5.1.3. Passive RC network that emulates negative inductance – stability analysis 

 
To test the stability of the compensated structure, we have loaded it with external 

passive network that simulates realistic scenario in common applications such as matching of a 
small loop antenna. External network comprises positive compensating inductance UK , and it 
is excited by voltage generator with internal impedance �� ,as shown in Figure 5-5a. 
  

 
Transfer function of such a circuit can be written as: 
 

'M E! = D�D� = GijGij + �� = Ú E!
O E!. (5.9.) 

 
The characteristic equation governing the stability of the system is given by denominator O E! 
of (5.9.): 
 

EÛ�_UK�_τÉ + E�±�_UK�_ + �_�Z�_τÉ + �_�_��τÉ + UKτÉ³+ E±L�_�Z�_ + �_�_�� + UK + �ZτÉ + �_τÉ + ��τÉ³ L �Z+ �_ + �� 

(5.10.) 

 
Poles of the system are given by solving (5.10.). As it is well known,  any linear time-invariant 
system is stable if all the poles lie in the Left-Hand Side (LHS) of the complex plane 
[83][84][85]. In that case, associated transfer function (5.9) does not diverge.  Since 5.10. is a 
cubic polynomial, obtaining analytical solution is possible but impractical. Thus, we have 
decided to use Routh-Hurwitz stability criterion that predicts stability of the system without 
solving characteristic equation. Routh-Hurwitz stability criterion for third order polynomial 
(�Û EÛ + �� E� + �� E + �, � 0) states: 

a) b) 

Figure 5-5 (a)Stability testing schematics for novel compensated RC network loaded with 
external network. (b)Stability testing schematic for ‘classic’ negative inductance constructed 
based on OCS NIC.   
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�, > 0 ∧ �� > 0 ∧ �� > 0 ∧ �Û > 0 ∧ ���� − �,�Û > 0. (5.11.) 

 
With assumption that values of all elements are positive and real, and then applying (5.11.) to 
(5.10.), one gets stability conditions: 
 

Ñ 1 + Ñ! +  1 + ¸ + 2¸Ñ − ¸Ñ�!Ý +  ¸ + ¸� − ¸�Ñ!Ý� +  1 + Ñ!�ÝÞ+  1 + 2¸!Ý�Þ +  1 + Ñ!Ý�Þ� > 0 ∧ Þ > ¸ − 1, (5.12.) 

 
where ¸ = �Z/�_, Ñ = )�É/)�º, Ý = UQÆ/UK, Þ =  ��/�_. Here, ¸ and Ñ describe the 
behavior of compensated RC network and parameters Ý and Þ describe ratio of some parameters 
of external network and compensated network. Using (5.12.) we calculated stability area of the 
circuit with parameters which ensures maximum of quality factor (¸ = �Z/�_ = 1 and Ñ =)�É/)�º = 200 ) (Figure 5-4).  
 
 Stability properties can easily be interpreted from ‘stability map shown in Figure 5-6.  
 
Let us compare stability condition (5.12.) to the one derived for network shown in Figure 5-5b. 
(a ‘classical’ one-pole OCS NIC loaded with positive inductance UZ). Stability condition of 
network in Figure 5-5b has a very simple form [44]: 
 

| − UZ| <
��

)�É
+ UK. (5.13.) 
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Equation (5.13.) shows that it is possible to achieve overall negative inductance, but a factor  
��/)�É (which can be interpreted as equivalent ‘internal’ NIC inductance) limits the range of 
achievable negative inductances. For example, if we take �� = 50 Ω and NIC pole frequency ¹�Ð�Q � 100 c'ß, ��/)�É  has value of  79.57 pH which we can consider negligible for loading 
inductances  UZ) in order of  nH, which are common in microwave regime. In this case, (5.13) 
reduces to | − UZ| < UK. This is well-known criterion, which simply says that overall 
inductance is positive. On the contrary, in new design, total (net) inductance can be negative (  
Kàá

Kâ
> 1) for very broad range of normalized parameters of external passive network (Figure 

5-6), which is impossible in classical design.  So, from the stability point of view, presented 
novel design is significantly better than standard one-pole NIC designs from the literature. 

 

5.1.4. Passive RC network that emulates negative inductance – design example 

The operation of proposed negative inductance was verified by design of negative 
inductance in 40 nm TSMC CMOS technology, with the help of Cadence VirtuosoTM  [104], 
ADSTM [105],  and STANTM [106] software design tools. First, we have designed Linvill NIC 
(Figure 5-8), that should generate compensating negative resistance for RC passive network 
(analogous to ROCS in basic circuit in Figure 5-3). Dimensions of both transistors (� = 2 .� ⋅
32 = 64 .�, U = 40 ã�) where optimized to achieve high values of transistor 
transconductance (�X = 30 �ä ) and transit frequency (fT=125 GHz). 
Designed Linvill NIC was configured to work in OCS configuration (the load comprising series 
combination of resistor �Z and inductor UZ ) The inductance UZ is added to compensate for the 
NIC parasitic input inductance, as predicted in previous section (5.1.6). It was expected that 
this modification would increase the operating bandwidth of the compensated RC structure. 
Shunt RC structure was then loaded in series with OCS negative resistance (Figure 5-7). 

Figure 5-6 Stability area plot of compensated RC network loaded with positive inductance. Plot 
is generated with Α = RF/RP = 1 and β= ωpu/ ωrc = 200 Dark blue – range of normalized external 
impedances that cause stable operation; Light blue - range of normalized external impedances 
that cause unstable operation. Please note that in standard negative inductor based on one-pole 
NIC, maximal stability area would be bounded by Leq/LL<1 
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The elements values were tuned to achieve generation of designed negative inductance in L 
band (1-2 GHz) (Figure 5-9) (�_ � 303 Ω, �_ � 105 ¹å, �Z � 405 Ω, UZ � 1.8 ã'). It can be 
seen that value of �Z is larger than value predicted by theoretical analysis. This is caused by 
finite ‘parasitic’ resistance of NIC circuit, which was not taken into account in approximative 
analytical approach. This larger value of �Z increases the value of input parasitic inductance �U�æ� � �»n��Î� that can ‘swamp’ the value of negative equivalent inductance. Therefore, the 

series compensating inductance UZ is needed. After several optimization cycles, we were able 
to achieve value of equivalent negative inductance of -5 nH (Figure 5-9b) with negligible 
parasitic resistance as indicated by good Q factor across entire L band ((Figure 5-9c) 

Figure 5-8 Linvill NIC used as compensating negative resistance of proposed negative inductor 
(designed in 40 nm CMOS technology; Q1 = Q2, W = 32 ∙ 2 µm = 64 µm, L = 40 nm. (Gate 
bias networks are omitted for clarity).  

Figure 5-7 Compensated RC structure loaded with OCS negative resistance (based on Linvill 
NIC from Figure 5-8) 
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In the next step, we check the stability of the designed negative inductance.  To this end, 

we loaded the compensated structure with external passive network, following the methodology 
from chapter 5.1.3. The circuit was then excited with AC voltage generator in the frequency 
range from 1 MHz to 300 GHz and values of external network (UK and ��) were varied across 
1:10 range. Signals D� and D� were monitored and associated transfer function ' = D�/D� was 
calculated at each frequency using ADSTM. This data was imported in commercial system 
identification software STANTM. STANTM uses magnitude and phase of transfer function 
obtained by AC simulation and construct the transfer function in the Laplace domain by 
polynomial fitting. Obtained transfer function is then used to calculate the location of poles and 
zeros (pole-zero identification), that can be used for prediction of stability properties of the 
given circuit. Furthermore, STAN, along with poles and zeros of the transfer function, outputs 
the confidence factor (ç) for each pole. The result of the multiple simulations is plotted in Figure 
5-10 and overlayed above the results of simplified theoretical prediction given in Chapter 5.1.3. 
Each dot is a result of vector fitting of AC analysis simulation results. If all of the resulting 

Figure 5-9 Real and imaginary part of input impedance of parallel CP and RP compensated by 
OCS negative resistance (a). Equivalent resistance and negative inductance (b). Quality factor 
Q of the circuit. Plots are obtained with RP = 303 Ω, CP = 105 fF, RF = 405 Ω, LF = 1.8 nH 

a)  

b) 

c)
v 
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poles of the fitted transfer function (for one particular set of external network parameters) are 
stable the dot is painted green, if any of the poles are unstable the dot is painted yellow, orange 
or red (depending on the confidence factor). Red and orange dots are good prediction of 
unstable behavior while yellow dots are likely caused by numerical errors and need further 
investigation with AC analysis with larger number of frequency points.  

For this particular case, STANTM gave the results which are in excellent agreement with 
simplified analytic prediction of stability. We assume that slight shift in the boundary between 
stable and unstable areas is caused by parasitic elements present in the realistic model of 
designed NIC. 
 

 
It can be concluded that the stability properties of the proposed negative inductor, based on a 
compensated passive RC network, are indeed significantly better than the stability properties 
of all designs from the current literature. In addition, simplified analytical method of stability 
prediction gives very good results that can be used for subsequent numerical optimization. 
  

Figure 5-10 Stability area plot of compensated RC network loaded with positive inductance. 
Plot is generated with RP = 303 Ω, CP = 105 fF, RF = 405 Ω, LF = 1.8 nH. Painted areas are 
calculated using simplified analytical approach (Dark blue – range of external impedances that 
cause stable operation; Light blue - range of external impedances that cause unstable operation). 
Colored dots are results predicted by commercial system identification software tool STANTM.
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5.2 Low-pass negative capacitance 

 
5.2.1. Passive RL network that emulates negative capacitance – basic idea 

 
In this section, we analyze passive network which is a dual of shunt RC network from Figure 
5-1. The new network (Figure 5-11a) comprises simple series combination of inductance U_  
and resistance �_, and its input impedance in the Laplace domain reads: 
 

Gij,»K E! � R^  +  EU_ , (5.14) 

 
 
where E � � + ]) is complex frequency.  
 

The input admittance in the steady-state frequency domain (E � ]) ) is given by:  
 

Hij,»K ])! � 1Gij ])!   � c_ 1£ ))��¤� + 1 L ]c_
))�º£ ))��¤� + 1 , (5.15) 

 

where )�� � »¾K¾ is circuit cut-off frequency (‘resonant’ frequency) and c_ � �»¾ is conductance. 

We can now study the behavior of the circuit input admittance below the resonant frequency  )��!: 
 

Hij,»K ])! � Hij ])!|�≪�Àè f c_ L ] G^)�� ) � �� + CÄÅ,). (5.16) 

 
From (5.16) we conclude that circuit behaves as series combination of positive resistance �_ 
and equivalent negative capacitance �QÆ, � Lc_/)�� (Figure 5-12b).  To analyze behavior of 
this circuit, we have plotted input admittance (5.15) as a function of frequency normalized to 

b)  a)  

Figure 5-11 Schematic of series RL network (a) and its equivalent Yin(jω) representation in jω
domain (b) 
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resonant frequency )�� (Figure 5-12a). Analogous to the previous case (Section 5.1) we find 
negative slope of the imaginary part of input admittance Hij,»K, below the resonant frequency )�� (region ①). This is non-Foster like behavior that can be interpreted as a negative 
capacitance. Value of equivalent capacitance is calculated as �QÆ = ℑ�Hij,»K �/) while parasitic 
conductance is taken as cQÆ � ℜ�Hij,»K� (Figure 5-12b). Again, we note that calculated 
equivalent capacitance is valid only below the resonant frequency, where the negative slope of 
imaginary part of input admittance is present.  In addition, non-Foster negative capacitance is 
accompanied by losses governed by value of positive conductance c_. Inherent loss of this 
circuit severely impacts the value of quality factor P (Figure 5-12c), and some compensation is 
needed. 
 
 
 
 

Figure 5-12 (a) Real and imaginary part of input impedance of series LP and RP. (b) 
Equivalent conductance and negative capacitance. (c) Quality factor Q of the circuit. 

a)  

b) 

c)
v 
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5.2.2. Passive RL network that emulates negative capacitance – loss compensation 

 
In order to compensate losses and increase the quality factor the circuit was loaded with SCS 
NIC (Figure 5-13) with feedback conductance cZ .  
 

 
 
The NIC input admittance is given by: 

Hij,JI¼ E! � cZ �1 L �,1 % Eτ� � cZ ⋅
E)�É % ÊE)�É % 1, (5.17.) 

where )�É is upper pole frequency of SCS NIC. Input admittance Hij in ]) domain reads: 

Hij,JI¼ ])! � cZ
L1 %  � ωωÂÌ��

1 % � ωωÂÌ�� % ]2cZ
ωωÂÌ

1 % � ωωÂÌ�� . (5.18.) 

 
 Analysis of Hij,JI¼ ])! (5.18.) below the pole frequency )�É shows that NIC input admittance 
behaves as shunt connection of negative conductance LcZ and equivalent positive capacitance ��,JI¼: 

Hij,JI¼ ])!Í�≪��Î f LcZ % ] 2cZ)�É ). � LGa % jCÂ,\[Ï). (5.19.) 

 
Analogous to the previous case, NIC parasitic elements can ‘swamp’ value of generated 
negative capacitance and deteriorate properties of the entire system. Combining 5.19 and 5.16 
one gets: 
 

Figure 5-13 Schematic of series RL network compensated by SCS negative resistance. 
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Hij,ºÐX ])!Í�≪��Î,�≪�Àè
f c_ L cZ % ] �L c_)�� % 2cZ)�É� )

� c^ 1 L ¸! % ]�QÆ, �L1 % 2Ņ̃ � ), 
(5.20.) 

 
where ¸ � cZ/c_, �QÆ � c_/)��, Ñ � )�É/)��. We can now take ¸ and Ñ as design 
parameters and by setting ¸ f 1 and Ñ ≫ ¸ ,(5.20) simplifies to Hij,ºÐX ])! f L]�QÆ).  
 
Total input impedance of the compensated circuit is found by combining 5.15 and 5.18:  

Hij,ºÐX ])! � Hij,»¼ % Hij,JI¼
� c_

⎣⎢
⎢⎡ 1
£ ))��¤� % 1 % ¸ L1 %  � ωβω���

�

1 % � ωβω���� ⎦⎥
⎥⎤

% ]c_
⎣⎢
⎢⎡L

))��
£ ))��¤� % 1 %  2¸

ωβω��
1 % � ωβω���� ⎦⎥

⎥⎤ . 
(5.21) 

 
 
Input admittance was calculated using (5.21) and  plotted as a function of frequency normalized 
to resonant frequency )�� (Figure 5-14a) with parameters ¸ � cZ/c_ � 1 and Ñ � )�É/)�� �200. Figure 5-14a shows that, with selected design parameters, the input parasitic conductance 
is almost completely canceled at low frequencies. This is also confirmed by calculated quality 
factor (Fig. 5.2.4c).  Furthermore, the slope of imaginary part of input admittance is still 
negative, confirming non-Foster behavior. Equivalent capacitance is calculated as in previous 
uncompensated case as �QÆ ])! � ℑ�Hij ])!�/) and normalized to value �QÆ, � c_/)�º 
(Figure 5-14b). 
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5.2.3. Passive RL network that emulates negative capacitance – stability analysis 

 
To test the stability of the compensated structure, we have loaded it with positive compensating 
capacitance �K and excited the network by voltage generator with internal resistance ��, as 
sketched in Figure 5-15a. 
 
 
 

Figure 5-14 (a) Real and imaginary part of input impedance of series LP and RP compensated 
by SCS negative conductance. (b) Equivalent conductance and negative capacitance. (c) 
Quality factor of the circuit. Plots are obtained with α = GF/GP = 1 and β= ωpu/ ωrc = 200 

a)  

b) 

c)
v 
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Transfer function of such a circuit can be written as: 
 

'M E! = D�D� = GijGij + �� = Ú E!
O E!. (5.22.) 

 
The characteristic equation governing the stability of the system is given by denominator O E! 
of (5.22.): 
 

EÛ�KU_�Z��τÉ + E�±�KU_�Z�� + �K�Z�_��τÉ + U_�ZτÉ + U_��τÉ³ +E±�K�Z�_�� + U_�Z L U_�� + �Z�_τÉ + �Z��τÉ + �_��τÉ³ + �Z�_ +�Z�� L �_��=0 

(5.23.) 

 
Similarly to the previous case, the characteristic equation is in the form of cubic polynomial. 
Therefore, we again applied Routh-Hurwitz stability criterion to test the stability of the system. 
After applying (5.11) to (5.23) and some simplification, system stability criterion becomes: 
  

Ñ 1 + Ñ! +  1 + ¸ + 2¸Ñ L ¸Ñ�!Ý +  ¸ + ¸� L ¸�Ñ!Ý� +  1 + Ñ!�ÝÞ+  1 + 2¸!Ý�Þ +  1 + Ñ!Ý�Þ� > 0 ∧ Þ + ¸ L 1, (5.24.) 

 
where ¸ � cZ/c_, Ñ � )�É/)�º, Ý � �QÆ/�K, Þ �  c�/c_. Using (5.24.) we have plotted 
stability area of the circuit with parameters ¸ � cZ/c_ � 1 and Ñ � )�É/)�º � 200 , which 
ensures good quality factor as shown before (Figure 5-14). We see from the plotted figure that 

Figure 5-15 Networks used in stability analysis. a)  Compensated RL network loaded with 
external network, b) ‘Classical’ negative capacitance constructed with SCS NIC 

a)  

b)  
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total capacitance can be negative ( 
¼àá¼â + 1). Thus, the stable area in Figure 5-16 expands above 

the line 
¼àá¼â � 1.  We can now compare stability condition (4.2.9.) to the one derived for network 

shown in Figure 5-15b (a ‘classical’ one-pole OCS NIC loaded with positive capacitance �Z). 
Stability condition for network in fig 4.2.3b was derived in previous projects [44] and it states: 
 

| L �Z| � cZ)_ % �K . (5.25.) 

 

From (5.25.) we see that it is possible to achieve overall negative inductance, but a factor  
ên�¾  

(which can be interpreted as equivalent ‘internal’ NIC capacitance) limits the range of 

achievable negative capacitance. As the value of NIC pole frequency increases, the term 
ên�¾ 

tends to 0. In turn (4.1.10) reduces to well known stability criterion of hypothetical 
dispersionless NIC: | L �Z| � �K (the overall capacitance must be positive). On the contrary, 

in new design, total (net) capacitance can be negative ( 
¼àá¼â + 1) for very broad range of 

normalized parameters of external passive network (Figure 5-16), which is impossible in 
classical design.  So, from the stability point of view, presented novel design is significantly 
better than standard one-pole NIC designs from the literature. 
 
 

 
 
 
5.2.4. Passive RL network that emulates negative capacitance – design example 

 
 

Figure 5-16 Stability area plot of compensated RL network loaded with positive inductance. 
Plot is generated with α = GF/GP = 1 and β= ωpu/ ωrc = 200. Dark blue – range of normalized 
external impedances that cause stable operation; Light blue - range of normalized external 
impedances that cause unstable operation. Please note that in standard negative inductor 
based on one-pole NIC, maximal stability area would be bounded by Ceq/CL<1. 
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Proposed design was again verified using 40 nm CMOS technology. Previously designed NIC 
(Figure 5-8) was configured for operation in SCS configuration with shunt connection of 
resistance �Z and capacitance �Z. Shunt capacitance �Z is added to compensate for the parasitic 
input capacitance of SCS negative conductance Linvill circuit, as predicted in the section 4.2.5. 
This approach increases operating bandwidth of compensated RL structure. Series RL structure 
was then loaded in shunt with SCS negative conductance (Figure 5-17). 
   
Values of the elements were tuned to achieve the value of equivalent required negative 
capacitance in L band (1-2 GHz) (Figure 5-18) (�_ = 39 Ω, U_ � 1.21 ã', �Z � 1 Ω, �Z �111 ¹å.). Value of �Z is smaller than predicted by theoretical analysis, which is caused by 
finite ‘parasitic’ resistance of NIC circuit, not taken into account in simplified analysis. Smaller 
value of �Z causes larger value of parasitic conductance. This, in turn causes an increase of 

value of input parasitic capacitance ���æ� � �ên��Î� that can ‘swamp’ the value of negative 

equivalent capacitance. Therefore, the parallel shunt capacitance �Z is needed. After several 
optimization cycles, we were able to achieve value of equivalent negative capacitance of -0.7 
pF (Figure 5-18b) with negligible parasitic resistance as indicated by good Q factor (Figure 
5-18 c) 
 

 

 
Finally, stability of the entire circuit was again verified using STAN™ tool and compared with 
theoretical predictions, showing excellent agreement (Figure 5-19). So, it can again be noted 
that simplified analytical method of stability prediction can be used as starting point for 
subsequent numerical optimization. 

Figure 5-17 Compensated RL structure loaded with OCS negative resistance realized by 
Linvill NIC from Figure 5-8 
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a) 

b) 

c) 

Figure 5-18 a) Real and imaginary part of input impedance of series LP and RP compensated 
by SCS negative resistance. b) Equivalent resistance and negative inductance. c) Quality 
factor Q of the circuit. Plots are obtained with RP = 39 Ω, LP = 1.21 nH, RF = 1 Ω, CF = 111 fF 
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Figure 5-19 Stability area plot of compensated RL network loaded with positive inductance. 
Plot is generated with the following parameters RP = 39 Ω, LP = 1.21 nH, RF = 1 Ω, CF = 111 
fF. Painted areas are calculated using simplified analytical approach (Dark blue – range of 
external impedances that cause stable operation; Light blue - range of external impedances that 
cause unstable operation). Colored dots are results predicted by commercial system 
identification software tool STANTM. 
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5.3 High-pass negative inductance 

 
 

 
5.3.1.  Passive RC network that emulates negative inductance – basic idea  

 
Input admittance of the series combination of capacitance �_ and resistance �_ (Figure 5-20a), 
defined in the Laplace domain, is given by: 
 

Gij,»¼ E!  �  �� + 1E��, (5.26) 

  
where E � � + ]) is complex frequency.  

To study the circuit in the steady-state frequency domain we set E  �  ]) and derive the 
expression for input admittance: 

Hij,»¼ ])! � 1Gij,»¼ E � ])! � c_ £ ))�º¤�
1 + £ ))�º¤� + ]c_

))�º1 + £ ))�º¤� , (5.27) 

 

where c� � �»� is conductance and )�º � �»�¼� is cut-off (resonant) frequency of RC circuit. 

Straightforward analysis shows that, above cut-off frequency (5.27), simplifies to: 

Hij ])! � Hij,»¼Í�≫�ÀÁ f GÂ + ] 11c_)�º ) � c� + 1]UQÆ,). (5.28) 

Figure 5-20  Schematic of series RC network (a) and its equivalent Yin(jω) representation in jω
domain (b) 

a) b) 
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Thus, above the cut-off frequency, input admittance can be interpreted as a parallel combination 

of equivalent negative inductance UÄÅ, = − �
ê��ÀÁ and ordinary positive conductance c� (Figure 

5-20b). To analyze behavior of the circuit, we have plotted input impedance in ]) domain (5.27) 
of proposed circuit (Figure 5-21a). One can distinguish a region with positive dispersion ① 
and a region above the resonant frequency ()�º) with negative (’anomalous’) dispersion that 
we can interpret as negative-inductance behavior ②. Negative inductance (present in region ② of (Figure 5-21b) is calculated as UQÆ ])! = −1/ ℑ�Hij ])!�)!, while equivalent parasitic 
conductance is taken as cQÆ ])! = ℜ�Hij ])!�. Here we note that calculated equivalent 
inductance is valid only in the region ②. It can be noted that equivalent negative inductance in 
region ② is almost dispersionless across extremely broad band and that it approaches the value 
(LÄÅ,) given in (5.28) as the frequency increases. However, it can also be seen that the value of 
’parasitic’ conductance is rather high and, consequently, quality factor is low (Figure 5-21c). 
Furthermore, it can be seen that the value of UÄÅ, is determined by the value of c� (conductance 
of series resistor) while the resonance is controlled by values of series RC circuit. As in the 
previous cases, the compensation of ’parasitic’ conductance is needed in order to improve the 
quality factor.  
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5.3.2.  Passive RC network that emulates negative inductance – loss compensation 

 

In order to compensate losses and increase the quality factor the circuit was loaded with SCS 
NIC (Figure 5-22) with feedback conductance cZ. The NIC input admittance is given by (5.17.).  

 

a) 

b) 

c) 

Figure 5-21 a) Real and imaginary part of input impedance of series CP and RP. b) Equivalent 
conductance and negative inductance. c) Quality factor Q of the circuit 
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Combining (5.28.) and (5.19.) we get: 

Hij,ºÐX ])!Í�≪��Î,�≫�ÀÁ
f c_ − cZ + ] �c_)�º) + 2c�)�É )�

� c^ 1 − ¸! + ] 1
UQÆ, �1

) + 2¸Ñ)�º )�, (5.29.) 

where ¸ � cZ/c_, UQÆ, � 1/c_)�º, Ñ = )�É/)�º. Again, ¸ and Ñ will be taken as design 
parameters. From imaginary part of above expression, one derives approximate upper bound of 
operation as: 

Tℑ íHij,ºÐX ])!Í�≪��Î,�≫�ÀÁ
î

T) = 1
UQÆ, �− 1

)� + 2¸Ñ)�º� � 0 → )� � ð Ñ2¸ )�º . (5.30.) 

This calculated upper bound is an approximate expression that is valid for high values of Ñ . 
However, it can be used as a good starting point in the design procedure. 

Total input admittance of the compensated structure is given by combination 5.3.2. and 5.18. 
with applied simplifications for ¸ and  Ñ: 

Hij,ºÐX ])! � Hij,»¼ ])! + Hij,JI¼ ])!
� c_ ⎣⎢⎢

⎡ £ ))�º¤�
£ ))�º¤� + 1 + ¸ −1 +  � ω

βω�º��

1 + � ω
βω�º��

⎦⎥
⎥⎤

+ ]c_
⎣⎢
⎢
⎡ )

)�º
£ )

)�º¤� + 1 
+  2¸ ω

βω�º
1 + � ω

βω�º�
�

⎦⎥
⎥
⎤
 . 

(5.31) 

 

Figure 5-22 Schematic of series RC network compensated by SCS negative 
resistance. 
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To further study this circuit , the input admittance is plotted, by selecting Ñ = 200 and ¸ �0.961 . So,  the real part of (5.31) is negated at frequency 
�

�ÀÁ
= 5.5 (Figure 5-23a). At first, it 

is noticed that the ’parasitic’ conductance (and, therefore, the loss) in region ② was completely 
canceled at selected frequency, which significantly improves a quality factor (Figure 5-23c) of 
negative inductance. Also, there is occurrence of additional region with positive dispersion 
(region ③). Unwanted dispersion of input admittance in region ③ is caused by parasitic 
capacitance of NIC (caused by its pole), as it was discussed earlier. So, a series RC circuit 
compensated with negative resistance behaves as a band-pass negative inductance. 

 

a) 

b) 

c) 

Figure 5-23 a) Real and imaginary part of input impedance of series CP and RP compensated 
by SCS negative conductance. b) Equivalent conductance and negative inductance. c) Quality 
factor Q of the circuit. Plots are obtained with α = GF/GP = 0.961 and β= ωpu/ ωrc = 200 
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Let us estimate the bandwidth of negative inductance. Upper frequency of operation is 
approximately given by (5.30) while lower frequency of operation is given by resonant 
frequency of RC circuit )� = )�º, then we can define central frequency )º and fractional 
bandwidth å2� as: 

)º = )� + )�2 , (5.32 a) 

å2� � )� L )�)º � 2 )� L )�)� + )� � 2 ò Ñ2¸ L 1
ò Ñ2¸ + 1 . (5.32 b) 

 
Available bandwidth is plotted as a function of ratio of frequencies )�É )�º⁄  and ratio of 
conductances  cZ c_ �⁄ 0.961 (Figure 5-24).  
 

 
 
 
5.3.3.  Passive RC network that emulates negative inductance – stability analysis 

 
Stability of the proposed circuit was evaluated by loading it with external shunt inductance and 
excited with generator with internal resistance  �� (Figure 5-25a). Transfer function of such a 
circuit can be written as: 

'M E! � D�D� � GijGij % �� � Ú E!O E!. (5.33.) 

 
The characteristic equation that determines the stability of the system is given by denominator 
of (5.33): 

Figure 5-24 Plot of Fractional bandwidth (FBW) as a function of ratio of frequencies ωpu/ ωrc  
and ratio of conductances α = GF/GP = 0.961. 
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EÛ±�_UK�Z�_τÉ + �_UK�Z��τÉ + �_UK�_��τÉ³ + E�±�_UK�Z�_ + �_UK�Z�� −
�_UK�_�� + �_�Z�_��τÉ + UK�ZτÉ + UK��τÉ³ + E±�_�Z�_�� + UK�Z −

UK�� + �Z��τÉ³ + �Z�� = 0.  
(5.34) 

 
 
 
 
 

 
 
By applying Routh-Hurwitz stability criterion (5.11) to cubic polynomial (5.34) (with some 
simplifications), one gets the following inequalities: 
 
 

0 � ¸ ó Þ ∧ Ñ + 1 ∧ Ý + 0 ∨ ¸ + Þ ∧ Ý
+ 12 ð¸�Ñõ % 2¸�Ñ� % ¸� L 2¸ÑõÞ L 2¸Ñõ % 6¸Ñ� % 2¸Þ % ÑõÞ� % 2ÑõÞ % Ñõ L 2Ñ�Þ� L 2Ñ�Þ % Þ�

 Ñ % 1!�
% ¸Ñ� % 2¸Ñ L ¸ L Ñ�Þ L Ñ� L 2ÑÞ L Þ2 Ñ % 1! , 

(5.35.) 

 

Figure 5-25 Stability testing schematics. a)  Compensated RC network loaded with external 
network, b) ‘Classic’ negative capacitance constructed with SCS NIC 

a)  

b)  
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where ̧ � cZ/c_, Ñ � )�/)��, Ý � UQÆ/UK and Þ � c�/cZ. As in the previous cases, stability 
condition (5.35.) is plotted in the form of stability map (Figure 5-26) (with values ¸ � 0.961 
and Ñ � 200 that ensure good quality factor).  

We have compared obtained results with stability of ’classical’ SCS negative inductance based 
on one-pole NIC [2], using the same external RL network and the same methodology of stability 
prediction (Figure 5-25b). In the case of the negative SCS inductor (Figure 5-25b) the stability 
criterion simplifies to: 

UZU« + 1. (4.36) 

It can be seen that proposed design offers large additional area of impedances allowed for stable 
operation, that even enables the existence of net negative inductance.  

 

 
 
 
5.3.4.  Passive RC network that emulates negative inductance – design example 

 
Proposed design was again verified using 40 nm CMOS technology. Previously designed NIC 
(Figure 5-8), operatively configured in SCS configuration loaded with  shunt connection of 
resistance �Z and capacitance �Z was used (the role of these elements was already discussed in 
section 5.2.4. Series RC structure was then connected in parallel with SCS port of negative 
conductance (Figure 5-27). 

Figure 5-26 Comparison of stability regions of loaded compensated RC structure and loaded 
SCS negative inductance. Plot is generated with α = GF/GP = 0.961 and β= ωpu/ ωrc = 200. Dark 
blue – range of external impedances that cause stable operation; Light blue - range of external 
impedances that cause unstable operation. 
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In the first case, the values of elements were tuned to achieve the value of equivalent negative 
inductance in L band (1-2 GHz) (Figure 5-28b) (�_ = 130 Ω, �_ � 2.43 öå, �Z � 85 Ω, �Z �128 ¹å.). We were able to achieve value of equivalent inductance of -40 nH in the specified 
frequency band (Figure 5-28b), with quality Q>2 (Figure 5-28c).  

 

Figure 5-27 Compensated series RL structure loaded with OCS negative resistance.  
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As in the previous cases, stability was verified using STAN™ and compared to theoretical 
prediction, showing good agreement (Figure 5-29).  
 
In the second step, it was attempted to extend the design to the X-band (8 - 12 GHz). The goal 
was to achieve negative inductance of -5nH. The used parameters were: �_ = 130 Ω, �_ �2.43 öå, �Z � 85 Ω, �Z � 128 ¹å.  As it can be seen from Figure 5-30, obtained results show 
almost ‘flat’ characteristic of generated negative inductance gain with good Q factor.  
 We have also cross-checked the stability of X-band negative inductance (Figure 5-31) 
and again found very good agreement between theoretical predictions and results obtained by 

a) 

b) 

c) 

Figure 5-28 a) Real and imaginary part of input impedance of series CP and RP compensated by 
OCS negative resistance. b) Equivalent resistance and negative inductance. c) Quality factor Q 
of the circuit. Plots are obtained with RP = 130 Ω, CP = 2.43 pF, RF = 85 Ω, CF = 128 fF. 
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using STAN™ tool. This again shows that simplified analytical method of stability prediction 
can be used as starting point for subsequent numerical optimization. 
 
 
 

 
  
 

Figure 5-29 Stability area plot of compensated RC network loaded with positive inductance. 
Plot is generated RP = 130 Ω, CP = 2.43 pF, RF = 85 Ω, CF = 128 fF. Painted areas  are calculated 
using simplified analytical approach (Dark blue – range of external impedances that cause 
stable operation; Light blue - range of external impedances that cause unstable operation). 
Colored dots are results predicted by commercial system identification software tool STANTM.
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a) 

b) 

c) 

Figure 5-30 a) Real and imaginary part of input impedance of series CP and RP compensated 
by OCS negative resistance. b) Equivalent resistance and negative inductance. c) Quality 
factor Q of the circuit. Plots are obtained with RP = 120 Ω, CP = 398 fF, RF = 86 Ω, CF = 122 
fF. 
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Figure 5-31 Stability area plot of compensated RC network loaded with positive inductance. 
Plot is generated using : RP = 120 Ω, CP = 398 fF, RF = 86 Ω, CF = 122 fF. Painted areas  are 
calculated using simplified analytical approach (Dark blue – range of external impedances that 
cause stable operation; Light blue - range of external impedances that cause unstable operation). 
Colored dots are results predicted by commercial system identification software tool STANTM.
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5.4 High-pass negative capacitance 

 
5.4.1. Passive RL network that emulates negative capacitance – basic idea 

 
 

Following the procedures outlined in the previous sections, we analyze a simple parallel 
connection of positive inductance U_ and resistance �_ (Figure 5-32) whose input admittance Hij  in Laplace domain is given by: 

Hij = 1R^   +   1L^ s . (5.37) 

 
By setting E � ]) and analyzing input impedance Gij ])! one gets: 

Gij ]ω! � �_ £ ))��¤�
£ ))��¤� + 1 + ]�_

ωω÷ø£ ω)��¤� + 1, (5.38) 

 

where )�� � »¾K¾ is circuit cut-off frequency (‘resonant’ frequency). By assuming operation 

above  the resonant frequency (5.38.) simplifies to: 
 

Gij ])! � ù�� £ ))�º¤�
1 + £ ))�º¤� + ]��

))�º1 + £ ))�º¤� úû
�≫�ÀÁ

f �Â + ]�_
1))��

� �� + 1]�QÆ,) , 
(5.39) 

 

where �QÆ is equivalent negative capacitance defined by �QÆ, � L ��Àè»¾.  
 

Figure 5-32 Schematic of parallel network (a) and its equivalent ��� ��! representation in �� domain (b) 
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By using (5.38) we have plotted the input real and imaginary part of the input impedance Gij  ])! (Figure 5-33). It is immediately obvious this is dual case of the one shown in previous 
section. One can distinguish a region with positive dispersion ① and a region above the 
resonant frequency ()��) with negative (’anomalous’) dispersion that we can interpret as 
negative-capacitance behavior ②. Negative capacitance (present in region ② of (Figure 
5-33b) is calculated as �QÆ ])! � L1/ ℑ�Gij ])!�)!, while equivalent parasitic resistance is 
taken as �QÆ ])! = ℜ�Gij ])!�. Here we note that calculated equivalent inductance is valid 
only in the region ②. It can be noted that equivalent negative capacitance in region ② is almost 
dispersionless across extremely broad band and that it approaches the value (�ÄÅ,) given in 
(5.39) as the frequency increases. However, it can also be seen that the value of ’parasitic’ 
resistance is rather high and, consequently, quality factor is low (Figure 5-33c). Furthermore, it 
can be seen that the value of �ÄÅ, is determined by the value of �� (resistance of parallel 
resistor) while the resonance is controlled by values of parallel RL circuit. As in the previous 
cases, the compensation of ’parasitic’ resistance is needed in order to improve the quality factor.  
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5.4.3.  Passive RL network that emulates negative capacitance – loss compensation 

 

In order to compensate losses and increase the quality factor, the circuit was connected to 
Linvill OCS NIC (Figure 5-34) loaded with feedback resistance �Z . This NIC behaves as 
negative resistance, the impedance of which is given by (5.1.4.).  

a) 

b) 

c) 

Figure 5-33 a) Real and imaginary part of input impedance of parallel LP and RP. 
b) Equivalent resistance and negative capacitance. c) Quality factor Q  
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Combining (5.39.) and (5.5.), one gets: 

Gij,ºÐX ])!Í�≪��Î,�≫�ÀÁ
f �_ − �Z + ] ��_)��) + 2��)�É )�

� �^ 1 L ¸! + ] 1�QÆ, �1) + 2¸Ñ)�� )�, (5.40.) 

where ¸ � �Z/�_, �QÆ, � 1/�_)��, Ñ � )�É/)��. The expressions (5.29.) and (5.40.) are 
completely analogous. So, previously drawn conclusions about the upper pole frequency (5.30.) 
and the bandwidth (5.32.) are valid here, as well. Total input admittance of the compensated 
structure is given by combination of 5.27. and 5.18. Applying definitions of ¸ and  Ñ , the input 
admittance reduces to: Gij,ºÐX ])! � Gij,»K ])! + Gij,JI¼ ])!

� �_ ⎣⎢⎢
⎡ £ ))��¤�
£ ))��¤� + 1 + ¸ L1 +  � ω

βω���
�

1 + � ω
βω���

�
⎦⎥
⎥
⎤

+ ]�_
⎣⎢
⎢⎡

)
)��

£ )
)��¤

� + 1 +  2¸ ω
βω��1 + � ω

βω����
⎦⎥
⎥⎤ . 

(5.41) 

 
Finally, input impedance (5.41.) is plotted as a function of frequency with Ñ � 200 and ¸ �0.961 so that real part of input impedance is totally canceled at the frequency 

��Àè � 5.5. It can 

be seen that, above the resonant frequency (region ②), there is a negative slope of imaginary 
part of input impedance, indicating non-Foster-like behavior. Additionally, there is additional 
region with positive slope of imaginary part of input impedance that determines upper boundary 

Figure 5-34 Schematic of shunt RL network that emulates negative capacitance, 
compensated by series OCS negative resistance. 
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of the frequency of operation (region ③). This change of slope is caused by positive parasitic 
inductance of OCS NIC, given by 5.6. It can also be seen that the quality factor of the circuit is 
significantly improved in the vicinity of design frequency (Figure 5-35c).  
 
 
 
 

 
 
 

a) 

b) 

c) 

Figure 5-35 a) Real and imaginary part of input admittance of parallel 
combination of LP and RP, compensated by series negative resistance. c) 
Quality factor as a function of frequency of compensated circuit. Plot has been 
obtained with the following parameters α = RF/RP = 0.961 and β= ωpu/ ωrc = 
200 
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5.4.4.  Passive RL network that emulates negative capacitance - stability analysis 

 
To test the stability of the compensated structure, we have loaded it with external positive 
capacitance �K and excited it by voltage generator with internal resistance �� (Figure 5-36a). 
This eternal network mimics realistic scenario in standard applications such as matching of a 
short dipole antenna.    

 
The circuit transfer function is defined as: 
 

'M E! = D�D� = GijGij + �� = Ú E!
O E!. (5.42.) 

 
The characteristic equation governing the stability of the system is given by denominator O E! 
of (5.42.): 
 EÛ±�KU_�Z + �KU_�_ + �KU_��³+ E�±L�KU_�Z)� + �KU_�_)� + �KU_��)� + �K�Z�_+ �K�_�� + U_³ + E±L�K�Z�_)� + �K�_��)� + U_)� + �_³+ �_)� � 0. 

(5.43.) 

Again, this is cubic polynomial and Routh-Hurwitz stability criterion can be applied (5.11). 
After a long derivation and some simplifications, the stability conditions of the system is found 
to be: 
 

Figure 5-36 Stability testing schematics. a)  Compensated RL network loaded with external 
network, b) ‘Classic’ negative capacitance constructed with OCS NIC 

a)  

b)  
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0 � ¸ ó Þ ∧ Ñ + 1 ∧ Ý + 0 ∨ ¸ + Þ ∧ Ý
+ 12 ð¸�Ñõ % 2¸�Ñ� % ¸� L 2¸ÑõÞ L 2¸Ñõ % 6¸Ñ� % 2¸Þ % ÑõÞ� % 2ÑõÞ % Ñõ L 2Ñ�Þ� L 2Ñ�Þ % Þ�

 Ñ % 1!�
% ¸Ñ� % 2¸Ñ L ¸ L Ñ�Þ L Ñ� L 2ÑÞ L Þ2 Ñ % 1! , 

(5.44.) 

 
where ¸ � �Z/�_, Ñ � )�/)��, Ý � �QÆ/�K and Þ � �_/��. As in the previous cases, 
stability condition (5.35.) is plotted in the form of stability map (Figure 5-37) (with values ¸ �0.961 and Ñ � 200 that ensure good quality factor).  

We have compared obtained results with stability of ’classical’ OCS negative inductance based 
on one-pole NIC [2], using the same external RC network and the same methodology of stability 
prediction (Figure 5-36b). In the case of the negative SCS inductor (Figure 5-36b) the stability 
criterion simplifies to: 

�Z�« + 1. (5.45) 

 
We can immediately see that this is completely dual case to the one presented in section 5.3.4 
and all the conclusions are analogous.  

 
5.4.5.  Passive RL network that emulates negative capacitance – design example 

 
This design was also verified in 40 nm CMOS technology. Previously designed Linvill NIC 
(Figure 5-8) was configured to operate in the OCS mode (its SCS port was loaded with series 
combination of resistance �Z and inductance UZ . The purpose of additional inductance UZ was 
to compensate for parasitic positive inductance at NIC input, as already explained in section 

Figure 5-37 Stability area plot of compensated RC network loaded with positive inductance. 
Plot is generated with α = RF/RP = 0.961 and β= ωpu/ ωrc = 200. Dark blue – range of external 
impedances that cause stable operation; Light blue - range of external impedances that cause 
unstable operation.  Please note that in standard negative inductor based on one-pole NIC, 
maximal stability area would be bounded by Ceq/CL>1  

DISTRIBUTION A: Distribution approved for public release.



Chapter 5 – Stability improvement – novel design based on compensated passive networks 

 

126

5.1.4. Parallel RL structure that shows non-Foster-like behavior, was then loaded in series with 
OCS port of Linvill negative resistance (Figure 5-38).  
 

 
 
 
 We again attempted to design and test stability properties of two versions of negative 
capacitance: for operation in 2 GHz L band (Figure 5-39, Figure 5-40) and in 10 GHz X  band 
(Figure 5-41, Figure 5-42).  It can be concluded that main properties of this negative capacitor 
are similar to the properties of previously discussed non-Foster elements based on compensated 
passive networks.  It is possible to optimize it either for minimal dispersion or for maximal Q 
Most importantly, the stability properties are again better than stability properties of external 
passive network. 

Figure 5-38 Compensated series RL structure loaded with OCS negative resistance.  
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a) 

b) 

c) 

Figure 5-39 a) Real and imaginary part of input impedance of parallel CP and RP  , 

compensated by OCS negative resistance. b) Equivalent resistance and negative inductance. 
c) Quality factor Q of the circuit. Plots are obtained with RP = 14 Ω, LP = 2.96 nH, RF = 54.5 
Ω, LF = 210 pH 
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Figure 5-40 Stability area plot of compensated RC network loaded with positive inductance. 
Plot is generated RP = 14 Ω, LP = 2.96 nH, RF = 54.5 Ω, LF = 210 pH. Painted areas  are calculated 
using simplified analytical approach (Dark blue – range of external impedances that cause 
stable operation; Light blue - range of external impedances that cause unstable operation). 
Colored dots are results predicted by commercial system identification software tool STANTM.
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a) 

b) 

c) 

Figure 5-41 a) Real and imaginary part of input impedance of parallel CP and RP 

compensated by OCS negative resistance. b) Equivalent resistance and negative inductance. 
c) Quality factor Q of the circuit. Plots have been obtained with RP = 31.4 Ω, LP = 1.22 nH, 
RF = 70.5 Ω, LF = 320 pH. 
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One can conclude that, in above discussion, four novel types of non-Foster elements, based on  
compensated passive networks have been proposed (Figure 5-43). 
 
 
 

 
 

Figure 5-42 Stability area plot of compensated RC network loaded with positive inductance. 
Plot has been  generated using:  RP = 31.4 Ω, LP = 1.22 nH, RF = 70.5 Ω, LF = 320 pH. Painted 
areas  are calculated using simplified analytical approach (Dark blue – range of external 
impedances that cause stable operation; Light blue - range of external impedances that cause 
unstable operation). Colored dots are results predicted by commercial system identification 
software tool STANTM. 

Figure 5-43 An overview of simple passive networks used for construction of stability-
robust non-Foster elements.   
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The most important findings are summarized below: 
 

• An imaginary part of equivalent admittance/impedance of simple series/parallel 
passive lossy networks (series RL and RC networks and parallel RL and RC networks) 
obeys non-Foster-like behavior. 

• Non-Foster like behavior occurs within limited frequency band, which has either low-
pass or high-pass behavior.  

• If a circuit is loaded with negative conductance/resistance, it is possible to construct 
four classes of non-Foster elements (low-pass negative inductor, low-pass negative 
capacitor, high-pass negative inductor, high-pass negative capacitor).  

• Stability properties of proposed  novel designs  are significantly better than stability 
properties of any designs from the literature. 

• It is possible to use proposed novel circuits in RF tunable/broadband RF device. It was 
shown by four design examples (L-band and X-band low-pass and high-pass negative 
capacitors and negative inductors), in 40 nm CMOS technology.  

DISTRIBUTION A: Distribution approved for public release.



Chapter 6 – Applications in RF tunable/wideband networks 

 

132

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Chapter 6. APPLICATIONS IN RF TUNABLE/WIDEBAND NETWORKS  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

DISTRIBUTION A: Distribution approved for public release.



Chapter 6 – Applications in RF tunable/wideband networks 

 

133

Applications in RF tunable/wideband networks 
 

6.1. General purpose RF Miller negative capacitor in HBCT 

technology   
(*The results presented in Section 6.1  were achieved in collaboration with D. Muha from Metamaterials group  
and  J. Žiljak, M. Koričić, and T. Suligoj, from Micro & Nano electronics lab, University of Zagreb, Faculty of 
Electrical Engineering and Computing). 
 
 

As discussed in Section 4.1.4. there are discrete NIC/NII circuits realizations in OPamp 
technology, which are used at very low frequencies. Similar devices were used in some 
prototypes in our previous EOARD projects[27][43][44] and associated Miller NICs were able 
to operate in very broad frequency range (100 kHz -700 MHz).  Clearly, this was a consequence 
of very carefully designed strong negative feedback that assures almost ‘flat’ gain, and, in turn, 
negligible values of parasitic impedance/admittance. It is interesting that there is no attempt of 
designing some kind of MMIC ‘OPamp-like’ NIC amplifier in the literature. Such as amplifier 
would eventually enable construction of  Miler NIC with low conversion error, at microwave 
frequencies. Here we report a first step towards this goal by design and fabrication of  Miler 
negative capacitor in HCBT technology, operating from DC to 2GHz.   
 A basic idea is sketched in Figure 6-1. It depicts very basic (‘rudimentary’) OPamp-like 
configuration that uses  HCBT technology [1].  The unit HCBTs used in design have the emitter 
area of 0.1 × 1.8 μm2. The collector current of the unit HCBT is 200 μA, and base-emiter voltage 
is 0.9 V, assuring fT of approximately 45 GHz. Amplifier gain is adjusted by negative feedback 
resistors RF and R3. A load capacitor CF is placed in positive feedback loop, which is responsible 
for generation of negative capacitance.  
  
 

 

Figure 6-1  Simple SCS Miller negative capacitor that mimics low-freqeuncy OPamp approach. 
The circuit is designed in HCBT technology.   
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A photo of fabricated chip as is shown in Figure 6-2.  

 
 
The RF input is at the left side of the chip while the feedback capacitor CF (300 fF) is located 
at the bottom. There is also additional ‘swamping’ capacitor that prevents instabilities during 
testing. The capacitors are implemented by two aluminum metal layers of standard CMOS 
interconnect fabrication. The intermetal oxide layer between them serves as capacitor dielectric. 
The relatively small metal layer thickness (d = 0.5 um) and proximity of the silicon substrate 
limits the quality factor and the area of the capacitors. The oxide layer between the metal layers 
has dielectric constant εr=4 and the thickness of 0.75 um. The total stabilization capacitance (a 

shunt combination of ‘swamping’ capacitance and contact pad capacitance is  700 fF.  A 
representative sample of measuring results is shown in Figure 6-3. 
 
 
It can be seen that the NIC generates negative capacitance up to 2 GHz, while ‘flat’ nearly 
dispersion-less operation is possible up to 1 GHz. These results are similar to their low-
frequency counter-parts,  presented in [27][43][44]. Thr results are also compatible with 
widely-used  fp/10 ‘rule of thumb’ (fp being the freqeuncy of the first pole) and can be improved 
by the use of  floating Linvill topology. 
 

Figure 6-2  A microphotograph of fabricated  SCS Miller negative capacitor that mimics low-
frequency OPamp approach.   
 

Figure 6-3  Measured input capacitance of  SCS Miller negative capacitor integrated circut with  
HCBTs with different fT (fT=33 GHz – dash-dotted green curve, solid black,  fT=35 GHz –solid 
black curve,   fT=36 GHz –dotted red curve, ft=45GHz, –dotted blue curve. 
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6.2.  General purpose RF Kolev tunable negative inductor  in CMOS 

technology 

 
Idea of variable negative inductance was tested for use in 40 nm CMOS technology by loading 
Kolev design of NII with varactor diode Figure 6-6.  
 

 
Negative impedance inverter was chosen as it allows us to design negative inductance 

without of use of inductor making this realization suitable for radio frequency integrated 
circuits. In the first step we modified the Linvill NIC used in Chapter 5 to work in grounded 
NII configuration. Dimensions of the transistors where kept the same (P� = P�: � � 2 .� ⋅32 � 64 .�, U � 40 ã�) to achieve large transconductance and high transfer frequency (¹� �125 c'ß). Designed NII was loaded with varactor diode with capacitance range 7 ¹å L47 ¹å,  L1.1D: 1.1D! (� � U � 2 .�), with 20 diodes in parallel so the total range of the 
diode is 140 ¹å L 940 ¹å. The varactor diode was biased with simple bias tee in the voltage 
range L1.1D: 1.1D.  Circuit was simulated using Cadence™ simulations and values of input 
negative inductance and resistance where extracted (Uij ¹! = ℑ�Gij ¹!�/2ý¹, �ij ¹! �ℜ�Gij ¹!�) and plotted (Figure 6-5). Plot of extracted negative inductance shows variation from L350 ö': L 85 ö' that is flat up to 10 GHz. For smaller values of load capacitance acquired 
values of input negative inductance stay flat up to 40 GHz (black lines in Figure 6-5). Parasitic 
resistance present at the input of NII (full lines in Figure 6-5) are consequence of the 
transformation characteristic of the NII (similar to the transformation characteristic of the NIC 
as discussed throughout Chapter 5), and it depends on the value of load capacitance. For this 
reason, the input resistance changes slope depending on the value of the load capacitance 
(determined by bias voltage).   
Consequence of the change in the slope of the input resistance curve is the change of the 
frequency where we have the maximum value of quality factor, as the zero-crossing frequency 
of resistance curve changes. This could be mitigated by modeling a varactor diode with 
equivalent lumped element network and designing appropriate loading network to compensate 

Figure 6-4  RF Kolev tunable negative inductor  in 40 nm CMOS technology. Gate bias 
networks are omitted for clarity. Q1 = Q2: W = 32 ∙ 2 µm = 64 µm, L = 40 nm. D1: W = 2 
µm, L = 2 µm, multiplier = 20  
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for parasitic elements (similar to approach outlined in Chapter 5). Nevertheless, results obtained 
with simple load varactor diode still show very good results.  

 
To further explore the possibilities of this approach, we have decided to design floating variable 
negative inductance. To achieve this we have simply mirrored existing design to get the floating 
circuit Figure 6-6 Floating variable negative inductance, designed  in 40 nm CMOS technology. 
Gate bias networks are omitted for clarity Q1 = Q2: W = 32 ∙ 2 µm = 64 µm, L = 40 nm. D1: W 
= 2 µm, L = 2 µm, multiplier = 20. The dimensions of the transistors and varactor diode where 
kept the same. The circuit was simulated using the same methodology as in the previous, single-
ended case. Simulated results are plotted in Figure 6-7, where we see identical results to the one 
shown in Figure 6-5. 

Figure 6-5 Tunable variable inductor obtained with Kolev NIV a) Real and imaginary part of input 
impedance . b) Equivalent resistance and negative inductance. c) Quality factor Q of the circuit. 

 

a) 

b) 

c) 
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Figure 6-6 Floating variable negative inductance, designed  in 40 nm CMOS technology. 
Gate bias networks are omitted for clarity Q1 = Q2: W = 32 ∙ 2 µm = 64 µm, L = 40 nm. D1: 
W = 2 µm, L = 2 µm, multiplier = 20 
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6.3. Tunable bandpass filter with negative-capacitor-based inverter in 

CMOS technology  

 
As it was discussed in Introduction and Section 2.1, there is a need for RF tunable filters 

and – tunable matching networks [9]. Such a structure usually comprises several resonant 
circuits that are mutually isolated by impedance inverters.  

Impedance inverters are inevitable components of almost every multi-stage filter 
[127][128][129]. Conventional designs employing passive reactive elements or transmission 
lines (i.e. Foster networks) are inherently narrowband. Furthermore, they suffer from  limited 
impedance transformation to  external networks (resonators), which may cause poor matching 
properties of the associated filter. Furthermore, in the case of a tunable filter, narrowband 
inverter properties may limit tunability of the central frequency and bandwidth. Few years back, 

a) 

b) 

c) 

Figure 6-7 Tunable variable inductor obtained with Kolev NIV a) Real and imaginary part of input 
impedance . b) Equivalent resistance and negative inductance. c) Quality factor Q of the circuit.. 
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it was suggested that an inverter may also be constructed using non-Foster elements, which may 
enhance the system performances [128]. 
 
Therefore, we present a tunable wideband bandpass filter with a negative capacitor based 
impedance inverter. The filter is of Chebyshev two-pole bandpass type and it comprises series 
LC-resonators mutually coupled via impedance inverter (Figure 6-8a).  
 

 

Figure 6-8 (a) Circuit diagram of a two-pole bandpass filter with an impedance inverter and 
two LC-resonators (LsCs). (b) Realization of a T-circuit impedance inverter where an equivalent 
inductor Linv is used for the shunt branch. (c) Realization of an impedance inverter comprising 
two positive capacitors (Cinv) located in series branch and a negative (-Cinv) capacitor located 
in the shunt branch. 

Ideal impedance inverters are used to isolate neighboring resonators and provide a ±90° 
phase shift (depending on the realization).  Practical impedance inverter from Figure 6-8a can 
be realized with a T-circuit made out of 3 capacitors, where the sign of the capacitors in either 
series or shunt branch is ‘flipped’ with regards to the other branch. Thus, either capacitors in 
series branches are negative and a capacitor in shunt branch is positive, or vice-versa. We opted 
for the realization with only one negative capacitor located in the shunt branch. This allows use 
of grounded NIC/NII circuits, and, furthermore, avoids that the series negative capacitors get 
‘absorbed’, by the capacitors Cs of the LC resonators. 

 A common limitation of an impedance inverter is its limited operating frequency of 
±10% around central frequency, due to the variation of the input impedance, thus making them 
narrowband. For comparison presented here, we tested this implementation of the filter from 
Figure 6-8a. with the negative capacitor realized by: (i) a positive inductance Linv (with the 
value of admittance being equal to the corresponding value of negative capacitance at the 
central frequency, so Linv=1/ω2Cinv  (f0=2.45 GHz) (Figure 6-8b); (ii) ideal dispersionless 
negative capacitor (Figure 6-8c); and (iii) a realization of the negative capacitance based on 
OCS NIC compensated passive RL network (depicted in Figure 5-38 and extensively discussed 
in Section 5.4.1., Figure 6-9e and Figure 6-9f).  

Design methodology of two-pole Chebyshev filter can be found in standard textbooks 
such as [127]. In addition, a possible application of non-Foster elements in these type of filters 
is discussed in several recent papers [107][129].  

Calculated values of filter elements are given in Table 6-1, Table 6-2 and Table 6-3, 
depending on the used inverter, with K being the transformation factor between the load and 
input impedance (Zin=K2/Zload or K=1/ ωCinv). Taking Cinv of 1.15pF yields K=56.48Ω at 2.45 
GHz.  

In Figure 6-9 we present the comparison between different implementations of the 
impedance inverter used in the filter: (i) using ordinary inductor for the place of negative 
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capacitor (Figure 6-9a and Figure 6-9b), (ii) ideal dispersionless negative conductor (Figure 
6-9c and Figure 6-9d) and (iii) a stable negative capacitance based on OCS NIC compensated 
passive RL network, depicted in Figure 5-38 and described in chapter 5.4.1. Values of used 
elements for designed negative capacitance are given in Table 6-3. In each of the three cases 
we started with a central frequency of 2.45 GHz and 10% bandwidth. Thus, the values of LC-
resonators are different between each case but show the best obtainable possibilities of each 
case. 

In the case of a 2-pole filter with a K-inverter made using an inductor Linv in the shunt 
branch in place of a negative capacitor (Figure 6-8b, Figure 6-9a and Figure 6-9b), we have 
limited tunability of the bandwidth and central frequency, as expected. This is because an 
inductor can represent a negative capacitor only at a single frequency, as a consequence of basic 
energy-dispersion constraints. Clearly, dispersion characteristics of these two realizations of 
inverters are fundamentally different. For example, at a lower frequency an inductor placed in 
place of a negative capacitor will ‘act’ as a capacitor with larger capacitance, while at a higher 
frequency it will ‘act’ as a capacitor with smaller capacitance, further diminishing the matching 
of the inductor and deteriorating filter performances. Let us take a reasonable limit for usability 
of such a filter as a bandwidth of 10% (at least) and abs (S11) <15dB. Looking at Figure 6-9a 
and Figure 6-9b, we see that for the inverter that uses an inductor in place of a negative 
capacitor, possible change of the central frequency is limited to 10% tunability of the central 
operating frequency and to 30% of fractional bandwidth (Δf/f0). Additionally, the frequency 
characteristics are not symmetrical. Values of the parameters are given for this case are given 
in Table 6-1. 
 

Cinv, pF 
Linv 
[nH] 

f0, GHz Δf/f0, % Ls, nH Cs, pF 

1.15 3.67 

2.45 
10 22.5 0.194 
20 9.64 0.517 
30 5.55 1.26 

2.205 (10% lower) -9 / +11.2 22.5 0.243 

2.695 (10% higher) -9.2 / +11.13 22.5 0.152 

Table 6-1 Values of used filter parameters for the inverter using an inductor Linv instead of a 
negative capacitor. 

Let us now look at the frequency characteristics given in Figure 6-9c and Figure 6-9d for the 
case where the K-inverter in the filter contains an ideal, dispersionless negative capacitor  
(-Cinv), as presented in Figure 6-8a and Figure 6-8c. We immediately find that, when compared 
to the previous case using an inductor instead of a negative capacitor, the frequency 
characteristics are symmetrical, owing to the same dispersion of the used capacitors in the 
inverter. Return loss (Figure 6-9c) is approximately -20dB for 10, 20 and 30% of fractional 
bandwidth. However, the tunability of the central frequency is limited to 10% (Figure 6-9d). 
Tunability is limited due to a decrease in the return loss at lower frequencies. One should bear 
in mind that an ideal, dispersionless capacitor is not causal and, therefore, cannot be constructed 
in practice. So, practical designs may have small, but inevitable dispersion that spoils predicted 
ideal results. Values of the parameters for this design case are given in Table 6-2. 
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Cinv, pF f0, GHz Δf/f0 % Ls, nH Cs, pF 

1.15 

2.45 
10 25.5 0.164 
20 12.9 0.316 
30 8.5 0.464 

2.205 (10% lower) -12.7 / +12.6 25.5 0.202 

2.695 (10% higher) -8.12 / +8.64 25.5 0.135 

Table 6-2 Values of filter parameters for the inverter using an ideal, dispersionless negative 
capacitor. 

For the case of negative capacitance based on OCS NIC compensated passive RL 
network from chapter 5.4.1. used in the K-inverter, the frequency characteristics of the proposed 
filter are given in Figure 6-9e and Figure 6-9f. The return loss is slightly worse than one in the 
case of an ideal negative capacitor. This happens due to additional losses in the system (one 
cannot get negative capacitance without some accompanying loss/gain) in the form of a 
‘parasitic’ real part of impedance. We can see that the frequency characteristics are symmetrical 
and rather similar to the case where an ideal negative capacitor was used. In Figure 6-9f we can 
see that the tunability of the central frequency is much larger than in all previous cases. Range 
of tunability of the central operating frequency is 20% (the shift towards lower and higher 
frequencies). We also noticed that the bandwidth is larger than one observed in the case of an 
ideal negative capacitor. Interestingly,  the symmetry of the bandpass curve is maintained over 
the whole tuning bandwidth. Designed negative capacitance surely has some dispersion, but 
this can be controlled with the value of the resistor at the NIC load (this can be thought of as an 
additional degree of freedom).  

 
Values of the filter parameters and negative capacitance values are given in Table 6-3. 

In order to keep the symmetry of the bandpass curve we slightly tuned RFL, in order to keep the 
negative capacitance working in the regime of small positive parasitic resistance (Req>0).  

 

Cinv, 
pF 

f0, GHz Δf/f0 % 
Ls, 
nH 

Cs, 
pF 

RFL, 
Ω 

Ceq at 
f0, pF 

Req at 
f0, Ω 

1.15 

2.45 
10 25.4 0.166 157 -1.183 2.996 
20 12.56 0.337 154 -1.193 5.314 
30 8.17 0.529 149.7 -1.208 8.639 

2.205 (10% lower) -10.88 / +11.93 25.4 0.206 151 -1.281 3.237 

1.96 (20% lower) -13 / +13.2 25.4 0.27 142.2 -1.408 4.559 

2.695 (10% higher) -8.7 / +9 25.4 0.139 162.8 -1.098 2.068 

2.94 (20% higher) -7.84 / +8.06 25.4 0.114 167 -1.026 1.723 

Table 6-3 Values of filter parameters for the inverter using an high pass OCS negative capacitor 
with equivalent values of generated negative capacitance Ceq and Req. Values for the negative 
capacitance in Figure 5-38 in chapter 5.4.1. are Lp=15nH, Rp=120Ω, for the passive negative 
capacitance and values for the loss compensation NIC load are LFL=0.72nH, with RFL given in 
the table (value was adjusted to give symmetric shape to S11). 
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Figure 6-9 Frequency characteristics of different realizations of the proposed filter (S21 in solid 
lines, S11 in dotted lines). (a) Change of fractional bandwidth for the K-inverter using an 
inductor (10% black, 20% red, 30% green) and (b) tuning of central frequency (in black) 10% 
lower (red) and 10% higher (green). (c) Change of fractional bandwidth for the K-inverter using 
an ideal, dispersionless negative capacitor (10% black, 20% red, 30% green) and (d) tuning of 
central frequency (in black) 10% lower (red) and 10% higher (green). (e) Change of fractional 
bandwidth for the K-inverter using loss-compensated negative capacitance from chapter 5.4.1. 
(10% black, 20% red, 30% green) and (f) tuning of central frequency (in black) 10% lower 
(red), 20% lower (blue), 10% higher (green) and 20% higher (purple). 

Lastly, in Figure 6-10 we present the stability analysis of the whole filter depicted in Figure 
6-8a where the inverter comprises a loss-compensated negative capacitance (design given in 
chapter 5.4.1.). Stability was tested using a commercial system identification tool STANTM for 
a range of presented values of parameters.  
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Figure 6-10 Stability analysis of the proposed tunable filter. The results are presented with respect to: (upper) 
Change of LC-resonator values Cs and Ls depicting the change of fractional bandwidth obtainable while having 
stable operating conditions. For RFL=157Ω only green part is stable, while others are unstable, for RFL=154Ω both 
blue and green are stable combinations while purple and red are unstable and for RFL=149Ω only red part is 
unstable while all rest depict stable operations. (lower) Change of LC-resonator capacitor Cs and RFL used in the 
negative capacitance depicting the tunability of the central frequency. 

 
Shortly, we have demonstrated tunability of the center frequency up to 20% and bandwidth up 
to 30%, with return loss of more than 15 dB. A very important feature is that the symmetry of 
the bandpass curve is maintained over the tuning bandwidth, which is not possible with a 
standard passive design. Additionally, it was found that proposed design of non-Foster 
capacitor based on compensated passive network is indeed stability-robust.  
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 6.4. Possible applications in active antennas and PT-symmetry 

systems 

 
   
In addition to applications in RF tunable/broadband networks, we have also found that the 
developed methodology can be extended to self-oscillating active antennas and PT -symmetric 
systems. These could be interesting topics for further projects in the future. Since these 
additional findings were not covered by the original research objectives, they are outside the 
scope of this report. However, they can be found in Appendix, which contains all publications 
produced during the course of the projects, with appropriate acknowledgements.  
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Conclusions and future work 
 
This study reports on a 24-month research effort whose fundamental goal is to develop 

a simple methodology for a design of stable broadband non-Foster matching networks for 
tunable RF devices such as filters and/or power amplifiers. 

 
This research is certainly novel since it deals with three well-known problems in non-Foster 

technology of broadband matching: 
 

• Selection the most stability-robust NIC/NII topology for every particular application  
• Design of stable tunable negative inductance 
• Design of stable non-Foster reactive matching network for wideband tunable MMIC 

filters 
 

As far as we know, there are almost no publicly available studies on the above topics. 
In particular, the idea of a tunable broadband microwave non-Foster filter is still in its infancy, 
and there are almost no studies on it in the literature. If successful, the proposed efforts could 
pave the way for fabrication of broadband non-Foster-based RF devices such as filters, 
combiners, splitters, hybrid junctions, and PAs. 

 
 

As a short summary, the realized outcomes of the project are: 
 

   
• We have shown that all electronic circuits that mimic negative immittance (NICs and 

NIIs) rely on the superposition of the original signal and assisting signal. Since these 
signals must be coherent, all classical circuits use positive feedback, which often leads 
to instability. It is extremely important to make a clear distinction between electronic 
admittance (associated with SCS properties) and electronic impedance (associated with 
OCS properties). We have also shown that a simple one-pole model of the NIC/NII 
amplifier is a useful approximation for both prediction of dispersion properties for 
frequencies below the pole frequency and for stability predictions. It was found that the 
dispersion of all the circuits analyzed is negligible when the maximum operating 
frequency is below one-tenth of the frequency of the first pole. The "parasitic" real part 
of the input impedance/admittance of the negative capacitor/inductor is negative in the 
SCS design and positive in the OCS design. This "parasitic" conductance/resistance can 
be compensated by an additional passive load network. 

• We have reviewed all known methods of stability prediction and proposed a simple, 
straightforward method to develop simple equivalent circuits for all one-pole non-Foster 
and negative elements. We have also studied the most common realizations of NIC/NII 
circuits and performed a very thorough analysis of their stability properties. As 
expected, the stability properties were found to depend on both the NIC/NII topology 
and the passive external network topology. It was found that both OCS and SCS DC 
coupled negative capacitors/inductors/resistors based on NICs or NIIs always have an 
unstable DC pole that degrades the stability robustness. In addition, the DC coupled 
negative OCS capacitor and negative SCS inductor have a pole at the origin that causes 
DC offset at the input. The overall conclusion is that there is no such thing as the "most 
robust NIC/NII topology", per se. 
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• We have investigated the possibilities of improving the stability properties and found 
that the introduction of a bandpass mode significantly improves the stability properties. 
It turns out that the operating bandwidth is always inversely proportional to the range 
of allowable external impedances, i.e., to the stability robustness. We have applied this 
finding to the well-known Linvill NIC and shown that the stability characteristics can 
be improved by adjusting the operating bandwidth through proper selection of cross-
coupling capacitors. We have also developed a very simple and accurate equivalent 
circuit for this modified Linvill negative capacitor. 

• We have presented a novel design of non-Foster and Negative elements based on some 
very simple LP and HP passive series/shunt networks that exhibit non-Foster ‘inverse’ 
dispersion such that they behave as band-limited ‘lossy negative capacitors/inductors. 
The losses of these passive ‘negative’ networks can be compensated by an additional 
negative series/shunt resistance/conductance. These novel non-Foster elements have 
shown stability properties better than the stability properties of all classical (NIC/NIV-
based) non-Foster elements in the literature. The correctness of the proposed approach 
has been verified using four independent designs of negative capacitors and negative 
inductors in L and X frequency bands, in 40-nm CMOS technology. The generated 
negative capacitance capacitances and negative inductance ranged from -0.5 pF to -1 pF 
and -1 nH to -5 nH, respectively. 

• In addition, we have shown applications of the proposed non-Foster elements in some 
RF tunable/broadband devices. We have designed and fabricated a general negative 
Miler capacitor using HCBT technology that produces capacitance from -0.3 pF to -0.1 
pF in the frequency range from DC to 2GHz. We have also developed a tunable negative 
inductor that can be tuned between -100 pH and -300 pH in the range of 5-15 GHz. 
Finally, we have developed a tunable non-Foster-based bandpass filter for the 2.5-GHz 
band using 40-nm CMOS technology. We have demonstrated tunability of the center 
frequency up to 20% and bandwidth up to 30%, with return loss of more than 15 dB. A 
very important feature is that the symmetry of the bandpass curve is maintained over 
the tuning bandwidth, which is not possible with a standard passive design. 

 
 

 
In addition to applications in RF tunable/broadband networks, we have found that the developed 
methodology can be extended to self-oscillating active antennas, PT -symmetric systems, and 
time-varying systems. In future research projects, we plan to develop a general, unified 
methodology that can be used to design all of these systems . 
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