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Major Goals:  The primary goal is to extend momentum based methods (Heavy Ball, and Nesterov) from the finite 
dimensional framework into the infinite dimensional framework of gradient based optimization over the manifolds of 
functions, curves, surfaces, diffeomorphisms, and other distributed unknowns. This includes developing 1) a theory 
of PDE methods for accelerated gradient optimization 2)formulation of the specific PDE equations for the 
application of this theory in several optimization contexts 3) numerical methods for solving accelerated PDE 
systems 4) theoretical analysis of convergence rates and performance gains 5) development of efficient 
implementations amenable to parallel

computing.

Accomplishments:  Mathematical formulations as well as numerical implementations for PDE based accelerated 

gradient optimization were first completed and evaluated for six different applications. 

 

1) Image denoising with L2, TV, and Beltrami style regularization. 

2) Debluring and inpainying in the Beltrami framework 

3) Active contour based image segmentation 

4) Active surface based multi-view stereo 3D reconstruction 

5) Diffeomorphic non-rigid image registration (directed toward medical imagery) 

6) Efficient solution of the obstacle problem 

 

In addition, for cases and 1, 2, and 7 above, convergence rate analysis was  carried out which yielded easily 
computed expressions for optimal damping coefficients in the corresponding accelerated PDE systems.



The mathematical framework was then successfully extended into the new application areas of

region based image segmentation (based on fuzzy region competition) as well as the completely

novel area of shaped based inversion of radar data. Two different methodologies for radar shape

inversion were explored for proof of concept, one in the frequency domain (with 2D simulations) and

another in the time domain (with 3D simulations) . 



Application of the active contour and active surface frameworks were then developed more

maturely in the context of medical image segmentation and stereo reconstruction. Further,

multi-threading has now been integrated into the initial image denoising

and 3D mulltiview stereo reconstruction applications
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Next, a more efficient, completely linear version of the initially formulated diffeomorphic image registration 
methodology was developed which was not only more robust, but also immediately amenable to parallel multi-
thread or GPU based implementations.



Finally, the PDE acceleration benefits were applied to medical image segmentation methodologies which combined 
active contours and voxel-based classifiers based on deep convolutional neural networks.
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Training Opportunities:  Postdoctoral researcher, Dr. Samuel Bignardi, and doctoral student Alper Yildirim were 
funded

on this project to develop accelerated PDE based methodologies for shape inversion using radar.

Alper Yildirim successfully defended his PhD after the second year of the project. During the final year, a new 
graduate student, Huizong Yang, was hired who began (and continues) working on accelerated PDE active surface 
methods for 3D reconstruction from both RGB and RGBD images.

Results Dissemination:  In addition to published results (see "Products" section), the PI Yezzi presented aspects 
of this work 

a the  following venues

 

1) Interdisciplinary Distinguished Seminar Series at North Carolina State University on September 21, 2018 the 
presentation "Accelerated Optimization in the PDE Framework"

 

2) Georgia Tech Institute for Robotics and Intelligent Machines Distinguished Seminar Series, Atlanta, October 24, 
2018. 

 

3) Northeastern University Invited Colloquium, Boston, October 26, 2018.

 

4) United Technologies Research Corporation invited colloquium, Farmington, CT, November 12, 2018.



5) IPAM Workshop on High Dimensional Hamilton-Jacobi PDE's at UCLA (originally

scheduled to be delivered on premise but changed to remote presentation due to COVID-19) on

April 23, 2020.

Honors and Awards:  Nothing to Report

Protocol Activity Status: 

Technology Transfer:  Nothing to Report
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Article Title:  Accelerated variational PDE's for effiient solution of regularized inversion problems

Keywords:  PDE Acceleration, denoising, inpainting, image restoration
Abstract:  We further develop a new framework, called PDE Acceleration, by applying it to calculus of variations 
problems defined for general functions on R^n, obtaining efficient numerical algorithms to solve the resulting class 
of optimization problems based on simple discretizations of their corresponding accelerated PDE's.  While the 
resulting family of PDE's and numerical schemes are quite general, we give special attention to their application 
for regularized inversion problems, with particular illustrative examples on some popular image processing 
applications. The method is a generalization of momentum, or accelerated, gradient descent to the PDE setting. 
For elliptic problems, the descent equations are a nonlinear damped wave equation, instead of a diffusion 
equation, and the acceleration is realized as an improvement in the CFL condition from dt~dx^2 (for diffusion) to 
dt~dx (for wave equations). We work out several explicit as well as a semi-implicit numerical schemes.
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Publication Type:  Journal Article
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Publication Location:  
Article Title:  PDE Acceleration: A convergence rate analysis and applications to obstacle problems

Keywords:  PDE Acceleration, obstacle problem
Abstract:  This paper provides rigorous convergence rate and complexity analysis for a general class of PDE's to 
solve calculus of variations problems for functions on \R^n using the recently introduced framework ofPDE 
acceleration. PDE acceleration grew out of a variational interpretation of momentum methods, such as Nesterov's 
accelerated gradient method and Polyak's heavy ball method, that views acceleration methods as equations of 
motion for a generalized Lagrangian action.  Its application to several regularized inversion problems yields 
equations of motion in the form of a damped nonlinear wave equation rather than nonlinear diffusion arising from 
gradient descent. These \emph{accelerated PDE's} can be efficiently solved with simple explicit finite difference 
schemes where acceleration is realized by an improvement in the CFL condition from dt~dx^2 for diffusion 
equations to dt~dx for wave equations. In this paper, we prove a linear convergence rate for PDE acceleration for 
strongly convex
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Keywords:  irradiance equation, thin lens model, shape from defocus, multiview stereo
Abstract:  Optical imaging systems are found everywhere in modern society. They are integral to computer 
vision, where the goal is often to infer geometric and radiometric information about a 3D environment given limited 
sensing resources. It is helpful to develop relationships between these real-world properties and the actual 
measurements that are taken, such as 2D images. We derive a new relationship between object radiance and 
image irradiance based on power conservation and a thin lens imaging model. The relationship has a closed-form 
solution for in-focus points and can be solved via numerical integration for points that are not focused. It can be 
thought of as a  generalization of Horn’s commonly accepted irradiance equation. Through both ray tracing  
simulations and comparison to the intensity values of actual images, our equation shows better accuracy than 
Horn’s equation. An improvement is most notable for large lenses and near-focused images where the pinhole 
assumption breaks down.
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Article Title:  Development of a new fully three-dimensional methodology for tumours delineation in functional 
images

Keywords:  active contours, active surfaces, medical image segmentation
Abstract:  Delineation of tumours in Positron Emission Tomography (PET) plays a crucial role in accurate 
diagnosis and radiotherapy treatment planning. In this context, it is of outmost importance to devise efficient and 
operator-independent segmentation algorithms capable of reconstructing the tumour three-dimensional (3D) 
shape. In previous work, we proposed a system for 3D tumour delineation on PET data (expressed in terms of 
Standardized Uptake Value - SUV), based on a two-step approach. Step 1 identified the slice enclosing the 
maximum SUV and generated a rough contour surrounding it. Such contour was then used to initialize step 2, 
where the 3D shape of the tumour was obtained by separately segmenting 2D PET slices, leveraging the slice-by-
slice marching approach. The segmentation in step 2 is now performed by evolving an active surface directly in 
the 3D space which performs the shape reconstruction on the whole stack of slices simultaneously, leveraging 
cross-slice information.
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Article Title:  A Feasibility Study of Radar-Based Shape and Reflectivity Reconstruction Using Variational 
Methods

Keywords:  Radar processing, shape inversion, accelerated optimization
Abstract:  Remote sensing radar techniques provide highly detailed imaging. Nevertheless, these techniques 
don’t embed any explicit shape, and shape reconstruction from radar typically relies on applying computer vision 
techniques, originally designed for optical images, to radar imaging products. Shape reconstruction directly from 
raw data would be desirable in many applications, e.g. in computer vision and robotics. Nevertheless, shape 
inversion has seldom be attempted in the radar context, as high  frequency signals lead to energy functionals 
dominated by tightly packed narrow local minima. We investigate the feasibility of shape reconstruction by 
inversion of pulse-compressed radar signals. Motivated by geometric methods that have matured within the fields 
of image processing and computer vision, we pose the problem in a variational context obtaining a partial 
differential equation for the evolution of an initial shape toward the shape–reflectivity combination that best 
reproduces the data.
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Publication Location:  
Article Title:  Accelerated Optimization in the PDE Framework Formulations for the Active Contour Case

Keywords:  partial differential equations, acceleration, Nesterov, mass transport optimization, gradient descent, 
variational, manifolds
Abstract:  Following the seminal work of Nesterov, accelerated optimization methods have been used to pow- 
erfully boost the performance of first-order, gradient based parameter estimation in scenarios where second-order 
optimization strategies are either inapplicable or impractical. Not only does accelerated gradient descent converge 
considerably faster than traditional gradient descent, but it also performs a more robust local search of the 
parameter space by initially overshooting and then oscillating back as it settles into a final configuration, thereby 
selecting only local minimizers with a basis of attraction large enough to contain the initial overshoot. This 
behavior has made accelerated and stochastic gradient search methods particularly popular within the machine 
learning community. We show how their formulation may be further extended to infinite dimensional manifolds 
(starting here with the geometric space of curves and surfaces).
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