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ABSTRACT 

In this study, we extended our previously developed anatomically detailed three-dimensional (3-

D) thermoregulatory virtual human model for predicting heat stress to allow for predictions of 

heat and cold stress in one unified model. Starting with the modified Pennes bioheat transfer 

equation to estimate the spatiotemporal temperature distribution within the body as the 

underlying modeling structure, we developed a new formulation to characterize the spatial 

variation of blood temperature between body elements and within the limbs. We also 

implemented the means to represent heat generated from shivering and skin blood flow that 

apply to air exposure and water immersion. Then, we performed simulations and validated the 

model predictions with experimental data from nine studies, representing a wide range of heat- 

and cold-stress conditions in air and water and physical activities. We observed excellent 

agreement between model predictions and measured data, with average root mean squared errors 

of 0.2 °C for core temperature, 0.9 °C for mean skin temperature, and 27 W for heat from 

shivering. We found that a spatially varying blood temperature profile within the limbs was 

crucial to accurately predict core body temperature changes during very cold exposures. Our 3-D 

thermoregulatory virtual human model consistently predicted the body’s thermal state accurately 

for each of the simulated hot and cold environmental conditions and exertional heat stress. As 

such, it serves as a reliable tool to assess whole-body, localized tissue, and, potentially, organ-

specific injury risks, helping develop injury prevention and mitigation strategies in a systematic 

and expeditious manner. 

 

Keywords: cold injury, cold-water immersion, exertional heat stress, frostbite, heat illness, 

hypothermia 
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NEW & NOTEWORTHY 

This work provides a new, unified modeling framework to accurately predict the human body’s 

thermal response to both heat- and cold-stress caused by environmental conditions and exertional 

physical activity in one mathematical model. We show that this 3-D anatomically detailed model 

accurately predicts the spatiotemporal temperature distribution in the body under extreme 

conditions for exposures to air and water, and could be used to help design medical interventions 

and countermeasures to prevent injuries.  

 

ABBREVIATIONS 

Ask Skin surface area (m2) 

AVD Active vasodilation (dimensionless) 

BF Body fat (%) 

cp Specific heat capacity (J.kg-1.K-1) 

cp,b Specific heat capacity of blood (J.kg-1.K-1) 

C Forced convection coefficient (dimensionless) 

Csbf Circadian function for skin blood flow (dimensionless) 

CVCM Centrally mediated vasoconstriction (dimensionless) 

CVCL Locally mediated vasoconstriction (dimensionless) 

e Forced convection exponent (dimensionless) 

fcl
*

 Local clothing area factor (dimensionless) 

hc Convective heat transfer coefficient (W.m-2.K-1) 

hccx Countercurrent heat exchange coefficient (W.K-1) 

hr Radiative heat transfer coefficient (W.m-2.K-1) 

i Index for body element (dimensionless) 

icl
*

 Local moisture permeability index of clothing layer (dimensionless) 

Icl
*  Local thermal resistance of clothing layer (W-1.m2.K) 

j Index for muscle compartment in a limb (dimensionless) 

k Thermal conductivity (W.m-1.K-1) 
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ṁa,in Incoming arterial blood mass flow rate (kg.s-1) 

ṁa,out Outgoing arterial blood mass flow rate (kg.s-1) 

ṁv,in Incoming venous blood mass flow rate (kg.s-1) 

ṁv,out Outgoing venous blood mass flow rate (kg.s-1) 

msw Sweat mass (kg) 

Ma Thermal mass of arterial blood (J.kg-1) 

Mv Thermal mass of venous blood (J.kg-1) 

n Number of body elements along a blood flow path (dimensionless) 

N Natural convection coefficient (dimensionless) 

pbḟ  Passing blood perfusion rate (m3.s-1.m-3) 

p
air

 Partial water vapor pressure of surrounding air (Pa) 

p
osk,sat

 Saturated partial water vapor pressure within the outer skin layer (Pa) 

p
sk

 Partial water vapor pressure at skin surface (Pa) 

Q̇
Act

 Activity heat generation per unit volume of tissue (W.m-3) 

Q̇
Met

 Metabolic heat generation per unit volume of tissue (W.m-3) 

Q̇
Sh

 Shivering heat generation per unit volume of tissue (W.m-3) 

RE,sk Skin moisture resistance (W-1.m2.Pa) 

SBFi,0 Basal skin blood perfusion rate (m3.s-1.m-3) 

SBFi Skin blood perfusion rate dependent on time (m3.s-1.m-3) 

Sḣair Total heat from shivering during air exposure (W) 

Sḣwater Total heat from shivering during water immersion (W) 

T Body temperature dependent on spatial location and time (°C) 

T̅ Volume-averaged tissue temperature (°C) 

Ta Arterial blood temperature (°C) 

Ta,in Incoming arterial blood temperature (°C) 

Ta,out Outgoing arterial blood temperature (°C) 

Tair Ambient air temperature (°C) 

Tamb Ambient operative temperature (°C) 

Tc,0 Baseline core body temperature (°C) 

Tc Core body temperature (°C) 
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Tc,th,0 Baseline threshold core body temperature for active vasodilation (°C) 

Tc,th Threshold core body temperature for active vasodilation (°C) 

Tv Venous blood temperature (°C) 

Tv,in Incoming venous blood temperature (°C) 

Tv,out Outgoing venous blood temperature (°C) 

Tsk,i Local skin temperature (°C) 

Tsk,m,0 Baseline mean skin temperature (°C) 

Tsk,m Mean skin temperature (°C) 

Twater Water immersion temperature (°C) 

t Time (s) 

Ucl
*  Effective local convective heat transfer coefficient (W.m-2.K-1) 

UE,cl
*  Effective local evaporative heat transfer coefficient (W.m-2.Pa-1) 

V Volume of body tissue (m3) 

vair Air velocity (m.s-1) 

Vm Muscle volume (m3) 

V̇O2,r Relative rate of oxygen consumption (dimensionless) 

V̇O2
 Rate of oxygen consumption per body unit mass (ml.min-1.kg-1) 

V̇O2,crit
 Critical relative rate of oxygen consumption affecting vasodilation threshold 

temperature (dimensionless) 

V̇O2,max
 Maximal rate of oxygen consumption per body unit mass (ml.min-1.kg-1) 

∆Tc Difference between current and baseline core body temperatures (°C)  

∆Tc,th,Act Change in vasodilation threshold temperature due to physical activity (°C) 

∆Tsk,m Difference between current and baseline mean skin temperatures (°C) 

β Partial heat exchange coefficient during capillary perfusion (dimensionless) 

χ Passing blood flow heat exchange efficiency (dimensionless) 

ρ Density (kg/m3) 

ρ
b
 Blood density (kg/m3) 

ω̇b Blood perfusion rate (m3.s-1.m-3) 
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1. INTRODUCTION 

Heat- and cold-related injuries pose a significant threat to the health and safety of civilians (1, 2) 

and military personnel (3, 4). Heat illness, ranging from heat exhaustion to life-threatening 

heatstroke, results from a rise in the body’s core temperature from prolonged exposures to hot 

and humid environments or from strenuous physical activity. In particular, severe heat illness 

hinders the body’s thermoregulatory function, leading to multiple organ failure and eventual 

death (5). Likewise, cold injuries, such as hypothermia and frostbite, result from a decline in core 

and skin temperatures from extended exposure to cold air or water. Similar to heatstroke, 

hypothermia significantly impairs the body’s thermoregulatory function, increasing the risk of 

cardiac arrhythmias and cardiac arrest (6), whereas frostbite causes freezing of the skin and the 

underlying tissues when the skin temperature falls below 0 °C (7). 

The progression from the initial thermal insult to a potential injury depends on the magnitude of 

the temperature of the core organs and tissues of the body and the peripheral skin (8, 9). 

Therefore, accurate characterization of the body’s response to various thermal stressors can 

provide insights into the associated thermal-injury risks and the development of countermeasures 

for heat and cold stressors, enhancing clinical outcome. However, because of ethical and safety 

concerns, we cannot conduct experiments on humans to characterize the body’s response 

resulting from exposure to extreme heat or cold conditions, which might compromise the body’s 

thermoregulatory system. One alternative is to use physics-based computational models that 

accurately mimic the body’s thermoregulatory and physiological responses to predict the 

associated spatiotemporal temperature distribution under extreme conditions for which human 

experiments are not possible (10). In addition, by separately turning on/off different 

thermoregulatory mechanisms represented in such models, we could investigate the body’s 
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response to a compromised mechanism resulting from a severe thermal-stress exposure. Such a 

capability could provide the means to infer potential injury risks to susceptible organs and tissues 

from exposures to harsh environmental and operational conditions. 

Over the years, several models of human thermoregulation have been proposed with varying 

levels of detail of the human anatomy and the body’s thermoregulatory mechanisms [for a 

review, see (11-13)]. By and large, the majority of the whole-body thermoregulatory models 

approximate the body’s anatomy by representing it as concentric cylinders or spheres. While 

such approximations do not compromise the underlying physics, they lack the spatial resolution 

to predict the temperature response at the organ level and at the body’s extremities. For example, 

while some cylinder-based models consider organ-level heat production [e.g., (14, 15)], they 

cannot capture the large temperature differences between the palm of the hand and those of the 

fingers in extreme-cold conditions (16), preventing their use in assessing frostbite and other non-

freezing cold injuries in vulnerable parts of the body. Recent advances in computational power 

have made it possible to develop three-dimensional (3-D) anatomically accurate models of the 

human body for simulating human thermoregulation (17-23). However, except for our recent 

efforts in which we considered both environmental conditions and exertional heat stress (20), and 

for the work of Zhang et al., who reported an anatomically accurate finite-element model of the 

hand for extreme cold exposures (23), available models with realistic human anatomy have been 

limited to localized electromagnetic heating applications (18) or thermal-comfort research (21, 

22). These works have not considered severe thermal-injury-risk scenarios, such as extreme cold 

stress in air or water and strenuous physical activity. 

Currently available anatomically accurate models, including ours (20), lack the inherent 

capability to simulate extreme cold-stress conditions. This limitation arises from a simplification 
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in the modeling formulation, which assumes a uniform blood temperature profile in the 

representation of internal convective heat transfer via the blood circulatory system. While this 

assumption suffices for representing heat-stress scenarios, wherein the whole body heats up 

relatively uniformly (24), it may not be suitable for simulating severe cold-stress conditions. 

When exposed to cold, peripheral body elements lose heat faster than the core, owing to their 

large surface-to-volume ratio, resulting in a large temperature gradient between the body’s 

periphery and internal organs (24). In addition, exposure to cold leads to a large temperature 

variation within the tissues of the extremities (25) and, because blood and the tissue are closely 

coupled, it leads to a spatially varying blood temperature profile throughout the body. Hence, to 

properly represent the body’s response to cold stress, it is necessary to use a heat transfer 

formulation that accounts for such spatial variations in the blood temperature (14). Moreover, 

available whole-body thermoregulatory models can simulate either cold-air exposure (11-13) or 

water immersion (26-28), but not both, under one unified modeling framework without 

introducing new model parameters or modifying existing ones, limiting their scope (15). 

To address these limitations, we extended our recently developed 3-D thermoregulatory virtual 

human model to simulate exposure to both heat- and cold-stress conditions in air or water media 

within one modeling framework. The original model was developed to represent the thermal 

response of a 50th percentile U.S. male exposed to environmental conditions and exertional heat 

stress, where validation results demonstrated its ability to accurately predict core and organ 

temperatures across a range of study conditions (20). In total, the model represents 25 

metabolically active organs and tissues as well as key thermoregulatory and heat-transfer 

mechanisms (Fig. 1A). Here, we developed a novel heat-transfer formulation capable of 

representing the spatial variation of blood temperature characteristic of cold stress, including 
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partial capillary heat exchange, countercurrent heat exchange, and passing blood flow (PBF) heat 

exchange (see Fig. 1A, bullets in bold font, and Fig. 1B). We substituted our existing vasomotion 

formulation for regulating skin blood flow, which applies to air exposures only, with a 

formulation that is valid for both air and water exposures, and for each of these two media 

incorporated separate heat-generation mechanisms from shivering (i.e., a cold-stress response) as 

a heat source. In addition, to better represent external convective heat transfer in air and water, 

we updated our model with new correlations for estimating heat transfer coefficients during air 

exposure and included a coefficient for water immersion. Finally, we performed extensive model 

validation by comparing model predictions with measured experimental data for core body 

temperature, mean skin temperature, and heat due to shivering, encompassing cold-stress studies 

conducted in air (29-31) and water media (32-34). In addition, we revalidated our model 

predictions for heat-stress conditions (20, 35, 36), demonstrating the ability of having one unified 

thermoregulatory modeling framework that is applicable to a wide range of heat- and cold-stress 

scenarios. 

2. MATERIALS AND METHODS 

2.1. Experimental Studies 

We calibrated and validated the extended 3-D virtual human model using rectal temperature, 

mean skin temperature, and shivering data collected from multiple cold-stress studies in air and 

water. In addition, we verified that the extended model replicated our previous predictions for 

heat-stress conditions (20), to ensure that the model applies to both heating and cooling 

scenarios. Table 1 summarizes the experimental studies used for model calibration (Study 1) and 

model validation (Studies 2–10). Briefly, these studies involved 70 unique male subjects exposed 
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to 14 diverse conditions, ranging from extreme cold stress to strenuous physical activity in the 

heat and spanning diverse sets of ambient temperature (1 to 45 °C), wind speed (0.1 to 2.5 m/s), 

relative humidity (30 to 45%), clothing insulation (0.0 to 1.4 clo), and physical activity intensity 

[0.9 to 11.1 metabolic equivalent (MET)]. Studies 1–7 consisted of cold-stress conditions, which 

included exposures to air (Studies 1–4) (29-31) and immersion in water (Studies 5–7) (32-34), 

whereas Studies 8–10 comprised environmental and exertional heat-stress challenges (20, 35, 

36). We refer the reader to the original articles for additional information. 

2.2. Computational Model 

We previously developed and validated an anatomically accurate 3-D virtual human 

thermoregulatory model of a 50th percentile U.S. male for heat stress (20). The model accounts 

for heat transfer within the body, heat exchange with the environment, and the primary 

physiological and thermoregulatory mechanisms regulating body temperature during heat stress. 

In the present study, we considerably extended the model by including additional physics related 

to the physiological and thermoregulatory mechanisms of cold stress (Fig. 1A, bullets in bold 

font). In particular, we extended the modified Pennes bioheat transfer equation (PBHE) by 

including 1) partial heat exchange at the capillary level; 2) countercurrent heat exchange between 

arterial and venous temperature within the body; and 3) convective heat exchange between the 

PBF and the tissue, preceding capillary perfusion. In addition, as part of the thermoregulatory 

mechanisms, we included heat generated due to shivering for exposures to cold air and water, 

and replaced our previous skin blood flow formulation, which was only valid for air exposure, 

with an approach that applies to both air and water. 

2.2.1. Energy balance 
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To obtain the spatiotemporal temperature distribution within the body, we extended the modified 

PBHE (24, 37) and solved the energy balance for the time-dependent temperature T, as follows: 

ρcp

∂T

∂t⏟  
Heat 

storage

= ∇∙k∇T⏟  
Heat

conduction

+ βρ
b
cp,bω̇b(Ta-T)⏟          

Capillary 

perfusion

+ χρ
b
cp,b(pbḟ )(Ta+Tv-2T)⏟              

Passing blood flow

 heat exchange

+ Q̇
met⏟

Metabolic 
heat

+ Q̇
Act⏟

Activity

heat

+ Q̇
Sh⏟

Shivering

heat

   (1) 

We obtained the density ρ, specific heat capacity cp, thermal conductivity k, blood perfusion rate 

ω̇b, and Q̇
met

 for the different organs and tissues from the literature (see Table A1 in the 

Appendix) (38-41). We used a value of 0.7 for the coefficient β, which accounts for the partial 

heat exchange between the perfusing arterial blood and the tissues at the extremities, i.e., the 

arms, hands, legs, and feet (42). In addition, using the data from Bittel et al. (29), we estimated 

the PBF heat exchange efficiency χ as 0.9 via a model-calibration exercise. 

2.2.2. Blood-tissue heat transfer 

Heat exchange via the circulating blood is the primary mode of heat transfer within the body. 

The blood and tissues are intricately connected by the vascular system, which transcends 

multiple length scales. During cold exposure, there is a considerable temperature difference 

between the various body elements and within the body extremities. Therefore, the assumption of 

a uniform blood temperature in the entire body, particularly during cold stress, is an 

oversimplification that leads to an incorrect prediction of the body’s thermal state. To overcome 

this limitation, we developed a blood-tissue heat transfer formulation to account for the spatial 

blood temperature variation within the body and implemented it in the virtual human model (Fig. 

1B). This formulation provided a more realistic description of the blood temperature in the 

virtual human and replaced our previous formulation that assumed a uniform blood temperature 

throughout the body (20). 
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First, to account for the spatial variation of blood temperature between body elements, we 

explicitly included the blood flow paths from the heart to the extremities and back, and invoked 

the countercurrent heat-exchange mechanism to obtain different arterial and venous blood 

temperatures in the 12 body elements in Table 2 (14, 43). Second, to characterize the radial 

spatial variation in blood temperature within the extremities (37), we included the convective 

heat exchange from the PBF above the capillary level. 

Countercurrent heat exchange: To compute the arterial blood temperature Ta,i and the venous 

blood temperature Tv,i in each of the ith elements of the body, i = 1, 2, … 12, we represented the 

major arteries and veins of each element as two distinct reservoirs, applied a countercurrent heat 

exchange between them, and solved the energy balance for Ta,i and Tv,i, as follows: 

Ma,i

dTa,i

dt⏟    
Rate of energy

accumulation

= ṁa,in,icp,bT
a,in,i

-ṁa,out,icp,bT
a,out,i⏟                  

Net rate of energy transfer by the

incoming and outgoing blood

+ hccx,i(Tv,in,i-Ta,in,i)⏟          
Countercurrent 
heat exchange

− (∫ ρ
b
cp,bω̇b,idVi)Ta,i⏟            

Capillary perfusion

heat exchange

     (2) 

Mv,i

dTv,i

dt
= ṁv,in,icp,bT

v,in,i
− ṁv,out,icp,bT

v,out,i
+ hccx,i(Ta,in,i − Tv,in,i)                                            (3)

+ (∫ ρ
b
cp,bω̇b,idVi) (βT

a,i
+(1-β)T̅i)                                                                             

To satisfy the mass flow rate and temperature continuity at the junction between two successive 

body elements, the solutions to Eqs. (2) and (3) required additional auxiliary equations, which 

are summarized in the Appendix [Eqs. (A1)–(A8)]. Table 2 lists the parameter values for the 12 

body elements associated with Eqs. (2) and (3). 

This formulation results in a uniform blood temperature distribution within each body element. 

However, for the limbs, such as the arms and legs, which show a significant temperature 

variation between their core and peripheral regions during cooling (25), it is unlikely that such a 

uniform representation would be accurate. Therefore, for the limbs, we varied the blood 
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temperature radially within these body elements by invoking the PBF heat-exchange mechanism 

(37). 

Passing blood flow heat exchange: Figure 1B illustrates the passing blood convective heat 

exchange in the limbs using the lower arm as an example. According to this formulation, the 

blood in the artery flows radially towards the skin through the various muscle compartments of 

the limb and exchanges heat with the tissue (shown by the trapezoid) before perfusing at the 

capillary level (shown by the curved arrows). As a result, there is a progressive drop in the 

arterial temperature within the limb from the innermost (hot) to the outermost (cold) muscle 

compartment, and the extent of this drop is determined by the PBF heat exchange efficiency χ in 

Eq. (1). Similarly, the venous blood temperature progressively increases as it flows from the 

outer to the inner tissue layers. 

For these calculations, we divided the muscle tissue in each limb into four compartments. 

Equations (4)–(9) describe the arterial and venous blood temperatures in the jth muscle 

compartment, with j = 1 (innermost), …, 4 (outermost), of the ith limb element, while accounting 

for the PBF heat exchange: 

Ta,in,i,j = Ta,out,i,j-1                                                                                                                                          (4) 

Ta,i,j = Ta,in,i,j                                                                                                                                                  (5) 

Ta,out,i,j = χT̅
i,j
+ (1− χ)Ta,i,j                                                                                                                      (6) 

Tv,in,i,j = Tv,out,i,j+1                                                                                                                                         (7)                                                                                                                          

Tv,i,j =
ω̇b,i,j [βT̅

i,j
+ (1− β)Ta,i,j] + pbḟ

i,j
Tv,in,i,j

ω̇b,i,j + pbḟ
i,j

                                                                                    (8) 
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Tv,out,i,j = χT̅
i,j
+ (1− χ)Tv,i,j                                                                                              (9) 

where pbḟ
i,j

 represents the amount of the PBF through a compartment, which is obtained as: 

pbḟ
i,j
=∑ ω̇b,i,j                                                                                                                                            (10)

N

j+1

 

For the innermost layer, the arterial blood entered the compartment at Ta,i, computed using Eq. 

(2), and the venous blood drained into the major (central) vein at Tv,out,i,1, which we implemented 

by replacing the expression (βT
a,i

+(1-β)T̅i) in Eq. (3) with Tv,out,i,1 in Eq. (9). 

2.2.3. Skin blood flow 

We implemented a phenomenological formulation for regulating skin blood flow (SBF) and 

accounted for vasoconstriction and vasodilation during exposures to air and water. Previously 

(20), we used Fiala’s SBF model (44, 45), i.e., an empirical formulation limited to air exposures 

only, where he obtained the various coefficients by fitting model-predicted core and skin 

temperatures with experimental data based on the geometry of an “average” human. While our 

virtual human model accurately predicted heat-stress responses using Fiala’s SBF model, we 

obtained unsatisfactory predictions when simulating cold-stress conditions. Instead of going 

through a time-intensive, laborious fitting exercise to obtain new coefficients for this formulation 

for both heat- and cold-stress conditions, we instead used the SBF model proposed by Wissler 

(15, 46, 47). Wissler’s SBF model is based on experimentally observed changes in SBF 

encompassing a large number of studies, uses coefficients that are not confined to a particular 

geometry, and has been successfully used for predicting the body’s thermal response during 

exposures to both air and water (15, 48). We summarized Wissler’s model in the Appendix [Eqs. 
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(A9)–(A15)] and provide SBF and convective heat transfer coefficient parameters in Table 3. We 

refer the reader to the original articles for a detailed derivation of the SBF model. 

2.2.4. Shivering 

We used two separate formulations, one for air and another for water, to represent shivering as a 

source of heat in the model. 

Air exposure: We modified the equation for predicting heat due to shivering for air exposure 

Sḣair reported by Timbal et al. (31) so as to capture this phenomenon during extreme cold-air 

exposures reliably. Following their work, we included 1) the initial rapid rise in shivering for the 

first ~30 minutes of cold exposure based on the rate of change of the mean skin temperature 

(dTsk,m/dt) and 2) the gradual increase in shivering thereafter based on the drop in the mean skin 

temperature from the thermoneutral condition ΔTsk,m. For t ≤ 30 minutes, we found that their 

relationship was adequate for accurately predicting the initial rapid rise in shivering. However, 

for t > 30 minutes, we updated the Sḣair vs. ΔTsk,m correlation provided by Timbal et al. (31) to 

include additional experimental datasets (29, 49-51), which covered extreme cold-stress 

conditions (see Fig. A1 in the Appendix). Using the updated correlation, we obtained the 

following relationship to estimate the total heat from shivering during cold-air exposure: 

Sḣair = 7.6− 109.8
dTsk,m

dt
− 1.9∆Tsk,m⏟                  

Initial rise in shivering

+ 0.36 ∆Tsk,m
2 + 10.27 ∆Tsk,m − 25.08⏟                      

Gradual increase in shivering

                         (11) 

Water immersion: We represented the heat from shivering during water immersion Sḣwater as a 

function of the core body temperature Tc and the mean skin temperature Tsk,m. Accordingly, this 

formulation accounts for the heat generated during the immersion phase (15, 52) as well as post-

immersion, including rewarming (33): 
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Sḣwater =

{
 
 

 
 [−155(37− Tc) − (1.6(28− Tsk,m) − 47)(30− Tsk,m)]

√BF
Ask,

dTsk,m

dt
<0

2.4(Tsk,m − 42.2)(Tc − 41.4) − 82.5,
dTsk,m

dt
≥0

           (12) 

We distributed the heat from shivering obtained using Eq. (11) or Eq. (12) to the muscle tissues 

of the torso and the upper limbs, as follows: 49% thorax, 26% legs, 22% abdomen, and 3% arms 

(53, 54). 

2.2.5. Boundary conditions 

We included convection, radiation, evaporation, and respiration to describe the heat exchange of 

the virtual human with the environment. In addition, we included the effects of clothing on the 

convective and evaporative modes of heat transfer (see Appendix A3 for a brief description of 

the clothing model). We refer the reader to our previous work for details on the implementation 

of the various boundary conditions (20). Here, we only describe the changes we made to our 

original formulation. For estimating the heat transfer coefficient hc during air exposure, we used 

the correlations proposed by de Dear et al. (55) and Wissler (56), as follows: 

hc = {
Ni(Tsk,i − Tair)

0.25
, vair < 0.2 m/s

Ci(vair)
ei, 0.2 m/s ≤ vair ≤ 5.0 m/s

                                                               (13) 

as we found them to result in better predictions of Tsk,m at high wind-speed conditions, over our 

previous formulation. Table 3 summarizes the coefficient values (Ni, Ci, and ei) for the various 

body elements to obtain hc during air exposures. For water immersion, we used an average hc 

value of 210 W.m-2.K-1 (28). 

2.2.6. Model setup and initialization 
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To obtain the spatiotemporal temperature distribution in the virtual human, we used the 

commercially available finite-element software package COMSOL Multiphysics (COMSOL, 

Burlington, Massachusetts, USA). Our previous work (20) details geometry creation, mesh 

generation, and mesh and timestep convergence studies. 

To determine the initial temperature distribution throughout the body, we initialized the model at 

a thermoneutral condition [i.e., 28 °C ambient air, 0.1 m/s wind speed, 40% relative humidity, 

and the subject wearing shorts (0.6 clo) and reclining (0.8 MET)]. When simulating the 

thermoneutral condition, we switched on vasodilation and vasoconstriction to regulate the dry 

heat loss from the body via SBF changes, and turned off the evaporation and sweating responses 

(57). In addition, we adjusted the countercurrent heat exchange coefficients from Fiala and co-

workers (39, 45) and Ferreira and Yanagihara (58) to obtain an initial core body (rectal) 

temperature Tc,0 of 37 °C and a mean skin temperature Tsk,m0 of 34 °C, which we used as 

baseline values for subsequent calculations. 

3. RESULTS 

3.1. Calibration of the PBF Heat Exchange Efficiency and Initial Validation 

3.1.1.  Calibration of the PBF efficiency χ 

We estimated the value of the parameter χ in Eqs. (1), (6), and (9) to represent the efficiency of 

the PBF heat exchange during cold stress through a model-calibration procedure. To this end, we 

used experimental data from an extreme cold-stress study conducted at a 1 °C air exposure 

(Study 1, Table 1) (29). Figure 2 shows the experimental data (solid circles) along with the 

predicted changes in core body temperature ΔTc (Fig. 2A), mean skin temperature Tsk,m (Fig. 

2B), and heat generated from shivering Sḣair (Fig. 2C) for χ ranging from 0.3 to 0.9. We found 
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that the predictions of ΔTc were very sensitive to the choice of χ and improved with larger values 

of χ. In contrast, Tsk,m and Sḣair were unaffected by the choice of χ. In addition, to assess the 

benefit of the PBF heat-exchange mechanism in the model predictions, we computed ΔTc while 

considering only the countercurrent heat mechanism without the PBF mechanism (Fig. 2A, black 

dashed line). Without the PBF, we observed a considerable under prediction of ΔTc (-1.7 °C at 

the end of the 120-minute exposure), highlighting the importance of including this mechanism in 

a whole-body model to accurately predict changes in core temperature resulting from cold stress. 

Based on this analysis, we set χ=0.9 for subsequent calculations, including model validations 

based on Studies 2–10 in Table 1. 

3.1.2.  Initial validation of Tsk,m and Sḣair 

Because the thermoregulatory responses Tsk,m and Sḣair were not sensitive to χ, we used the 

comparisons between their predictions with the measured data in Figs. 2B and 2C as an initial 

validation of the model for an extreme cold-stress scenario. The model correctly predicted the 

temporal variation of Tsk,m and Sḣair over the entire 120-minute exposure, with root mean 

squared errors (RMSEs) of 1.2 °C and 28 W, respectively. Using a 3.4-GHz 4-core Intel i7 

Workstation with 64 GB RAM, we completed a 120-minute simulation in 48 hours of CPU time. 

3.2. Estimated Blood Temperatures in the Extremities 

We computed the arterial and venous blood temperatures to illustrate their spatial variation with 

and without the PBF mechanism. Figure 3 shows the simulated blood temperature profiles at the 

start (t = 0 minutes, thermoneutral condition) and at the end (t = 120 minutes) of the extreme 

cold-stress experiment in Study 1 (Table 1), using χ=0.9. As expected, at both time points, the 

predicted arterial blood temperatures (Figs. 3A and 3B) and venous blood temperatures (Figs. 3C 
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and 3D) progressively decreased from the body’s core regions to the extremities. In addition, 

with the PBF mechanism for the limbs, we observed a progressive decline in blood temperature 

from the center to the outer layers of the limbs (Figs. 3A–3D, right panels). The most striking 

effect of the PBF mechanism was the elevated venous blood temperature returning from the 

limbs to the core (Fig. 3D, right panel), which helped prevent the rapid drop in the predicted ΔTc 

response, as compared to the model without it (Fig. 3D, left panel and Fig. 2A). This result 

reinforced the importance of incorporating the PBF mechanism, in addition to countercurrent 

heat exchange, to adequately estimate changes in core temperature resulting from exposure to 

cold-stress conditions. 

3.3.  Model Validation 

We validated the extended virtual human model by comparing model-predicted ΔTc, Tsk,m, and 

Sḣ with experimental data collected during cold-air exposure and cold-water immersion. In 

addition, we re-validated our model predictions for environmental and exertional heat-stress 

challenges to ensure that the extended model applied to both heating and cooling scenarios. 

3.3.1.  Cold-air exposures 

We compared our model-predicted responses with measured data obtained during cold-air 

exposures to mild, moderate, and extreme cold environments, with ambient air temperatures 

ranging from 5 to 20 °C, wind speeds from 0.1 to 0.8 m/s, and subjects wearing minimal clothing 

(Studies 2–4, Table 1). We observed a very good agreement between model-predicted responses 

and experimental measurements for each of the six different cold-stress conditions in the three 

studies, with RMSEs ranging between 0.0–0.2 °C for core temperature change ΔTc (Fig. 4), 0.3–

1.2 °C for mean skin temperature Tsk,m (Fig. 5), and 6–29 W for heat generated from shivering 
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Sḣair (Fig. 6). Importantly, our model accurately predicted both the trend and magnitude of these 

variables, illustrating its ability to capture various thermoregulatory responses for a range of 

cold-air exposures. 

In general, the predicted ΔTc exhibited an initial rise followed by a gradual decline (Fig. 4). The 

initial rise resulted from the combination of three factors: 1) a rapid reduction in SBF due to 

vasoconstriction, which prevented warm blood from reaching the skin and losing heat to the 

environment; 2) heat recovery by the returning venous blood via a partial heat exchange with the 

tissue at the capillary level, PBF heat exchange above the capillary level, and countercurrent heat 

exchange with the major arteries; and 3) an initial increase in shivering Sḣair (Fig. 6). Thereafter, 

the heat loss by conduction from the extremities to the environment resulted in a drop in the 

venous blood temperature returning to the core and a decline in ΔTc. In terms of Tsk,m, it dropped 

rapidly as soon as the body was exposed to the cold environment, due to a strong convective and 

radiative heat loss to the ambient air, followed by a more gradual drop (Fig. 5). The predicted 

Sḣair showed a sharp initial peak associated with the large rate of decrease in Tsk,m, followed by a 

sustained increase until the end of the cold-stress period (Fig. 6). Notably, our model correctly 

captured the changes in skin temperature for a wide range of cold-air exposures, during which 

the body is more susceptible to frostbite injuries in the peripheral body regions. 

3.3.2.  Cold-water immersion 

We compared the model-predicted ΔTc, Tsk,m, and Sḣwater with experimental data from three 

separate water-immersion studies (Studies 5–7, Table 1). We observed very good agreement 

between model predictions and experimental measurements for each of the three studies, with 

RMSEs ranging between 0.1–0.5 °C for ΔTc (Fig. 7), 1.0–2.6 °C for Tsk,m (Fig. 8), and 29–74 W 
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for Sḣwater (Fig. 9). Most notably, for Study 5, which involved rewarming the subjects after 

immersion in very cold water, the model predictions of ΔTc followed the experimental data 

closely for the entire duration of the experiment (Fig. 7A). In addition, our model successfully 

captured the timing and amplitude of the “after-drop” phenomenon during rewarming (times 

between 60 and 90 minutes in Fig. 7A), wherein the core body temperature continued to drop for 

~15 minutes into the rewarming phase. In agreement with the experiments, the predicted Tsk,m 

dropped rapidly during cooling and rose almost immediately during rewarming due to the high 

heat exchange with the surrounding water (Fig. 8A). While our model predictions of Sḣwater for 

Study 5 closely matched the measured data during the cold-water immersion phase, we observed 

some discrepancies during the rewarming phase (Fig. 9A). In the experiment, shivering 

continued to occur for a certain duration after rewarming began, however, our simulations did 

not adequately capture this response. This discrepancy resulted from a limitation of the shivering 

model, as noted by the original model developers (15, 33, 52). 

Unlike cold-air exposures, the decline in ΔTc during cold-water immersion was more substantial 

(up to -2.6 °C vs. -0.5 °C for cold-air exposures), increasing with a decrease in water 

temperature. For Studies 6 and 7, which involved prolonged water immersions (≥120 minutes), 

ΔTc showed an S-curve behavior (Figs. 7B–7D), dropping gradually due to a continual loss of 

body heat to the surrounding water and then stabilizing thereafter due to an increase in shivering 

activity. As in Study 5, the Tsk,m dropped rapidly during the first few minutes of the immersion, 

and then plateaued just above the water temperature (Figs. 8B–8D). The shivering response 

showed an initial rapid rise concomitant with the rapid drop in Tsk,m. Thereafter, shivering 

steadily increased due to a drop in core body temperature (Figs. 9B–9D). 

3.3.3. Heat-stress studies 
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To confirm the ability of the extended model to predict a human response for heat-stress 

conditions, we simulated one environmental (Study 8) and two exertional heat-stress scenarios 

(Studies 9 and 10), with subjects exposed to very hot environments, wearing different clothing 

ensembles, and performing activities of varying levels. Similar to our original work, the model 

successfully captured the temporal dynamics and magnitude of ΔTc and Tsk,m over the entire 

duration of each of the three experiments, with RMSEs ranging between 0.1 and 0.3 °C (see 

Figs. A2 and A3 in the Appendix). 

3.4.  Skin Temperature Variation in the Hand during Cold-air Exposure 

We estimated the skin temperature distribution of the hand to illustrate the model’s ability to 

predict spatiotemporal variations of the palm, dorsum hand, and fingertips for the extreme cold-

stress condition in Study 1. Figure 10A shows a very good agreement between the virtual 

human’s dorsum hand temperature predictions (solid black line) and the experimental 

measurements (RMSE of 1.3 °C). In addition, Fig. 10A shows the computed temperature 

temporal variation of the index fingertip (dashed black line), which was markedly lower than that 

of the dorsum hand by as much as ~8.0 °C, reaching the threshold for non-freezing cold injury to 

set in (~5.0 °C). Figure 10B shows the spatial temperature distribution of the hand at the end of 

the 120-minute exposure period, indicating a ~5 °C difference between the palm of the hand and 

the fingertips. 

3.5.  Predicted Spatial Temperature Distribution in the Body During Cold-water 

Immersion 

Figure 11 shows the model-predicted spatial temperature distributions of the skeletal system and 

the internal organs before (Fig. 11A) and after (Fig. 11B) immersion in 10 °C water for the 
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conditions in Study 5. Before immersion, the temperature of all internal organs was 

approximately 37 °C (Fig. 11A, right panel). In the skeletal system, the bones of the hands and 

feet were at a lower temperature (~33.5 °C) than those of the arms and legs (~35.7 °C; Fig. 11A, 

left panel). After 60 minutes of cold-water immersion, the temperature of different organs 

reached distinct lower values (Fig. 11B, right panel). The extent of such temperature decrease 

depended on the organ’s 1) heat-transfer properties, such as density, blood perfusion rates, and 

basal metabolic heat; 2) proximity to the skin, which favored heat loss via conduction to the cold 

water; and 3) proximity to muscle groups, which generated shivering-induced heating. We 

predicted the lowest average temperatures in the lungs (~34.3 °C) and observed slightly higher 

values for the other internal core organs, such as the stomach, intestines, and the heart (~35.0 

°C). Although we simulated water immersion up to the neck level (i.e., head-out immersion), we 

observed that the temperature in the brain still decreased due to internal convection via the 

circulating cold blood from the core. In the skeletal system, the bones of the thorax, abdomen, 

and upper legs maintained higher temperatures than those of the bones in the peripheral regions 

of the body primarily because of their proximity to shivering-generating muscle groups. In 

addition, peripheral bones experienced a more significant external convective heat loss to the 

cold water (Fig. 11B, left panel). 

Figure 11C shows the temperature difference between various internal organs and the core (as 

predicted in the rectum) before and after the cold-water immersion. At pre-immersion (i.e., at t = 

0 minutes), all organs except for the heart were either at approximately the same or at a slightly 

lower temperature than the core. At post-immersion (i.e., at t = 60 minutes), the lungs, kidney, 

liver, and brain temperatures dropped an average of ~0.5 °C below the rectal temperature. 

Surprisingly, we did not observe a larger variation in temperature among the internal organs. 
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4.  DISCUSSION 

In this study, we extended our previously developed anatomically detailed 3-D thermoregulatory 

virtual human model validated for heat stress by adding new physics to simulate cold stress (Fig. 

1A). The extended model replaces our previous uniform blood-temperature formulation with a 

new methodology that accounts for the spatially varying blood temperature profiles in arteries 

and veins between 12 major body elements and within the limbs, with the skin in contact with 

either air or water (Fig. 1B, Tables 2 and 3). In addition, the extended model incorporates new 

formulations for representing shivering, vasoconstriction, vasodilation, and external convective 

heat transfer coefficients to reliably capture the body’s thermoregulatory responses during cold 

stress. In contrast, previously developed whole-body models represent the human body as stacks 

of concentric cylinders, where lumped-parameter blood temperatures only vary between 

cylindrical elements, where the cylinder representing the skin is surrounded by either air (11) or 

water (26-28), except for Wissler’s model (15). More recent thermoregulatory models, with a 

realistic anatomical representation of the human body similar to ours, use the simplified uniform 

blood-temperature formulation, which limits the use of the model to environmental heat-stress 

and mild cold-air exposures (21, 22). In addition, unlike the 3-D virtual human model, these 

models have not been applied to simulate exertional heat stress, which is the major driver for 

increases in body temperature during exposure to hot and humid environments (~95%) (20, 35). 

Blood temperature is the primary factor that controls heat transfer within the body, driving 

internal convection and redistribution of heat from the core to the periphery. During exertional 

heat stress, the warm blood convects the exertional heat from the working muscles to the skin, 

wherein the heat dissipates to the surrounding environment. Likewise, during cold stress, a large 

temperature difference exists between the body core and skin, and the blood temperature plays a 
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pivotal role in regulating the core body temperature. In particular, while the skin temperature 

approaches its cool surroundings, the core temperature attempts to maintain normothermia 

around 37 °C, leading to large spatial temperature variations between and within the various 

parts of the body. To account for this phenomenon and adequately estimate the thermal response 

to cold-stress conditions, we developed a new mathematical formulation of the circulatory 

system. Our blood temperature-estimation formulation describes the flow of energy of the 

circulating blood from the major arteries and veins to the various body elements, and includes: 1) 

countercurrent heat exchange between the major artery-vein pairs; 2) radial PBF heat exchange 

in the limbs above the capillary perfusion level; and 3) partial heat exchange in capillary 

perfusion. Figure 2A illustrates the improved accuracy achieved by including these three spatial 

blood-temperature variation mechanisms for the extreme cold-stress condition in Study 1 (Table 

1). By including the PBF mechanism, the model-predicted core body temperature ΔTc (solid 

black line) closely followed the experimental data, in stark contrast to a simulation that 

accounted for the countercurrent heat exchange but excluded the PBF heat exchange (dashed 

black line). None of the whole-body models in the literature accounts for such a radial blood 

temperature distribution within the body. 

We estimated χ in Eqs. (1), (6), and (9) using the extreme cold condition in Study 1 and 

calibrating for the corresponding core body (rectal) temperature data ΔTc (Fig. 2A). The use of 

rectal temperature as a valid index of core body temperature is a subject of debate for certain 

conditions, such as cold-water immersion (59, 60). However, most experimental studies report 

rectal temperature data. Therefore, we used this index to calibrate χ and validate our model 

predictions, while recognizing that our estimated χ could vary depending on the core temperature 

index used for calibration. In our virtual human model, we set χ to 0.9, meaning that the arterial 



 

26 
 

and venous blood temperatures approach 90% of the local tissue temperature as they flow 

through the limbs. In this process, as the major artery branches out before reaching the capillary 

bed, the arterial blood temperature progressively decreases by depositing heat into colder tissues 

(Fig. 3B, right panel). Conversely, the venous blood flows from the outermost tissue layers after 

capillary perfusion and progressively increases in temperature by recovering the heat deposited 

in the tissue by the arterial blood. As a consequence, the venous blood reaches the major vein at 

a higher temperature, preventing rapid cooling of the body core (Fig. 3D, right panel). In 

contrast, when we assume a uniform blood temperature across the entire limb and do not allow 

for heat exchange between the blood and tissue above the capillary perfusion level, the heat 

deposition mechanism by the arterial blood and the subsequent recovery by the venous blood are 

absent (Figs. 3A–3D, left panels). Accordingly, the venous blood reaches the central vein at a 

relatively lower temperature, causing excess core cooling and a more significant drop in the 

model-predicted core body temperature than observed in the experiments or predicted by the 

PBF mechanism (Figs. 2A and 3D, left panel).  

As noted by Tikuisis and Ducharme (37), a few localized tissue models describe a continual 

decrease in the arterial blood temperature as it flows out from the main supply, and vice versa for 

the venous return (61, 62). However, these efforts did not investigate the impact of a spatially 

varying blood temperature in the limbs on the prediction of core body temperature. Our 

assessment highlights the need to account for such a variation in a whole-body thermoregulatory 

model to correctly describe the thermal response within the body and obtain accurate predictions 

of core body temperature changes when simulating cold-stress conditions. 

We validated the extended virtual human model for multiple cold-stress exposures in air and 

water by comparing experimental measurements and model predictions of ΔTc, Tsk,m, and Sḣ. For 
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cold-air exposures (Studies 2–4), our model tracked the measured values well for each of the 

three thermoregulatory responses, including: 1) the initial rise in Tc observed in most 

experimental studies (Fig. 4); 2) the entire temporal profile of Tsk,m (Fig. 5); and 3) the sharp 

initial rise in Sḣair observed during some cold-stress studies (Fig. 6). We did observe some 

discrepancies between our predicted Sḣair response and the observed trend in Study 3 (Fig. 6C), 

in which the subjects did not exhibit a shivering response when exposed to 12 °C cold air. 

However, a similar experimental study also conducted at 12 °C air (63) reported shivering values 

of ~30±25 W (mean±2SE) at 60 minutes into the study, which compares favorably well with our 

model-predicted response (~50 W) at that time point. The large between-subject variability in 

anthropometric measurements, skin surface area, body-fat percentages, and acclimation status 

could help explain some of the observed discrepancies between experimental studies, as well as 

the disagreement between our predictions of shivering and the experimental values. Nonetheless, 

overall, we observed a very good agreement between model predictions and experimental 

measurements, indicating that our model can adequately predict the thermal response of the body 

resulting from cold-air exposures. 

To demonstrate the benefit of the extended 3-D virtual human model, we repeated the 

simulations for cold-air exposures (Studies 2–4) using the cylinder-based Fiala model (13, 20) 

and contrasted its predictions with both the measured data and our 3-D model predictions. To 

this end, we used JBODY [Energy Simulation Solutions Ltd., Loughborough, United Kingdom; 

(64)], a publicly available online implementation of the Fiala model (39, 44), after ensuring that 

this implementation reproduced the published results for various heat and cold exposures 

simulated by Fiala et al. (44). For the very cold condition in Study 2 (Figs. 4A and 4B), the 

virtual human model yielded a RMSE of 0.1 °C, while Fiala’s model yielded threefold larger 
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errors (0.3 °C). More importantly, our model-predicted trend of ΔTc closely tracked the 

experimental data, whereas Fiala’s did not vary for the entire duration of the experiment. For the 

moderate to mild cold-stress conditions in Studies 3 and 4, respectively, the two models yielded 

comparable predictions (Figs. 4C–4F). 

For Tsk,m, when compared to Fiala’s results, we again observed lower errors in our model 

predictions for Study 2 conducted at low Tair and high vair (RMSEs of 0.9–1.2 °C vs. 2.1–2.7 °C; 

Figs. 5A and 5B), with the model predictions satisfying the acceptable error criterion of <1.6 °C 

for estimating Tsk,m (10). For the relatively higher values of Tair and lower values of vair in 

Studies 3 and 4, the prediction errors of both models were small and acceptable (<1 °C; Figs. 

5C–5F). Finally, when comparing the predicted Sḣair response, we observed a sizeable difference 

between Fiala’s model predictions and the experimental measurements (Figs. 6A, 6B, and 6D). 

The model-predicted Sḣair showed significant variability, from predicting no shivering (although 

subjects shivered in the experiments) to estimating more vigorous shivering than the 

experimental observations. Most notably, for Study 2, Fiala’s model predicted a twofold increase 

in Sḣair from the observed response (Figs. 6A and 6B), which could explain, in part, its elevated 

ΔTc response (Figs. 4A and 4B). In contrast, the 3-D model predicted Sḣair with good accuracy. 

The better predictions of the 3-D model for low Tair and high vair values are due to 1) an 

improved blood-temperature estimation formulation, which more accurately predicts the body’s 

core temperature; 2) the new correlations for obtaining the external convective heat transfer 

coefficient at high wind speeds; and 3) the updated shivering model for extreme cold-stress 

conditions. Overall, these comparisons highlight the importance of the proposed modeling 

formulation in the simulation of cold and very cold environmental conditions.  
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For cold-water immersion in Studies 5–7, our model-predicted thermoregulatory responses 

closely matched the trends and values observed in the experiments (Figs. 7–9). Importantly, we 

obtained these results while using the same model employed for simulating cold-air exposures, 

except for the replacement of the convective heat transfer coefficient hc and the shivering 

formulation from air in Eq. (11) to water in Eq. (12). In contrast, with the exception of Wissler 

(15), existing thermoregulatory models are either applicable to cold-air exposures (11) or cold-

water immersion (27, 28), but not both. It is not clear whether, and to what extent, these models 

can be used across different surrounding media without modifying model parameters and model 

formulation. When Wissler simulated exposures to both air and water, he reported making ad 

hoc changes to the model when switching between the two media (15). Specifically, he initiated 

vasoconstriction in the inactive (non-shivering) muscle groups during air exposure to reduce the 

flow of warm blood to these muscles and reduce heat loss to the environment, which prevented a 

rapid drop in the model-predicted ΔTc response. Then, he reversed this mechanism when 

simulating water immersion to facilitate a large drop in ΔTc, as observed in experiments. 

However, as stated by Wissler (15), there is no experimental evidence to support these ad hoc 

changes to the model. In contrast, our changes in hc and Sḣ are systematic and guided by 

physical principles. These results demonstrate that the proposed modeling formulation is equally 

applicable to cold-air exposure and cold-water immersion, and capable of providing insights into 

the physiology and pathophysiology of a wide range of cold-stress conditions. 

To ensure that the new modeling formulation did not affect the ability to simulate exertional and 

environmental heat-stress conditions, we revalidated the extended model using Studies 8–10 

(Table 1). Indeed, the model predictions for ΔTc and Tsk,m responses showed an excellent 

agreement with the measurements of each of the three studies, both in magnitude (RMSEs of 
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0.1–0.3 °C) and temporal dynamics, in spite of the significant variations in ambient temperature 

and physical activity intensity in the studies (see Figs. A2 and A3 in the Appendix). During heat 

stress, the spatial temperature distribution within the body is relatively uniform, resulting in 

similar arterial and venous blood temperatures. Consequently, the effects of countercurrent and 

the PBF heat exchange, which are key heat-recovery mechanisms by the venous blood during 

cold stress, are automatically diminished for heat stress (24, 25). Importantly, when simulating 

these heat-stress cases, we did not turn off any mechanism in our new formulation. Rather, we 

simply changed the input conditions to mimic the experimental studies. These results 

demonstrate that the extended model is general, being equally applicable to predict the body’s 

thermal response to both heating and cooling, while using one unified modeling formulation. 

Our anatomically accurate model can spatially characterize the temperatures of the peripheral 

body regions that are most prone to frostbite during cold-air exposures and predict the onset 

times for frostbite and other non-freezing injuries, including the loss of hand dexterity. Cylinder-

based models cannot provide such details, because they lack geometric resolution and can only 

predict one lumped skin temperature value representative of the entire hand or foot. For example, 

our model accurately predicted the skin temperature in the body’s extremities, such as the 

dorsum hand in Study 1 (RMSE of 1.3 °C, Fig. 10A), and accounted for the considerable spatial 

temperature variations between the dorsum, palm, and fingertips, where the latter approached 

very low temperatures during extreme cold-stress conditions (Fig. 10B). In contrast, Fiala’s 

cylinder-based model is only able to predict an average skin temperature on the hand, which 

showed significant deviations from the measured dorsum temperature (RMSE of 4.5 °C, Fig. 

10A). This result highlights the importance of using a realistic anatomical representation of the 

human body to facilitate the development of countermeasures to reduce the risk of cold injuries 
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in civilians and military personnel, including, but not limited to, the design of novel hand- and 

feet-warming devices (65), evaluation of clothing insulation requirements for various cold-

exposure conditions (66), development of real-time decision aids that predict the onset of 

frostbite and non-freezing cold injuries as well as the loss of hand dexterity during cold-weather 

operations (67), and assessment of the ability of external heat-warming devices to prevent 

trauma-induced hypothermia (68). 

Our extended model can also characterize thermal responses at the organ level. While core body 

temperature is routinely measured and taken as an indicator of hypothermia, our model is 

capable of predicting the temperature distribution in the major organs. For example, during the 

cold-water immersion (i.e., head-out immersion) in Study 5 (Table 1), the model predicted that 

the brain cooled as much as other internal organs due to the cold blood flow from the core. It 

predicted an average drop in brain temperature of ~2.9 °C at the core temperature nadir (Fig. 

7A), which represents an additional ~0.3 °C drop compared to the rectum (Fig. 11B). Under 

hypothermic conditions, a lower brain temperature, due to a decrease in the metabolic demand of 

the brain tissues, is beneficial to preserve organ integrity (69, 70). This hypothermia-induced 

cerebral protection has been successfully used to perform brain and heart surgeries and prevent 

hypoxic brain damage (71). Because in vivo measurements of brain temperature are challenging, 

our model provides the capability to estimate brain temperature for various therapeutic 

hypothermic applications and could be used to help design medical interventions (72) and 

surgical procedures (73, 74). While it would have been desirable to validate the predicted organ 

temperatures against experimental data, unfortunately, the lack of organ-specific temperature 

measurements under extreme scenarios precluded such validation. In our previous study (20), we 

successfully validated the model predictions for various organs under thermoneutral conditions, 
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demonstrating its ability to accurately capture organ-specific thermal responses under those 

conditions. These results suggest that the model could be used to predict more extreme 

conditions, as long as the corresponding thermoregulatory mechanisms are represented in the 

modeling framework. For example, during cold-induced hyperventilation, the body’s response to 

protect the brain tissues from damage is to sharply reduce cerebral perfusion (75), a mechanism 

not represented in the current model. In such a case, because our model is physics-based, we 

could readily incorporate such localized thermoregulatory mechanism to account for organ-

specific thermal responses, provided that we have sound and extensive experimental data on the 

underlying mechanism. Nonetheless, in its current state, we recommend caution when using our 

model-predicted organ temperatures for making certain clinical decisions.  

Our model has limitations. First, it uses the geometry of a 50th percentile U.S. male with the 

palm of the hands open and the fingers extended, as illustrated in Figs. 1A and 10B. Therefore, it 

cannot explicitly account for variations in anthropometric measurements, body surface area, 

body fat percentages among individuals, or unique hand configurations, like a fist. To account 

for such variability and configurations in a future extension of the model, we would need to 

acquire medical images and reconstruct the 3-D geometry for specific population groups and 

cases. Moreover, we do not know the extent to which our model is applicable to female subjects. 

In the near future, we intend to develop a thermoregulatory model for a 50th percentile U.S. 

female, using a similar approach as for the virtual human male model. Second, our model does 

not consider acclimatization or the acclimation effects of the human body to heat or cold stress, 

and the associated changes in vasomotion as well as shivering and sweating responses. In 

principle, we could account for heat and cold adaptation by modifying the model, for example, 

by simply updating the model equations and associated parameters representing the various 
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thermoregulatory responses. However, the limitation arises from the lack of mathematical model 

formulations that accurately represent such habituation effects. In addition, we did not 

incorporate centrally and locally mediated redistribution of blood perfusion between deep and 

superficial veins in response to changes in core body and skin temperatures. However, the 

exclusion of this mechanism did not seem to have affected our predictions of the body’s thermal 

response under different heat- (or cold-) stress scenarios. Third, while the model adequately 

predicted the hand skin temperature for an extreme cold-stress study, we need to perform 

additional assessments of the model predictions for localized skin temperatures, including the 

face, fingers, and toes, as well as exposures to subzero temperatures and exercise conditions in 

the cold, as a follow-up validation effort. Such validation shall further demonstrate the feasibility 

of using the virtual human model to predict cold-injury risks. Finally, our model does not 

account for variations in blood flow to the visceral organs during thermal stress. During extreme 

cold stress or while performing strenuous physical activity in the heat, blood is redirected to the 

participating muscle groups to meet the metabolic demands of the muscle tissues. Consequently, 

blood flow, and hence convective heat transport, to the core organs is reduced, likely affecting 

their temperatures. However, in our model, we do not account for the redistribution of blood 

volume, which may explain, in part, the similarity in our model-computed organ temperatures. 

Despite such limitations, we observed a good agreement between model predictions and 

experimental measurements from multiple studies conducted in air and water, and in the heat and 

cold, justifying our assumptions in the development of the 3-D thermoregulatory virtual human 

model. 

4.1.  Conclusion 
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In this study, we advanced our previously developed 3-D virtual human model for heat stress 

(20) to enable simulations of cold-stress scenarios, with the skin in contact with air or water. 

Specifically, we extended the uniform blood-tissue heat transfer formulation, which included 

only capillary perfusion, to incorporate the additional mechanisms of countercurrent and PBF 

heat exchange and allow for the representation of a spatially varying blood temperature profile 

characteristic of cold stress. We found that these mechanisms strongly affect the core 

temperature predictions during cold-stress simulations. We improved upon our previous 

formulations for regulating SBF, heat generated from shivering, and external convective heat 

transfer coefficients, which enabled us to obtain accurate predictions of mean skin temperature 

and heat generated from shivering when simulating cold-air exposures. To generalize our model, 

we implemented the means to simulate human exposure to cold-water immersion, which only 

requires changes in the external heat transfer coefficient and the use of the shivering model for 

water, and confirmed our model’s ability to accurately predict heat-stress conditions. We 

validated the model against experimental data from multiple studies, highlighting the ability to 

represent a broad range of thermal-stress scenarios under one unified modeling framework. In 

summary, our results demonstrate that the 3-D thermoregulatory virtual human model can serve 

as a powerful tool to identify whole-body, localized-tissue, and, potentially, organ-specific injury 

risks, helping the development of new and improved thermal-injury prevention and mitigation 

strategies. 

5. APPENDIX 

A1. Blood-tissue Heat Transfer Framework: Auxiliary Equations 

To obtain the arterial and venous blood temperatures within a body segment i (with i =1, 2, …, 

12) in Eqs. (2) and (3), additional auxiliary equations are needed to satisfy mass conservation 
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and temperature continuity between consecutive body segments. Equations (A1)–(A4) satisfy the 

mass flow rate continuity for arterial and venous blood flows in a body segment, as follows: 

ṁa,in,i = ∫ ρ
b
ω̇

b,i
dVi +∑(∫ ρ

b
ω̇b,idVi)                                                                                               (A1)

n

i+1

 

ṁa,out,i = ṁa,in,i − ∫ ρ
b
ω̇b,idVi                                                                                                                  (A2) 

ṁv,out,i = ṁa,out,i                                                                                                                                          (A3) 

ṁv,out,i = ṁv,in,i + ∫ ρ
b
ω̇b,idVi                                                                                                                 (A4) 

where n in Eq. (A1) denotes the number of body elements along the blood flow path, for 

example, n = 4 for the blood flowing from the heart to the shoulders, upper arms, lower arms, 

and hands. In Eq. (A2), the mass flow rate of the incoming arterial blood ṁa,in,i in the ith element 

is the sum total of the amount of blood perfusing the element and the downstream segments from 

i+1 to n. After blood perfusion in the ith element, the resulting arterial blood ṁa,out,i flows out to 

the i+1th element. The mass flow rates for the venous return are described similarly, but in the 

opposite direction [Eqs. (A3) and (A4)]. 

Likewise, Eqs. (A5)–(A8) satisfy the temperature continuity between body segments: 

Ta,in,i = Ta,out,i−1                                                                                                                                                       (A5) 

Tv,in,i = Tv,out,i+1                                                                                                                                                       (A6) 

Ta,out,i = 2Ta,i − Ta,in,i                                                                                                                                            (A7) 

Tv,out,i = 2Tv,i − Tv,in,i                                                                                                                                           (A8) 
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In Eqs. (A5) and (A6), the incoming arterial and venous blood temperatures to the ith segment 

are based on the outgoing blood temperatures from the previous (i–1) and the next (i+1) 

segments, respectively. In Eqs. (A7) and (A8), we obtained the outgoing arterial and venous 

blood temperatures by assuming that the average blood temperature in a segment is an arithmetic 

mean of the incoming and outgoing blood temperatures (43).  

A2. Skin Blood Flow Model Equations 

In the extended virtual human model, we implemented the SBF mechanism proposed by Wissler 

(15, 46), which assumes a multiplicative combination of the thermoregulatory vasoconstriction 

and vasodilation mechanisms, as follows: 

SBFi = SBFi,0×CVCM×CVCL×AVD×Csbf                     (A9) 

where SBFi and SBFi,0 denote the local and corresponding basal skin blood perfusion rate in the 

ith body segment, respectively, CVCM and CVCL represent the centrally and locally mediated 

cutaneous vasoconstriction, respectively, AVD denotes the active vasodilation, and Csbf 

represents the circadian rhythmicity of the SBF. 

We defined CVCM to be a function of the mean skin temperature Tsk,m, as follows: 

CVCM =
1.422+ tanh [0.275(Tsk,m − 32)]

2.018
                                                                                    (A10) 

where tanh denotes the hyperbolic tangent function. Similarly, we defined CVCL to be a 

function of the local skin temperature Tsk,i. We tabulated the data from Wissler (15), shown in 

Fig. A4, to represent CVCL(Tsk,i) in our model. 
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AVD was based on the core body temperature Tc, the mean skin temperature, and the physical 

activity intensity estimated by the rate of oxygen consumption V̇O2
. In the model, active 

vasodilation occurs when Tc increases above a specific threshold temperature Tc,th, as follows: 

Tc,th = Tc,th,0 − 0.05(Tsk,m − 33) + ∆Tc,th,Act                                                                                     (A11) 

where Tc,th,0 represents the threshold core body temperature for a resting individual when the 

mean skin temperature equals 33 °C. According to Wissler, there are two contributions to AVD 

due to: 1) environmental heat stress and 2) physical activity. Vasodilation, considering the 

effects of only environmental heat stress, was defined as follows: 

AVD* = {
1, Tc ≤ Tc,th

1+8.25(Tc − Tc,th), Tc > Tc,th

                                                                                  (A12) 

Physical activity affects AVD by increasing the vasodilation threshold temperature Tc,th in Eq. 

(A11), depending on the intensity of the physical activity: 

∆Tc,th,Act = 1.41∆V2 − 0.19∆V + 0.01∆V                                                                                         (A13) 

with ∆V =
V̇O2,r − V̇O2,crit

1.0 − V̇O2,crit
                                                                                                                

where V̇O2,r denotes the ratio of the rate of oxygen consumption V̇O2
 during physical activity 

over the maximal oxygen consumption rate V̇O2,max and V̇O2,crit represents the critical V̇O2,r for 

which physical activity starts to affect Tc,th, and is defined as: 

V̇O2,crit = {
0.5, Tsk,m ≤ 33 °C

max(0, (0.5− 0.1(Tsk,m − 33 °C))), Tsk,m ≥ 33 °C
        (A14) 
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After including the effect of physical activity, the net expression describing AVD in Eq. (A9) 

depends on the model’s computation of V̇O2,r and Tc and is given by: 

AVD={

AVD*, for V̇O2,r > 0.4 and Tc ≤ 38 °C, V̇O2,r < 0.4 and Tc ≤ 38 °C, V̇O2,r< 0.4 and Tc ≥ 38 °C    

AVD*× [1− 0.25(Tc − 38 °C)], for 0.4 < V̇O2,r < 0.9 and Tc > 38 °C                                             

0.5AVD*, for V̇O2,r > 0.9 and Tc > 38 °C                                                                                                  

(A15) 

A3. Clothing Model 

We represented the heat transfer between the external environment and the skin surface through 

the clothing layer, using the following equation 

–k
∂Tsk

∂n
 = Ucl

* (Tsk – Tamb)                                                                                                         (A16) 

where Tamb denotes the ambient operative temperature, and Ucl
*  denotes the local effective heat-

transfer coefficient, including the effects of convective and radiative heat transfer between the 

skin and the external environment, as well as the effect of clothing: 

Ucl 
* = 

1

∑ (Icl
*

)
m

M
m=1 +

1

fcl
* (hc + hr)

                                                                                                                             (A17) 

where Icl
*  denotes the local thermal resistance of the mth clothing layer, fcl

*
 indicates the local 

clothing area factor of the outermost clothing, hc denotes the convective heat transfer coefficient, 

hr represents the radiant heat transfer coefficient, and M denotes the total number of clothing 

layers. The total heat transfer due to evaporation and diffusion of sweat from the skin is given by 

(39)  

λH2O

Ask

dmsw

dt
 =  UE,cl

* (p
sk

 – p
air
) + 

posk, sk – psat

RE,sk
                                                                                (A18) 
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where UE,cl
*  denotes the evaporative coefficient, psk indicates the partial water vapor pressure at 

the skin surface, pair represents the partial water vapor pressure of the surrounding air, λH2O = 

2,260 kJ kg-1 refers to the heat of vaporization of water, Ask indicates the skin surface area, posk,sat 

denotes the saturated partial water vapor pressure within the outer skin layer, and 1/RE,sk = 0.003 

W.m-2.Pa-1 represents the moisture permeability of the skin. The evaporative coefficient UE,cl
*  

accounts for the effect of clothing as  

UE,cl
*  = 

La

∑ (
Icl
*

icl
*
)

m

 + 
1

fcl
*

 . hc

M
m=1

                                                                                                             (A19) 

where Icl
*  represents the local thermal resistance of the mth clothing, icl

*
 represents the local, 

garment-oriented, moisture permeability index, La refers to the Lewis constant for air, fcl
*

 denotes 

the local clothing area factor, and hc represents the convective heat-transfer coefficient. 

Equations (A17) and (A19) implicitly account for air gaps between clothing layers when 

measured values of Icl
*  and icl

*  of a clothing ensemble are available. 
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Fig. 1: (A) Summary of new and existing thermal mechanisms represented in the extended 3-D 

thermoregulatory virtual human model. The extended model accounts for an anatomically 

accurate geometry; takes as inputs the surrounding medium (i.e., air or water), environmental 

conditions (i.e., atmospheric temperature, relative humidity, and wind speed), physical activity, 

and clothing; and predicts the spatiotemporal temperature distribution throughout the body, 

including 25 major organs and tissues. The model accounts for heat transfer within the body and 

between the body and the environment, including the major thermoregulatory mechanisms, 

circadian rhythmicity, and a novel blood-tissue heat transfer formulation. Bullets in bold font 

represent additional new physics incorporated into the extended model to enable for accurate 

simulations of cold-stress scenarios, beyond our previous implementation limited to heat-stress 

conditions (20). (B) A schematic of the blood-tissue heat transfer formulation developed to 

estimate the blood temperature within the virtual human. The formulation includes 1) blood 

perfusion at the level of the capillaries; 2) countercurrent heat exchange between the major 

arterial and venous blood vessels; and 3) passing blood flow heat exchange within a body 

extremity to account for the radially varying blood temperature profile. 
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Fig. 2: Model calibration to estimate the value of the passing blood flow (PBF) efficiency χ, 

using data from the extreme cold-stress condition in Study 1 (1 °C ambient temperature Tair and 

0.8 m/s wind speed vair, Table 1). Shown are the average values of the experimental data along 

with the model-predicted (A) changes in core body temperature, (B) mean skin temperature, and 

(C) heat generated from shivering, as a function of different values of χ (0.3, 0.6, and 0.9), as 

well as predictions without the PBF mechanism. Experimental measurement uncertainty was not 

available for Study 1.  
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Fig. 3: Simulated spatial variation of blood temperature within the 3-D virtual human model for 

the extreme cold-stress condition in Study 1 (ambient temperature of 1 °C and wind speed of 0.8 

m/s) at the beginning [t = 0 minutes, Panels (A and C)] and at the end [t = 120 minutes, Panels 

(B and D)] of the simulation. (Note that we used different color scales to illustrate the 

temperature distribution at the two time points.) Each of the four panels illustrates the blood 

temperature variation with and without the passing blood flow (PBF) mechanism for the arterial 

vessels (A and B) and venous vessels (C and D). Note the spatial variation of blood temperatures 
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within the arms and legs and a higher venous blood return temperature from the limbs to the core 

for the model that considers the PBF mechanism. 
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Fig. 4: Model validation of the core body temperature for mild, moderate, and very cold 

environmental conditions in Study 2 [panels (A) and (B)], Study 3 [panels (C) and (E)], and 

Study 4 [panels (D) and (F)], while subjects sat quietly for 60 or 120 minutes wearing minimal 

clothing (Table 1). The filled circles represent the average of the measured changes in core body 

temperature values, the vertical gray bars indicate two standard errors of the mean (not available 
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for Study 2), and the solid black lines denote the changes predicted by the virtual human model. 

The orange dashed lines represent the predictions based on the Fiala model (39, 44). RMSE: root 

mean squared error; Tair: ambient temperature; vair: wind speed. 
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Fig. 5: Model validation of the mean skin temperature for mild, moderate, and very cold 

environmental conditions in Study 2 [panels (A) and (B)], Study 3 [panels (C) and (E)], and 

Study 4 [panels (D) and (F)], while subjects sat quietly for 60 or 120 minutes wearing minimal 

clothing (Table 1). The filled circles represent the average of the measured mean skin 

temperature values, and the solid black lines denote the changes predicted by the virtual human 
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model. Experimental measurement uncertainty was not available for Studies 2 and 4 and is not 

visible for Study 3. The orange dashed lines represent the predictions based on the Fiala model 

(39, 44). RMSE: root mean squared error; Tair: ambient temperature; vair: wind speed. 
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Fig. 6: Model validation of the heat generated from shivering for mild, moderate, and very cold 

environmental conditions in Study 2 [panels (A) and (B)], Study 3 [panels (C) and (E)], and 

Study 4 [panels (D) and (F)], while subjects sat quietly for 60 or 120 minutes wearing minimal 

clothing (Table 1). The filled circles represent the average of the measured heat generated from 

shivering, and the solid black lines denote the changes predicted by the virtual human model. 
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Experimental measurement uncertainty was not available for Studies 2 and 4 and is not visible 

for Study 3. The orange dashed lines represent the predictions based on the Fiala model (39, 44). 

RMSE: root mean squared error; Tair: ambient temperature; vair: wind speed. 

  



 

58 
 

 

Fig. 7: Model validation of the changes in core body temperature collected during water-

immersion experiments in Study 5 [panel (A), very cold to very hot], Study 6 [panels (B) and 

(D), very cold and temperate, respectively], and Study 7 [panel (C), mild], with subjects 

immersed up to the neck level and sitting quietly for 90 to 135 minutes while wearing minimal 

clothing (Table 1). The filled circles represent the average of the measured changes in core body 

temperature values, the vertical gray bars indicate two standard errors of the mean (not available 

for Study 6), the dashed gray lines indicate the water temperature, and the solid black lines 
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denote the core temperature changes predicted by our virtual human model. RMSE: root mean 

squared error; Twater: water temperature. 
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Fig. 8: Model validation of the mean skin temperature collected during water-immersion 

experiments in Study 5 [panel (A), very cold to very hot], Study 6 [panels (B) and (D), very cold 

and temperate, respectively], and Study 7 [panel (C), mild], with subjects immersed up to the 

neck level and sitting quietly for 90 to 135 minutes while wearing minimal clothing (Table 1). 

The filled circles represent the average of the measured mean skin temperature values, the 

dashed gray lines indicate the water temperature, and the solid black lines denote the mean skin 

temperatures predicted by our virtual human model. Experimental data were not available for 
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Study 7, and measurement uncertainty was not available for Study 6 and is not visible for Study 

5. RMSE: root mean squared error; Twater: water temperature. 
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Fig. 9: Model validation of the heat generated from shivering collected during water-immersion 

experiments in Study 5 [panel (A), very cold to very hot], Study 6 [panels (B) and (D), very cold 

and temperate, respectively], and Study 7 [panel (C), mild], with subjects immersed up to the 

neck level and sitting quietly for 90 to 135 minutes while wearing minimal clothing (Table 1). 

The filled circles represent the average of the measured heat generated from shivering, the 

vertical gray bars indicate two standard errors of the mean (not available for Study 6), the dashed 

gray lines indicate the water temperature, and the solid black lines denote the heat generated 
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from shivering as predicted by our virtual human model. RMSE: root mean squared error; Twater: 

water temperature. 
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Fig. 10: (A) Model validation of the dorsum hand temperature and fingertip temperature for the 

extreme cold-stress condition in Study 1, in which subjects sat bare-handed at 1 °C air 

temperature (Tair) and 0.8 m/s wind speed (vair) for a period of 120 minutes while wearing trunks 

(Table 1). The filled circles represent the average of the measured dorsum hand temperature, the 

vertical gray bars indicate two standard errors of the mean, the solid and dashed black lines 

denote the dorsum hand and fingertip temperature predictions from the virtual human model, 

respectively, and the orange dashed line represents the hand skin temperature predicted by the 

Fiala model (39, 44). The latter model provides one lumped-parameter value for the entire hand, 

as it does not have the spatial resolution to distinguish different parts of the hand. (B) Model-

predicted spatial temperature distribution of the hand at the end of the exposure for the 

conditions described in (A). Note the large differences in temperature between the palm of the 

hand and the fingertips. RMSE: root mean squared error. 
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Fig. 11: Simulated spatial temperature distribution of the skeletal system and the internal body 

organs (A) before (t = 0 minutes) and (B) after (t = 60 minutes) the whole-body immersion in 10 

°C water in Study 5 (Table 1). Because of the different temperature ranges at the two time points, 
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to highlight the temperature changes, we used different color scales for panels (A) and (B). In 

each of the two panels, we represented the skeletal system on the left and the body organs on the 

right. (C) Simulated temperature differences of various organs with respect to the rectum pre- (t 

= 0 minutes) and post-immersion (t = 60 minutes) in 10 °C water. A negative value indicates that 

the organ temperature was lower than that of the core. 
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Fig. A1: Correlation between experimentally observed heat due to shivering (“shivering heat”) 

and changes in mean skin temperature obtained by collating experimental data from multiple 

cold-stress studies conducted in air (29, 49-51). This correlation was used as part of the input to 

the 3-D virtual human model to predict heat due to shivering for t > 30 minutes, when simulating 

cold-air exposures [see Eq. (11)]. Open symbols denote mean experimental values (N = 53), 

while the solid line denotes the computed correlation function. R2: coefficient of determination; 

ΔTsk,m: change in mean skin temperature from an initial thermoneutral state. 
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Fig. A2: Model validation of (A) the core body temperature and (B) the mean skin temperature 

for an environmental heat-stress study in which five subjects wearing shorts sat in an 

environmental chamber for 120 minutes, while the air temperature changed drastically from 

neutral to very hot (29 to 45 to 29 to 45 °C and 40% relative humidity) (Study 8, Table 1). The 

filled circles represent the average of the measured changes in core body temperature (A) or the 

mean skin temperature (B), the vertical gray bars indicate two standard errors of the mean, the 

gray dashed lines represent the ambient air temperature, and the solid black lines denote the 3-D 

virtual human model predictions for core body temperature change (A) or the mean skin 

temperature (B). RMSE: root mean squared error. 
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Fig. A3: Model validation of the core body temperature for two exertional and environmental 

heat-stress conditions in which (A) three subjects wearing shorts pedaled on a bicycle ergometer 

at three different intensities for 210 minutes at 30 °C and 30% relative humidity (RH) (Study 9, 

Table 1) and (B) seven subjects wearing a T-shirt and shorts ran on a treadmill while performing 

three strenuous exercise bouts of varying intensities for 420 minutes at 36 °C and 30% RH 

(Study 10, Table 1). The filled circles represent the average of the measured changes in core 

body temperature, the vertical gray bars indicate two standard errors of the mean, the gray 

dashed lines represent the physical activity level, and the solid black lines denote the 3-D virtual 

human model predictions for core temperature change. MET: metabolic equivalent; RMSE: root 

mean squared error; Tair: ambient air temperature. 
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Fig. A4: Local vasoconstriction as a function of local skin temperature (22). 
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Table 1: Experimental studies used for calibrating and validating the 3-D virtual human 

thermoregulatory model 

      Humidity Clothing    

Study Condition No. of 

Subjects 

Ambient 

Temperature 
(°C) 

Duration 

(min) 

Air 

Speed 
(m/s) 

Relative 

(%) 

Absolute 

(kPa) 

Type Local 

Intrinsic 
Insulation  

(clo)c  

Whole-

Body 
Insulation 

(clo)c 

Activity 

Type 

Activity 

Intensity  
(MET) 

Source 

Cold Stress 

Air exposures 

1a Extreme 

cold 

17 1 120 0.8 40 0.3 Trunks 0.6 0.05 Reclining 0.9 (29) 

2b Very  
cold 

17 5, 10 120 0.8 40 0.3, 0.5 Trunks 0.6 0.05 Reclining 0.9 (29) 

3 Moderate 

cold 

9 12, 17 60 0.1 45 0.6, 0.9 Trunks 0.6 0.05 Sitting 1.0 (30) 

4 Moderate, 

mild cold 

8 15, 20 120 0.4 40 0.7, 0.9 Shorts 0.6 0.05 Reclining 0.9 (31) 

Water Immersion 

5 Very cold-
very hot 

5 10–40 60–30 - - - Wet 
Trunks 

0.0 0.0 Sitting 1.0 (33) 

6 Very cold, 

temperate 

8 15, 25 135 - - - Wet 

Trunks 

0.0 0.0 Sitting 1.0 (34) 

7 Mild  

cold 

8 20 120 - - - Wet 

Trunks 

0.0 0.0 Sitting 1.0 (32) 

Heat Stress 

8 Neutral-
very hot   

5 29–45– 
29–45 

30–30– 
30–30 

0.1 40 1.6, 3.8 Shorts 0.6 0.05 Sitting 1.0 (36) 

9 Exertional 

heat   

3 30 210 0.1 30 1.3 Shorts 0.6 0.05 Ergometer 

cycling 

3.0–8.0 (35) 

10 Exertional 

heat   

7 36 420 2.5 30 1.8 T-shirt/ 

shorts/ 
socks/ 

shoes 

0.4/ 

0.6/ 
1.3/ 

1.4 

0.29 Treadmill 

running 

4.2–11.1 (20) 

aStudy 1 used for model calibration 
bStudies 2–10 used for model validation 
cObtained from Ref. (76) 

MET: Metabolic equivalent 
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Table 2: Parameters used in the blood-tissue heat transfer formulation 

Body 

Element 

[i] 

Countercurrent Heat 

Exchange Coefficient 

[hccx,i] (W/K) 

Passing 

Blood 

Efficiency 

[χ] 

Partial Blood 

Perfusion Coefficient  

[β] 

Arterial Blood 

Thermal Mass 

[Ma,i] (J/K)a  

Venous Blood 

Thermal Mass 

 [Mv\,i] (J/K)a 

Head 0.0 0.0 1.0   446.0 1365.7 

Face 0.0 0.0 1.0   243.2   744.3 

Neck 0.0 0.0 1.0   121.6   372.0 

Thorax 0.0 0.0 1.0 2267.0 6942.0 

Abdomen 0.0 0.0 1.0   567.0 1736.0 

Upper leg 1.6 0.9 0.7    93.0   285.0 

Lower leg 5.9 0.9 0.7    37.0   113.0 

Feet 1.5 0.0 0.7    19.0     57.0 

Shoulder 0.0 0.0 0.0    19.9     60.4 

Upper arm 1.2 0.9 0.7    30.1     91.5 

Lower arm 3.0 0.9 0.7    37.0     99.0 

Hand 0.6 0.0 0.7    21.0     66.0 
aObtained from Ref. (73) 
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Table 3: Skin parameters for blood flow and convective heat transfer 

Body 

Element 

[i] 

Skin 

Thickness 

(mm)a 

Skin 

Perfusion 

[s-1]b  

Natural Convection 

Coefficient 

[Ni]c  

Forced Convection 

Coefficient 

[Ci]d  

Forced Convection 

Exponent 

 [ei]d  

Head 2.1 5.7E-3 1.96   6.1 0.50 

Face 2.1 5.7E-3 1.96   6.1 0.50 

Neck 2.1 5.7E-3 1.96   6.1 0.50 

Thorax 2.8 1.4E-4 1.64   9.1 0.59 

Abdomen 2.6 5.6E-4 1.86   8.2 0.65 

Upper leg 2.5 7.5E-4 2.24   8.9 0.56 

Lower leg 2.5 2.9E-4 2.24 13.4 0.56 

Feet 3.4 7.0E-4 2.24 13.4 0.56 

Shoulder 2.8 3.8E-4 1.58 11.6 0.66 

Upper arm 2.6 4.1E-4 1.58 11.9 0.63 

Lower arm 2.6 3.4E-4 2.02 11.9 0.63 

Hand 2.8 1.4E-4 2.02 11.9 0.63 
aObtained from Ref. (74) 
bObtained from Ref. (73) 
cObtained from Ref. (55) 
dObtained from Ref. (54) 
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Table A1: Thermophysical properties of different tissue types used in the 3-D virtual human 

modela 

Tissue ρ  

(kg.m-3) 

k  

(W.m-1.K-1) 

cp  

(J.kg-1.K-1) 
ω̇b0 

(l.s-1.m-3) 
Q̇m0  

(W.m-3) 

Adrenal gland 1,028 0.44 3,513 25.00 23,197 

Bladder 1,086 0.52 3,581    1.41   1,312 

Brainstem 1,046 0.51 3,630    9.73 11,884 

Cerebrum 1,046 0.51 3,630    9.73 11,884 

Cerebellum 1,045 0.51 3,653 13.40 16,373 

Cerebrospinal fluid 1,007 0.57 4,095   0.00          0 

Esophagus lumen        1 0.03 3,500    3.29   3,060 

Esophagus wall 1,040 0.53 3,500    3.29   3,060 

Eyes 1,005 0.59 4,047    0.00          0 

Gallbladder 1,071 0.52 3,716    0.53      497 

Gallbladder lumen    928 0.58 4,037    0.00          0 

Heart 1,081 0.56 3,686 18.50 42,640 

Heart lumen 1,050 0.52 3,617   0.00          0 

Hypothalamus 1,045 0.55 3,696 13.30 16,231 

Kidney 1,066 0.53 3,763 67.40 19,248 

Large intestine lumen 1,045 0.56 3,801   0.00           0 

Large intestine wall 1,088 0.54 3,654 13.90 12,894 

Liver 1,055 0.51 3,600 15.50 10,713 

Lungs 1,050 0.14 3,600   2.63   816 

Muscle 1,085 0.42 3,768   0.34      502 

Pancreas 1,087 0.51 3,164 13.90 12,914 

Prostate 1,045 0.51 3,760  6.86   6,378 

Skeleton-cartilage 1,100 0.49 3,568  0.64      298 

Skeleton-flat 1,397 0.31 1,986  0.56      256 

Skeleton-long 1,537 0.27 1,614  0.46      210 

Skeleton-mandible 1,397 0.31 1,986  0.56      256 

Skeleton-short 1,178 0.31 2,274  0.59      271 

Skeleton-skull 1,397 0.31 1,986  0.56      256 

Skeleton-vertebrae 1,178 0.31 2,274  0.59      271 

Skin-dermis 1,109 0.52 3,390  1.44 1,827 

Skin-epidermis 1,109 0.26 3,600   0.00           0 

Small intestine lumen 1,045 0.56 3,801   0.00           0 

Small intestine wall 1,030 0.49 3,595 17.60 8,185 

Spinal cord 1,075 0.51 3,630   2.87   2,669 

Spleen 1,089 0.53 3,630 28.30 15,755 

Stomach 1,088 0.53 3,690   8.35   7,756 

Stomach lumen 1,045 0.56 3,801   0.00           0 

Subarachnoid space 1,007 0.57 4,096   0.00           0 

Subcutaneous fat    850 0.16 2,300 0.33      282 

Testis 1,082 0.52 3,778 3.60   3,348 

Thymus 1,023 0.34 3,043 4.21   3,915 

Trachea 1,080 0.49 3,568 0.63      585 

Trachea lumen        1 0.03 1,004 0.00          0 

Vertebral disc 1,100 0.49 3,568 0.64     596 
aObtained from Refs. (37-40) 


