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1.0 SUMMARY 
Johns Hopkins University, partnering with the University of Rochester, pursued research and de-
velopment of analytics in support of a larger framework for knowledge-driven hypothesis test-
ing.  Performers in the program were charged with collaborating on a data processing framework 
that began with raw unstructured content (text, images, video with audio), converted these into 
knowledge statements under a shared ontology, merged the results across information sources 
into a single knowledge graph, then performed inference on this graph to propose additional in-
formation that could be derived from what was directly observed.  We, the JHU team, were fo-
cused on the first step of this process. We proposed a framework that would handle all required 
input modalities, but were selected to focus on multilingual text and speech (no computer vi-
sion).  We participated as a stand-alone team in the initial phase of the program, providing ana-
lytic outputs as part of the program-wide evaluation run by NIST.  In the second phase we pro-
vided fewer components, focusing exclusively on text.  These components were shared with 
BBN during program evaluation.  In the third phase our main focus was on data annotation under 
a newly proposed “claim frame” task, which exercised our background in crowd-sourcing rich 
linguistic annotations. 
 
We proposed a focus on decompositional semantics: a fine-grain multi-valued handling of mean-
ing.  Owing to the program’s ambitious shared goals and concentration on a single program-wide 
ontology, we focused between new state of the art language analytic technologies that targeted 
the shared tasks, and the development of new decompositional resources targeting aspects out-
side the program ontology.  Notable examples of results from our team include: the construction 
of RAMs, the first publicly available multi-sentence event extraction dataset; the development of 
state of the art multilingual coreference models, including an online variant that handled long 
documents with a fixed amount of memory, as well as a new multilingual dataset that focused on 
multi-person dialogues; a new supervised approaches to cross-lingual alignment, supporting the 
automatic creation of training data through projecting from English to less-resourced languages; 
a framework for sentence-level paraphrasing and data augmentation; collaborations on the 
emerging science of “probing” neural language models; and the development of new decomposi-
tional resources and analysis across a number of new linguistic dimensions.  
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2.0 INTRODUCTION 
The state of the art in language analytics has advanced rapidly in the last ten years. DARPA AI-
DA occurred as neural models for text analysis were rapidly breaking new ground in accuracy. 
This began with improvements to the statistical NLP pipelines that came before, and then analytics 
began to be trained “end-to-end”: models that no longer required part of speech tagging, syn-tactic 
parsing, and so on, to power a holistic language understanding process.  Rather, models were 
trained directly on the target outputs with the presumption that sufficient linguistic features were 
captured inside the parameters of pretrained language models.  AIDA ended just as the community 
began considering another advance in approach, through in-context learning (prompt-hacking) of 
very large-scale language models (LMs) like GPT3, and a general focus on generative LMs. 
JHU with its partner the University of Rochester made contributions to the state of the art in neu-
ral models for information extraction, as well as in the new science of probing large language 
models.  We leveraged our expertise in dataset creation for decompositional semantics, to develop 
new datasets specifically geared towards the extraction problems of the AIDA program (specifi-
cally in event extraction and coreference resolution).  We developed new resources in decom-
positional semantics, and in the final phase of the program we were dedicated to the new initiative 
on understanding how to annotate claims of fact in text (so-called “claim frames”). 
With regards to program evaluations, we diligently applied ourselves to the ever changing and 
ambitious requirements of NIST and their partners.  We found that we regularly were competitive 
or superior to other performers in the components that we focused on, especially in multilingual 
coreference resolution.  As the pipeline requirements and knowledge-driven workflow were being 
developed on the fly during the program, it was observed by everyone to be nontrivial to coordinate 
across performers, especially in time-sensitive contexts around an evaluation. This unfortunately 
led to JHU’s contributions to the pipeline often being limited: strong analytic com-ponents that 
were not always fully exercised in the larger prototype framework. Separately from the formal 
evaluations we built a stand-alone analytic framework that we open-sourced and re-leased to the 
community. This “LOME” package (Large Ontology Multilingual Extraction) saw adoption in 
AIDA-related applications outside the program and targeting the mission needs envisioned by the 
program.  Our efforts in AIDA helped lead in part to participation in additional related programs, 
including DARPA KAIROS and IARPA BETTER, all with a primary focus on the development 
of enhanced language technologies. 
In the following we focus on the key methods and results that emerged from our participation in 
AIDA.  References are provided where available to scientific articles that provide further detail.  
As stated in our summary, notable examples of our results include: the construction of RAMS, the 
first publicly available multi-sentence event extraction dataset; the development of state of the art 
multilingual coreference models, including an online variant that handled long documents with a 
fixed amount of memory, as well as a new multilingual dataset that focused on multi-person dia-
logues; a new supervised approaches to cross-lingual alignment, supporting the automatic creation 
of training data through projecting from English to less-resourced languages; a framework for 
sentence-level paraphrasing and data augmentation; collaborations on the emerging science of 
“probing” neural language models; and the development of new decompositional resources and 
analysis across a number of new linguistic dimensions. 
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3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 

3.1 INFORMATION EXTRACTION 
We made contributions in Coreference Resolution, Entity Typing, and Event Extraction. 
3.1.1 Coreference Resolution 
Coreference resolution is the task of recognizing that different spans of text in a document are used 
by the author to refer to the same entity.  E.g., “Ben wrote his report”. Recognizing coreference 
is a critical component in knowledge graph construction. E.g., in “Ben wrote his report. He works 
at JHU” we might wish to extract the fact that Ben worksFor JHU. Coreference resolution accu-
racy increased during the time of AIDA powered largely by new feature extraction technology 
such as BERT.  LMs such as BERT take input text and convert the tokens into contextualized 
embeddings that lend themselves to performing information extraction tasks. We authored a sur-
vey article on encoders such as BERT, organizing the next steps to improving these models [1]. 
While encoders such as BERT are powerful when used for sentence-level tasks, such as recogniz-
ing an event or relation, e.g.,“He [works for] JHU”, there is a length limit to how much input 
these models can take at once: long documents are not able to be contextually encoder in one go. 
Further, the Transformers that underly BERT are quadratic in the sequence they process. This 
makes them computationally expensive for processing large numbers of long inputs. Prior ap-
proaches to neural coreference resolution would break long documents into smaller contiguous 
regions that could fit into an encoder such as BERT and encode them in isolation.  Then when 
performing coreference, they would consider all entity mentions in a document jointly, which leads 
to another quadratic cost, now in the number of entity mentions in an arbitrary document. We 
developed a new approach that encoded text incrementally from the start to the end of a document, 
like a human would write and read the information, and as we considered each new portion of a 
document we would incrementally update clusters of entity mentions; each cluster representing a 
discovered entity [2].  This incremental approach had minimal impact on performance compared 
to previous global solutions, while being linear rather than quadratic in the length of the document. 
This has significant impact to downstream analytic processing frameworks responsible for large 
scale processing of collections. 
We investigated how well coreference models generalized to new domains [3,4], leading us to 
develop methods for rapidly adapt coreference through active learning [5]. Finally, we performed 
an investigation on using a sequence to sequence approach to finding entity mentions, inventing a 
new procedure we called CopyNext [6].  This mechanism supplemented a standard sequence gen-
eration model with an operation that explicitly copied a token of input to the output, and then 
another operation for continuing the operation to copy the next token.  In this way, a sequence to 
sequence model is provided inductive bias to recognize and copy spans of input to the output, a 
central property of information extraction. 
Finally, we developed new models and a large new dataset for multilingual coreference resolution, 
with a novel focus on multiparty conversations [7].     
3.1.2 Entity typing 
Entity typing is the task of assigning an entity mention a label according to an ontology. E.g., “Ben 
(PERSON) wrote his report (ARTIFACT).” The AIDA program ontology for entities and events 
was organized using a hierarchical structure. 
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Figure 1: Example of a subset of the AIDA Phase 1 Entity Ontology. 

 
Under a hierarchical ontology entities are assigned labels under a tree structure, including coarse 
conceptual classes at the higher levels, and finer grain distinctions in lower levels.  E.g., “Ben 
(ANIMAL/PERSON/PROFESSOR) wrote …”. Prior work in predicting labels under a hierar-
chical ontology had largely focused on either predicting labels at each level independently with 
post hoc constraints ensuring a valid total label, or in treating each full path in a hierarchy as a 
distinct label.  This independence assumption is problematic when there is limited training data: 
examples that are close in an ontology, e.g., different kinds of PERSON, may appear in similar 
distributional contexts.  When treated as independent then a model must learn a representation for 
each label based only on the examples for that given label. We developed an approach to neural 
representation learning of the nodes in a hierarchy such that training examples that were labeled 
with similar paths would share more information under the model than those examples which were 
more ontologically distinct.  This approach was motivated by the fact that under Phase 1 of AIDA 
there were very few training examples made available to performers for the new ontology.  An-
other contribution of our approach included inference time recognition of the hierarchy, that pre-
dictions began at the root of the ontology and incrementally selected labels one level at a time, 
conditioned on the current position in the hierarchy.  This effort led to state of the art performance 
on various hierarchical typing datasets [7]. 
3.1.3 Event extraction 
Recognizing events and their arguments is traditionally considered a sentence-level information 
extraction task. E.g., “[Ben] wrote his [report]”.  We developed a number of new approaches to 
this task under the course of AIDA. 
A regular motivating concern in AIDA was the lack of training data even while new additions 
were being made to a novel ontology that required analytic support. We recognized that even while 
there were few or zero examples annotated for some parts of the ontology, there were definitions 
provided for each of these concept classes, meant for consumption by humans.  We explored an 
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approach that could leverage this kind of information directly to a model, through the use of what 
we called bleached examples. 
 

 
Figure 2: Comparison of data sources for human annotators, traditional information ex-

traction sys-tems, and our approach. 
 
In a bleached example, we might define the ATTACK event as: 
[some person]:ATTACKER attacked [some other person]:TARGET with [some weapon or vehi-
cle]:INSTRUMENT at [some time]:TIME at [some location]:LOCATION. 
Our intuition was that an encoder such as BERT would have significant understanding of a sen-
tence such as: “Some person attached some other person with some weapon or vehicle …”, where 
contextually the spans corresponding to each ontological argument slot for the given event would 
be “understood” by the model.  Even if we have limited training examples for an event, we might 
still be able to glean information about how to represent each slot, through the contextual encoding 
of just a single bleached example per event.  We constructed a model under this assumption [8], 
where argument prediction was performed by incrementally replacing the bleached arguments, 
e.g., “someone”, with text spans drawn from an input text.  In this way we could construct a 
knowledge statement in English that could deterministically be mapped into the desired knowledge 
graph format. 
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Figure 3: An example of our approach on a sentence for a LIFE:DIE event. 

 
AIDA – in comparison to most previous efforts on document understanding – required performers 
to extract the arguments for events across multiple sentences.  For example, in, “Ben wrote. The 
report was eventually complete.”, this describes a WRITING event with arguments, “Ben” and 
“The report.” Limited prior work and data existed for this version of event extraction. This moti-
vated us to create a dataset following the AIDA Phase 1 ontology through crowdsourcing, which 
we called RAMS (Roles Across Multiple Sentences) [10].  
 

 
Figure 4: A passage annotated for an event's trigger, type, and arguments. 

 
In RAMS we carefully enumerated examples of lexical triggers for each event type under the 
AIDA ontology, then selected five contiguous sentences from documents pulled from online ma-
terials that matched these terms.  Annotators were asked to verify that matching text did refer to 
an event, that the event was being described as having happened, and that the type of event it was 
referring to matched the definition under AIDA. Based on locating valid event references, we then 
asked annotators to highlight spans of text corresponding to arguments that were within two sen-
tences before and after the event mention.  This dataset was the first large scale resource of its kind 
released to the public and has subsequently had significant influence in the information extraction 
community.  In our own work for RAMS we developed a model for performing multisentence 
argument event linking that drew on our modeling experiences for coreference. In this approach, 
for each event trigger detected in a text, we implicitly introduced a bleached argument for the event 
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of each type into the discourse context.  These arguments were then used as entity mentions that 
needed to be “coreferenced” to other mentions in the local context [10]. 
In subsequent work we developed an improved model that relied on a three step process: (1) event 
and entity mentions were first located independently; (2) for each event span, all entity mentions 
were concatenated to that event span, with their respective span-level embeddings derived from 
an underlying encoder such as BERT; then (3) these span-level representations were re-encoded 
under a new Transformer model developed just for this task.  In this way, the representations of 
each entity mention were modified based on a given event-mention query.  Argument prediction 
could then be performed atop these modified representations [11]. 
 
 

 
Figure 5: An example of performing joint argument linking in RAMS. 

 
 
Our models developed for information extraction under AIDA were combined into a single pub-
licly available system we called LOME: Large Ontology Multilingual Extraction [12]. 
 
 

 
Figure 6: Illustration of the LOME system. 
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We describe our work in decompositional event understanding in Section 3.5. 

3.2 METHODS FOR DATA AUGMENTATION 
AIDA analytics needed to support an ontology that grew regularly over the program, without a 
large amount of annotated examples that would drive performance. This drove us to develop new 
methods for (semi-)automatic generation of additional training examples. 
3.2.1 Supervised Alignment and Projection 
The majority of annotated IE training data is in English.  When building IE systems for non-Eng-
lish languages we would prefer to not have to annotate again for each such language.  As Machine 
Translation quality improves it is a reasonable question to ask whether we can translate training 
data and use that for training IE systems.  In such a process two components are needed: (1) a 
translation model; and (2) a method for projecting the annotations from the source language (usu-
ally English) to the translated target side language.  The majority of prior work in bitext alignment 
was unsupervised and meant for aligning all parts of an input to all parts of an output.  In IE, 
usually only certain spans of are interest, e.g., those referring to entities or events. We explored a 
solution to alignment that was developed for IE data projection, and that assumed access to some 
amount of time from a bilingual professional that could provide example annotations for alignment 
[13].  We observed that even modest amounts of supervision provided to our new alignment model 
could go a long way in driving accurate projections.  We employed this supervised alignment 
model in creating supplemental training data during AIDA, and our work led to interest in the 
community to continue developing on this idea. 
 

 
Figure 7: Projecting named entity annotations from English to Chinese. 

 
3.2.2 Paraphrastic Augmentation 
The ParaBank line of research explored ways to generate lexically and syntactically diverse para-
phrases, with constraints.  When combined with our work in annotation projection through align-
ment this allowed for rapid construction supplemental IE training data. 
In our initial work we developed the resource ParaBank, a large-scale English paraphrase dataset 
that surpassed prior work in both quantity and quality [14]. We trained a Czech-English neural 
machine translation system to generate novel paraphrases of English reference sentences. By add-
ing lexical constraints to the decoding procedure we were able to produce multiple high-quality 
sentential paraphrases per source sentence, yielding an English paraphrase resource with more than 
4 billion generated tokens and exhibiting significant lexical diversity. Using human judgements 
we demonstrated that ParaBank's paraphrases improve on prior work on both semantic similarity 
and fluency. This resource allowed us to train a monolingual sentence rewriter that supported lex-
ically constrained decoding. 
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Figure 8: ParaBank explored constrained decoding and then later semantic clustering to 

ensure greater lexical diversity in paraphrase generation. 
 
We then developed vectorized dynamic beam allocation, which extended lexically-constrained de-
coding to work with batching, leading to a five-fold improvement in throughput when working 
with positive constraints. Faster decoding enabled faster exploration of constraint strategies: we 
illustrated this via data augmentation experiments with our monolingual rewriter applied to the 
tasks of natural language inference, question answering and machine translation, showing im-
provements in all three tasks as a result of this augmentation [15]. 
We also explored an approach to diversity in paraphrase construction through sampling many out-
puts from a decoder and clustering the results, taking cluster centroids as representative of a set of 
lexically similar options [16].  The result of this effort was ParaBank 2, a larger and more diverse 
version of ParaBank 1.0. 
 
3.2.3 Combined Projection and Paraphrasing 
We combined our efforts in supervised alignment and paraphrasing into a single exploration that 
was aimed at workflows such as employed in creating data under AIDA.  In this work, we began 
with a few examples of a given event we wished to create data for. We then automatically para-
phrased these examples with lexical constraints to ensure specifically that the event trigger from 
the original example was replaced with a new way to reference the event. Once the paraphrase was 
generated, we then employed a new neural alignment model to project the event annotation from 
the initial training example to the appropriate paraphrased span in the newly created example.  
Through rigorous experiments with humans in the loop, we illustrated how one could rapidly and 
efficiently expand an IE dataset such as FrameNet, through interacting with model suggestions on 
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annotated paraphrases of the human’s original example [17].  This work also led to a state of the 
art model for FrameNet prediction, which was included in our released LOME system. 
 

 
Figure 9: An illustration of our iterated paraphrastic augmentation workflow. 

 

3.3 UNDERSTANDING LANGUAGE MODELS 
Neural language models increased in size and performance rapidly during the timespan of the 
AIDA program. As these models became the workhorse for analytic development it was important 
to scientifically understand their strengths and weaknesses.  This style of research has become 
known as “probing” the capabilities of an LM, and we were involved in a number of influential 
studies during this time. 
3.3.1 Gender Bias in Coreference Resolution 
 

 
Figure 10:  Stanford’s CoreNLP rule-based coreference system showing a bias to not asso-

ciating surgeons with females. 
 
As discussed earlier, coreference resolution is a key component in mapping text into knowledge 
statements. Coreference models - like any text analytic - are improved through leveraging of large 
amounts of corpus data. Unfortunately humans possess a number of biases in their worldview 
which can be reflected in language, that language then used in bulk to improve analytics. With this 
in mind, we asked whether popular coreference models expressed stereotypical gender biases [18].  
As illustrated in the following example, we carefully constructed a series of examples where the 
semantic context of a sentence strongly preferred a particular coreference interpretation and then 
we varied the gender of the pronoun that needed to be resolved.  This analysis was later adapted 
into the SuperGLUE benchmark and is considered a key resource in measuring language model 
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bias.  For example, in the article introducing the GPT3 language model those authors noted that 
our gender bias probing set was one of the few things that their model performed significantly 
poorly on. 
In a followup to exploring gender bias in coreference, the primary author of that work led an effort 
on understanding the social biases in sentence encoders [19]. 
3.3.2 Building Natural Language Inference Resources for Probing 
Natural Language Inference or Recognizing Textual Entailment is the task of classifying whether 
a hypothesis sentence follows from a premise sentence. Since its inception it has been used as an 
approach to evaluate the underlying capabilities of language understanding tasks, with examples 
from areas including information extraction rewritten to be in this premise/hypothesis form. 
 

 
Figure 11: Examples taken from our Natural Language Inference collection. 

 
To aid in the understanding of ever more capable neural language models, we assembled a diverse 
collection of Natural Language Inference (NLI) examples from across a wide number of tasks, 
including named entity recognition and relation extraction [20].  This led to a very large and di-
verse resource for performing analysis.  
3.3.3 Language Model Probing 
In the summer of 2018 a number of members of the JHU AIDA team collaborated with a larger 
group of researchers in a JHU workshop focused on understanding the recently emerging neural 
language models. 
In one effort, we introduced a set of nine challenge tasks that test for the understanding of linguistic 
function words [21]. These tasks were created by structurally mutating sentences from existing 
datasets to target the comprehension of specific types of function words (e.g., prepositions, wh-
words). Using these probing tasks, we explored the effects of various pretraining objectives for 
sentence encoders on the learned representations. Our results showed that pretraining on language 
modeling performs the best on average across our probing tasks, supporting its widespread use for 
pretraining state-of-the-art NLP models. 
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Figure 12: Examples from our function word probing NLI dataset. 

 
This finding was reinforced through a comprehensive study of pretraining and target-specific fine 
tuning [22], and since this point language model pretraining is widely acknowledged as the driver 
of powerful new AI models. 
In a highly influential study, alongside the other workshop participants we built on token-level 
probing to introduce a novel edge probing task design and constructed a broad suite of sub-sen-
tence tasks derived from the traditional structured NLP pipeline [23]. We probed word-level con-
textual representations from four recent models and investigated how they encode sentence struc-
ture across a range of syntactic, semantic, local, and long-range phenomena. 

3.4 DATA CREATION 
3.4.1 Claim Frames 
The DARPA AIDA program sought to aggregate information from disparate sources, with an em-
phasis on conflicting reports and misinformation. The program in later stages transitioned from 
the development of traditional information extraction capabilities to the development of systems 
that produce output enriched with information pertaining to the event of the claim itself: who 
claims the extracted the information, what their sentiment about the underlying content is, what 
their belief about it is, and other information. The latter pieces of information pertaining to the 
claiming event itself (the claimer, their sentiment, their epistemic stance, etc.) are contained in a 
“claim frame”. 
During the AIDA annotation “hackathons”, we developed and debugged a schema for annotating 
claims made in documents that pertain to certain topics of interest (e.g., the COVID-19 pandemic). 
After raising various questions and concerns about the task and proposing suggestions that were 
addressed by DARPA and other performers, we developed protocols for the task of annotating 
claim frames. We manually annotated 4 documents for claims related to the COVID-19 pandemic. 
During the last AIDA annotation hackathon, LDC analyzed the annotations produced by each per-
former and found that our manual annotations most closely matched their own. 
We developed an annotation interface for use with Amazon Mechanical Turk in which annotators 
enter values for the claim frame fields, which also includes highlighting spans of text that provide 
provenance (textual evidence). We also set up a NIL Cluster Database that allows annotators to 
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quickly search for NIL clusters found in previous annotation and to add more NIL clusters in real-
time, which avoids issues of data coherence across annotators and documents. 
Having validated our own annotation of claim frames, we turned to crowdsourcing the annotations. 
We recruited 12 annotators (from a pool of about 70) on Amazon Mechanical Turk via a paid 
qualification task. Annotation quality was judged based on similarity to the manual annotations 
we did on four documents during the AIDA hackathons. Annotators received personalized feed-
back on their annotations, including ways to correct systematic errors they made. Annotators re-
ceived instructions through the annotation interface as well as through supplementary documenta-
tion, which we revised following the qualification task to address common pitfalls [33,34]. 
 

 
Figure 13: An annotated claim frame in our annotation interface. 

 
Each document was annotated by 3 annotators, which provides broad coverage of annotated 
claims and various interpretations of the document. We developed post-processing scripts to con-
vert the raw annotations into a format deliverable to LDC as well as to enforce various data qual-
ity checks and to facilitate manual deduplication. We obtained approximately 15 claims per doc-
ument (mean: 16.8, median: 12.5), although there is considerable variance due to document 
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length. We annotated 60 documents designated by LDC to be used to compute agreement across 
annotation teams as well as 100 additional documents. 
The same pool of annotators gave us annotations for our cross-claim relation pairs. We formu-
lated the cross-claim relation pair as a Natural Language Inference task, giving one claim as a 
premise (Sentence 1) and the other as a hypothesis (Sentence 2) and asking the annotators the 
following question: “How likely is Sentence 2 true given that Sentence 1 is true?” The annotators 
responded on a 5-point Likert scale from “extremely unlikely” (1) to “extremely likely” (5). We 
map “extremely unlikely” (1) and “very unlikely” (2) to denote the “Refuting” relation. “Even 
chance” (3) is mapped to the “Related” relation. “Very likely” (4) and “extremely likely” (5) are 
mapped to the “Supporting” relation. 
We used three-way redundancy on annotations in our cross-claims pilot and achieved a Krippen-
dorff’s alpha of 0.81. Based on this inter-annotator agreement, we use only one annotator per 
claim in our bulk task. We created two examples for each claim pair—by reversing the premise 
and hypothesis—and selected only the pairs where the annotations in both directions are compat-
ible. In our annotation protocol, all pairs were compared only within the same document and the 
same claim frame topic. 
Inner frame annotation of events and relations was done automatically using a FrameNet parser 
we developed previously [12]. We enumerated the frames that evoke claiming events (45 frames) 
and the claim frame topics under consideration (44 frames). These frames were also mapped to 
Wikidata QNodes via program-provided overlay files, Semlink 2.0 mappings, and the KGTK-
similarity API [35]. In our last discussions with LDC they relayed a plan to release of the collec-
tion of data across all performers engaged in this task. 
3.4.2 Frames Across Multiple Sentences (FAMuS) 
Most event extraction corpora annotate at the sentence level, meaning they only identify arguments 
in the same sentence as the event trigger, as seen in the ACE datasets. However, the need for 
document-level annotation, allowing for arguments outside the sentence containing the event trig-
ger or not requiring an event trigger at all, has been acknowledged since the Message Understand-
ing Conferences (MUCs). To address this need, we previously created the RAMS dataset in the 
context of AIDA [10]. The RAMS dataset annotates 9,124 events in news articles from Reddit 
using the AIDA Phase 1 ontology and permits arguments to be anywhere within a five-sentence 
range of the event trigger. 
One downside of having developed this dataset against the AIDA Phase 1 ontology is that it is not 
always straightforward to update the dataset with every new version of the ontology. The move 
toward using DARPA WikiData (DWD) could potentially alleviate this issue, but since DWD 
remains under development, it is similarly a moving target. In this project, we aimed to construct 
a general-purpose RAMS-like dataset using the broad-coverage FrameNet ontology.  
FrameNet has a broad coverage of around 1200 frames. It is based on the concept of Frame Se-
mantics, wherein the essential idea is that meaning of most words can be described by a semantic 
frame. A frame involves an event type, entity or relation, and the participants involved in the event 
(known as frame elements). The benefit of using FrameNet is that, in being broad coverage, it is 
in principle easier to map into any future program-specific ontology or into DWD. 
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For our project, we considered three categories of frames: events, states, and processes, along with 
manually selected uncategorized frames. This resulted in a total of roughly 530 frames that we 
refer to as describing a situation. 
We take our documents from an ongoing project at Johns Hopkins University that scrapes passages 
from Wikipedia ensuring a stratified sample of different frames from FrameNet. This corpus has 
Wikipedia passages parsed with a FrameNet parser we developed under AIDA: LOME [12]. Each 
passage also comes with the text of its source document. Templatic questions are generated from 
the passage for each argument in the passage that has an answer in the source. We take the passage 
and source pairs from this corpus for building our document level role annotations. 
For any passage-source pair, we parse the passage through LOME and get the top-5 predicted la-
bels for each trigger in the passage. We first highlight an event trigger from the passage text and 
give the top-5 predicted labels as options to the annotator (Figure 14). Annotators can click the 
button for each event type to see its definition and an example in which the frame is evoked (see 
Figure 15). 
 

 
Figure 14: Event typing in our document level role annotation protocol. 

 
 

 
Figure 15: Clicking on a event type button displays the type definition with an example. 

 
 
The LOME system reports a 91% accuracy on frame identification given the trigger span on the 
FrameNet v1.7 test set. We compute accuracy for top-k labels considering only cases where the 
prediction span exactly matches the true span. Figure 16 shows how LOME’s frame identification 
performance improves if the true label is included in the top-k labels as compared to just the top 
label. We choose top-5 labels (97.1% accuracy) in our annotation to correct the inaccurate event 
type predictions from LOME’s FrameNet parser. 
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Figure 16: LOME’s performance on Framenet v1.7 corpus as k increases. 

 
To achieve a diverse stratified sample for role annotations across frames, we launched a frame 
identification task where for each frame fi, we oversample Di documents (passage-source pairs) 
based on LOME’s precision Pi on the FrameNet test set. This sampling resulted in 3,504 docu-
ments for the frame identification task. For each document, we then asked workers on Amazon 
Mechanical Turk the following two questions: 

1. Identify the event type of the highlighted span in the Passage Text 
2. Tell us if the situation represented by highlighted span is also present in the Source Text 

Identifying whether a source is a valid extraction for the highlighted trigger in the passage is an 
important task to continue role annotations for the same event in the Source Text. A snapshot from 
our task is presented below. 
 
 

 
Figure 17: Frame identification task along with the source validation question 
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We qualified 20 annotators for the frame identification and source validation task by conducting a 
pilot study of 100 documents with gold annotations. Then, we launched the bulk task on 3,504 
sampled documents with our qualified workers, using a three-way redundancy, and achieved a 
Krippendorf alpha of 0.62, which indicates high agreement between workers for the frame identi-
fication task. With the majority vote for source validation, we found that only 48% of all passage-
source pairs had a valid source for the highlighted trigger in the passage. 
The collected data introduces an interesting task of validating a source for a highlighted trigger in 
a passage. We intend to use the data collected from the frame identification and source validation 
task to perform role annotations on both the passage and the source documents. 

3.5 DECOMPOSITION 
Traditional semantic annotation frameworks generally define complex, often exclusive category 
systems that require highly trained annotators to build. And in spite of their high quality for the 
cases they are designed to handle, these frameworks can be brittle to cases that (i) deviate from 
prototypical instances of a category; (ii) are equally good instances of multiple categories; or (iii) 
fall under a category that was erroneously excluded from the framework's ontology. 
Under AIDA, we developed an alternative approach to semantic annotation that addresses these 
issues: decompositional semantics [24, 25, 26]. In this approach, which is rooted in a long tradi-
tion of theoretical approaches to lexical semantics, semantic annotation takes the form of many 
simple questions about words or phrases (in context) that are easy for naive native speakers to 
answer, thus allowing annotations to be crowd-sourced while retaining high interannotator agree-
ment.  
 The decompositional approach can be thought of as a feature-based counterpart to traditional 
category-based systems, with each question determining a semantic feature. Common feature 
configurations often correspond to categories in a traditional framework; but unlike such frame-
works, a decompositional approach retains the ability to capture configurations that were not 
considered at design time. Further, unlike a categorical framework, reannotation after an over-
haul of the framework's ontology is never necessary, since additional annotations simply accrue 
to sharpen the framework's ability to capture fine-grained semantic phenomena.  
Under AIDA, we developed a variety of semantic annotation datasets and corresponding models 
that take a decompositional approach, including ones that target event factuality [27], linguistic 
expressions of generalizations about entities and events [28], and temporal properties and par-
thood structure of events [29, 30]; and we developed the decomp toolkit for working with these 
data [26] that we have used in developing our LOME system as well as decompositional seman-
tic parsers [31, 32]. 
This toolkit unifies the decompositional semantics-aligned annotation sets listed above within the 
Universal Decompositional Semantics (UDS) semantic graph specification–with graph structures 
defined by the predicative patterns produced by the PredPatt tool and real-valued node and edge 
attributes constructed using sophisticated response normalization procedures. It also provides a 
suite of Python tools that make working with these data seamless, enabling a wide range of que-
ries on these graphs using the SPARQL 1.1 query language.  
UDS1.0 consists of three layers of annotations built on top of the English Web Treebank: (i) syn-
tactic graphs built from existing gold Universal Dependencies parses on EWT; (ii) semantic 
graphs built from the predicate-argument structures deterministically extracted from those parses 

https://github.com/decompositional-semantics-initiative/decomp
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using the PredPatt tool [25]; and (iii) semantic types for the predicates, arguments, and their rela-
tionships, derived from five decompositional semantics-aligned datasets. The following figure 
shows an example UDS graph with all three layers of annotation. 
 

 
Figure 18: An example Universal Decompositional Semantics graph. Some semantic type 

information and most syntactic 
 
In the remainder of this section we describe each dataset developed under AIDA, as well as the 
corresponding models, in more detail. 
3.5.1 Factuality 
A central function of natural language is to convey information about the properties of events. 
Perhaps the most fundamental of these properties is factuality: whether an event happened or not. 
A natural language understanding system's ability to accurately predict event factuality is im-
portant for supporting downstream inferences that are based on those events. For instance, if we 
aim to construct a knowledge base of events and their participants, it is crucial that we know 
which events to include and which ones not to.  
The event factuality prediction (EFP) task involves labeling event-denoting phrases (or their 
heads) with the (non)factuality of the events denoted by those phrases. The following figure ex-
emplifies such an annotation for the phrase headed by leave, which denotes a factual event 
(+=factual, – = nonfactual). 
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Figure 19: Event factuality (+=factual) and inside v. outside context for leave in the de-

pendency tree. 
 
We collected and release an extension of the UDS-IH1 dataset, which we refer to as UDS-IH2, to 
cover the entirety of the English Universal Dependencies v1.2 (EUD1.2) treebank, thereby yield-
ing the largest publicly available event factuality dataset up to that point–substantially larger than 
FactBank, the UW dataset, and MEANTIME. 
 

Table 1. UDS-IH1 dataset size vs other publicly available datasets 

 
 
The following figure plots the distribution of factuality ratings in the train and dev splits for 
UDS-IH2, alongside those of FactBank, UW, and MEANTIME. One striking feature of these 
distributions is that UDS-IH2 displays a much more entropic distribution than the other datasets. 
This may be due to the fact that, unlike the newswire-heavy corpora that the other datasets anno-
tate, EUD1.2 contains text from genres -- weblogs, newsgroups, email, reviews, and question-
answers -- that tend to involve less reporting of raw facts. One consequence of this more entropic 
distribution is that, unlike the datasets discussed above, it is much harder for systems that always 
guess 3---i.e. factual with high confidence/likelihood---to perform well. 
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Figure 20: Relative frequency of factuality ratings in training and development sets. 

 
We developed two neural models of event factuality (and several variants thereof), showing that 
these models significantly outperformed previous systems on four existing event factuality da-
tasets as well as our new dataset.  
3.5.2 Expressions of Generalization 
Natural language allows us to convey not only information about particular individuals and 
events, as in Mary ate oatmeal for breakfast today, but also generalizations about those individu-
als and events, as in Mary eats oatmeal for breakfast every day.  
This capacity for expressing generalization is extremely flexible–allowing for generalizations 
about the kinds of events that particular individuals are habitually involved in as well as charac-
terizations about kinds of things, as in bishops move diagonally.  
Such distinctions between episodic statements, on the one hand, and habitual and generic (or 
characterizing) statements, on the other, have a long history in both the linguistics and artificial 
intelligence literatures. Nevertheless, few modern semantic parsers make a systematic distinc-
tion. This is problematic, because the ability to accurately capture different modes of generaliza-
tion is likely key to building systems with robust common sense reasoning: such systems need 
some source for general knowledge about the world and natural language text seems like a prime 
candidate. 
One obstacle to further progress on generalization is that current frameworks tend to take stand-
ard descriptive categories as sharp classes–e.g. episodic, generic, habitual for statements and 
kind or individual for entities.  This may seem reasonable for sentences like the above; but natu-
ral text is less forgiving. For instance, it’s not clear how to label client expectations in I will man-
age client expectations or the atmosphere in the atmosphere may not be for everyone.  
To remedy this, we proposed a novel decompositional framework for capturing linguistic expres-
sions of generalization. In this framework, we decompose categories such as episodic, habitual, 
and generic into simple referential properties of predicates and their arguments. We deployed 
this framework to construct a large-scale dataset of annotations covering the entire Universal De-
pendencies English Web Treebank–yielding the Universal Decompositional Semantics-Generic-
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ity (UDS-G) dataset–and we constructed models for predicting expressions of linguistic generali-
zation that combine hand-engineered type and token-level features with static and contextual 
learned representations, finding that (i) referential properties of arguments are easier to predict 
than those of predicates; and that (ii) contextual learned representations contain most of the rele-
vant information for both arguments and predicates. 
3.5.3 Temporal Relations 
Natural languages provide a myriad of formal and lexical devices for conveying the temporal 
structure of complex events---e.g. tense, aspect, auxiliaries, adverbials, coordinators, subordina-
tors, etc. Yet, these devices are generally insufficient for determining the fine-grained temporal 
structure of such events. Consider the narrative: 

At 3pm, a boy broke his neighbor's window. He was running away, when the neighbor 
rushed out to confront him. His parents were called but couldn't arrive for two hours be-
cause they were still at work 

Most native English speakers would have little difficulty drawing a timeline for these events, 
likely producing something like that in figure below. But how do we know that the breaking, the 
running away, the confrontation, and the calling were short, while the parents being at work was 
not? And why should the first four be in sequence, with the last containing the others?  
 

 
Figure 21: A typical timeline for the narrative in the text. 

 
The answers to these questions likely involve a complex interplay between linguistic infor-
mation, on the one hand, and common sense knowledge about events and their relationships, on 
the other. But it remains a question how best to capture this interaction. Prior work in this do-
main has approached this task as a classification problem, labeling pairs of event-referring ex-
pressions---e.g. broke or be at work---and time-referring expressions---e.g. 3pm or two hours---
with categorical temporal relations (often using the TimeML standard or some modified ver-
sion). The downside of this approach is that time-referring expressions must be relied upon to ex-
press duration information. But as the narrative highlights, nearly all temporal duration infor-
mation can be left implicit without hindering comprehension, meaning these approaches only ex-
plicitly encode duration information when that information is linguistically realized. 
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To address this issue, we developed a novel framework for temporal relation representation that 
puts event duration front and center. Instead of annotating text for categorical temporal relations 
as in previous approaches, we map events to their likely durations and event pairs directly to 
real-valued relative timelines using the interface in the figure below. This change not only sup-
ports the goal of giving a more central role to event duration, it also allows us to better reason 
about the temporal structure of complex events as described by entire documents. 
 

 
Figure 22: An annotated example using our temporal relations interface. 

 
We collected data for a large subset of predicate pairs found in the English Web Treebank, yield-
ing UDS-T, the largest temporal relations dataset up to the point (see comparison in Table be-
low). 

Table 2. Number of total events, and event-event temporal relations captured in various 
temporal relations corpora, including our own (UDS-T). 

 
We used this dataset to train a variety of neural models to jointly predict event durations and 
fine-grained (real-valued) temporal relations, yielding not only strong results on our dataset, but 
also competitive performance on TimeML-based datasets. 
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3.5.4 Event Structure 
Natural language provides myriad ways of communicating about complex events. For instance, 
one and the same event can be described at a coarse grain, using a single clause, as in the con-
tractors built the house, or at a finer grain, using an entire document, as in they started by laying 
the house's foundation. They then framed the house before installing the plumbing. After that... 
Further, descriptions of the same event at different granularities can be interleaved within the 
same document---e.g. the finer description might well directly follow the coarser description as 
an elaboration on the house-building process.  
Consequently, extracting knowledge about complex events from text involves determining the 
structure of the events being referred to: what their parts are, how those parts are laid out in time, 
who participates in them and how, etc. Determining this structure requires an event classification 
whose elements are associated with event structure representations. A number of such classifica-
tions and annotated corpora exist.  
Similar in spirit to this prior work, but different in method, our work in this domain aimed to de-
velop an empirically derived event structure classification. Where prior work takes a top-down 
approach---hand-engineering an event classification before deploying it for annotation---we take 
a bottom-up approach---decomposing event structure into a wide variety of theoretically in-
formed, cross-cutting semantic properties, annotating for those properties, then recomposing an 
event classification from them by induction. The properties on which our categories rest target (i) 
the substructure of an event; (ii) the superstructure in which an event takes part; (iii) the relation-
ship between an event and its participants; and (iv) properties of the event's participants. An ex-
ample of select properties that we add to the existing annotations described above are exempli-
fied below. 
 

 
Figure 23: Example UDS semantics and syntax graphs with select properties. Bolded are 
ones we collected in this project; the document-level UDS graph is also shown in purple. 
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We collected data for a large subset of predicates and predicates pairs found in the English Web 
Treebank, yielding UDS-E. To derive an event structure classification from UDS-E and existing 
UDS annotations, we developed a document-level generative model that jointly induces event, 
entity, semantic role, and event-event relation types, exemplified below.  
 

 
Figure 24: The factor graph assumed by our generative model. Each node or edge anno-
tated in the semantic graphs becomes a variable node in the factor graph, as indicated by 
the dotted lines. Only factors for the prior distributions over types are shown; the annota-

tion likelihood factors associated with each variable node are omitted for space. 
 
Finally, we compared these types to those found in existing event structure classifications, find-
ing both cases where the classifications converge but also places where they clearly diverge.  
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4.0  RESULTS AND DISCUSSION 
Overall the efforts by the JHU AIDA team resulted in significant advances in fine grained and 
multilingual understanding models, along with contributing to the community a deeper under-
standing of the capabilities of neural language models.  
 
 
 
 

5.0 CONCLUSIONS 
Moving forward beyond AIDA, the active discussion in the community is whether even larger 
language models will lead to a move away from custom architectures for information extraction 
and instead a convergence on prompt-based frameworks that simply “ask” a cognitive architec-
ture for answers in natural language, and these are converted to responses in whatever format the 
user desires, structured or unstructured.  We believe that the advances made by performers such 
as JHU under AIDA are in some ways robust to these advances: our work in decompositional se-
mantics, FrameNet, claim frames, and so on, these are all advances in data and the development 
of analytic frameworks for how to think about information extraction.  As models improve, they 
can still be trained and evaluated on these resources.  In regards to models, our work such as in 
incremental coreference resolution was motivated by computational concerns.  Even if very large 
language models grow to be as accurate or more accurate than smaller custom models, it is still 
the case that high speed bulk analysis of very large collections is expensive: asking very large 
language models to process each item of a fast moving data stream is not computationally viable.  
We believe that custom analytics will continue to play an important part in the automatic con-
struction of knowledge bases from text.  
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