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Accomplishments 

Please list the main research objectives of this project 

The main objective of the project is to advance the approach to Artificial Intelligence pioneered by 

Marvin Minsky, one of the founders of the field of Artificial Intelligence, and one of the founders of 

our lab, the MIT Computer Science and Artificial Intelligence Lab (then the MIT AI Lab). These 

theories are best expressed in his books, The Society of Mind and The Emotion Machine. Society of 

Mind theory is multifaceted and multidimensional, using a methodology of “thinking about thinking”. 

It envisions the mind as a collection of communicating agents, each with perhaps differing viewpoints 

and problem solving approaches, that cooperate and compete in patterns that give rise to what we call 

intelligence. It emphasizes symbolic representations, commonsense knowledge, heuristic procedures, 

and reasoning by panalogy (parallel analogy). It proposes active memory architectures such as frames 

and K-lines (“knowledge lines”), used for what Minsky called re-membering and re-minding.  

Please provide details of accomplishments during this reporting period 

• A major direction of our work has been experimenting with several ways of representing 

commonsense knowledge, and integrating it with other approaches, particularly the modern machine 

learning approaches of word embeddings, transformers, and other language models. Our goal is to 

support analogical reasoning with commonsense knowledge and get the “best of both worlds” – the 

confidence of human-curated commonsense knowledge, and the coverage of large-scale language 

models trained on enormous corpora of text.  

We developed RetroGAN [Colon-Hernandez, Xin, Lieberman, Havasi, Breazeal 21], which 

integrates our commonsense knowledge base ConceptNet, with word embeddings.  RetroGAN 

uses the technique of retrofitting, which distorts a vector space of word embeddings, to reflect a corpus 

of symbolic assertions, in our case ConceptNet. RetroGAN then uses the popular generalized 

adversarial network (GAN) inference technique to learn a one-to-one mapping between concepts and 

their retrofitted counterparts.  

That becomes especially useful in dealing with rare words or out-of-knowledge-base concepts. The 

mapping can be extended to “guess” what the meaning of novel concepts are, based on making 

analogies to already-understood concepts.  This is inspired in part by the way some natural language 

understanding systems treat out-of-vocabulary words.  Tests show that our techniques have better 

performance on rare and unusual concepts than conventional approaches.  

 

• More recently, we have been experimenting with commonsense inference in transformer models. 

We introduced a technique called hinting, a kind of prompting that supplies additional input to a 

transformer model to constrain its inference [Colon-Hernandez, et al 22a].  We use prompts that are a 

hybrid of fully-specified assertions and partially-specified assertions that act as templates to constrain 

inference, taken from ConceptNet commonsense assertions.  

Hinting also enables contextualized inference, in that it can perform inferences based on the context 

DISTRIBUTION A: Distribution approved for public release.



of a story, similar those presented by Winston’s Genesis system. Genesis produces an elaboration 

graph (set of causally-connected events and descriptions). A sentence of the story is identified to give 

the system “something to talk about” and assure relevance. Since the generalization process is 

underconstrained, hinting assures that generalization takes place in a way that is relevant to the story 

context under consideration.  

 
• We developed techniques for commonsense-enabled parsing [Xin, Lieberman, Chin 21], showing 

how to use commonsense knowledge to resolve ambiguities in natural language understanding, 

particularly prepositional phrase attachment and pronoun coreference.  This is aimed at the context of 

enabling programming in natural language and conversational Siri-like agents, as explained in our 

report on our companion AFOSR project on Human-Machine Teaming. Our system, PatchComm, 

takes the result of a statistical parser, Spacy, and applies corrections if Spacy’s choices are not 

consistent with the semantics of commonsense knowledge from ConceptNet. We are also exploring 

use of RetroGAN and our hinting techniques in this context.  
 

• We demonstrated a new technique for joint inference with multiple commonsense knowledge 

bases [Colon-Hernandez, et al 22b].  While joint inference with fully consistent logical statements is 

simply a matter of conjoining them, inference with multiple commonsense assertions is trickier 

because of their imprecision and varying levels of generalization.  
 
• We explored the use of commonsense knowledge with transformer models in understanding step-

by-step procedures such as kitchen recipes, in collaboration with our colleague Dr. Howard Shrobe, 

who is working in a DARPA project to understand descriptions of procedures [Pei 21]. Pei augmented 

the GPT-2 model with assertions from ConceptNet and used it to try to predict next steps of 

procedures.  

 

• We introduced the technique of lensing for representing perspective or point of view in machine 

learning [Dinakar, Lieberman 21]. The importance of handling multiple perspectives on problem 

solving and being able to shift perspective is a keystone of Society of Mind, best expressed in 

Minsky’s dictum, “If you understand something in only one way, you don’t understand it at all”. It 

allows the user to criticize a machine learning model by example, following Minsky’s notion of 

critics. Then it provides feedback to the machine learning algorithm to improve its behavior. Lensing 

can be applied to many different kinds of machine learning.  You can “mix and match” lenses to view 

datasets through different perspectives. Lensing is used in a mixed-initiative manner described in the 

report on our companion AFOSR project on Human-Machine Teaming.  

 

• We developed Astroparse, a system to increase the abilities of reasoning systems, question 

answering systems, and related types of systems by enhancing the output of available statistical 

language processing systems and convert them to ternary expressions. This semantic representation, 

the ternary expression representation for knowledge and language, consists of linguistic triples 

(subject, relation, and object). A sentence or thought can be represented by a small number of 

structural ternary expressions—which highlight major syntacto-semantic relations—in conjunction 

with an extended collection of additional ternary expressions allowing the original sentence to be 

reconstructed exactly. Specifically, ternary expressions may capture structural relations (verb and 

arguments, prepositional attachment, etc.), syntactic features (tense, aspect, determiners, etc.), or 

lexical features (number, person, etc.). By prioritizing the most important relations—namely, the 
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structural relations—the ternary expression representation allows for efficient indexing and matching.  

Furthermore, unlike typical knowledge “triples”, e.g., RDF, our ternary expressions support 

embedding, preserve instance identity across multiple uses, and distinguish instance identity across 

unrelated uses of the same word. By expanding the ability to produce ternary expressions, we can 

greatly increase the abilities of downstream reasoning systems. 

 

 

How were the results disseminated to communities of interest? 

 

Results were disseminated to the scientific community in Artificial Intelligence and Human-Computer 

Interaction through our publications, talks, teaching and mentoring students. Please see our 

Publications list.  

 

We also produced several publications that communicated important topics relevant to the grant for 

the more general computer science community and for the general public.  

 

• We contributed to a major article on the history of Logo [Solomon et al 20], the computer language 

for education designed by Seymour Papert and colleagues. Minsky made major contributions to Logo 

development, and Papert’s educational philosophy was highly influenced by Minsky’s “thinking about 

thinking”. Lieberman was a member of the original Logo research team at MIT. This was for the ACM 

History of Programming Languages conference/journal (HOPL), an event that occurs only once every 

ten years. HOPL is the archival record of the definitive history of almost every major programming 

language.  

 

• Lieberman is editor of the blog for the journal ACM Transactions on Intelligent Interactive Systems 

(ACM TiiS). “Transactions” are the top-tier journal series of the main professional society for 

computer science. [Lieberman 21] discusses the important topic of ethics in Human Centered AI. It 

reviews an article and book by Ben Shneiderman, one of the founders of Human-Computer 

Interaction, that treats how companies and governments can ethically incorporate AI.   

 

• Our work on commonsense reasoning was reported in Scientific American,  

in an article by César Hidalgo, entitled “Why We Forgive Humans More Readily Than Machines”.  

 

https://www.scientificamerican.com/article/why-we-forgive-humans-more-readily-than-machines/ 

 

• Ternary expressions are the native representation of the START Natural Language Processing 

System [Katz and Levin 88, Katz 97, Katz et al. 07]. START has been and is in use for natural 

language processing in multiple research systems and projects including the Genesis Project, the RITA 

system as part of the ASIST project, the MIT–Air Force Artificial Intelligence Accelerator, and 

research with the Office of Naval Research. Our recent work in increasing coverage by enhancing 

dependency parses is experimentally deployed in the START system and is in testing in some of these 

client systems. 

 

• Our work on understanding social interactions ([Tejwani et al. 21] and [Netanyahu et al. 21]) was 

reported by MIT News in an articled entitled “Giving robots social skills”: 
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https://news.mit.edu/2021/robots-social-skills-1105 

 

and in numerous other publications, such as: 

 

https://techcrunch.com/2021/11/05/teaching-robots-to-socialize/ 

 

https://www.lifewire.com/robots-are-getting-more-social-to-better-understand-you-5209295 

 

https://www.unite.ai/researchers-develop-framework-to-give-robots-social-skills/ 

 

What do you plan to do during the next reporting period to accomplish the goals and objectives?   

 

• We will continue the development of RetroGAN, and assess its utility in some of the other 

components of our work: to assist in understanding the semantics of natural language, especially 

parsing; to apply to discourse with conversational agents and natural language programming; to 

understand descriptions of procedures, and other applications.  

• We are developing a downstream application Deep Relationship Discovery (DRD) to perform search 

for candidates for analogies. Given two concepts, DRD will search for the probability of various 

relations occurring between them. These guide generalization in order to make analogies. For example, 

to make an analogy between birds and airplanes, it’s important to know that they share the relation 

(Has-Part Wing).  

• We continue to develop our promising lensing technique for representing point of view, especially 

for mental and physical health applications, following the successes of our cardiology, cyberbullying, 

and crisis counseling projects. 

  • We will continue to expand the coverage of our Astroparse system by training on additional 

language constructions. We will also explore expanding the capabilities of our system to produce 

ternary expressions using multiple dependency parsers. Our tree-matching algorithm is not specific to 

any one dependency parse schema and can be applied to the results of any dependency parse. Since 

various parsers have their own advantages and drawbacks, we may be able to achieve better results by 

integrating the ternary expressions created using each one. 

 

Impacts 
 

Development of the principal discipline(s) of the project 

 

The principal discipline of our work is Artificial Intelligence. Our work provides fundamental 

contributions to the science of Artificial Intelligence in the following ways: 

 

• Integrating symbolic and subsymbolic methods in AI. There is a longstanding debate between the 

value of symbolic and neural methods in AI. We don’t view them as in opposition, but different views 
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on the same problem. Roughly, symbolic views proceed “top-down” and subsymbolic “bottom-up”, 

and there’s no one right answer. Future progress depends upon incorporating both. During his lifetime, 

Minsky made important contributions to almost every aspect of AI, from his early work on neural nets 

in his thesis at Princeton, and the Perceptrons book with Papert (sometimes characterized, we believe 

incorrectly, as having “killed off” neural net research), to his better-known contributions to symbolic 

AI.  

 

• Understanding the role of commonsense knowledge in AI. Commonsense knowledge is not 

straightforward to learn from text; it is rarely voiced explicitly because it is the stuff that “everybody 

knows”. Reasoning with commonsense knowledge is not the same as reasoning with logical or factual 

knowledge, since it is often vague, context-dependent, and admits of many exceptions and caveats. 

Neither is it probabilistic reasoning, as people come to commonsense judgments without counting and 

classifying specific data instances. Our work contributes to understanding the salient and unique 

properties of commonsense reasoning.  

 

• Our work contributes to explainability, controllability, and transparency in AI. Commonsense 

explanations are more readily understood and accepted by people than statistical or numeric analyses. 

People often express their desires for AI performance in commonsense terms, and AI systems must 

operationalize these desires. People need to “sanity check” AI, and understand the range of 

circumstances under which they should have confidence in AI systems.  

Impact on society beyond science and technology 

We had a major success in an application of lensing to Cardiology. Along with our medical colleagues, 

we participated in a study of how male and female patients report cardiac symptoms [Kreatsoulas et al 

19]. A machine learning study used our lensing technique to analyze doctor-patient interviews, and 

extracted male-associated and female-associated viewpoints on angina (chest pain).  We also 

mentioned this in our report on our companion AFOSR project on Human-Machine Teaming .  

We were able to show that, although men and women express angina differently, the underlying 

conditions were the same. As a result, recently, the American Heart Association and the American 

College of Cardiology changed their diagnosis guidelines to eliminate a spurious distinction between 

“typical” and “atypical” angina [Gulati et al 21]. They explicitly cited [Kreatsoulas, Dinakar, et al 19] 

as strong evidence, and took wording for the guidelines, verbatim, from our paper. We expect this 

change to result in a significant reduction in the misdiagnosis of cardiac problems, the leading cause of 

death, in women. 

Changes 
 

No changes.  
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Technical Updates 
 

• RetroGAN: A Cyclic Post-Specialization System for Improving Out-of-Knowledge and Rare 

Word Representations 
 

 

 

 

 

Retrofitting is a technique used to move word vectors closer together or further apart in their space to 

reflect their relationships in a Knowledge Base (KB). However, retrofitting only works on concepts 

that are present in that KB. RetroGAN uses a pair of Generative Adversarial Networks (GANs) to 

learn a one- to-one mapping between concepts and their retrofitted counterparts. It applies that map- 

ping (post-specializes) to handle concepts that do not appear in the original KB in a manner similar to 

how some natural language systems handle out-of-vocabulary entries. We test our system on three 

word-similarity benchmarks and a downstream sentence simplification task, and achieve the state of 

the art (CARD-660). Altogether, our results demonstrate our system’s effectiveness for out-of-

knowledge and rare word generalization. 
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• Adversarial Transformer Language Models for Contextual Commonsense Inference 

 

 

 

Contextualized commonsense inference is the task of generating commonsense assertions or facts 

from a given story and a sentence from the story.  This task is hard even for modern contextual 

language models. Some of the problems with the task are lack of controllability for topics of the 

inferred assertions, lack of commonsense knowledge during pre-training, and possibly hallucinated or 

false assertions. In this work we tackle these three challenges by first utilizing a technique called 

``hinting" which is a hybrid prompting technique that augments training data by adding ``hints" that 

are part of assertions. This serves as a control signal for the language model to ``talk" or generate 

assertions about whatever is in the hint. Secondly, we combine three knowledge graphs in a textual 

manner by aligning the assertions in the knowledge graphs with a story and a target sentence, and 

replace their symbolic assertions with textual versions of them. This combination allows us to train a 

single model to perform joint inference with these knowledge graphs. Thirdly, we train a combination 

of two language models in an adversarial manner such that one model generates plausible assertions 

and another scores them on the factuality of them. Altogether we present a system that can 

controllably generate assertions using joint inference, and can score these assertions. 
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• PatchComm natural language programming  

 

Natural language understanding (NLU) has improved so much in recent years that it may soon be 

feasible to replace conventional programming languages with user interactions in natural languages. 

To accomplish this, it will be necessary to use NLU modules specifically adapted for the natural 

language programming task. We present a natural language programming system, PATCHCOMM 

PRO, and its associated NLU module, PATCHCOMM. In its current version, PATCHCOMM uses 

large-scale commonsense knowledge to guide a state-of-the-art statistical parser to resolve linguistic 

ambiguities, notably prepositional phrase attachment and pronoun reference. Rather than simply 

translating the user’s utterances into code, PATCHCOMM PRO treats the natural language 

programming task as a discourse between the user and the machine, where the user talks about how the 

program should work and the machine tries to realize it. PATCHCOMM PRO’s advantages are in 

explainability and usability. It first produces transparent, symbolic rules that turn discourses into frame 

semantic representations, and then renders these representations. 
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• Lensing technique for representing point of view in machine learning 

 

Many datasets represent a combination of several viewpoints – different ways of looking at the same 

data that lead to different generalizations. For example, a corpus with examples generated by different 

people may be mixtures of many perspectives and can be viewed with different perspectives by others. 

It isn’t always possible to represent the viewpoints by a clean separation, in advance, of examples 

representing each viewpoint and train a separate model for each viewpoint. We introduce lensing, a 

mixed-initiative technique to (1) extract ’lenses’ or mappings between machine-learned 

representations and perspectives of human experts, and to (2) generate ’lensed’ models that afford 

multiple perspectives of the same dataset. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Many datasets represent a combination of several viewpoints – different ways of looking at the same 

data that lead to different generalizations. For example, a corpus with examples generated by different 

people may be mixtures of many perspectives and can be viewed with different perspectives by others. 

It isn’t always possible to represent the viewpoints by a clean separation, in advance, of examples 

representing each viewpoint and train a separate model for each viewpoint. We introduce lensing, a 

mixed-initiative technique to (1) extract ’lenses’ or mappings between machine-learned 

representations and perspectives of human experts, and to (2) generate ’lensed’ models that afford 

multiple perspectives of the same dataset. 

• Astroparse  

In recent years, advancements have been made in statistical parsing, or techniques which use a large 

amount of corpus data to build models for analyzing the roles of words in a sentence.  State-of-the-art 

tools such as spaCy can be used to create dependency parses which can then be used for downstream 

tasks. Dependency parses can be computed quickly and robustly with fairly high accuracy.  However, 

dependency parses can be difficult to work with directly, because they provide a superficial analysis 

by nature. 

 

We found that we are able to produce ternary expressions using a trainable tree-matching algorithm.  

During each training step, we present a sentence exhibiting linguistic phenomena of interest together 

with its corresponding ternary expressions, and the algorithm records properties of the dependency 
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parse subtree where constituents of the ternary expressions occur.  When parsing new sentences, our 

system detects subtree patterns it has seen, and it uses local features of the dependency parse to 

reproduce the corresponding ternary expressions.  By taking a local approach to constructing ternary 

expressions from dependency parses, our system can parse sentences of arbitrary nesting and length, 

provided that the underlying dependency parse is accurate.  We can thus produce ternary expressions 

for a larger class of sentences, taking advantage of dependency parsers' robustness. Downstream 

reasoning systems can use the ternary expressions for indexing and matching made more effective 

than using raw dependency parses by highlighting structural ternary expressions for the first pass of 

matching. 

 

In addition to highlighting important relations, ternary expressions are more effective than dependency 

parses because they capture many relations that are altogether missed by the latter.  We identified 

various language constructions where dependency parses by nature fail to recognize important 

relations, including but not limited to: 

● Coordinate structures (conjunctions) 

● Imperative constructions with covert subject 

● Embedded clauses with covert subject 

● Relative clauses with overt or covert relativizers 

 

To produce correct ternary expressions for these constructions, our system, prior to detecting subtree 

patterns in the dependency parse, performs transformations which recover the missing relations.  For a 

detailed example, in the sentence "The colonel received a promotion and a transfer", a dependency 

parser is inherently unable to relate the information that the colonel "received a transfer", because a 

superficial analysis only reveals that "transfer" is conjoined to "promotion".  When faced with a 

sentence like this containing coordinate structures, our system traverses the parse to find conjuncts and 

attach them directly where they should relate to the rest of the parse.  Only after deriving important 

dependency relations do we produce ternary expressions.  Our ensuing ternary expression 

representation can then allow for answering questions such as "Who received a transfer?" (the 

colonel), or "What did the colonel receive?" (two things: a promotion and a transfer). 

 

 
 

To allow the capture of important relations while including enough information to reconstruct a 

sentence completely, our system also keeps a record of the hierarchy within coordinate structures.  We 

DISTRIBUTION A: Distribution approved for public release.



expand the dependency parse representation to allow for multiple roots, some of which connect 

conjuncts according to their original hierarchy in the dependency parse (for example, in the sentence 

"The colonel wanted a promotion, or a transfer and a raise", "a transfer and a raise" are grouped more 

closely than "a promotion or a transfer".) 

 

 

To expand our system's coverage while maintaining the necessary relations, we also derive missing 

relationships for many other cases.  In imperative constructions, we recover, e.g., the missing "you" in 

"(you) be careful!"  In embedded clauses, we recover, e.g., the relation between "Air Force" and "to 

expand" in the sentence "The Air Force continues to expand its knowledge of sonic boom."  In relative 

clauses, we recover, e.g., the relation between "doing" and "training" in the sentence "The exercise is 

validating all of the training the 34th SOS has been doing."  In all such constructions, the missing 

relations are critical for downstream reasoning, as they allow us to answer questions such as "Who 

should be careful?", "Who is expanding their knowledge?", and "What has the 34th SOS been doing?", 

respectively. 
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