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EXECUTIVE SUMMARY  
Social media usage has been and continues to be on the rise (Auxier and Anderson 2021). 

Corresponding to this growth is increasing interest in better understanding how to use user-

generated content like social media posts to infer information about the users that posted this 

content. Organizational scholars seek to understand how social media posts can foretell potential 

insider threats (Legg et al. 2013). However, little is known about the relationship between online 

content and offline selves. There are compelling reasons to expect that online and offline selves are 

different (Kozyreva et al. 2020). Online spaces are inherently different from and more constrained 

in many ways than offline spaces. Accordingly, unexplored discrepancy between online and offline 

selves may lead some factors to have inflated correlations to risk while other factors may have 

depressed correlations. Reviewing the work on the relationship between online and offline selves 

allows programs to better evaluate social media information and correct for distortions in the 

relationship between online selves and risk. To do this, we provide:  

1. A systematic overview of the existing research across security, psychology, business, 

organizations, sociology and computer science disciplines, 

2. Translation and synthesis of these disparate strands of research, and  

3. Identification of feasible research questions that remain unanswered given this cumulative 

knowledge. 

 

Three main findings emerge from our systematic review of the literature on online versus offline 

selves:  

1. Online content can be used to determine valuable information about people’s personalities,  

2. Online self-presentations are generally accurate, and instances of deception are limited in 

scope and are often reactions to perceived barriers to social interactions rather than a 

desire to deceive, and  

3. Online behaviors influence offline behaviors and vice versa.  

 

However, there is emerging evidence as well as well-documented pitfalls with that comes with any 

operationalization of these findings. Specifically, many studies in this literature rely on self-selected 

and convenience samples to draw inferences and either treat demographic differences as 

unimportant or nonexistent. However, there is evidence that online users are not a monolithic 

group and there are indeed important demographic differences among users. For example, the 

research shows that: 

• Gender, race, culture, age, and cohort all create “digital divides” that shape how and how 

much information people post online 

• There are large personality differences in the meaning and purpose of social media posts 

 

As such, using social media information, no matter how accurate, for personnel vetting and risk 

assessment should be balanced with the very real and easy to imagine ethical and practical 

dilemmas: 

• Personnel need to provide consent to their social media information being used, potentially 

against them. Although this consent is relatively easy to obtain from the federal workforce, 
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consent is harder, if not impossible, to obtain from those who are connected, knowingly or 

unknowingly, to the focal person. This presents at least two problems: 

o Studies demonstrating the effectiveness of social media information in predicting 

personality are based on complete data. Censored data provided to the government 

due to the lack of third-party consent may be limited in predictability at best and 

even potentially misleading. 

o even if the data is adequately censored by vendors collecting social media 

information before passing them on to the government, it is difficult to monitor 

what these companies can and will do with the raw, uncensored data. 

• There is a large potential for the unequal policing of certain subgroups compared to others. 

Existing data suggests that there will be strong differences in the likelihood of some groups 

being flagged by a risk assessment tool. Given that two people are of equal risk of being a 

malicious insider, the one who posts more frequently on social media will be more likely to 

be detected than the one who posts less frequently. 

• Studies demonstrating that social media information can be used to predict personality, 

including “dark” personalities shown to be predictive of insider risk, are based on 

population aggregates. It is a stretch, then, to apply these findings to assessment and 

detection tools designed to predict individual-level risk. 

• Machine learning and artificial intelligence, although predictive, cannot provide clear and 

convincing rationales for flagging someone as high risk. Black-box theorizing based on 

outputs leads to post-hoc explanations that are neither satisfying from an academic 

perspective nor concrete enough from a legal perspective. An algorithm can flag someone as 

being high risk, but if it cannot tell us why that person is high risk, it is of limited value. 

 

Given the patterns identified in our literature review, we propose several key directions for future 

research: 

1. Gaining a deeper understanding of subgroup differences and how various groups 

differentially use social media is needed to better contextualize and understand research 

findings. 

2. The rise of social networks like Instagram and others focused on pictures and videos 

presents challenges that need to be addressed. Whether and how people represent 

themselves on these newer platforms compared to both more text-based platforms and 

offline interactions needs to be better understood. 

3. The rise of “alternative” social media platforms that are not technically different but caters 

to specific subgroups as opposed to the general population, like Parlor, also complicates the 

relationship between online and offline selves. 
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INTRODUCTION 
As social media usage continues to rise (Auxier and Anderson 2021; Hampton et al. 2011), there is 

increasing interest across a variety of disciplines in better understanding what information user-

generated content like social media posts can tell us about the users that generated them. Scholars 

in fields like business and marketing are interested in using social media data to better understand 

purchasing decisions (Kim et al. 2012), while psychologists are interested in inferring stable 

personality traits from users’ posts (Kosinski et al. 2014). Organizational scholars seek to 

understand how social media posts can foretell potential insider threats (Legg et al. 2013). Yet 

relatively little is known about the relationship between what individuals choose to post in online 

spaces and how that information is similar to or different from what they otherwise would have 

revealed about themselves offline. Existing insider threat programs use social media information as 

one source of data for generating risk scores for personnel (Pressman 2015). Yet, there are reasons 

to expect that online and offline selves are different (Kozyreva et al. 2020; Suler 2005). This 

discrepancy may lead some factors to have inflated correlations to risk while other factors may 

have depressed correlations. Reviewing the work on the relationship between online and offline 

selves allows programs to better evaluate social media information and correct for distortions in 

the relationship between online selves and risk.  

 

In this report, we provide: (1) a systematic overview of the existing research across security, 

psychology, business, organizations, sociology and computer science disciplines, (2) translate and 

synthesize these disparate strands of research, and (3) identify feasible research questions that 

remain unanswered given this cumulative knowledge. In doing so, this review provides a roadmap 

toward generating and testing hypotheses aimed at understanding how social media and other 

online information can be used as a window into individuals’ offline personas, behaviors, and their 

“true” selves. We begin by briefly reviewing the state of the published research on insider threat 

and assessment tools for malicious and non-malicious actors. Then, we detail the approach we used 

in this report to systematically review the existing literature studying online compared to offline 

selves. Next, we present major themes identified in our review of the literature, propose ways in 

which these findings can be put into practice, and pose unanswered questions based on this review 

that should be addressed. 

 

INSIDER THREAT VS. INSIDER RISK  
Work on insider threat has increasingly recognized the complexity in determining levels of threat 

and how to best detect this threat (Legg et al. 2013). Reflecting this recognition is a move from 

determining and categorizing threats to understanding and assessing risk (Pressman 2015). Much 

of the work in this domain has focused on conceptualizing and defining different types of insiders, 

their potential for producing damage, and how they can be detected, and the damage mitigated (Ho 

and Lee 2012; Ho and Warkentin 2017; Homoliak et al. 2018; Theoharidou et al. 2005). Although 

early work in this domain has often focused on case studies to examine malicious insiders’ 

motivations and attack methodologies (Randazzo et al. 2004; Lynch 2006; Claycomb et al. 2012; 

Ross et al. 2009; Carter and Carter 2011; see BaMaung et al. 2018 for a recent review), more 

recently empirical research has moved to developing and testing different detection methods and 



 
  Online Offline Selves – 6/28 

  
Copyright © 2021 The University of Maryland Applied Research Laboratory for Intelligence and Security. All Rights 
Reserved.  

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED 

frameworks (Azaria et al. 2014; Axelrad et al. 2013; Ho et al. 2015; Kandais et al. 2013). Across 

these studies, scholars often delineate between malicious and non-malicious actors, and develop 

methods to assess the levels of threat associated with each type of actor (Legg et al. 2013).1 

 

Risk Assessment Tools for Malicious Actors 
Drawing on psychological insights that people’s preferences and behaviors can partially be 

explained by personality traits, some have pushed for technological monitoring of insiders to flag 

potentially problematic personality traits for further review (Schultz 2002; Nurse et al. 2014; 

Brdiczka et al. 2012). The underlying premise of these approaches is that knowledge of underlying 

personality traits can reveal behavioral tendencies (Kosinski et al. 2014). A common approach is to 

detect insiders’ level of Openness, Consciousness, Extroversion, Agreeableness, and Neuroticism 

(the OCEAN model) in addition to changes in behavior and motivations to detect potential insider 

threats (Legg et al. 2013). As a risk assessment tool, proofs of concept have shown that website 

browsing behaviors can be correlated with OCEAN to create risk profiles (Alahmadi et al. 2015). 

Along these lines, higher neuroticism and lower agreeableness and conscientiousness have been 

shown to relate to greater insider threat potential, while lower openness was linked to malicious 

potential (DuPuis and Khadeer 2016). 

  

In contrast to creating profiles of potential insider threats, Pressman (2015) developed the Risk 

Assessment for Insider Threats (RAIT) tool that focuses on the situational and contextual factors 

that make an insider more likely to become a threat. The underlying premise of RAIT is the threat 

people pose as an insider is always changing because their circumstances change, so dynamic 

measures are needed, and assessment must be consistent. Using literature and case studies, 

Pressman (2015) identifies ten major risk indicators and twenty-five discrete indicators to detail 

the political, social, personal, economic, and protective factors someone might experience to 

increase or decrease their risk of becoming an insider threat. 

 

Non-Malicious Actors 
Although many studies implicitly or explicitly presume that insider threats are malicious in the 

harm they cause to organizations, non-malicious actors can also pose a threat to organizations. 

Work in this domain shows that although many of the personality traits are the same between 

malicious and non-malicious actors (DuPuis and Khadeer 2016), the tools needed to identify them 

are different. Because a common type of non-malicious actors are group dissenters (Packer and 

Chasteen 2010; Packer 2018), who deviate from or disagree with group norms, there may not be 

associated circumstantial changes to identify non-malicious insider threats (Colwill 2009). Instead, 

risk assessment tools for non-malicious actors tend to require more automated techniques (Gavai 

et al. 2015; Legg et al. 2015; Azaria et al. 2014). 

 

 
1 Malicious and Non-Malicious actors are trusted members of an organization, who harm their organizations 
with their access to sensitive information. Malicious actors typically cause harm by using the information for 
personal gain, while non-malicious actors do so unintentionally by misusing systems or not adhering to 
security protocols and may not even be aware of the breach (Dupuis and Khadeer 2016). 
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Monitoring Online Activities 
Because many traits overlap between malicious and non-malicious insider threats (DuPuis and 

Khadeer 2016), and the damage caused by malicious and non-malicious actors can be equally 

consequential (Pfleeger 2008), much of current work in this literature has shifted to mass 

surveillance of online activities as a potential solution to assessing all insiders’ level of risk to the 

organization (Gritzalis 2014). As the field moves from individual case studies of insider threats to 

more holistic and automated mass gathering of online data (Greitzer and Frincke 2010), it is 

important to systematically understand how and under which conditions online information is 

reflective of people as a whole. There are many reasons to expect that online and offline behaviors 

and selves may differ (Kozyreva et al. 2020; Suler 2005). Kozyreva and colleagues outline several 

systematic differences between online and offline environments that may alter individuals’ 

perceptions, preferences, and behaviors. Group size and friendship networks tend to be larger 

online than offline (Dunbar 2016); information is more readily available online (Schwartz 2016); 

online environments change more rapidly than offline environments (Roberts 2018); online 

environments are more personalized than offline environments (Burrell 2016); and online 

environments are mediated by user interfaces that restrict users’ choices (Berners-Lee et al. 1992; 

DeAndrea and Walther 2011).  

 

Given these structural differences, it is likely that people are not exactly the same online, or even 

received the same, as they would be offline (Okdie et al. 2011; Rouse and Haas 2003; Suler 2005) 

and this may change over time (Yang and Brown 2016). Yet, there are relatively little systematic 

examinations comparing people’s online selves to their offline counterparts. Such an examination is 

necessary to contextualize and evaluate risk assessment tools using such information as its input. 

Without knowing when, how, and why people’s online selves are different from their offline selves, 

such tools can be of limited utility at best and counterproductive at worst. Below, we describe the 

approach we take to our systematic literature review and key insights from it. 

 

THEORIES OF THE SELF OFFLINE AND ONLINE 
Moving from offline environments to online environments leads to what scholars call a “context 

collapse”–the compression of once stable and separate networks and environments onto a singular 

platform by the internet (Davis and Jurgenson 2014). As such, findings that appear to conflict with 

one another at face value, may fit into a larger pattern of human behavior and motivations if 

contexts were considered. Although not part of this systematic review, we provide a brief overview 

of the main theories of the self to help make sense of the broader findings we present later. Because 

online platforms are inherently social arenas, this review focuses on social conceptions of the self to 

understand online behavior.  

 

Social psychological theories have long accepted the mutual influence of the person and society on 

selfhood. Mead (1934) made this distinction by separating the self into the “I” and the “Me,” with 

the “Me” accounting for the social aspects of the self and the “I” representing impulses. The self is 

both the subject (I) and the object (me). Cooley (1902) goes further and proposes that people form 

a sense of self through a “looking glass,” which is to say that people often reflect or think of 
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themselves, how they believe others think of them. Goffman’s (1959) dramaturgical theory of the 

self, adding that not only do others participate in ourselves, but we also anticipate and actively 

perform to the idea of self we wish to maintain so that it might be validated and reaffirmed by 

others, calling these phenomenon “impression management” and “facework.” This is not to say that 

people pretend to be themselves, but rather that work goes into being seen in the way one wants to. 

A part of “facework” is the front stage and backstage, which refers to the active and preparatory 

stages of interaction. Stryker expanded on this line of thought with identity theory (Stryker and 

Burke 2000). In addition to society and socialization shaping the person and their behavior, the 

context, associated roles, and relationships tied to specific identities can affect which identities 

become evoked in a given situation. 

 

For each of these theories, the self is collective, reflexive, and sometimes strategic. Thus, 

emphasizing the importance of contexts and social networks in understanding the self and 

behavior. On its face, these theories suggest that the structural differences between online and 

offline environments would lead to different selves online compared to offline. The affect control 

theory of the self (Heise and MacKinnon 2010) suggests that people who hold identities that are not 

reflective of their self-image may seek to offset the meanings of these identities in other domains of 

their lives. For example, if one holds a job that conflicts with one’s self-image, one may take on 

hobbies that counteract the meanings of that job. However, these theories of self also emphasize the 

stability and relative importance of some identities over others within the self (Stryker and Burke 

2000), so perhaps people carry their identities across contexts when they can. Given this core 

understanding of the self and people’s strategic management of their selves, it is unclear if online 

environments would lead to drastically different self-presentations or an extension of their offline 

selves. We seek to explore the empirical literature to find out. 

 

LITERATURE REVIEW METHOD 
Following best practices recommendations for systematic literature review (Munafò et al. 2017), 

our research team determined key parameters for the literature search and pre-registered our 

approach on the Open Science Framework (OSF) platform (available at https://osf.io/7s62n). Our 

research plan proceeded in two phases. In the first phase, we defined the basic inclusion and 

exclusion criteria for the literature review, identified a priori keywords to begin our search, 

determined the conditions under which new criteria could be included and how existing criteria 

could be modified, and basic data hygiene conventions. To end the first phase, we conducted an 

initial search as a pilot for the full literature review. In the second phase, we implemented the pre-

registered plan. In all, we identified 142 potential sources for inclusion. Of these, 95 fit our inclusion 

criteria and 47 did not. Below, we describe our pre-registered research plan that resulted in these 

articles and chapters being included. 

 

Pre-Registered Research Plan 
Drawing on our respective expertise, we initially decided that our review will focus on the “human 

factors” of insider risk, such as the behavioral, psychological, and environmental factors that lead to 

insider events. Thus, our plan was to exclude research on specific algorithms, data scraping 
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techniques, or particular technologies used to study online and offline selves. To the extent that 

research uses these algorithms and techniques, we will include them if they meet our other 

inclusion criteria. Broadly, we include all peer-reviewed, non-classified research that examines the 

relationship between the content and nature of online presentation of self and how that online self 

relates to insider risk and/or offline aspects of the self that relates to insider risk. In other words, 

we include articles that speak to insider risk either directly (e.g., types of online content that pose a 

risk) or through offline personality and demographic factors (e.g., types of online content that relate 

to personality traits shown in past work to pose a risk). 

 

Within our inclusion criteria, we prioritized certain research areas. Studies that fit a prioritized 

research area have their reference lists checked for potential new sources that may have been 

missed by our keyword search. Non-prioritized research that fits our inclusion criteria are included, 

but their references are not checked. Inclusion priority was determined by how well content 

overlapped with the goals of the project. Our main areas of interest were in online and offline 

identities, the workplace, and the individual in relation to a group. Studies on social media use, how 

individuals present themselves online, and how similar or dissimilar these behaviors may be from 

the way one behaves face-to-face are important for evaluating how well they can indicate in-person 

behavior. Similarly, the workplace is a significant content area in this research because it is the 

main context where events leading up to and of insider threat take place. Boundaries between 

individuals’ work and personal life, whether they have a sense of belonging or identify with the 

working group, organizational culture, and the presence of workplace discontent and burnout may 

set the stage for acting against the working community. Trust, loyalty, motivation, and revenge 

were included for a more personal and emotional approach to insider threat. Lastly, research on 

peer surveillance and masculinities were chosen for their ties to interpersonal violence and 

bystanding. 

 

We initially searched for the following keywords: insider threat, intragroup dissent, intragroup 

conflict, malicious insider, threat management, online offline selves, online self-presentation, online 

offline behavior, social media self, social media presentation. After reviewing the first 20 sources 

that resulted from these keywords, we did not add more search terms as they captured the variety 

of research we were interested in finding. We instead focused our attention on finding sources from 

the reference list of prioritized studies. Of our 142 potential sources, 53 came from non-keyword 

reference list searches. The exclusion rate between keyword and reference list sources are similar 

(33 compared to 34 percent, respectively). We continued searching for sources until we both 

agreed that we have reached saturation with our literature review and are not learning 

substantially new insights from additional new sources. 

 

Although we stuck to our pre-registered research plan throughout the literature review, we did 

make one necessary clarification to our research plan as we encountered sources that were 

ambiguous in terms of fitting our inclusion criteria. We decided that for book sources, it was too 

difficult, especially for edited volumes, to have a binary choice as to whether the entire book fit the 

inclusion criteria. Therefore, we decided that if a book had a singular thesis, we would determine if 
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the book as a whole fit the inclusion criteria, but that we would evaluate edited volumes at the 

chapter level.  

 

SELF-PRESENTATION ONLINE 
Existing research on online self-presentation is focused on three main overarching domains: 1) 

inferring personality traits from online content, 2) the selective presentation of self and the 

strategic use of deception online, and 3) how online and offline behaviors mutually influence one 

another. Across these three domains, the key takeaway is that, despite structural differences 

between online and offline environments, people tend to accurately represent themselves online 

(Bargh et al. 2002; Bortree 2005; McKenna 2007). Although there are clear examples and caveats to 

this conclusion, there is more evidence than not that online content is a useful and mostly accurate 

window into people’s selves (Hogan 2010). We review this supporting evidence in more detail 

below. 

 

Inferring Personality from Online Content 
Perhaps most directly linked to the existing insider threat literature, one of the major domains of 

research in online selves is focused on using online content to infer psychological personality traits 

(Back et al. 2010; Balani and Choudhury 2015; Correa et al. 2010; Hocevar et al. 2014). Early work 

in this domain was focused on easily accessible information within organizations like email 

communications and blogs (Yarkoni 2010). In a content analysis of over 150 emails, Brown and 

colleagues (2013) found that email writing styles are associated with personality traits. People high 

in agreeableness, but low in neuroticism via email pose a lower risk of becoming a malicious 

insider. The reverse is also true, however, people who are high in both agreeableness and 

neuroticism pose more of a risk to their organization. People were also found to be at high risk if 

they tended to communicate negative emotions more frequently. Although email can be used to 

infer personality, some traits are easier to infer from written text than other traits (Gill et al. 2006). 

Among a sample of observers unaffiliated with email authors, there is higher agreement for 

extraversion, less so for psychoticism and neuroticism. Extraversion is also most accurate 

(observer rating matched self-report from email author). Neuroticism is negatively correlated with 

self-reports, suggesting that observers are bad at guessing that trait. There is also individual level 

variation in who is better at guessing which trait. Extending this line of inquiry, researchers are 

deploying machine learning methods to process more emails (Alahmadi et al. 2015) and combining 

emails with other organizational information like file access patterns to infer personality traits and 

the level of risk associated with such traits (Gavai et al. 2015). 

 

Beyond the use of emails and other organizational data to infer personality traits, researchers are 

using big data techniques to collect and analyze website usage and social media data to infer 

personality traits. In one of the first big data analyses of online presentation of self, Kosinski and 

colleagues (2014) showed that information that Facebook users choose to present about 

themselves on their profile pages as well as the types of websites they frequented both 

independently and jointly predict their big five personality traits. More research in the area based 

on questionnaires, found that people higher in neuroticism and lower in self-esteem had higher 



 
  Online Offline Selves – 11/28 

  
Copyright © 2021 The University of Maryland Applied Research Laboratory for Intelligence and Security. All Rights 
Reserved.  

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED 

rates of online activity overall (Mehdizadeh 2010). Unlike many smaller scale studies of this ilk 

from diverse samples like Canadian MPs (Koop and Marland 2012) to website owners (Marcus and 

Schuler 2004; Marcus et. al 2006), the big data analyses of website and social media data rely on 

machine learning to identify patterns of correlations between aspects of online selves and offline 

personality traits rather than existing theory (Papacharissi 2002). Indeed, Kosinski’s study 

acknowledges this “black box” theorizing and points to patterns of correlations that may not make 

theoretical or intuitive sense but are nonetheless predictive. 

 

In addition to mining Facebook profile data (Golbeck et al. 2011; Kosinski et al. 2014; Michikyan, 

Subrahmanyam, and Dennis 2014; Ong et al. 2011; Back et al. 2010), scholars have been able to 

show that useful personality information can be gleaned from shorter content like Twitter tweets 

(Golbeck et al. 2011) within 11-18% of users’ actual Big Five Personality scores. However, more 

recent work warns of an overoptimistic assessment of studies aiming to and successfully showing 

the social media usage patterns can be predictive of people’s personality traits. Sumner and 

colleagues (2012) show that although machine learning algorithms do a much better job than 

chance at predicting personality aggregating across thousands of profiles, even the most successful 

algorithm only has about a 60 percent accuracy rate for any individual profile. In other words, the 

promise of big data in predicting personality traits is in determining how various populations’ 

social media profiles and posts are associated with personality traits, not how individuals’ social 

media profiles and posts are associated with their own personality traits. We may know that people 

who tend to use parentheses in their tweets are less open and extroverted than people who do not 

(Golbeck et al. 2011), but we cannot use that trend to say that I am less open and extroverted than 

my friend (because I use parentheses more often than she does). 

 

Deception and Authenticity Online 
A second stream of research asks the question: when and why do people present a deceptive 

picture of themselves online? Within this domain of research, scholars typically focus on two major 

topics: 1) identifying characteristics of people who view online spaces as a way to present an 

idealized version of themselves to improve their self-image and 2) how dating environments 

represent a unique nexus of online-offline self-presentations. Across these topics, it is clear that 

many people present an accurate picture of themselves online (DeVito et al. 2017; DeVito et al. 

2018). Deception that exists in online self-presentations tend to be exaggerations and flourishes 

rather than outright lies. However, there is variation in who chooses to present a deceptive picture 

of themselves. 

 

One of the primary factors shaping frequency and content of online interactions is whether 

someone is introverted or extroverted (Gosling et al. 2011; Krämer and Winter 2008). Gosling and 

colleagues analyze the frequency and content of Facebook posts of self-identified introverts and 

extroverts to find that extroverts are more likely to seek out virtual engagements and use the site 

more frequently than introverts. They use this finding to argue that people tend to extend their 

offline presence to online spaces rather than compensating for them (Tosun and Lajunen 2010). 

Although introversion and extroversion play out similarly online as they do offline, research also 
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shows that introverted people are more likely to view their online personas as a more accurate 

representation of their “true selves” than their offline personas (Amichai-Hamburger et al. 2010). 

Amichai-Hamburger and colleagues find that introverts take advantage of the relative anonymity 

online combined with more control over what they present about themselves and how to do it as 

primary drivers enabling introverts to present a more accurate picture of themselves online. This 

may be part of the reason that introverts are more likely to prefer online interactions while 

extroverts are more likely to prefer offline interactions (Goby 2006). 

 

Studies also point to how people’s social characteristics shape not only how they use social media, 

but why they use social media (Zywica and Danowski 2008; Hayes et al. 2015). Zywica and 

Danowski find people engage in various forms of social enhancement, but for different reasons. 

They find that individuals with lower self-esteem and high sociability were more likely to enhance 

their presentations online to appear popular or an idealized version of themselves. (Offline) 

popular people tend to want to maintain their offline status online via enhancement while (offline) 

unpopular people tend to want to gain online status via enhancement online. In addition, scholars 

find that people who view their “real selves'' closer to their online selves are more likely to value 

online interactions (Marriott and Buchannan 2014). This suggests that people’s definitions of 

themselves affect the way in which they approach online versus offline interactions (Widyanto and 

Griffiths 2011). However, a growing body of research focuses on online interactions that have the 

potential to become offline interactions: online dating. 

 

Online dating is different from other online representations of selves because people go in with the 

intention of meeting in person so there’s more incentive to faithfully represent themselves (Gibbs 

et al. 2006). If so, this is an ideal space to look for online versus offline concordance. By 

interviewing online daters about how and why they present various versions of themselves online, 

Ellison and colleagues (2006) show that people strategically use deception to “get their foot in the 

door,” but are generally focused on presenting themselves accurately. They find that people try to 

balance true representations of themselves with presenting an idealized version. They are very 

aware of how they might be perceived and “work around” technical barriers to make sure they are 

not filtered out. For example, they value giving an accurate overall impression of themselves, but 

they sometimes outright lie about characteristics like age because they don’t want to be filtered out 

in searches. They also focus on subtle cues in others’ profiles to form impressions of them. 

 

In general, less attractive people are more likely and incentivized to present a deceptive picture of 

themselves (Toma et al. 2010), but the deceptions are still correlated with the truth because people 

need to balance the deception with the potential of future face to face interactions (Toma et al. 

2008). There is some evidence that men are more likely to exaggerate their desirable features in 

dating profiles than women (Guadagno et al. 2012), but other studies do not find this gender 

difference (Toma et al. 2010). Much of literature on dating profiles show that deception in self 

presentations are often people’s attempts to adapt to specific quirks of the dating platforms they 

use (Ward 2016). In Ward’s analysis of Tinder, findings suggest that people carefully select pictures 

that make them seem desirable and disclose facts about themselves like layers of an onion. They 
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also use other people’s profiles to figure out how to best present themselves, suggesting that a 

platform’s social norms play an important role in shaping deception online net of user intentions. 

 

Mutual Influence of Online and Offline Behaviors 
Studies on human behavior and online environments typically focus on the person behind the 

screen. What can user generated content say about the way the person behaves face-to-face? 

Personality, for instance, can change how users navigate online spaces: what sites they use and how 

they interact on them (Goby 2006). This would suggest the scale tips in one direction: the offline 

existence or circumstances of the internet user imposes upon the online environment. There is 

ample evidence to support this thesis. Internet users by and large choose to be friends with their 

face-to-face friends online (Rui and Stefanone 2013) and choose to recreate their offline lives online 

through avatars or simulation games (Linares et al. 2011). Not only do users often recreate 

themselves online (Wynn and Katz 1997, but they rarely make significant alterations to their 

presentation of self online (Bullingham and Vasconcelos 2013). People who report stealing face-to-

face even report stealing online at similar rates (Ogan, Ozakca, and Groshek 2008). A natural 

experiment conducted by Falavarjani and colleagues found that changes in offline behavior was 

able to strongly predict a following change in behavior online (2019). Face-to-face motivations for 

unfriending a friend on social media are likewise considered the most powerful and permanent 

motivators by users to end relationships (Sibona and Walczak 2011). It’s not a stretch to see the 

ways that the interior, offline, circumstances of a person's life can impact behavior online.  

 

However, there is just as much evidence to suggest the scales are more evenly balanced between 

online and offline influence, showing how online activity can impact face-to-face behavior. Research 

on online simulation games presents growing evidence of a phenomena called “the proteus effect,” 

where the appearance of an online avatar has the ability to influence in-game behavior and even 

future face-to-face interactions (Yee, Bailenson, and Ducheneaut 2009). New mothers can use social 

media to mitigate isolation, improve self-esteem, and receive social support (Djaforova and 

Trofimenko 2017). Community-based discussion boards improve local civic engagement and 

neighborhood safety (Erete 2015). This is where the negative impacts of online environments start 

to be seen as well. The social comparison that social media affords can have very negative 

consequences on user body image and perceived attractiveness (Fox and Vendemia 2016). Women, 

and young women in particular, consistently report the detrimental effect of social media use on 

their well-being and self-esteem (Vogel et al. 2014; Vogel and Rose 2016). In fact, some studies have 

found that looking at one’s own social media profile was more impactful to self-esteem than looking 

in a mirror. (Gonzales and Hancock 2011). These findings serve as a reminder of the dangers of self-

objectification and the treatment of the self as text online.  

 

All of this highlights the mutual influence of online and offline user interactions. As users continue 

to shape technology and social networks, they shape the life of the user offline. A study of 

adolescents’ online activity showed that they were likely to use the internet to cope with loneliness 

in ways consistent with their offline coping mechanisms (Seepersad 2004). Young adults who 

viewed content showing risky or unsafe behaviors were more likely to take part in risky behaviors 
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offline (Branley and Covey 2017). As the portion of the population who lived before the internet 

declines and Americans spend more time online (Hampton et al. 2011), this relationship is expected 

to strengthen.  

 

MOVING FORWARD 
Three main findings emerge from our systematic review of the literature on online versus offline 

selves: 1) online content can be used to determine valuable information about people’s 

personalities, 2) online self-presentations are generally accurate and instances of deception are 

limited in scope and are often reactions to perceived barriers to social interactions rather than a 

desire to deceive, and 3) online behaviors influence offline behaviors and vice versa. In this section, 

we translate these lessons into practical implications for monitoring insider threat and propose 

fruitful areas for future research. We first begin with emerging evidence that temper our findings. 

Specifically, many studies in this literature rely on self-selected and convenience samples to draw 

inferences and either treat demographic differences as unimportant or nonexistent. However, there 

is evidence that online users are not a monolithic group and there are indeed important 

demographic differences among users. 

 

Demographic Differences Online 
Research shows that users don’t exist as a monolithic group and the differences between them are 

just as important as the differences outside, such as to non-users. Elijah Cassidy highlights this by 

showing how sexual minorities navigate online spaces to expand social networks and vet potential 

dates (2013). Cassidy’s work demonstrates what they coin the “privacy divide,” which is to say that 

not all groups of internet users have the same expectation or access to privacy and safety online. 

This sentiment is echoed in research on online dating between heterosexual couples. Women on 

dating sites were more likely to want to exchange more messages before going on a date with men, 

while men were more likely to introduce deception and exaggerations when they thought they 

would meet women for an in-person date (Gaudagano, Okdie, and Kruse 2012; Okdie et al. 2011).  

 

The differences continue across arenas and groups. Women were more likely to be on social 

networking sites, more educated people were more likely to be on Facebook and LinkedIn, and the 

largest demographic increase of people online were in people who are over 35 (Hampton et al. 

2011). However, the largest differences reported in research fall along gender (Correa et al. 2010; 

Fox and Rooney 2015). Women are found to use social networks more for comparison, while men 

tend to use the networks to make friends (Haferkamp et al. 2012). In addition, women put more 

effort into posts due to social expectations about image and desirability. They were also more likely 

to feel negatively after the social comparison (Fox and Vandemia 2016). Demographic pockets on 

certain sites and differential treatment sets the stage to an altogether different experience of the 

internet.  

 

It should be no surprise, then, that generations raised with the internet would have more novel 

interactions on it. Studies of adolescent online behaviors overwhelmingly show that younger 

groups used social media to supplement their existing offline relationships (Subrahmanyam et al 
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2008), deal with loneliness online in ways that were consistent with their face-to-face coping 

mechanisms (Seepersad 2004), and match their online selves to their offline selves (Calvert et al. 

2003). Overall, students who spend more time online reported a more authentic online self 

(Michikyan, Subrahmanyam, and Dennis 2014). This is to say that for groups who spend a greater 

portion of their lives online, the consequences of online spaces are more significant and real 

because it is a larger part of their reality and day-to-day experience.  

 

While demographic differences in online behavior are important to understanding how experiences 

of the internet differ, they should be taken with caution. Many internet studies focus solely on 

gender and age for comparison and use university students as their sample without larger or more 

meaningful reference groups to make sense of the data. They are also primarily based on samples 

from Western, Educated, Industrialized, Rich, and Democratic (WEIRD) societies (Henrich et al. 

2010). Findings, and understandings of online life, then, are skewed to relatively advantaged 

experiences, who are operating on the internet under certain assumptions of access and safety. The 

findings detailed in this section, for instance, may not hold true for more disadvantaged and older 

groups. Though studies are beginning to acknowledge culture and race as important determinants 

of online experience (Wang et al. 2012; Rui and Stefanone 2013), there still exists an unfortunate 

lack of data to demonstrate these differences in greater and finer detail.  

 

Operationalizing the Research 
Although the research on online selves show that social media representations of selves include 

valuable information for personnel vetting and determining insider risk, creating concrete policies 

from this research is less straightforward. In this section, we outline several key considerations 

based on our assessment of the literature and potentially fruitful directions for future research. 

These operationalization considerations broadly concern issues of ethics and consent, the potential 

for unequal policing of social media content, and the cost to benefit of collecting online information. 

 

Perhaps the biggest barrier to using social media information for vetting and risk assessment 

concerns issues of ethics and privacy. Research shows that public discourse on invasions of privacy 

tend to be stronger and more negative toward government compared to corporate actors even 

when the act itself is similar in nature (Connor and Doan 2021), which suggests that any backlash 

from such a program needs to be carefully weighed against the value of any potential information 

learned. Regardless of the public reaction, personnel need to be aware and provide consent to their 

social media information being used, potentially against them. Although this consent is relatively 

easy to obtain from the federal workforce, consent is harder, if not impossible, to obtain from those 

who are connected, knowingly or unknowingly, to the focal person. At least two major issues arise 

from the lack of consent from associates of the focal person.  

 

First, studies demonstrating the effectiveness of social media information in predicting personality 

are based on complete data. Scholars scrape all publicly available information and build their 

machine learning algorithm based on these data. Censored data provided to the government due to 

the lack of third-party consent may be limited in predictability at best and even potentially 
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misleading. We simply do not know, based on extant research, if censored data are predictive in the 

same way as complete data. Second, even if the data is adequately censored by vendors collecting 

social media information before passing them on to the government, it is difficult to monitor what 

these companies can and will do with the raw, uncensored data. 

 

Related to the issue of consent and ethics is the likely potential for the unequal policing of certain 

subgroups compared to others. We know that extroverted people, for example, are more likely to 

post content than introverted people (Gosling et al. 2011). There are also generational differences 

in frequency and mode of social media usage (Subrahmanyam et al. 2008). And scholars are only 

beginning to look at cultural differences online (Rui and Stefanone 2013). Given that the limited 

data that exists suggests key demographic and personality differences in how often someone uses 

social media (Correa et al. 2010), these data suggest that there will be strong differences in the 

likelihood of some groups being flagged by a risk assessment tool. In other words, given that two 

people are of equal risk of being a malicious insider, the one who posts more frequently on social 

media will be more likely to be detected than the one who posts less frequently. Any assessment 

and detection algorithm needs to account for these denominator differences in order to be 

equitable in its application. 

 

Finally, it is important to weigh the potential value of social media information with the cost of 

collecting and analyzing them. Doing so requires that we acknowledge the difference between 

higher propensity of risk and actually being a risk. Two issues are clear in the literature that makes 

the usage of social media information tricky. First, studies demonstrating that social media 

information can be used to predict personality, including “dark” personalities shown to be 

predictive of insider risk, are based on population aggregates. These studies show that on average, 

people who tend to post in certain ways tend to have related personality traits (Kosinski et al. 

2014), not that any given individual will have this tendency (Sumner et al. 2012). It is a stretch, 

then, to apply these findings to assessment and detection tools designed to predict individual-level 

risk. Second, machine learning and artificial intelligence, although predictive, cannot provide clear 

and convincing rationales for flagging someone as high risk. Black-box theorizing based on outputs 

leads to post-hoc explanations that are neither satisfying from an academic perspective nor 

concrete enough from a legal perspective. An algorithm can flag someone as being high risk, but if it 

cannot tell us why that person is high risk, it is of limited value. 

 

With this context in mind, the cost-benefit analysis of collecting massive amounts of potentially 

invasive data on large swathes of the population seems less enticing than at first glance. Although 

we know that the information gathered is likely to be indicative of offline selves, relatively 

deception-free, and generally predictive, the ethical and practical costs of collecting and analyzing 

these data may outweigh their benefits, for now. If the data can be better understood and the risk of 

inequitable surveillance can be mitigated, the cost-benefit calculation will be more enticing. 
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Unanswered Questions 
Given that the value of social media information to personnel vetting and risk assessment is 

dependent on the completeness and satisfactory explanation of why someone is flagged, we focus 

on fruitful directions for future research in this domain. Taking the literature as a whole, the most 

obvious direction for future research relates to the emerging evidence of demographic and 

personality differences in social media usage rates and patterns. Many studies, although large in 

size, rely on convenience samples and cannot be extrapolated to a broader population. It is unlikely 

that a representative sample will provide consent for their social media information to be mined for 

risk assessment. Therefore, a deeper understanding of subgroup differences and how various 

groups differentially use social media is needed to better contextualize and understand research 

findings.  

 

Among the key demographic and personality differences are comparisons between introverts and 

extroverts (Amichai-Hamburger et al. 2010), gender (Haferkamp et al. 2012), and cohort 

differences (Subrahmanyam et al. 2008). These factors have already been shown to be linked to 

differential usage patterns and are worthy of further examination. Cohort differences in social 

media usage is among the strongest and most consistent differentiators in use. Alternatively, we 

know relatively little about cultural differences in social media usage (Rui and Stefanone 2013), and 

there is more potential for undiscovered differences by looking at factors that have not been 

explored in the literature. Studies in our review are primarily focused on the US and Americans. The 

studies we found that started looking at cultural differences are focused on US-Asian comparisons 

(Wang et al. 2012; Rui and Stefanone 2013). A focus on other cultural differences is needed as is an 

understanding of racial and ethnic differences in social media use within cultures. 

 

As scholars begin to explore these unanswered questions, studies should continue to balance 

detection and ethics. Exploring demographic differences in social media usage patterns and 

potentially revealing that certain subgroups are more or less likely to post content that may be 

flagged by a risk detection algorithm raises the uncomfortable but inevitable question of what the 

line is between risk detection and profiling based on immutable characteristics. This is another 

reason by “black box” theorizing and focusing on algorithms that find predictive patterns without 

providing clear and convincing reasons why someone is flagged as being high risk is problematic. 

 

Finally, almost all studies in our review are based on text analysis of social media information. The 

rise of social networks like Instagram and others focused on pictures and videos presents 

challenges that need to be addressed. Whether and how people represent themselves on these 

newer platforms compared to both more text-based platforms and offline interactions needs to be 

better understood. Relatedly, the rise of “alternative” social media platforms that are not technically 

different but caters to specific subgroups as opposed to the general population, like Parlor, also 

complicates the relationship between online and offline selves. 

 

As shown in our review, the relationship between online and offline selves is strongly and 

positively correlated. However, that relationship is heterogeneous, and that heterogeneity should 
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be better understood. As newer and more targeted platforms grow in popularity, the research 

should also be updated to reflect changes in the rise of these platforms. Using this information for 

risk assessment requires careful consideration of both the risk and benefits, including very 

foreseeable ethical problems that need to be transparently addressed. 
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