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1.0 SUMMARY 

 

The Center of Excellence in Research and Education for Big Military Data Intelligence (CREDIT) 

has been established at Prairie View A&M University in April 2015 with $5 million funding plus 

an additional $1 million in 2020 from the Office of the Under Secretary of Defense for Research 

and Engineering (OUSD(R&E)). The mission of the CREDIT center is to accelerate research and 

education in predictive analytics for science and engineering to transform our ability to effectively 

address and solve many complex problems posed by big data, and train our students to become 

next generation data scientists and engineers. 

CREDIT center hosts a multi-disciplinary team of faculty researchers from Electrical and Com-

puter Engineering and Computer Science, research scientists and postdocs, and many graduate and 

undergraduate research assistants at Prairie View A&M University (PVAMU), an HBCU. The 

core facilities have been built that include the Deep Learning Lab and the Cloud Computing Lab. 

The team and computing resources in the CREDIT center allow the team to solve many challeng-

ing problems in big data analytics and artificial intelligence and the CREDIT center is leading the 

curriculum development in big data science and deep learning at PVAMU. CREDIT center has 

actively collaborated with many academic institutions, government agencies and industry partners 

to address the challenges in big data analytics and train the workforce for the future data-centric 

economy. It has played an important role in promoting PVAMU to become an R2: Doctoral Uni-

versities - High research activity institution by Carnegie Classification of Institutions of Higher 

Education recently. 

During the funding period of this project, the team of the CREDIT center at Prairie View A&M 

University and our collaborators at the Stony Brook University and the University of Nevada Reno 

had completed all proposed research, education, and outreach activities. Significant research re-

sults have been obtained. Specifically, (i) forty-five (45) journal papers, two book chapters were 

published, and (ii) one hundred and four (104) peer-reviewed conference papers (including two 

best paper award) were published and presented, plus (iii) three (3) journal papers were submitted 

and under review. The detailed list of publications is given in Appendix A. 

The highlights of the technical contributions are summarized as follows: In research thrust 1, a 

customized domain-specific big data analytics cloud for CREDIT research has been built. The 



 

Approved for Public Release; Distribution Unlimited. 
2 

 

concept of integrating HPC state-of-the-art technology into big data analytics for performance and 

scale has been proposed. It has been implemented and tested in a Distributed Volumetric Data 

Analytics Toolkit on Apache Spark. In research thrust 2, an efficient privacy preserving intelligent 

edge computing framework has been proposed and implemented. In order to achieve robust data 

collection and aggregation, computation offloading has been proposed to jointly optimize commu-

nications and computing. Then a multitask learning approach has been applied to computation 

offloading optimization that reduce the inference time by 4-order of magnitude while achieving 

better accuracy. In research thrust 3, the feasibility of using Dempster-Shafer Theory (DST) and 

Dezert-Smarandache Theory (DSmT) for big data processing has been explored and a detection 

framework to mitigate the effect of uncertainty using Evidence Theory (DST - DSmT) and Kull-

backLeibler (KL) divergence for distance measures is proposed and studied. In the case of limited 

labeled data, the proposed semi-supervised learning can obtain high inference accuracy using even 

very limited labeled data, which is a promising solution for real-time machine learning applica-

tions. In research thrust 4, a novel multi-task learning based deep learning model has been designed 

and tested for object identification and target tracking on UAVs. It achieved real-time processing 

(> 20 fps) and high IoU (> 60%) during real world experiments. Furthermore, a cloud-based big 

data visualization system is built and achieved real-time data visualization on cloud. The detailed 

background, literature review, problem formulation, proposed approaches and methods, and ex-

periments and results analysis are provided in chapters 2-4 of this report. 

The CREDIT center has maintained close collaborations with program managers and researchers 

from DOD and has made great effort to contribute to the workforce development for the DOD and 

the nation. There have been large number of graduate and undergraduate students actively partic-

ipated the research activities in the CREDIT center, and ten (10) doctoral students and thirty-four 

(34) masters students and more than a hundred undergraduate students supported by the CREDIT 

center graduated. All of the graduated students have excellent jobs at government agencies and 

private industry such as AFRL, NAVSEA, IBM, Intel, Microsoft, Apple, Amazon, HPE, and Dell. 

All the students conducting research in the CREDIT center have gained deep knowledge and ex-

tensive training on AI, machine learning, and big data analytics. They have published significant 

research results in high quality journals and they have demonstrated outstanding capabilities to 

solve very challenging real world problems. For example, the CREDIT team including six of our 

graduate research assistants supervised by the PI (Qian) and Co-PI (Obiomon) participated the AI 
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Tracks at Sea Challenge organized by the US Navy in Fall 2020. The CREDIT team won the 

FIRST place out of 31 participating universities including top research universities across the 

country. In addition to students becoming full time employees in DOD, more than twenty ROTC 

students have been trained with data analytics skills in the CREDIT center. Furthermore, many 

students from the CREDIT Center have participated the Summer Intern program offered by the 

DOD.  

The research infrastructure has been greatly improved with the establishment of the CREDIT cen-

ter. Specifically, the Deep Learning Lab has been developed with 4 NVIDIA DGX-1 systems to-

taling 32 P100 GPUs with more than 112,000 CUDA cores, plus 4 Dell storage servers with 

120TB. The Cloud Computing Lab hosts a high performance computer cluster with 4 racks con-

sisting of 56 IBM dual-core blade servers, 8 HP 16-core nodes, 24 IBM 16-core nodes with GPUs, 

as well as a 4 Dell nodes for setting up cloud virtual machine farm. These high performance com-

puting facilities provide valuable opportunities for faculty and students to access state-of-the-art 

equipment to explore cutting edge technologies.  

The CREDIT center has been leading the curriculum development at PVAMU to ensure the stu-

dents receive ample mentoring and training, and the center and PVAMU stay at the forefront of 

AI and big data education. Specifically, a Deep Learning for Artificial Intelligence Certificate 

Program had been developed and approved by the Texas A&M University System and the Texas 

Higher Education Coordinating Board (THECB). The first cohort of fourteen (14) students just 

received the certificate in 2021. The CREDIT center has also carried out many outreach activities, 

such as organizing an annual Workshop on Mission-Critical Big Data Analytics, a seminar series, 

and CREDIT center summer camp for high school students. 

Leveraging the research and education capabilities of the CREDIT center, many new grants have 

been obtained recently built on the momentum of active research and made the center sustaina-

ble. With the strong support of the government agencies especially DOD and our academic and 

industrial partners, the team is confident that the CREDIT center will further improve its re-

search and education capacity and continue to train students especially underrepresented minori-

ties to be highly qualified workforce and contribute to DOD missions and the nation for years to 

come.  
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2.0 INTRODUCTION 

 

The research objective of this project is to amplify the power of predictive data analytics and 

develop a comprehensive, integrated, and scalable data analysis and inference infrastructure. 

The CREDIT center’s mission is to accelerate research and education in predictive analytics for 

science and engineering to transform our ability to effectively address and solve many complex 

problems posed by big data specifically for military applications. 

Today’s military intelligence analysts are faced with the monumental and escalating task of han-

dling massive volumes of complex data from multiple sources. This includes sensor data, mobile 

social network data, surveillance data (such as images and videos from UAVs or satellites), and 

public domain data. An example scenario is given in Fig.1. The data must be aggregated, evalu-

ated, correlated, and ultimately used to support a commander’s time-critical decisions and ac-

tions. However, currently there is lack of capability to process huge volume of data from hetero-

geneous sources in military operations [1, 2]. There exist many challenges such as (1) A real-

time computing platform for military big data where massive amounts of data are distributed 

across locations need to be designed and optimized; (2) Heterogeneous data have to be aggregated 

in a hostile environment and properly stored; (3) Distributed situational awareness and decision 

making need to be accomplished with minimum delay; (4) Massive datasets and sophisticated 

results must be presented for easy perception by analysts. 

In order to establish and enhance the ability for more effective and efficient big data processing, a 

multidisciplinary team of researchers (PI: Lijun Qian, Co-PIs: Lei Huang, John Fuller, Xiangfang 

Li, Pamela Obiomon, Yonggao Yang) from Prairie View A&M University (PVAMU) collaborat-

ing with a team from Stony Brook University and the University of Nevada Reno establish “Center 

of excellence in Research and Edu- cation for big military Data InTelligence (CREDIT)”. The 

CREDIT center address these fundamental challenges and bring together sensing, perception, and 

decision support for mission-critical applications of the DOD. Specifically, an integrated compu-

ting, communication, and information fusion approach has been proposed and developed. Four 
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research thrusts have been carried out: (1) System architecture design for a real- time military big 

data cloud computing system; (2) Secure and robust data  

 

 

 

Figure 1: A collaborative information aggregation and processing concept for near-real-time 
detection and decision making 

. 

 

collection and aggregation using edge computing and computation offloading; (3) Novel machine 

learning and deep learning algorithms for automatic detection using high-dimensional dataset and 

semi-supervised learning in the case of limited labeled data; (4) Visualization of massive datasets 

in real-time on cloud and experiments to validate the research results. Together they provide study 

of relationships among objects and events of interest within a dynamic environment and leverage 
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data in a particular functional process or application to enable context-specific insight that is ac-

tionable. The proposed design and methods have been validated by extensive simulations and ex-

periments using UAV for object detection and tracking as a case study. 

In general, majority of today’s big data research has been focusing on generating, documenting, 

organizing, and managing data in public and private repositories [3–5]. However, how to exploit 

those data is essential for many mission critical applications. The US military has an ever increas-

ing need to obtain intelligence through big data analysis, such as monitoring live video feeds and 

searching large volumes of archived data for activities of interest. For current operations, more 

analysts are assigned to watch the same video stream simultaneously. However, analysts are a 

scarce resource within the military and future datasets are expected to be more sophisticated. 

Clearly, designing automated search and detection could provide dramatic payoffs in the effec-

tiveness and efficiency of military operations. Because of the predominant effect of time sensi-

tivity of information for war fighters in the theaters with the greatest potential for conflict, the 

proposed research will focus on time-sensitive data analytics, which analyzing both streaming 

data such as real-time video streams and archived data such as an image database in an automatic 

and timely fashion. 

In many mission critical applications, the ability to perform analysis on the data is constrained by 

the increasingly distributed nature of modern data sets. Highly distributed data sources present 

challenges due to diverse natures of the technical infrastructures, creating challenges in data ac-

cess, integration, and sharing. Cloud computing is offering an attractive means to acquire compu-

tational and data services on an “as needed" basis, which addresses the need for elasticity in many 

practical scenarios. The distributed nature of data sources also creates additional challenges due to 

the limitations in moving massive data through channels with limited bandwidth, especially in a 

hostile environment. Hence, we propose an integrated design of secure and robust data aggrega-

tion and cloud computing based processing for military big data analysis. Furthermore, challenges 

exist in better visualizing massive data sets. While there have been advances in visualizing data 

through various approaches, better methods are required to analyze massive data, particularly data 

sets that are heterogeneous in nature and may exhibit critical differences in information that are 

difficult to summarize. Thus, an interactive visualization approach is proposed. In this context, a 

collaborative information aggregation and processing concept for near-real-time event/anomaly 
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detection and decision making is proposed in this project (see Fig.1), where a military cloud is 

overlaid on the Internet and draws data from variety of sources including proprietary data from 

static sensor systems, surveillance devices on UAVs, input from soldiers' mobile networks, geo-

graphic and social network information from public cloud, etc. 

As illustrated in Fig.1, when the massive data stream into the military cloud, the cloud needs to 

dynamically allocate sufficient resources to store and process the data. In order to meet the real-

time requirement, we need to explore how to better distribute data and tasks over cloud infrastruc-

ture, how to enable elastic computing to meet the dynamic computation workloads, as well as to 

how to efficiently utilize the additional accelerators to speedup intra-node tasks (research thrust 

1). 

Given the ever changing environment of battlefield, the data need to be collected reliably and 

analyzed in decentralized and multi-level fashion. For instance, soldier B3 jammed from com-

municating to D2 may use cognitive radio to switch channel and report data through C2. Thus, 

cognitive radio sensor network for robust data aggregation is essential (research thrust 2). 

Massive data collected can be redundant or useless that need to be filtered out at an early stage, 

while some useful data may be lost or missing that need to be derived or collected from other 

nearby devices. For example, belief propagation may be used among tank A1, A2 and UAV C1 to 

process their respective collected data, then enemy targets detection can be performed with mini-

mum delay using quickest detection in the military cloud when D1 forwards the updated beliefs 

from A1, A2, and C1. This proposed approach takes advantage of temporal and spatial correlations 

of the data and effectively mitigate the effect of missing or incorrect data (research thrust 3). More-

over, we also propose to conduct battlefield specific visualization research in research thrust 4 to 

intuitively present the massive and complex information in real-time. The theoretical results have 

been validated through extensive simulations and experiments using test bed. The synergy among 

the proposed research thrusts is shown in Fig.2. From the information ow perspective, various type 

of data from different sources will be aggregated in a secure and robust manner and feed the cloud 

computing system for real-time processing. Machine learning techniques will be applied to per-

form detection with minimum delay and low false alarm rate. Then proper decision making can be 

carried out with the help of an interactive visualization tool. Together they provide real-time re-
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sponses to critical information needs, accurate knowledge extraction, and risk-aware decision mak-

ing. As a result, the collaboration among the research thrusts in the proposed architecture fulfills 

the needs for effective and efficient information sharing and decision making in military opera-

tions. 

 

 

 

 

 

 

 

 

 

 

Figure 2: Synergy among the proposed research thrusts 
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3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 

 

3.1 Big Data Cloud Computing System 

3.1.1 State-of-The-Art 

The big data problem requires a reliable and scalable cluster computing or cloud computing sup-

port, which has been a longstanding challenge to scientists and software developers. Traditional 

High Performance Computing (HPC) research has put significant efforts in parallel programming 

models including MPI [6], OpenMP [7], and PGAS languages [8{10], compiler parallelization and 

optimizations, runtime support, performance analysis, auto-tuning, debugging, scheduling, and 

more. However, these efforts mostly focused on scientific computing, which are computation-in-

tensive, while big data problems have both computation- and data-intensive challenges. Hence, 

these traditional HPC programming models are not suitable to big data problems anymore. Besides 

scalable performance, tackling big data problems requires a fault-tolerant framework with high-

level programming models, highly scalable I/O or database, and batch, interactive and streaming 

tasks support for data analytics. 

MapReduce [11] is one of the major innovations that created a high-level, fault-tolerant and scal-

able parallel programming framework to support big data processing. The Hadoop [12] package 

encloses Hadoop Distributed File System (HDFS), MapReduce parallel processing framework, 

job scheduling and resource management (YARN), and a list of data query, processing, analysis, 

and management systems to create a big data processing ecosystem. Hadoop Ecosystem is fast 

growing to provide an innovative big data framework for big data storage, processing, query, and 

analysis. However, MapReduce only supports batch processing and relies on HDFS for data dis-

tribution and synchronization, which have significant overheads for iterative algorithms. Further-

more, there is no support for streaming and interactive processing in MapReduce, which is the deal 

breaker for supporting time-sensitive data processing applications.  

Storm [13] originally conceived and built by the team at BackType/Twitter to analyze the tweet 

stream in real time. The goal of Storm is to make it easy to write and scale complex real-time 

computations on a cluster of computers. Storm guarantees that every message will be processed, 

and it is able to process millions of tweet messages per second with a small cluster. Storm-YARN 

enables Storm applications to utilize the computational resources in a Hadoop cluster along with 
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accessing Hadoop storage resources such as HBase [14] and HDFS. Although it is scalable to 

process streaming messages, Storm is not designed for batch and interactive execution, and mostly 

focuses on text-based message processing. 

The closest streaming processing engine comparing with Storm is Yahoo S4 [15], and other com-

parable systems include Esper [16], and Streambase [17]. They are different from Storm in built-

in data storage layer, underlying message passing library, and runtime environment. Storm also 

requires an external database like Cassandra [18] with Storm Topologies to keep persistence. None 

of the above can support big data processing other than streaming model. 

Spark [19] is a quick-rising star in big data processing systems, which combines the batch, inter-

active and streaming [20] processing models into a single computing engine. It provides a highly 

scalable, memory-efficient, in-memory computing, real-time streaming-capable big data pro-

cessing engine for high-volume, high-velocity and high-variety data. Moreover, it supports high-

level language Scala that combines both object-oriented programming and functional program-

ming into a single programming model. The innovative designed Resilient Distributed Dataset 

(RDD) [21] and its parallel operations provide a scalable and extensible internal data structure to 

enable in-memory computing and fault tolerance. There is a very active, and fast-growing research 

and industry community that builds their big data analytics projects on top of Spark. However, 

there is no built-in real-time scheduling in Spark. 

Effective software support for emerging hardware is a key requirement to achieve scalable perfor-

mance. To embrace the heterogeneity of the hardware system in cloud environment, resource al-

location and job allocation in a cloud environment need a revisit. Lee [22,23] use Hadoop as the 

data analytic system and Amazon EC2 as the cloud environment and adopt progress share as the 

share metric that helps allocate resources to such an environment in a cost-effective manner. The 

work in [24] adopts Dominant Resource Fairness (DRF) as the resource allocation policy and 

leaves scheduling to each application. GPUs are used to obtain dramatic performance gains and 

address the heterogeneous resource demands in data analytics [25]. This work leverages the Adap-

tive MapReduce scheduler, enables hardware awareness to the scheduler, and monitors tasks in 

real-time and dynamically co-schedules accelerable and non-accelerable jobs on heterogeneous 

cluster. Other related works to schedule tasks in a heterogeneous cluster environment include 
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LATE [26] that speculatively executes tasks; [27] adopts early re-execution of outliers and net-

work-aware placement of tasks; [28] partitions input data to minimize deviation in the task execu-

tion time; and [29] proposed a scheduler that overlaps CPU-bound and I/O-bound tasks to improve 

the overall utilization of the cluster. 

High-level programming models are critical to allow big data applications to utilize accelerators 

for boosting performance. Java and Scala based Spark application can utilize early efforts in port-

ing Java to CUDA such as JCudaMP [30]. In [30], Java is circumvented to focus on SPMD-style 

parallelism suitable for accelerators by using JaMP [31], which provides OpenMP-like annotations 

to Java code. Other ways to use CUDA from Java include [32], where Java's native interface is 

used to call CUDA functions in C, and [33] creates a CUDA-BLAS binding for Java. The libSh 

[34] assembles a kernel code by building an AST that can be used to generate CUDA or normal 

threaded code. CuPP [35] creates data structures that can have different representations on hosts 

and GPUs. Japonica [36] is a Java port of OpenACC. 

The stream programming model was designed to represent a program to process stream data with 

multiple actors that are connected via point-to-point data streams. There are programming lan-

guages and systems (e.g. StreamIt [37], Brook [38], SPUR [39], Cg [40], Baker [41], and Spidle 

[42]) as well as extensions to general purpose languages such as C/C++ [43] and Java [44] that 

support this programming model. The StreamIt [37] language represents a program as a set of 

autonomous actors communicating through FIFO data channels. StreamFlex [44] enables stream 

programming by combining streams with objects through extensions to Java. Researchers have 

proposed extensions to OpenMP [7] to facilitate the expression of streaming applications by ena-

bling the expression of pipelined computations through the use of a tasking construct [43]. These 

research, however, have not been adopted by the big stream data computing community. 

3.1.1.1 Domain-specific Cloud for Big Data Processing and Analytics 

Apache Hadoop (https://hadoop.apache.org) with MapReduce [45] is the widely used open source 

framework in cloud computing for storing and processing large amount of data in the scalable 

fashion. There have been many studies around performance of Hadoop on big data analysis. Ha-

doop with its ecosystem has been successfully deployed in many fields that require to process big 

data in batch processing. Hadoop File System (HDFS) supports distributed file system with fault 
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tolerance feature, which provides a large, global-view, distributed file storage using loosely con-

nected computing node disks together. MapReduce as the main parallel programming model pro-

vides a simple but typical parallel execution model that works well for applications with map-

followed-by-reduce parallel execution pattern. 

Apache Spark (http://spark.incubator.apache.org) is the latest parallel computing engine working 

together with Hadoop that exceeds MapReduce performance via its in-memory computing and 

high level programming features. Spark is developed using Scala, which is a high-level program-

ming language that supports both functional and object oriented programming. Comparable to 

DryadLINQ, Spark is equipped with an integrated environment for programming languages. Spark 

created a unique data structure called Resilient Distributed Datasets (RDDs), which allows Spark 

application to keep data in memory, while MapReduce relies on HDFS to keep data consistent. 

RDD supports coarse grained transformation and logging them to provide fault tolerance. In time 

of losing a partition RDD can re-compute information using named logs to retrieve lost dataset. 

Based on RDD, Spark supports more parallel execution operations than MapReduce. Defining 

RDDs via transformations and using them in various operations is the process of programming in 

Spark. Since transformations are lazy in Spark they won’t compute till they are needed. Moreover, 

Spark supports three high-level programming languages: Scala, Python and Java, while MapRe-

duce only supports Java. Besides batch processing, Spark also supports streaming and interactive 

programming, which dramatically attracted the interests of many real-time and analytics applica-

tions developers. Spark community is very active in development, and Spark is quickly getting 

popular due to its unique features. The implementation and experiments of this project are built on 

top of Hadoop and Spark environment. 

3.1.1.2 Implementing a Distributed Volumetric Data Analytics Toolkit on Apache Spark 

The multidimensional array is a fundamental data structure that has been widely used in scientific 

computing. Distributed multidimensional array is supported by most High Performance Compu-

ting (HPC) programming models either via language features or libraries. HPF, Co-Array Fortran, 

UPC, X10 and others support distributed multidimensional array to allow users to explicitly spec-

ify how to distribute the array on Distributed Memory System while keeping the global address of 

a multi-dimensional array. Global Array (GA) is a library-based solution that provides users a 

shared memory view of distributed multi-dimensional array support. SHMEM is another solution 
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that provides a partitioned global address space for distributed data structures. Significant efforts 

have been put to simplify the user interface as well as to optimize the performance of distributed 

multi- dimensional array via compiler and runtime. Hadoop and Spark are currently the most pop-

ular open source big data platforms that provide scalable solutions to store, query, process and 

analyze big data sets. These platforms deliver dynamic, elastic and scalable data storage and ana-

lytics solutions to tackle the challenges in the big data era. These platforms allow data scientists to 

explore massive datasets and extract valuable information with scalable performance. Many tech-

nologies advances in statistics, machine learning, NoSQL database, and in-memory computing 

from both industry and academia continue to stimulate innovations in the data analytics field. 

3.1.2 Motivation 

Although there are many research works for big data cloud framework, there is, to the best of our 

knowledge, no complete solution for real-time, high-volume and high-velocity battlefield stream-

ing data analytics. The solution needs a multidisciplinary approach to combine research in big data 

analytics, high performance computing, real-time processing, machine learning theory, interaction 

and visualization. Existing big data or HPC research yield significant performance scalability, 

however, they may not meet the real-time requirements in a battlefield data analytics. Additional 

breakthrough in the big data analytics platform research is needed to handle massive streaming 

data in near real-time fashion. 

Heterogeneous accelerator architectures, such as NVIDIA GPUs or Intel Many Core architectures, 

have shown remarkable performance improvement comparing with conventional homogeneous 

multicore machines. However, one of the critical challenges to fully exploit the hardware compu-

tation capabilities is the demand of productive high-level programming models. In this project, our 

objectives include how to perform accelerator optimizations for big data applications with high-

level programming models. 

3.1.2.1 Domain-specific Cloud for Big Data Processing and Analytics 

The objective is to have a first attempt to explore and demonstrate the scalability and productivity 

of using the big data and cloud computing techniques for seismic data processing. In order to 

achieve the goal, a seismic analytics cloud (SAC) combining both big data platform and cloud 

computing is created to deliver a domain-specific Platform as a Service (PaaS) to support seismic 
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data storage, processing, analytics and visualization. We have created a variety of seismic pro-

cessing templates to simplify the programming efforts in implementing scalable seismic data pro-

cessing algorithms by hiding the complexity of parallelism. The Cloud environment will generate 

a complete big data application on top of Spark based on user’s kernel program and configurations, 

and deliver the required cloud resources to execute the application. 

3.1.2.2 Implementing a Distributed Volumetric Data Analytics Toolkit on Apache Spark 

Although multidimensional arrays are mostly used in scientific computing, many big data sets can 

also be represented using multidimensional arrays, such as 3D/4D volumetric data or images. For 

example, the medical image segmentation is mostly applied to 3D medical images, and the geo-

logical feature classification is applied to seismic volumes. A distributed multidimensional array 

will serve as a fundamental data structure to support data analytics to these data, especially for 

scalable machine learning algorithms. Despite the efforts in optimizing multi-dimensional array in 

HPC platforms, there is a little effort in addressing the multidimensional array performance in any 

big data analytics platform yet. In this project, we attempt to address the performance of large 

distributed multidimensional array on a big data analytics platform by applying the HPC experi-

ences and practices. We are also trying to start the discussion of converging the distributed parallel 

programming practices for both big data analytics applications and HPC applications. Specifically, 

we present the main functionalities and implementation of a Distributed Multi-dimensional Array 

Toolkit (DMAT) on top of Hadoop and Spark platform. We then use a set of large 3D seismic data 

volumes as our experimental data sets and related 3D data computation algorithms to demonstrate 

the performance scalability. A comprehensive performance study to analyze the performance char-

acteristics in big data platforms has been carried out. 

3.1.3 Problem Formulation and Proposed Approach 

We propose to build a real-time big stream data analytics cloud system dedicated to store and 

process battlefield data. Fig.3 depicts the overall architecture of the cloud and its components. The 

center of the cloud is Spark computation engine that supports streaming, batch and interactive in-

memory big data processing. We will extend Spark by adding our designed internal RDD to sup-

port a variety of sensor data, image and videos, and their parallel operations. The data collected 

from a simulated battlefield will be constantly streamed into the Spark streaming engine to be 

processed in a distributed fashion. Research will be conducted to meet the real-time requirement 
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by enabling elastic computing and accelerator optimizations for better utilizing cloud resources. 

Batch and interactive jobs will also be supported to allow historical data exploitation and analysis. 

Besides existing machine learning, graph computation, and SQL support in Spark, we will extend 

it to implement advanced battlefield data analysis algorithms based on data fusion (research thrust 

3). Information exploited will be saved into scalable and high availability database for future query 

and visualization. A web-based battlefield analytics interface will be implemented for user-

friendly data analysis and visualization. 

 

Batch 

 long run jobs for daily reports 

 more sophisticated algorithms 

 care more for correctness 

 

Streaming 

 real-time reporting 

 handle all input data with low latency 

 care more for low latency than correctness 

 

Interactive 

 step-by-step reporting 

 balance between latency and correctness 

 flexible with users 

 

Spark supports distributed and parallel in-memory computing in three methods: batch, streaming, 

and interactive. The all-in-one computing engine not only simplifies the programming efforts to 

develop big data analysis algorithms, but it also offers a huge potential for computing elasticity. 

Since stream data processing rarely produces a constant and predictable workload, we will study 

how to make the Spark engine to steal resources from batch and interactive jobs, and allocate 

resources to stream data processing jobs when necessary.  

Spark distributed computing is based on its internal data structure RDD. Currently, Spark supports 

business data with mostly text formats, which are very different compared with battlefield data. 
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We will design and extend Spark RDD to support variety of battlefield data, and enable native 

Spark distributed computing, such as map, filter, reduce, collection, etc. The RDD design needs to 

consider the typical computation and data access patterns, and define data distribution and access 

functions.  

We will investigate characteristics of battlefield stream data analytics algorithms, and explore how 

to minimize data communication and balance workload. The collaborator Chapman's team will 

focus on accelerator-based optimizations for these algorithms. Chapman's team will evaluate 

NVIDIA GPUs and Intel Xeon Phi accelerators for the core computational algorithms required for 

this project to improve the performance and meet the real-time response requirement. The research 

needs to support runtime integration of the accelerators with Spark/Hadoop framework, and the 

integration of low-level high performance image processing library and C/C++/Fortran 

OpenMP/OpenACC based algorithm implementation with high-level programming interfaces 

such as Scala and Java. 

 Understanding characteristics of an application that suggest candidacy for stream based 

parallelism as opposed to exploitation of data and/or task level parallelism 

 Provide adequate information to the user to help partition the memory and computation 

across the hardware contexts 

 Minimize the communication latencies between the each computation kernel 

 Effective load balancing for increased throughput 

 Performance tool support for the stream model 

 Processes for the efficient application of the stream based programming model along with 

other complementary parallel programming models to real world applications 
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Figure 3: Real-time Battlefield Data Analytics Cloud 

 
 

The Spark/Hadoop runtime system used by the cloud system schedules mapper and reducer tasks, 

each of which may invoke core algorithms on CPU or accelerators. The runtime system will be 
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enhanced to be aware of the performance differences of the same task delivered by different archi-

tectures. We will create algorithm-aware and data-aware scheduling heuristics for the runtime sys-

tem to select the right architecture. Moreover, we will develop Spark streaming task configuration 

with real-time constraints, and extend its runtime scheduler with real-time scheduling, including 

clock-driving, priority-driven and weighted round-robin scheduling. We will adopt ideas from 

BlinkDB [46] to enable real-time data analytics over big data to trade-off accuracy for real-time if 

necessary.  

Spark framework features in-memory computing through the use of aggregated memory space 

from multiple distributed nodes. However, Spark tasks are not able to directly access other's data 

even they are physically stored in same node memory. We will explore the potential shared-

memory optimizations by integrating the Spark in-memory computation methodology with HPC 

shared memory runtime systems to explore the possibilities of reducing data movement cost. 

3.1.3.1 Domain-specific Cloud for Big Data Processing and Analytics 

The Architecture of Seismic Analytics Cloud 

The design of SAC architecture is to emphasize twofold: one is to provide a high-level productive 

programming interface to simplify the programming efforts; the other is to execute users applica-

tions with scalable performance. To achieve the first goal, we provide the web interface in which 

user could manage seismic datasets, programming within a variety of templates, generate complete 

source codes, compiling and then running the application and monitoring the job running status in 

SAC. The interface allows users to write seismic data processing algorithms using our extracted 

common seismic computation templates, which lets users focus on their kernel 

algorithm implementation, and simplifies users implementation in handling seismic data distribu-

tion and parallelism.  

While the most popular-used programming models in seismic data processing include MATLAB, 

Python, C/C++, Fortran, Java and more, SAC supports Java, Python and Scala natively, so that 

users can write their own processing algorithms directly on our platform with these three lan-

guages; For legacy applications written in other languages, SAC uses the so-called PIPE mode to 

handle input and output data as standard-in and -out, which requires minor modifications of pro-

gram source code on handling input and output. SAC will generate complete Spark codes based 

on users kernel codes and configurations, and then launch and monitor it on the SAC environment. 
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In order to support large amount data storage and scalable I/O performance, we chose Hadoop 

HDFS as the underlying file system, which provides fault tolerance with duplicated copies and 

good I/O throughput by supporting data locality information to applications. HDFS supplies out-

of-the-box redundancy, failover capabilities, big data storage and portability. Since the size of 

seismic data is very large and keeps increasing constantly, HDFS provides a good solution for the 

data storage with fault tolerance property. We use Spark as the parallel execution engine to start 

applications, since Spark works well on top of HDFS, Mesos and YARN, and it provides a big 

data analytics computing framework with both in-memory and fault-tolerance support. Spark pro-

vides RDD as a distributed memory abstraction that lets programmers perform in-memory com-

putations on large-scale cluster/cloud in a fault-tolerant manner. To get better performance, we 

need to put frequently used data into memory and processing data in memory, which is one key 

performance boost comparing with MapReduce. Some other useful packages and algorithms in 

data analytics, such as SQL, machine learning and graph processing, are also provided in Spark 

distribution version. We also integrated some common used libraries for image processing and 

signal processing, such as OpenCV, Breeze and FFTW etc., to provide a rich third party of libraries 

support to speed up the development process. 

Figure 4 presents the overall architecture of SAC. Based on the SAC web interface, users are able 

to upload, view and manage their seismic data, which are stored on HDFS. They can then create 

their application projects by selecting a template from a list of predefined templates to start their 

own programming. After selected dataset and processing pattern, writing codes and compiling 

successfully, users can configure the running parameters and then submit jobs to SAC. Job status 

could be monitored while job is running and running results could be checked after job is finished. 

On the SAC backend, a big seismic data file will be split into multi-partitions and be constructed 

into RDD, which will be processed by working threads that apply users algorithm in 

parallel. After all data are processed, the output data will be saved back to HDFS. 
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Figure 4: The architecture of seismic analytics cloud platform 
 

Input Data and Redirection 

The SEG Y (also SEG-Y) file format is one of several standards developed by the Society of 

Exploration Geophysicists (SEG) for storing geophysical data. This kind of big seismic data needs 

to be split into multiple small partitions to be processed in parallel. However, SEG Y data could 

not be split directly due to its irregularity, so we preprocess the SEG Y data format into a regular 

3D volume data, and store the important header in- formation into one xml file. Then the 3D vol-

ume data and xml will be feed into Spark applications. Spark uses InputFormat, which is the base 

class inherited from Hadoop to split such data and construct RDD. Each split will be mapped to 

one partition in RDD. The embedded InputFormat classes could not handle binary seismic data, 

so we implemented SeismicInputFormat in this project. Based on configuration defined by user 

while creating project, such as how many lines each split and number of overlap lines, SeismicIn-

putFormat could spilt the 3D volume and feed partition to each mapper. The data of 3D volume is 

stored trace by trace in the Inline direction by default. For some algorithms that need to process 

data in cross-line or time-depth direction, we also provide interfaces to transform Inline format 
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RDD into cross-line or time-depth direction. In this way, we could cache Inline format RDD in 

memory, thus all the transformations could be executed in memory with better performance. 

 
Parallel Processing Templates for Seismic Data 

Based on the general parallel execution patterns of seismic processing algorithms and applica-

tions, we predefined some templates to make this framework easy to program. Every template 

has explicit input type and output type. The typical templates are: Pixel pattern, which use sub-

volume or one pixel as input and output one pixel; Line pattern, which treat one line as input and 

one line as output; SubVolume pattern, which feed users application with sub-volume and get 

output from it in sub-volume format. A high level SeismicVolume class has been implemented in 

this project to provide user interface to access seismic volume. SeismicVolume class provides 

functions for constructing RDD based on processing templates user had selected, applying users 

algorithms on RDD, and storing the final RDD on HDFS with format defined by user. To make 

it easy for programming, we provide some other functions to change the linear array into 2D ma-

trix and 3D volume class; some functional programming interface such as iteration, map/atMap, 

filter and zip could be used. We also integrated commonly used high-level algorithms, such as 

histogram, FFT, interpolating and filtering algorithms, so that user could put more attention on 

data analytics logic instead of details for each algorithm. 

Code Generation 

After users created project and completed their own kernel codes, one component named Code 

Generator (CG) in SAC will generate complete Spark codes for running on Spark platform. The 

CG will parse configuration of users’ project and generate Spark application outlined codes, 

merge them with users’ codes. User could also upload existing source codes or libraries, all of 

which will be integrated into current working project managed by Simple Build Tool (SBT). CG 

will also generate compiling and running scripts basing on users runtime setting. All these scripts 

will be called by the web interface, on which some other information such as compiling and run-

ning status, location of output will be shown clearly. 

Driver and Job Executor 
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In SAC, every users project will be treated as one Spark application. CG will generate the main 

driver code for each project. Each application could be submitted to SAC for running after com-

piled successfully. At execution time, driver code will setup the Spark running time environment, 

call the SeismicVolume object to generate RDD and execute users algorithms on top of RDD and 

then store the processed results on HDFS. It will clean up the running environment and release 

resources after finished. To make it support multiple users, Spark Job- server [15] was introduced 

to this platform. Based on the priority of application and computation resources requirement of an 

application, an user could configure the running parameters: number of cores and memory size; 

and then submit his/her own job, monitoring job status and viewing the running results. Another 

big advantage of Spark Jobserver is supporting of NamedRDD that allows multiple applications 

share RDD but has only one copy cached in memory. For some complicate algorithms that need 

multiple steps or application running in workflow, NamedRDD is a good choice for boosting per-

formance. After job is finished, the running results cloud be discarded or be saved to users work-

space basing on users selection. 

3.1.3.2 Implementing a Distributed Volumetric Data Analytics Toolkit on Apache Spark 

The objective of the work is to develop a scalable Distributed Multidimensional Array Toolkit 

(DMAT) on big data analytics platforms to enable scalable computation and analytics of volu-

metric data sets. 

Software Stack of DMAT 

The software stack of DMAT in a typical application scenario is shown in Figure 5, which simpli-

fies the development efforts for scalable and distributed computing and analytics for volumetric 

data sets. It is built on top of the Apache Hadoop and Spark. The Hadoop provides a distributed 

file system (HDFS) and a resource management system (YARN or Mesos), while Spark provides 

a high-level distributed data representation via Resilient Distributed Dataset (RDD) and a data 

parallelism execution engine. DMAT provides configurable data distribution fashions for multi-

dimensional data sets, as well as a variety of configurable parallel execution templates to simplify 

the parallel programming efforts. Moreover, since Hadoop and Spark provide faults tolerance and 

task scheduling utilities, the toolkit inherits from them to provide fault tolerance and dynamic task 

scheduling for better reliability and performance. 
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Figure 5: The software stack of DMAT in Big Data Analytics platform 

 

Figure 5 shows the overall big data analytics platform used in our research with the 

DMAT integrated. The bottom of the figure is the Hadoop Distributed File System 

(HDFS) that stores the large volumetric data files by utilizing a large number of local 

disks. The Cassandra as a NoSQL database is also used to store volumetric data, inter- 

mediate results, and metadata. MLlib is included in the Spark as the machine learning 

package to enable machine learning based data analytics algorithms. OpenCV is the 

widely used image processing package that is used to provide image processing capabil-

ity. Breeze is the numerical processing package including linear algebra, signal pro-

cessing, statistics, and other numerical computation and optimizations written in Scala. 

DL4J (https://deeplearning4j.konduit.ai/) and Caffe (http://caffe.berkeleyvision.org) are 

the deep learning packages that can be integrated into the Spark platform to apply ad-

vanced deep learning technology to volumetric data exploration. We have developed the 

Volumetric RDD as the distributed multidimensional array to enable parallel operations 

and machine learning algorithms on Spark. 

Data and computational scientists can use DMAT to develop their scalable compu- tation 

and analytics algorithms by leveraging the capability of Apache Spark, and other pack-

ages of image processing, numerical computation, volumetric data interpretation, deep 

learning, and more. The main components of DMAT are shown in Figure 6, in which the 

fundamental data structure is the volumetric data RDD building on Spark RDD. There 
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are two kinds of APIs: one is for the basic operations on the Volume, and the other is 

high-level template API that makes it easier for a user to develop applications. 

 

 

Figure 6: The components of DMAT 
 

DMAT Main Functionalities 

Figure 7 shows the main functionalities (APIs) of DMAT, which include volumetric 

data loading, a variety of data distributions, aggregation, re-partition, sub-volume data 

accessing and transposing. 

DMAT provides a few APIs to load volumetric data from HDFS and to distribute them 

in any directions (x, y, and z) and granularities to fit users’ applications. Distribution with 

overlapping is implemented to support stencil computation with neighbors. 

Moreover, the data aggregation is supported to allow users to re-partition the distributed data dur-

ing execution. Users can use the APIs to access the distributed data in any directions. 3D volume 

transposing is supported too. Users can use the APIs and pre-defined parallel templates to apply 

their own kernel codes running on the Apache Spark in parallel. 
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DMAT loads volumetric data into Apache Spark and creates VolumetricRDD with Float or Double 

as internal data type. The VolumetricRDD is a derived class from Spark RDD class with a variety 

of distributed fashions of volumetric data. In addition, it also provides some optional parameters 

for advanced users who are already familiar with distributed system to specify the advanced data 

distribution fashions. 

Figure 8 shows the ow of distributing a volumetric raw file through the Hadoop file system and 

Spark RDD, assuming the file has already been uploaded to Hadoop file system. All Spark RDD 

operations can be applied to the VolumetricRDD. Utilizing the RDD methods provided by Spark, 

developers could perform various data operations and calculations on the volumetric data in par-

allel. 

 

Figure 7: Main Functionalities of DMAT 
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Figure 8: Volumetric Data Distribution Flow 

 

1. Aggregation and Overlapping: Practically, the volumetric data could be viewed as a gen-

eral 3D volume with Float or Double data in each point. By default, as shown in Figure 9, 

DMAT distributes the volume in one specific direction slice by slice. In this case, each 

slice is a single split of the whole data set. Utilizing the RDD operations provided by Spark, 

we can change the distribution layout to the aggregated and overlapped fashions, as shown 

in Figure 10 and Figure 11. Users can change the size of distributed splits, and set the 

overlapped data areas between splits and to access the overlapped parts in each split. There-

fore, this method simplifies the stencil-style computation requiring neighbor communica-

tion, and make it easy for tuning the performance of distributed tasks, which is a big im-

provement of the simple map-reduce programming mode. 

 

2. Volumetric Data Access: DMAT allows users to access any slice data in any direction of 

the volume. Users can specify any index in I, J and K directions, as shown in Figure 12 to 

access a sub-volume of data. Since Apache Spark does not provide arbitrary data access, 

the APIs use IndexedRDD to speed up queries of sub-volumes to the master node for vis-

ualization or debugging purpose. 
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Figure 9: Default distribution schema of Volumetric, planesPerMap=1, overlap=0. 
 

 

 

 

 

 

 

 

 

Figure 10: Aggregated distribution of Volumetric, planesPerMap=3, overlap=0 
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Figure 11: Overlapped distribution of Volumetric, planesPerMap=1, overlap=1. 
 

 

 

 

 

3. Volumetric Data Transposing: Since the volume data could only be stored in file following 

one specific direction (I, J or K), developers could not access slices of the other two direc-

tions directly. To resolve this problem and to achieve reasonable performance, DMAT 

SDK handles the transposing of the 3D volume data inside the getLine() API and caches 

all volumetric RDD in three directions. 

To explain the implementation clearly, we denote volumetric data as shown in Figure 12, 

in which i means I slice, x means J slice and z stands for K slice. The data is stored in i-

Slice format. To resolve the transposing problem in each distribution evenly, we split the 

volume to I of i-Slices in the volumetric RDD and each i-Slice is a 2D matrix. As shown 

in Figure 3.11, each i-Slice matrix consists of J of i-Traces which have the length of K. An 

i-Slice matrix could be iterated i-Trace by i-Trace. Since in 3D spacing, each i-Trace is 

also the trace of x-Slice, for example, the i-Traces(0) is the x-Trace of the 0th x-Slice, the 

i-Traces(1) is the x-Trace of 1st x-Slice, etc. Thus, we implement a map function to index 

Figure 12: The traditional dimension definition of Volumetric Data 
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all i-Traces of the volume. The new index is combined by index of i- Trace and index of i-

Slice. After indexing the map, we got a volume RDD with new (iTraceIndex, iSliceIndex) 

index as the key, trace data as the value. As we mentioned in Figure 13, to get a x-Slice, 

we need group all the traces with the same iTraceIndex by utilizing the group operations 

of Spark RDD. After grouping, we have already got the x-Slices data in our RDD distribu-

tion map. To organize them as a x-Slices volume, all we need to do is sorting them by 

iTraceIndex. So far, the data in requested direction has already been stored in Volumet-

ricRDD, and developers could access any data slice data in any direction efficiently 

 

Figure 13: The indexing for resolving transposing problem 
 

 

User-defined Functions and Parallel Templates 

DMAT allows users to define their own functions and apply to the VolumetricRDD in parallel. To 

avoid involving too much parallelism details when deploying user applications, we also design 

and implement series of templates for different scenarios of use cases, including apply/iterate by 

sample, by trace, by line, and by overlapped subvolume. If the user has already been familiar with 

the distribution system, then the function applying way is recommended since it is more flexible 

for controlling distribution scheme and tuning performance. Otherwise, the application templates 

will fit better since they make user deploy their programs on distribution system very quickly 

without going through all the parallelism details. 

1. User-defined function interface: DAMT provides applyMap to allow developers to apply 

the user-de_ned functions on any direction of the volume in parallel. [VolumetricIn-

stance].applyMap(direction:Int, 𝑓 ∶  ሺ𝑇 ⟹ 𝑈ሻ). The first parameter direction indicates the 

direction that users would like to apply the function on; the other parameter 𝑓 ∶ ሺ𝑇 ⟹ 𝑈ሻ 
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is a standard spark RDD key-value pairs operation callback function, which feeds the func-

tion distributed volume with key-value forms in parallel. The data length in each key-value 

function depends on the specified distribution parameters of the volume. After execution, 

this function call will generate a new volume object containing the new data (Volumet-

ricRDD) output by a user-defined function. 

2. Parallel Templates: Comparing with traditional sequential codes, the most important thing 

in parallel programming is data distribution and collection, which provides a big challenge 

for domain-specific experts. Data distribution also plays key role in distributed parallel 

programs to achieve scalable performance. In this paper, we implemented several parallel 

templates to make DMAT be easily used by domain algorithm designers other than com-

puter scientists. Template is actually a kernel function, in which the user only need to take 

care of input/output on small piece of data, and the toolkit will handle data distribution/col-

lection and parallel computation automatically. These templates defines the data distribu-

tions and parallel computation so that users can simply select the right templates for their 

algorithms without handling the data distribution and parallelism details. Three templates 

currently include: Line (1D), Plane (2D) and Subvolume (3D). Each template can handle 

one or more volumes, and will output one or more volumes. Line template is simple, in 

which the input is a 2D array (dimension 1 for number of volumes and dimension 2 for 1D 

line data), and output is also a 2D array. Plane template defines a 3D array as input and a 

3D array as output respectively. For some computation such as stencil kernel, it not only 

needs central data, but also requires neighboring data samples, and so in this case, a bigger 

volume with overlap data will be the input of template. Subvolume template is a good 

solution to handle data distribution with overlaps, in which both input and output are 4D 

array. Users can specify parameters about how to distribute data as well as the overlapped 

areas. In direction K, the whole line will always be put as input. In direction I and direction 

J, however, user could define the size of center (how much data the computation will affect) 

and overlap size individually. It is easier to handle the output of template, in which only 

the valid data without any overlapping will be cached in RDD or persisted to file system. 
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3.2 Reliable and Robust Data Collection and Aggregation 

3.2.1 State-of-The-Art 

3.2.1.1 Efficient privacy preserving edge computing for images and video 

There is a growing trend of deploying powerful and advanced deep learning models to achieve 

state-of-the-art performance in processing IoT images and videos. The deployment of the deep 

learning model either only locally (on IoT edge device) or only at the server fit different scenarios 

[47]. On the one hand, IoT edge device only training/ deployment is a good choice when the deep 

learning model is relatively small, and it does not suffer from data privacy and security concerns 

associated with sending data to the server. However, limited computational power, memory, and 

energy resource of IoT/mobile edge devices make it di_cult to achieve good latency and energy 

consumption when training/inferencing on large models [47]. On the other hand, the server only 

deployment will provide help from edge servers to IoT/mobile devices via computation offloading 

to handle large models. Although server only deployment achieves scalability, low cost, and sat-

isfactory quality of service (QoS), it suffers communication overhead for uploading the raw data 

and downloading the outputs, which consume much bandwidth and causes unpredictable latency 

due to the wireless channel [47, 48]. Also, privacy and security concerns are raised due to the 

transmission of raw data. 

The desire to leverage on the merit of the server only and the IoT/mobile edge device only deploy-

ment of deep learning models has necessitated a new paradigm called collaborative intelligence, 

or collaborative training, or device-edge co-inference [49, 50]. In this new paradigm, the deep 

learning model is split between the edge device and the server as the computation required for 

earlier layers is done on the IoT/mobile edge device and the output of the layers called feature 

tensors are sent to the server for further processing [51]. Despite the advantages of collaborative 

intelligence in terms of less communication overhead and better data privacy, determining the 

optimal computation partition point in order to achieve reduced latency and edge device energy 

consumption is non-trivial because the choice of the best partition point depends on the system 

factors such as wireless channel state, computation capability of edge devices and edge servers 

and the deep learning model [48]. Many recent studies proposed various approaches to address 

this issue, such as [48, 49] Furthermore, it is possible to compress the intermediate features before 

sending them to the server instead of direct transfer [47, 51, 52].  
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Several methods are proposed in the literature to address the privacy and security concerns asso-

ciated with data for training deep learning, such as homomorphic encryption [53], differential pri-

vacy [54, 55] and secure multiparty computation [56]. Furthermore, there are many authentication 

and key agreement schemes that have been proposed to ensure data privacy and security in IoT 

systems. An authentication framework that uses a digital certificate-based signature scheme that 

supports efficient signature operations with fast, modular arithmetic operations is proposed in [57]. 

The authors in [58] proposed ID-based cryptography (IBC) for authentication and the pseudonym-

based mechanism for conditional privacy preservation and non-repudiation in urban vehicle com-

munication. A similar authentication method for an edge-based smart grid environment which uses 

one-way hash functions, XOR computations, and an elliptic curve cryptosystem (ECC), is used in 

[59]. A framework that uses the cryptography based concept such as physically unclonable func-

tions (PUF) and hash operations to achieve high levels of security at minimal computational re-

source cost, without requiring storage of security keys is proposed in [60]. Although a similar 

authentication scheme in [60] is proposed in [61], its uniqueness lies in the use of only one-way 

secure hash function and bitwise XOR operations for drone and users to authenticate each other. 

A multi-factor authenticated key establishment scheme based on the PUF, reverse fuzzy extractor, 

and cryptographic one-way hash function is proposed in [62] for secure smart grid communication. 

In addition, some sanitation based methods have also been proposed to ensure data security and 

privacy. An ant colony system that uses a heuristic function based on pre-large concept and fitness 

function, with consideration for past selection and current situation, to reduce and monitor the side 

effects for a designated sanitation procedure is used in [63]. Although a similar ant colony optimi-

zation method is proposed in [64], it differs in that it uses multiple objective sanitation models and 

transaction deletion to hide and secure confidential and sensitive information. The method also 

uses pre-large conceptual model to reduce multiple scans of the database throughout the evaluation 

process to achieve lower computational cost. The work in [65] proposed a semantic privacy frame-

work for the Internet of Medical Things, which improves the utility of the sanitized document by 

identifying negated assertions before the sanitation process and uses industry-standard metrics. 

Also, many particle swarm optimization (PSO) sanitation frameworks have been proposed. A hi-

erarchical-cluster method, which uses a multi-objective particle swarm optimization framework to 

hide confidential information, balance the side effects while still discovering useful and meaning-

ful information in the sanitized dataset, is proposed in [66]. The uniqueness of the PSO sanitation 
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method in [67] lies in the use of the fitness function to minimize the side effects of sanitation by 

determining the maximum number of transactions to be deleted to efficiently hide sensitive item-

sets and pre-large concept to speed up the evolution process. Similarly, PSO method with multiple 

thresholds and requires minimum support function threshold to hide sensitive information in a 

utility database is proposed in [68]. It should be noted that the proposed framework is not a sub-

stitute for sanitation or authentication methods. Authentication methods are used to establish trust 

between parties before data transmission to prevent unauthorized access or stealing of data. Data 

sanitation methods are used to hide confidential information by deleting it. This privacy preserving 

method is quite different from the aim of this study, where data might not be available to trusted 

parties due to privacy concerns. Authentication and data sanitation methods can still be used in 

conjunction with our proposed framework to provide an extra layer of privacy and security. 

Despite the success of these methods, some issues remain, such as performance degradation, non-

trivial overhead, or limited application [69{71]. The use of collaborative deep learning method, 

such as federated learning and SplitNN, in distributed learning, has been introduced in recent years 

to solve the problem of data privacy. Federated learning is a type of machine learning where the 

goal is to train a high-quality centralized model while the data remains distributed over a large 

number of clients [72]. It involves sharing model parameters and model gradients through a pa-

rameter server without sharing their local data. Federated learning is based on an iterative model 

averaging, and it is robust to unbalanced data and non-i.i.d. data distribution. Federated learning 

has been applied to mobile keyboard prediction, vocabulary word learning, and google keyboard 

query suggestions improvement [73{75]. Federated learning may be viewed as an extension of the 

idea discussed in [76, 77] that stochastic gradient descent can be implemented in parallel and asyn-

chronously. Federated learning may suffer from non-trivial communication cost. To deal with the 

high communication cost, an efficient multi-objective evolutionary algorithm, based on a scalable 

network connectivity encoding method, is proposed in [78]. The use of structured and sketched 

updates are introduced in [79] to help reduce the uplink communication bottleneck. 

Federated learning may also suffer from security/privacy issues due to the need to communicate 

the model parameters to the central server. One recent study showed potential security/privacy 

issues due to the possibility of reconstructing original data from the shared gradient [80]. Secure 

aggregation, a type of secure multi-party computation algorithm for federated learning, is intro-

duced in [81]. Secure aggregation helps guarantee the privacy of data used in generating gradients 
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shared by each model and improving communication efficiency. Furthermore, it is observed that 

federated learning performs poorly when the data distributed across the training center is strictly 

non-i.i.d. of a single class. This statistical challenge is resolved by creating and using a small subset 

of globally shared data between all the edge devices [82] or adopting a multi-task learning ap-

proach [83].  

SplitNN can be considered to be a form of collaborative intelligence in a distributed learning en-

vironment [84, 85]. The edge device trains the first sub-network up to the cut layer and sends the 

intermediate features to the server, and the server processes the second sub-network using the 

received features, a process known as forward propagation. In turn, the server generates the gradi-

ent for the final layer, back-propagates the error up to the cut-layer, and sends the relevant gradi-

ents to the edge device. The edge device then uses the received gradient to generate the required 

gradient needed to update the weight [86]. In cases where there is more than one client, the training 

of the model is done sequentially, which is different from federated learning where the training is 

done in parallel [86].  

The first work on SplitNN is done in [85] where its performance is compared with large SGD and 

federated learning. It established that SplitNN achieves a significantly lower computational burden 

on clients and lower communication cost during training than other distributed learning methods. 

Furthermore, it also showed that SplitNN achieves faster convergence than federated learning 

when there are many clients. The work on SplitNN in [85] is extended in [87] to use all of the 

partial clients-networks on each iteration sequentially. This method is suited for vertically parti-

tioned data. It is achieved with each client computes a fixed portion of the computation graph and 

passes it to the server. The server computes the rest and performs back-propagation, and returns 

back the Jacobians to the client. Then the client can perform their respective back-propagation. 

The use of SplitNN to demonstrate the importance of collaborative training of deep learning model 

using health data is demonstrated in [88, 89]. In [88] several novel configurations of SplitNN are 

introduced. It also established that SplitNN achieves higher accuracies than that of other distrib-

uted learning methods on classification tasks and drastically lowers computational requirements 

on the client's side. Furthermore, SplitNN requires lower communication bandwidth than federated 

learning when there are a more significant number of clients. A comparison between collaborative 

and non-collaborative training modes is carried out, and the impact of the number of clients on the 

performance of both modes is investigated in [89]. The privacy property of SplitNN is enhanced 
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in [90] by minimizing the distance correlation between the intermediate features and the input data 

to reduce leakage. The empirically evaluation and comparison of both federated learning and 

SplitNN using imbalanced data and non-independent and identically distributed (non- IID) data 

using real-world IoT settings for performance and overhead (training time, communication over-

head, power consumption, and memory usage) is shown in [91]. To leverage on the advantages of 

federated learning and SplitNN, SplitFed (SFL), a combination of both approaches to eliminate 

their inherent drawbacks, is introduced in [86]. 

Compared to collaborative intelligence, where the size of the intermediate feature tensor at the cut 

layer or optimal layer might be bigger than the original input features, the size of the encoder's 

intermediate feature tensor in the proposed framework is always smaller than its original input. 

The encoder compresses the original data to latent vectors, and the compression ratio can be con-

trolled to provide additional flexibility. Uploading of compressed intermediate features to the 

server leads to lower transmission latency and energy consumption [48, 50]. Although it is possible 

to compress the intermediate features before sending them to the server in collaborative intelli-

gence, an additional compression step must occur. On the contrary, the proposed autoencoder will 

extract salient features as latent vectors and perform controlled compression at the same time with-

out the need for additional steps for compression.  

In SplitNN, the training of the model is done sequentially. As a result, the training may be very 

time consuming when the number of edge devices is significant. On the contrary, the autoencoders 

at the edge devices can be trained in parallel in the proposed framework. Constant communication 

is also required to exchange intermediate features and gradients in SplitNN, which incurs much 

overhead and high communication cost. In the proposed framework, the edge device will send the 

latent vectors only once for the server to train the CNN classifier.  

Autoencoder has been applied to address data privacy concerns in several recent works [92{94]. 

In [92], a convolutional autoencoder that perturbs an input face image to impart privacy to a subject 

is proposed. It is shown the method can protect gender privacy of face images. A proof-of-concept 

study has been performed in [94] to use an autoencoder for preserving video privacy, especially 

when non-healthcare professionals are involved. A modified sparse denoising autoencoder has 

been applied in [93] to reduce the sparsity and denoise the data. A 3-class classification is per-

formed on the reconstructed data obtained from the autoencoder, and it is shown that the classifier 

can classify the original black class data as the transformed gray class data. Although autoencoder 
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has been used to address data privacy concerns, this work is the first to use autoencoder for ad-

dressing privacy concerns, communication cost, and deep learning efficiency associated with mo-

bile edge computing systems with a large number of edge devices. The enhanced privacy is 

achieved using the autoencoder to extract human unintelligible but machine intelligible features 

from the data. The features or latent vectors are then used to train the classifier. Furthermore, the 

proposed approach comes with the added advantage of reducing the dimensionality of data needed 

to be transmitted, reducing the communication cost and the number of model parameters, training 

time, and inference time. This approach does not suffer from leaking gradient problem associated 

with federated learning [80] or increase in the size of the intermediate features early on in the 

models as sometimes observed in SplitNN [48]. 

3.2.1.2 Computation offloading 

As the exponential increase of mobile applications with stringent requirements on computational 

resources, the mobile devices with limited computation and power supplies become a bottleneck 

to meet the Quality-of-Service (QoS) of the advanced applications, such as interactive video con-

ference with the requirement of ultra-low latency [95]. In light of this development, instead of 

mobile cloud computing (MCC) that may introduce large communications latency [96], multi-

access edge computing (MEC) plays a key role in bringing cloud functionalities to the edge that 

near the mobile devices [97]. With computation offloading techniques, the resource-constrained 

mobile users can save power and enrich the users' application experience by offloading computa-

tion-intensive jobs to a nearby MEC server (MES) [98].  

The MEC paradigm has attracted considerable attention in both academia [99{109] and industry 

(e.g., European telecommunications standards institute (ETSI) in [110, 111]) over the past several 

years. The existing literature in [99{109] has studied a number of problems related to joint opti-

mization of computation offloading strategy and computing resources allocation. In [104{109], 

the authors formulated the joint optimization of computational resources and offloading decision 

as a MINLP problem and then solved the problem by seeking an optimal or sub-optimal solution 

using traditional mathematical algorithms. For instance, the authors in [104] considered the Joint 

Task Offloading and Resource Allocation (JTORA) as a MINLP problem and resolved using 

quasi-convex/convex optimization techniques and heuristic algorithm. In [105], the authors jointly 

considered computation offloading, content caching and resource allocation as a MINLP problem, 
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which was solved by designing an asymmetric search tree and branch and bound (BB) method. In 

[106], the authors investigated joint radio resource allocation and edge offloading decision opti-

mization in a multi-cell orthogonal frequency-division multiple access (OFDMA) cellular net-

work, and then proposed variable relaxation and majorization minimization (MM) method to ob-

tain a locally optimal solution. In [107], the authors formulated the energy consumption minimi-

zation problem as a MINLP problem and proposed a reformulation-linearization-technique-based 

Branch-and-Bound (RLTBB) method, by which an optimal or only a sub-optimal result can be 

obtained. In [108], in order to tackle the MINLP problem to minimize the local user's computation 

latency, the authors first relaxed it into a convex problem, and then proposed a sub-optimal solution 

based on the optimal solution to the relaxed convex problem. In [109], the authors formulated the 

offloading decision, channel allocation, computational resource allocation as a MINLP problem in 

the multi-access and multichannel interference environment, and then designed a sub-optimal al-

gorithm named as a genetic algorithm based computation algorithm (GACA). Besides, the authors 

in [99] proposed an optimal offloading strategy using convex optimization. In [100], a game-the-

oretic computation offloading scheme was proposed for MEC in 5G HetNets. However, due to the 

diversity of mobile devices' profile and time-varying characteristics of the wireless networks, most 

of the existing approaches need to solve the MINLP problem very frequently to obtain the optimal 

or sub-optimal offloading strategy. However, this introduces a large computational overhead to 

the MEC system and it can hardly obtain the optimal offloading strategy in real time. To tackle 

this problem, machine learning based approach is an effective and attractive solution. In [101], an 

optimal offloading scheme was proposed for intermittently connected fog system using Markov 

decision process (MDP). In [102], a machine learning based runtime adaptive scheduler was pro-

posed for a mobile offloading framework based on past behavior and current conditions. In [103], 

an offloading decision problem was formulated as a multilabel classification problem for a single-

user single-cell scenario, and a deep supervised learning method is developed to minimize the 

system overhead. Even though the offloading binary decision making problem can be solved in 

[101{103], the computational resource allocation problem for the resource-limited MES has not 

been considered. 

Compared to the existing literature, the contributions of this work are summarized and emphasized 

as below. 
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 Conventional optimization algorithms usually take a long time to solve the MINLP prob-

lem, and often only sub-optimal solutions are obtained. Contrary to these algorithms, we 

propose a multi-task learning (MTL) based approach solve the MINLP problem in real-

time. The proposed approach can also adapt to the varying network conditions and the 

changing requirements of users' applications. Furthermore, the proposed MTFNN model 

just needs to be trained offline only one time with the dataset collected by traversing all the 

possible combinations of features including the users' profile and parameters representing 

wireless channel conditions. 

 In this work, both single-server and multi-server MEC system models are considered. 

Based on the proposed MTFNN model, we further propose a multi-server offloading algo-

rithm to achieve the optimal offloading strategy in the multi-server MEC system. The effect 

on the system performance from the inference error rate in the classification problem and 

the inference bias in the regression problem is analyzed. Testing results show that the pro-

posed MTFNN model outperforms the conventional optimization algorithms significantly 

in terms of computation time (four orders of magnitude) and inference accuracy (up to two 

times better). 

3.2.2 Motivation 

3.2.2.1 Efficient privacy preserving edge computing for images and video 

Emerging Technologies such as the Internet of Things (IoT) and 5G networks will add a huge 

number of devices and new services. As a result, a huge amount of data will be generated in real-

time. One of the important data types is image data since many applications such as video surveil-

lance, autonomous driving, etc., involve images and videos. To take advantage of the \big image 

data", data analytics must be performed to extract knowledge from the data. One way to handle 

the data would be by uploading all the data from edge devices to the cloud or remote data centers 

for processing and knowledge extraction [112]. However, as highlighted in Figure 14, several fac-

tors may render this practice infeasible:1) The sheer volume of the images may overwhelm an 

uplink with limited bandwidth; 2) The uplink may not always be available, e.g., when wireless 

communication is used, there might be downtime due to weather(in the case of mmWave), dis-

tance, or jamming; 3) Proprietary images may need encryption which introduces additional delay; 

4) The end users may have concerns about the security and privacy of their images; thus they may 
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not agree to upload raw images that may contain private information. Furthermore, uploading is 

subject to eavesdropping, interceptions, or other unauthorized access.  

A novel efficient privacy-preserving framework for image classification in edge intelligent com-

puting systems is proposed in this paper to address these challenges. Specifically, the large raw 

data will be processed locally (at the edge) by a pre-trained autoencoder. And instead of uploading 

the raw image, only the compressed latent vectors that contain critical features learned from the 

raw image will be uploaded through the access point or hub to the edge server for further pro-

cessing. The proposed framework is highlighted in Figure 15. The experiments demonstrate that 

the learning performance of extracting knowledge at the server has minimal degradation when the 

compression ratio is not significant (e.g., below 16 in our test cases). Furthermore, the raw images 

can be reconstructed with minimal error at the server using the pre-trained decoder if available and 

needed. The proposed framework encourages the design and implementation of emerging edge 

intelligent computing that are both efficient and privacy preserving for 5G, IoT, and other ad-

vanced technologies. 

 

 

Figure 14: Challenges incurred when uploading all data from edge devices to the cloud 
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Compared to traditional source coding (e.g., zip), using an autoencoder has the following ad-

vantages: 1) Instead of only reducing the redundancy in the raw data as in source coding or tradi-

tional data compression, an autoencoder will extract critical features in the raw data and encode 

the features in a compact form (the latent vector), in other words, the encoder performs initial 

learning at the edge devices; 2) In addition to compressing the data, the autoencoder also “en-

crypts” the data by transforming the raw data into latent vectors, thereby enhancing the security of 

data. For example, a zipped file can easily be unzipped by an adversary if not encrypted; on the 

contrary, an adversary cannot reconstruct the raw data from the latent vector without knowing the 

structure (e.g., number of layers, number of nodes in each layer) and all the weights of the pre-

trained autoencoder (specifically the decoder part). It is shown in [94] that the autoencoder pro-

vides a similar level of security to standard encryption - assuming that the decoder is not shared; 

(3) Even if an adversary captures the edge device, it is very challenging for the adversary to deduce 

the decoder part from the encoder part on the edge device. 

 

 

 
Figure 15: The proposed efficient privacy preserving framework for image classification in-
edge computing systems. Here 𝑥௜ is the raw image, 𝑧௜ is the compressed latent vector, and 𝑥ො௜ 



 

Approved for Public Release; Distribution Unlimited. 
41 

 

is the reconstructed image. 

 

The proposed framework has some similar characteristics such as taking advantage of large and 

diverse data from many edge devices and data locality at each device as in federated learning 

[72,78,79,113] and collaborative intelligence such as SplitNN [85]. However, compared to feder-

ated learning and collaborative intelligence, the proposed framework has the following ad-

vantages: 

1. In federated learning, the server and the end-users (edge devices) train the same model. As 

a result, the model's complexity is constrained by the edge device's computing capability 

and storage capacity. On the contrary, in the proposed framework, the training of the clas-

sifier is done at the edge server only. Thus, it can be deep and complex if needed, and it is 

not subject to the constraints of the edge devices. 

2. In federated learning, the edge device must rely on the server to update the gradients and 

train the model. In the proposed framework, the training of the autoencoder can be done 

independently at each edge device without any server involvement. 

3. In federated learning, the privacy of the end-users' data is protected by applying differential 

privacy schemes [114] or through secure aggregation [115], thus introduce additional cost 

due to encryption or secret sharing. In the proposed framework, the privacy of the end-

users' data is protected by transmitting latent vectors without the additional cost of encryp-

tion. 

4. In collaborative intelligence, the volume of the intermediate feature tensor at the early lay-

ers or optimal layer might be larger than that of the original input, and so uploading large 

amount of intermediate features to the server can lead to higher transmission latency and 

energy consumption [48, 50]. However, the proposed framework will always compress the 

original data to latent vectors with the compression ratio controlled to provide additional 

flexibility. Although it is possible to compress the intermediate features before sending 

them to the server in collaborative intelligence, this implies an additional compression step 

is introduced. On the contrary, the proposed autoencoder will extract salient features as 

latent vectors and perform controlled compression at the same time without the need for 

an additional step for compression. 
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5. In SplitNN, the training of the model is done sequentially. As a result, the training may be 

very time consuming when the number of edge devices is significant. On the contrary, the 

autoencoders at the edge devices can be trained in parallel in the proposed framework. 

Also, constant communication between the edge device and server is required to exchange 

intermediate features and gradients in SplitNN, which incurs much overhead. In the pro-

posed framework, the edge device will send the latent vectors only once for the server to 

train the CNN classifier. This mode of communication leads to low communication cost 

and overhead reductions. 

3.2.2.2 Computation offloading 

In general, the MEC servers are owned by the network operator and could be implemented directly 

at the access points (APs) or wireless base stations (BSs). To achieve efficient computation of-

floading in the considered MEC system, there are several challenges need to be addressed. 

1. Firstly, to minimize the jobs completion time and energy consumption of the mobile de-

vices, one of the most critical challenges is to determine whether to offload and the portion 

of computational resources allocated to the offloaded jobs at the MES. Taking into account 

the computing capability at the device level and communications bandwidth, a joint opti-

mization of offloading decision and computational resources allocation can be formulated 

as a mixed-integer nonlinear programming (MINLP) problem that minimizes the total sys-

tem cost (i.e., the weighted sum of delay and energy consumption) under the constraints of 

the job's tolerable delay and MES's available computational resources. This problem is NP-

hard [116], and the optimal solution is difficult and sometimes impractical to obtain in 

near-real-time for delay-sensitive applications if using the traditional optimization meth-

ods. 

2. Secondly, the formulated optimization problem should take into account the tradeoff be-

tween communications delay and computing time, plus the inherent heterogeneity in terms 

of mobile devices' computing capabilities, computation jobs' QoS requirements, and the 

computing resources available at the MES. 

3. Thirdly, the input parameters to the optimization problem may change from time to time 

due to the time-varying network environment and users' applications. This leads to frequent 

re-computation of the optimal offloading decision and computational resource allocation 
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in near-real-time. However, conventional mathematical optimization techniques usually 

converge slowly and have forbidden complexity for real-time implementations.  

In order to address these challenges, a novel computation offloading framework is proposed in this 

work. In order to clarify the fundamental idea and novelty in this work, we summarize the follow-

ing critical technical aspects. 

1) Offloading Problem Formulation. First of all, research works on mobile edge computing 

(MEC) conclude that the offloading problem can be generally formulated as a mix integer 

nonlinear programming (MINLP) problem, which is non-convex and NPhard. By review-

ing the existing literature, the offloading problem can be formulated either (a) as a central-

ized problem, then the offloading problem is decomposed and solved with relaxation iter-

ation algorithms at the access point (AP) or base station (BS), such as in [117{120]; or (b) 

as a distributed/decentralized problem, then the offloading problem is reformulated based 

on game-theoretic approaches and the mobile users/STAs are directly involved to achieve 

the Nash equilibrium [121]. In this paper, we adopt the centralized optimization formula-

tion of the offloading problem in MEC and propose an efficient solution using multi-task 

learning. The distributed optimization formulation is not considered and it is out of the 

scope of this paper. 

2) The Motivation. In practice, some factors (e.g., number of users, the capability of devices, 

the channel conditions, etc.) may vary over time, so the centralized optimization procedure 

must be executed repeatedly each time the parameters change. Therefore, the conventional 

centralized optimization methods using relaxation iteration algorithms incur high compu-

tational complexity due to numerical iterations and their solutions are often suboptimal and 

would not scale well. This is increasingly a concern when 5G and IoT paradigms are taken 

into account [122]. To address this issue, one of the better solutions would be utilizing deep 

neural networks (DNN)-based machine learning (ML) algorithms as explained in below. 

3) The Proposed Multi-task Learning based Solution. To solve the MINLP problem more 

efficiently in centralized offloading, this paper proposes an ML solution, as illustrated in 

Fig. 16. Specifically, a DNN is designed and trained offline to obtain the mapping from the 

input parameters such as the number of users and channel conditions to the output (the 

optimal solution of the offloading strategy of the users). After the offline training, the DNN 
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Figure 16: Brief overview of the proposed MTFNN framework 

can directly infer the solution of the offloading problem given the input parameters. To this 

end, it is clear that the proposed MTL solution has the following advantages. 

 Generalization. The data for training the DNN offline can be obtained by performing an 

exhaustive search of the optimal solutions over a wide range of parameter settings. Then 

each pair of input parameters and the corresponding optimal solution constitutes a training 

sample. Although the input parameters during offline training do not include every possible 

combination of the parameters, they do cover a wide range of parameter settings, and the 

well-known generalization property of ML models will enable the trained DNN to produce 

accurate inference of the solution even for parameter settings not included in the training 

samples. As proved by the probably approximately correct (PAC) learning, generalization 

can be achieved by designing a proper ML model with enough labeled data [123]. 

 

                          Font = small 

 

 

 

 

 

 

 

 

 Low Computational Complexity yet High Accuracy. During offloading, the optimal solu-

tions must be obtained in near real-time and repeatedly since the input parameters (such as 

wireless channels, number of users, traffic payload size and so on) may vary quickly. How-

ever, considering that the offloading optimization problems are NP-Hard, the optimal so-

lutions are often very difficult to obtain and it is impractical to use conventional methods 

such as the Lagrangian relaxation-based algorithms due to their high computational com-
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plexity. To address these challenges, the proposed ML-based method \moves" the com-

plexity of online computation to offline training. With the offline-trained ML model, the 

AP can infer the offloading strategy directly and efficiently with relatively high accuracy 

by performing feedforward calculation (no iteration is required). 

Notations: As per the traditional notation, a bold letter indicates a vector. An upper case letter 

indicates a random variable or random parameter and a lower case letter indicates a realization of 

a random variable or random parameter. 𝑚𝑖𝑛ሼ. ሽ represents the minimum value and |. | denotes the 

absolute value. The symbol ⟹ denotes “implies” relation. For ease of reference, we list the key 

notations in Table 1. In this work, instead of optimization using traditional numerical methods that 

require many iterations, a neural network based optimizer is proposed to give the offloading solu-

tion to the optimization problem by performing the feedforward inference. 

In this work, instead of optimization using traditional numerical methods that requiremany itera-

tions, a neural network based optimizer is proposed to give the offloading solution to the optimi-

zation problem by performing the feedforward inference. 

Specifically, a multi-task learning (MTL) based feedforward neural network (MTFNN) model is 

designed to solve the MINLP problem in near-real-time. In the proposed MTFNN framework, 

the offloading decision making is formulated as a multiclass classification problem and the com-

putational resource allocation is formulated as a regression problem. To the best of our 

knowledge, this is the first attempt to jointly optimize the jobs offloading decision and computa-

tional resource allocation using multi-task learning for the MEC system. Although offloading in 

edge computing is well studied, and multi-task learning (MTL) is also well known, applying 

MTL to solve offloading strategy optimization problem with high accuracy in real-time is a 

novel idea. 
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Table 1: List of Key Notations 
Notation Description 

N Total number of MUs 
K Total number of CAPs 

N Set of all MUs 

K Set of all CAPs 

Jn Jobs of the MU n 
sn Size of Jn
cn CPU cycles required to process Jn
ϑn Maximum tolerable delay of Jn

r(n,k) Uplink data rate between the MU n and CAP k 

Dn,k Offloading decision of the MU n to CAP k 
fn,k Computational resource allocated to MU n by CAP k 

fn CPU cycle frequency of MU n 
Fk Total computational resources of CAP k 
α Weight of the delay 

P i Transmission power of MU n to CAP k via sub-band i 

hi Channel gain for MU n to CAP k via sub-band i 

B 

B 
Total frequency band 
Set of sub-band 

τn Local execution delay of Jn
εn Energy consumption processing Jn locally

SINRi SINR of MU n served by CAP k on sub-band i 

T n,k Time to upload Jn to CAP k

T n,k Time to execute Jn by CAP k

T n,k Time to transmit the execution result to MU n 

en Consumed energy of MU n during the data uploading 

en Consumed energy of MU n during the CAP processing 

en Consumed energy of MU n during downloading results 

τn Execution delay of Jn using offloading
εn Energy consumption processing Jn using offloading
On Weighted-cost for computing Jn locally
On Weighted-cost for computing Jn using offloading

Ototal Weighted-sum cost of all MUs 

(D∗n) Dn (Optimal) offloading decision vector for MU n 

(F∗n) Fn (Optimal) resource allocation vector for MU n 

(Θ∗n) Θn (Optimal) resource allocation ratio vector for MU n 

(Sn∗ ) Sn (Optimal) offloading strategy for MU n 

S Offloading strategy for all MUs 

S∗ Optimal offloading strategy for all MUs 



3.2.3 Problem Formulation and Proposed Approach 

3.2.3.1 Efficient privacy preserving edge computing for images and video 

Proposed Framework: The proposed efficient privacy-preserving framework for image classifica-

tion in edge intelligent computing systems is shown in Figure 15. It has two levels: the edge de-

vices and the edge server. It is assumed that the nodes of the edge devices contain sensors such as 

cameras and embedded computing devices such as Google edge TPU [124] or NVIDIA Jetson 

Nano [125]. The edge server is assumed to have large storage and strong computational capacity. 

The edge segment of the framework mainly contains the various edge devices of interest and the 

pre-trained encoder. The server mainly contains the hub, the pre-trained classifier, and the pre-

trained decoder. We only consider supervised learning in this paper, and it is assumed that the 

training dataset is labeled. One of the motivations for this proposed framework stems from the 

guaranteed reduction in feature size of the original input when observed at the encoder output. 

With a feature (latent vector) size smaller than the size of the original input being sent to the server, 

the latency and the energy overhead and communication cost can be reduced. Furthermore, this 

provides improved data privacy and security, compared to sending the raw data to the server. 

The data from each edge device is passed to the corresponding encoder attached to it. A unique 

pre-trained encoder is used at each edge device to take advantage of data locality at each device. 

The function of the pre-trained encoder in the inference mode is to extract the most important and 

critical features in the data. The encoder also ensures dimension reduction of the input data by a 

pre-determined factor. The extracted critical features (latent vectors, intermediate features, or fea-

ture maps when the data are images) are then transmitted to the hub at the server. The two primary 

tasks at the server are the classification task and the data reconstruction task (recover a copy of the 

original image from the latent vectors). In other words, at the server, the latent vectors are input to 

the pre-trained classifier for prediction and are also input to the corresponding decoder for the 

reconstruction of the images.  

The design of the proposed framework has two (2) stages: the training stage and the testing stage.
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Training Stage: The dataset collected at each edge device is used to train an autoencoder for the 

corresponding device as a way to take advantage of the data locality at each device. Autoencoders 

are generative models where an artificial neural network is trained to reconstruct its input in an 

unsupervised way. Figure 17 illustrates all the components of an autoencoder and the training 

process. It is made up of two main blocks, which are the encoder and the decoder [126, 127]. The 

encoder compresses the input 𝑋 into a low dimensional representation of pre-determined size, 

called the latent vector denoted by 𝑍 that contains the most important features in the data. When 

the input data are images, 𝑍 will be the corresponding feature maps. The mapping function of an 

encoder is stated in equation 3.1 where 𝑍 is the encoder output, 𝑊 is the model weight and be is 

the bias of the encoder, 𝑋 is the model input and 𝑓ሺ. ሻ is the non-linear activation function. 

Figure 17: The training for the proposed autoencoder at edge device 
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Figure 18: The training for the proposed CNN classifier at the server 
 

 

𝑍 ൌ 𝑓ఏሺ𝑋ሻ ൌ 𝑓ሺ𝑊𝑋 ൅ 𝑏௘ሻ                                                                (3.1) 

 

The decoder then tries to reconstruct the original input data/image from the latent vector 𝑍. The 

reconstructed input data obtained at the decoder output is denoted by 𝑋෠. It should be noted that an 

autoencoder is a lossy network as the original image will not be fully recovered. However, it is 

expected that the critical features will remain in the recovered image. The decoder is represented 

mathematically in equation 3.2 where 𝑋෠ is the decoder output or estimated input, V is the decoder 

weight, Z is the encoder output, 𝑏ௗ is the decoder bias and 𝑔ሺ. ሻ is the activation function of the 

decoder. 

 

𝑋෠ ൌ 𝑔ఏᇲሺ𝑍ሻ ൌ 𝑔ሺ𝑉𝑍 ൅ 𝑏ௗሻ                                                           (3.2) 

 

The autoencoder achieves the proper training of the encoder and decoder by minimizing the dif-

ferences between the original input (𝑋) and the reconstructed input (𝑋෠ ). The training is achieved 
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using the mean square error (MSE) loss function or any other appropriate loss function. The for-

mulae for the MSE loss function is stated in equation 3.3. After the training of the autoencoder, 

the encoder part of the autoencoder is then extracted, deployed in the inference mode on the edge 

device, and then used to generate the latent vector 𝑍. Hence, the dataset is transformed from [𝑋; 

𝑌 ] to [𝑍;  𝑌 ] where 𝑌 are the labels. 

 

𝐿ఏ,ఏᇲ ൌ
∑ ฮ𝑋௜ െ 𝑋෠௜ฮଶ

ଶே
௜ୀଵ  

𝑁
                                              ሺ3.2ሻ 

 

The latent vectors and the corresponding labels are aggregated at the hub, and then used to train a 

classifier on the cloud in a supervised manner, as shown in Figure 18. The type of classifier at the 

cloud is determined by the type of supervised task to be done. The most common type of classifier 

used for image dataset is the convolutional neural network (CNN) and it is used as the classifier in 

this work. CNN is a type of multilayer neural network that preserves spatial relationships by per-

forming convolution operation in order to learn features at different layers. The mathematical 

equation for a convolution operation is given in equation 3.4 where 𝑆ሺ𝑖; 𝑗ሻ is called the feature 

map, 𝐾ሺ𝑖; 𝑗ሻ is the filter, and 𝑋ሺ𝑚;𝑛ሻ is the input. The convolution operation, which is equivalent 

to an integral that expresses the amount of overlap of K as it is shifted over 𝑋, is achieved by taking 

the dot product of two inputs over a finite number of samples. [127, 128]. 

 

𝑆ሺ𝑖, 𝑗ሻ ൌ ሺ𝐾 ∗ 𝑋ሻሺ𝑖, 𝑗ሻ ൌ෍෍𝑋ሺ𝑖 െ 𝑚, 𝑗 െ 𝑛ሻ𝐾ሺ𝑚,𝑛ሻ                       ሺ3.4ሻ
௡௠

 

 

The mathematical representation of forward propagation for a feature map at a particular layer is 

given by equation 3.5 where 𝑆௝
௟ is the 𝑗-th feature map in 𝑙-th layer, 𝑆௝

௟ିଵሺ𝑚 ൌ 1, … ,𝑀ሻ are the 

outputs of the ሺ𝑙 െ 1ሻth layer, 𝑤௝௠
௟  is the weight connected to the 𝑚-th feature map in the previous 

layer, 𝑏௝
௟ is the 𝑗-th bias of the 𝑙-th layer, and 𝐹 is the activation function [129]. The cross entropy 

loss function which results in normalized probabilities is used for training the classifier at the edge 

server. The mathematical representation of the cross entropy loss is shown in 3.6 where 𝑌௜ is the 

label/ground true and 𝑌෠௜ሺ0 ൒ 𝑌𝑖 ൒  1ሻ is the prediction probabilities. 

 



 

Approved for Public Release; Distribution Unlimited. 
51 

 

𝑆௝
௟ ൌ 𝐹 ൭෍ 𝑤௝௠

௟ ∗ 𝑆௠௟ିଵ ൅ 𝑏௝
௟ 

ெ

௠ୀଵ

൱                                                         ሺ3.5ሻ 

 

𝐿൫𝑌௜ ,𝑌෠௜൯ ൌ െ෍𝑌௜ log𝑌෠௜

ெ

௜ୀଵ

                                                         ሺ3.6ሻ 

 

The algorithm for the training phase is stated in Algorithm 1 and Algorithm 2. 

 

Inference Stage: In this stage, the pre-trained encoder, pre-trained decoder, and pre-trained clas-

sifier are deployed in the inference mode. The data 𝑋 from a edge device is fed to the correspond-

ing pre-trained encoder attached to that device. The encoder then transforms the data 𝑋 to a latent 

vector 𝑍, representing the most critical feature in 𝑋. The latent vector 𝑍, which is smaller than 𝑋 

by a pre-determined ratio, is then transmitted to the edge server. The latent vector 𝑍 is fed into the 

pre-trained classifier at the edge server, and the classifier then predicts a label 𝑌෠ . The original data 

is sometimes needed at the edge server in applications such as anomaly detection and security 

surveillance. When a copy of the original image is needed at the server, the latent vector Z is fed 

into the input of the corresponding decoder, and the estimate of the original data is obtained. In 

applications where privacy is very important, the original image might not be requested due to 

privacy concerns. 

Proposed Framework and Data Streaming: The design of the deep learning framework above 

is done using an offline learning approach. In offline training, historical data is available at the 

edge to train the autoencoder during the training phase. In IoT data streaming, the proposed frame-

work still applies, particularly in a situation where the streamed data needs to be stored for labeling 

to take place. 

In situations where this is not possible, the proposed framework can still be used with some slight 

modification depending on the velocity of the data. Firstly, the online learning approach is used as 

the datasets are not available at once. This means that the traditional backpropagation method used 

above might change to a backpropagation method that is suitable for online learning, such as hedge 

backpropagation [130] or use the traditional backpropagation with a batch size of one which is 

inefficient [131]. Furthermore, there will be a need for a distributed streaming processing platform 
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such as Apache Flink, Apache Spark, Kafka streams to handle issues peculiar to data streaming 

such as out-of-order datasets and data buffering in order to balance event-processing with low 

latency and high throughput [132]. 

 

Algorithm 1 Autoencoder model development for image dataset at each edge device 

Input: Training Image data at each edge device X. The corresponding labels is also 𝑋 
Split dataset into training image dataset (70%) and testing image dataset (30%) 

Normalize the data 𝑋 ൌ  ௫ି௠௜௡ሺ௫ሻ

௠௔௫ሺ௫ሻି௠௜௡ ሺ௫ሻ
 

Train the autoencoder model: 
1: initialize 𝜽 

Training Process 
2: for numberofepochs do 
3:  Autoencoder forward pass ⟶ 𝑋෠௜ 
4:  calculate loss function 𝐿 ⟶ |𝑋 െ 𝑋෠௜| 
5:  perform back propagation ⟶ డ௅

డఏ೔
 

6:  update autoencoder weights, 𝜃௜ାଵ ⟶ 𝜃௜ െ 𝜂 డ௅

డఏ೔
 

7: end for 
8: return 𝜽 
Test the autoencoder model: Testing Process 
9: for X in TestingImagedataset do 
10:  autoencoder forward pass ⟶ 𝑋෠௜ 
11:  encoder forward pass ⟶ 𝑍௜ 

12:  Loss ⟶
∑ ‖௑೔ି௑෠೔‖
ಿ
೔సభ

ே
 

13: end for 

14: return 𝐿𝑜𝑠𝑠,𝑍 

 

Table 2: Information on the CIFAR10 and ImageNet (IMGNETA and IMGNETB) Datasets 
Dataset Image size # of images Training Testing ratio # of classes Comments 

CIFAR10 32*32*3 60 000 5:1 10 

IMGNET-A 224*224*3 13,000 7:3 10 very different images 

IMGNET-B 224*224*3 13,000 7:3 10 very similar images 

 

Table 3: The deep learning models and the dataset used in training the models 
CIFAR10 IMGNET-A IMGNET-B 

2*Vanilla Model Model-A x - - 
Model-B - x x 

Transfer Model Model-C - x x 
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Algorithm 2 CNN Model development for latent variables at the edge server 

Input: The compressed/machine intelligible image dataset Z and corresponding labels 
  𝑌 at the cloud 

Split dataset into training image dataset (70%) and testing image dataset (30%) 

Normalize the data 𝑋 ൌ  ௭ି௠௜௡ሺ௭ሻ

௠௔௫ሺ௭ሻି௠௜௡ ሺ௭ሻ
 

Train the CNN model: 
1: initialize 𝜽 

Training Process 
2: for numberofepochs do 
3:  CNN forward pass ⟶ 𝑌෠௜ 
4:  calculate loss function 𝐿 ⟶ െ∑ 𝑌௜ log൫𝑌෠௜൯

ெ
௜ୀଵ  

5:  perform back propagation ⟶ డ௅

డఏ೔
 

6:  update CNN weights, 𝜃௜ାଵ ⟶ 𝜃௜ െ 𝜂 డ௅

డఏ೔
 

7: end for 
8: return 𝜽 
Test the CNN model: Testing Process 
9: for Z in TestingImagedataset do 
10:  CNN forward pass ⟶ 𝑌෠௜ 

11:  Accuracy ⟶
∑ ଵሺ௒೔ୀୀ௒෠೔ሻ
ಿ
೔సభ

∑ ௒೔
ಿ
೔సభ

 

12: end for 

14: return 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 

 

Security Analysis: The security of the proposed framework, which is judged by how difficult the 

original image can be recovered from the transmitted compressed image, is analyzed in this sec-

tion. Assuming the compressed image is intercepted during transmission, it is possible to recover 

the original image if the pre-trained weights and other parameters of the decoder associated with 

the intermediate features are known. This method is impossible as the parameters of the decoder 

are not known as they are not transmitted. The original image can still be recovered by building a 

model using a dataset of the input image and the corresponding intermediate features as stated in 

[133, 134]. However, for our proposed framework, this method is impossible as the input image is 

not available or transmitted. Furthermore, another possible method to recover the original image 

is by training a decoder using the pre-trained weights of the encoder and other parameters of the 

autoencoder used in generating the intermediate features. However, the pre-trained weights of the 
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encoder and other parameters of the autoencoder are not transmitted to the server (only the inter-

mediate feature is transmitted) or known, making this method impossible or very challenging. This 

method also requires the input original input which is not available. This recovery is a very non-

trivial problem as there are infinitely large possible model configurations to train and to check if 

they can reconstruct the original image. The mathematical proof to show that it is challenging to 

reconstruct the input image from the compressed image is carried out in [85].  

3.2.3.2 Computation offloading 

System Model: Without loss of generality, a MEC system with multi-server multiuser is consid-

ered, as illustrated in Fig.19. There exist 𝒩 mobile users (MUs), i.e., 𝒩 ൌ  ሼ𝑀𝑈ଵ,𝑀𝑈ଶ, … ,𝑀𝑈ேሽ, 

which can be associated with one MES co-located with an AP at a time. Here, the AP with co-

located MES can be considered as equipment has communications and computing capacities, 

which are so-called computational access points (CAPs). In this architecture, the widely deployed 

wireless local area network (WLAN) is considered as a potential technology for wireless commu-

nications between MUs and the CAPs on the unlicensed frequency band. We define the set of 

CAPs as 𝒦 ൌ ሼ1, … ,𝐾ሽ. For example, in Fig. 19, the MU 3 lying in the overlapping coverage 

areas of CAP 1 and CAP 2 can offload its job to either one of the two CAPs. In this case, each MU 

not only should determine whether its jobs to be offloaded or processed locally but also which 

CAP to be o_oaded needs to be considered. In order to be consistent with the practical scenarios, 

it is assumed that the total computation ability and storage capacity of each CAP is limited and 

thus cannot be always sufficient for all associated MUs to offload their jobs simultaneously. 
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CAP MUs User Association 

 

Figure 19: An example of a MEC system with multi-servers, where two CAPs and five MUs are 
shown 

 

Let 𝐷௡  ൌ  ൛𝐷௡,ଵ, … ,𝐷௡,௄ ൟ, ∀𝑛 ∈ 𝒩, denote the K-dimensional offloading decision vector of the 

MU 𝑛 to CAP 𝑘, where 𝐷௡,௞ ∈ ሼ0, 1ሽ; denotes the computation offloading decision of MU n to the 

CAP k. Then we have 

 

𝐷௡,௞ ൌ ቄ1 𝑖𝑓 𝑀𝑈௡ offloads to the CAP 𝑘,∀𝑘 ∈ 𝒦
0       otherwise        

                                  ሺ3.7ሻ 

 

We assume that the MU n either locally processes the job or offloads to one of the associated 

CAPs, then we have 

 

෍𝐷௡,௞ ൌ 1,𝑛 ∈ 𝒩                                                                  ሺ3.8ሻ

௄

௞ୀ଴

 

 

In addition to the offloading decision, how each CAP allocates its computation resources to the 

associated MUs should be studied as well. Hence, let 𝐹௡  ൌ ሼ𝑓௡,ଵ, … , 𝑓௡,௄ሽ denote the K-dimen-

sional allocated computational resource (in central processing unit (CPU) cycles per second) vec-

tor to the MU 𝑛 by the CAP 𝑘, the offloading strategy of MU 𝑛 can be defined as 

 

CAP 1 MU 3
CAP 2

MU 1
MU 5

MU 2 MU 4
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𝑆௡ ൌ ሼ𝐷௡,𝐹௡ሽ                                                                    ሺ3.9ሻ 

 

Based on definitions above, the offloading decision vector for all the MUs in multiserver MEC 

system is given as 

 

𝑺 ൌ ሼ𝑆ଵ, … , 𝑆௡ሽ,∀𝑛 ∈ 𝒩                                                ሺ3.10ሻ 

 

Job Model: We assume that each MU has only one computation-intensive job (denoted as ℐ௡,𝑛 ∈

 𝒩) to be processed at a time, which is atomic and cannot be further divided. As a result, MU 𝑛 

can only execute it locally or by offloading to the CAP. In order to make the job more visible and 

intuitive, we characterize the job by a three-tuple of parameters, i.e., ℐ௡ሺ𝑠௡, 𝑐௡,𝜗௡ሻ. In particular, 

𝑠௡ [bits] specifies the amount of input data necessary to be processed, cn [cycles] denotes the 

amount of computation to accomplish ℐ௡, i.e., the total number of CPU cycles required to process 

ℐ௡, and 𝜗௡ [secs] denotes the maximum tolerable delay of ℐ௡. By profiling of the job 

execution carefully, the values of 𝑠௡, 𝑐௡ and 𝜗௡ can be obtained [135]. Obviously, by offloading 

the computation jobs to the CAPs, the MUs would save their energy for the execution of the jobs. 

However, additional delay and energy would be introduced for offloading the jobs to the CAPs. 

Communication Model: Due to a large amount of computation input data may be uploaded from 

the MUs to the CAP, abundant wireless spectrum is required, which has become more and more 

scarce and precious. It is assumed that orthogonal multiple access (OMA) is used as the multiple 

access scheme in the uplink, e.g., orthogonal frequency division multiple access (OFDMA), [136, 

137], which has been adopted in many communication standards. Therefore, for each CAP, the 

operational frequency band B is divided into N equal sub-bands of size 𝑊௡  ൌ  𝐵/𝑁 [Hz], 𝑛 ∈ 𝒩, 

and the set of available sub-band at each CAP is denoted as 𝓑 ൌ ሼ1, … ,𝑁ሽ. Each MU associated 

to the same CAP is assigned to one non-overlapped sub-band 𝑊௡ such that intra-cell interference 

can be avoided in the uplink. However, uplink inter-cell interference may occur among di_erent 

MUs associated with different CAPs. This could lead to reduced link quality and performance.  

In the uplink OFDMA system, the received signal from MU 𝑛 to the CAP 𝑘 via the sub-band 𝑖 is 

given as 
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𝑦ሺ௡,௞ሻ
௜ ൌ ට𝑃௧ሺ௡,௞ሻ

௜ ℎሺ௡,௞ሻ
௜ 𝑥ሺ௡,௞ሻᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ

஽௘௦௜௥௘ௗ ௦௜௚௡௔௟

൅ ෍ ට𝑃௧ሺ௡,௟ሻ
௜ ℎሺ௡,௟ሻ

௜ 𝑥ሺ௡,௟ሻ

௟ஷ௞,௟∈௄ᇣᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇥ
୍୬୲ୣ୪ିୡୣ୪୪ ୧୬୲ୣ୰୤ୣ୰ୣ୬ୡୣୱ

                                                                                                                                                                   ሺ3.11ሻ
  ൅  𝑧ሺ௡,௞ሻ

௜
ᇣᇤᇥ
ே௢௜௦௘

,∀𝑛 ∈ 𝒩,∀𝑘 ∈ 𝒦,∀𝑖 ∈ 𝓑,

  

 

where 𝑥ሺ௡,௞ሻ is the original signal sent from the MU 𝑛 to CAP 𝑘. ℎሺ௡;௞ሻ
௜  denotes the channel power 

gain for MU 𝑛 connecting with the CAP 𝑘 via the sub-band 𝑖. It is assumed that the channel re-

mains static within each job offloading procedure, in which the optimal offloading strategy 𝑆௡ 
∗ ൌ

ሼ𝐷௡∗ ,𝐹௡∗ሽ is achieved. 𝑃௧ሺ௡,௞ሻ
௜  is the transmit power of the MU 𝑛, and the noise power 𝑧ሺ௡,௞ሻ

௜  

can be generally considered as the white Gaussian noise in additive white Gaussian noise (AWGN) 

channel with zero mean and variance 𝛿ଶ.  

Therefore, the received signal-to-interference-plus-noise ratio (SINR) of MU 𝑛 served by the CAP 

𝑘 on sub-band 𝑖 is calculated as 

𝑆𝐼𝑁𝑅ሺ௡,௞ሻ
௜ ൌ

𝑃௧ሺ௡,௞ሻ
௜ หℎሺ௡,௞ሻ

௜ ห
ଶ

𝛿ଶ ൅ ∑ 𝑃௧ሺ௡,௞ሻ
௜ หℎሺ௡,௞ሻ

௜ ห
ଶ௄

௟ୀଵ,௟ஷ௞

                                               ሺ3.12ሻ 

 

where the second term at the denominator indicates the accumulated inter-cell interferences from 

all the MUs associated with other CAPs on the same sub-band 𝑖;  ∀𝑖 ∈ 𝓑.  

Computation Model: 

For the offloading strategy 𝑆௡ 
∗ ൌ ሼ𝑫௡,𝑭௡ሽ of the MU 𝑛, the offloading decision can be “locally” 

or “offloading”, i.e., 𝐷௡,௞ ∈ ሼ0, 1ሽ. Here, the two computation models are detailed as follows. 

Processing locally: 

Let 𝜏௟
௡ be the local execution delay of the job ℐ௡, denote 𝑓௟

௡ as the CPU cycle frequency (i.e., CPU 

cycles per second) of the MU 𝑛. Without loss generality, we assume that the computational capa-

bilities of each device can be different. Then the local execution delay is given as 

 

𝜏௟
௡ ൌ

𝑐௡
𝑓௟
௡                                                                   ሺ3.13ሻ 
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According to the widely adopted model of the energy consumption [138], the energy consumption 

processing ℐ௡ with the CPU clock speed 𝑓௟
௡ can be calculated as 

𝜀௟
௡ ൌ 𝜅ሺ𝑓௟

௡ሻଶ𝑐௡,                                                        ሺ3.14ሻ 

where 𝜅 denotes the energy efficiency parameter that is mainly depends on the chip architecture 

[139].  

Based on (3.13), (3.14), the weighted-cost for computing ℐ௡ locally is calculated as  

 

𝒪௟
௡ ൌ 𝛼𝜏௟

௡ ൅ ሺ1 െ 𝛼ሻ𝜀௟
௡,∀𝑛 ∈ 𝒩.                                          ሺ3.15ሻ 

 
where 𝛼, 0 ൑ 𝛼 ൑ 1, specifies the MU's preference on processing delay, and ሺ1 െ 𝛼ሻ 

specifies the MU's preference on energy consumption. For example, a mobile user with short bat-

tery life can decrease the coefficient 𝛼 so as to save more energy at the expense of longer job 

processing delay, and vice versa. 

Processing via offloading: In case that MU 𝑛 offloads ℐ௡ to the CAP 𝑘, the incurred delay com-

prises the following three items: (1) the time to upload ℐ௡ to the CAP via the wireless uplink (𝑇௨
ሺ௡,௞ሻ  

 [secs]), (2) the time to execute Jn at the CAP k (𝑇௣
ሺ௡,௞ሻ[secs]), which allocates the computational 

resources accordingly and executes ℐ௡ instead, and (3) the time to transmit the execution result 

back to the MU 𝑛 via the wireless downlink (𝑇ௗ
ሺ௡,௞ሻ [secs]). In the following, we describe the 

three items in detail. 

i) Jobs Uploading. We consider the MEC system with OMA (i.e., OFDMA) as the multiple ac-

cess scheme in the uplink, in which the MUs can upload their jobs to the CAPs via orthogonal 

sub-bands simultaneously. Denote 𝑟௨
ሺ௡,௞ሻ ൌ 𝑊௡ logଶ൫1 ൅ 𝑆𝐼𝑁𝑅ሺ௡,௞ሻ

௜ ൯ as the achieved data rate of 

the wireless uplink from MU 𝑛 to the CAP 𝑘, the delay for uploading job is obtained as 

𝑇௨
ሺ௡,௞ሻ ൌ

𝑠௡
𝑟௨
ሺ௡,௞ሻ ൌ

𝑠௡
𝑊௡ logଶ൫1 ൅ 𝑆𝐼𝑁𝑅ሺ௡,௞ሻ

௜ ൯
.                                      ሺ3.16ሻ 

 

The energy consumption for uploading transmission of MU 𝑛 to CAP 𝑘 via the subband 𝑖 is cal-

culated as 𝑒௨௡ ൌ 𝑃௧ሺ௡,௞ሻ
௜ 𝑇௨

ሺ௡,௞ሻ/𝜉௡ where 𝜉௡ is the power amplifier efficiency of the MU 𝑛, and 
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𝜉௡ ൌ 1 can hold in general [104]. Thus, the energy consumption during the data uploading can 

be simplified as 

 

𝑒௨௡ ൌ 𝑃௧ሺ௡,௞ሻ
௜ 𝑇௨

ሺ௡,௞ሻ ൌ
𝑃௧ሺ௡,௞ሻ
௜ 𝑠௡

𝑊௡ logଶ൫1 ൅ 𝑆𝐼𝑁𝑅ሺ௡,௞ሻ
௜ ൯ 

                                   ሺ3.17ሻ 

 

ii) Jobs Execution. Suppose that the MEC server (MES) located at the CAP can provide computa-

tion offloading service to multiple MUs concurrently, so there is no need for queuing in this case 

[104, 140{142]. In fact, the concurrently processing at the MES can be achieved in practice. For 

example, the MES may be equipped with a multi-core high-speed CPU [141] or with n-virtual 

machines (VMs) created by a single CPU [142], so that it can execute 𝑛 different tasks in parallel 

and the queuing latency at the MEC server is negligible. 

During the execution of the jobs at the CAP, the computing resources made available by the CAP 

to be shared among the associating MUs are quantified by the allocated computational resources 

expressed in terms of the number of CPU cycles-per-second, i.e., 𝑓௡,௞,∀ 𝑛 ∈ 𝒩,∀𝑘 ∈ 𝒦 . After 

receiving the offloaded jobs from the associated MUs, the CAP executes the jobs on behalf of the 

MUs and then returns the execution result back to them. Therefore, for a feasible computational 

resource allocation strategy of the CAP 𝑘 to MU 𝑛 defined as 𝑭௡  ൌ ൛𝑓௡,ଵ, 𝑓௡,ଶ, … , 𝑓௡,௞ ൟ,∀𝑘 ∈ 𝒦. 

The computing resource constraint should be satisfied, which is expressed as 

 

෍ 𝑓௡,௞ ൑ 𝐹௞,∀𝑘 ∈ 𝒦,                                                           ሺ3.18ሻ 
௡ ∈𝒩

 

where 𝑭௞ denotes the entire computational resources of the CAP 𝑘, expressed in terms of the 

number of CPU cycles/sec.  

It is worth noting that the allocated computation resources can be either physical computing cores 

or virtual machine (VM) with moderate computing capabilities provisioned by the MES [104]. 

Therefore, given a computing resource allocation strategy 𝑭௞, the execution time to process 𝒥௡ by 

the CAP 𝑘 is calculated as 
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𝑇௣
ሺ௡,௞ሻ ൌ ௖೙

௙೙,ೖ
.                                                                 ሺ3.19ሻ  

 

Suppose that MU 𝑛 stays idle while waiting for the execution results from the CAP, the power 

consumption of MU 𝑛 staying the idle state is defined as 𝑃ூ
௡. The energy consumption can be 

obtained as 

 

𝑒ூ
௡ ൌ

𝑃ூ
௡𝑐௡
𝑓௡,௞

                                                                        ሺ3.20ሻ 

 
iii) Results Downloading. Suppose that the symmetric channel is considered, the data rate of the 

wireless downlink from the CAP 𝑘 to MU 𝑛 is calculated as 𝑟ௗ
ሺ௡,௞ሻ ൌ 𝑊௡ logଶ൫1 ൅ 𝑆𝐼𝑁𝑅ሺ௞,௡ሻ

௜ ൯, 

where 𝑆𝐼𝑁𝑅ሺ௞,௡ሻ
௜ ൌ

௉೟ሺೖ,೙ሻ
೔ ቚ௛ሺ೙,ೖሻ

೔ ቚ
మ

ఋమା∑ ௉೟ሺ೗,೙ሻ
೔಼

೗సభ,೗ಯೖ ቚ௛ሺ೙,೗ሻ
೔ ቚ

మ denotes the received SINR at the MU 𝑛, 𝑃௧ሺ௞,௡ሻ
௜  is the 

CAP 𝑘's transmission power at sub-band 𝑖. Denote the size of the execution result of MU 𝑛 as 

𝜔௡, the time to download the executive results from the CAP k is calculated as 

 

𝑇ௗ
ሺ௡,௞ሻ ൌ

𝜔௡
𝑟ௗ
ሺ௡,௞ሻ .                                                                   ሺ3.21ሻ 

 

Besides, denote the power consumption of MU 𝑛 downloading the execution result from CAP 𝑘 

via the sub-band 𝑖 as 𝑃ௗሺ௡,௞ሻ
௜ . The energy consumption of MU 𝑛 during downloading the results 

is calculated as 

 

𝑒ௗ
௡ ൌ

𝑃ௗሺ௡,௞ሻ
௜ 𝜔௡

𝑟ௗ
ሺ௡,௞ሻ                                                               ሺ3.22ሻ 

 

Since in some cases, the size of the execution result is generally much smaller than the size of 

the job, i.e., 𝜔௡ ≪ 𝑠௡, and the downlink data rate is much higher than that of the uplink, i.e.,  
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𝑟ௗ
ሺ௡,௞ሻ ≫ 𝑟௨

ሺ௡,௞ሻ, the delay of downloading the execution result can be omitted [143]. Without loss 

of generality, in this paper, the total execution delay and energy consumption of MU 𝑛 are given 

as 

 

𝜏௢௡ ൌ
𝑠௡

𝑟௨
ሺ௡,௞ሻ ൅

𝑐௡
𝑓௡,௞

൅
𝜔௡
𝑟ௗ
ሺ௡,௞ሻ                                                        ሺ3.23ሻ 

 

𝜀௢௡ ൌ
𝑃௧ሺ௡,௞ሻ
௜ 𝑠௡

𝑟𝑢
ሺ𝑛,𝑘ሻ ൅

𝑃ூ
௡𝑐௡
𝑓௡,௞

൅
𝑃𝑑ሺ𝑛,𝑘ሻ
𝑖 𝜔𝑛

𝑟𝑑
ሺ𝑛,𝑘ሻ                                                   ሺ3.24ሻ 

 

According to (3.23) and (3.24), the weighted-cost of MU n for offloading 𝒥௡ to the CAP 𝑘 is 

given by 

𝒪௢௡ ൌ 𝛼𝜏௢௡ ൅ ሺ1 െ 𝛼ሻ𝜀௢௡,∀ 𝑛 ∈ 𝒩                                                ሺ3.25ሻ 

 

In practice, the coefficient 𝛼 can be set according to the remaining battery level. For instance, 𝛼 ൌ

0 aims at saving power extremely while 𝛼 ൌ  1 aims at minimizing the offloading delay. 

Problem Formulation and Analysis: The expressions of weighted-cost in (3.15) and (3.25) 

clearly show the interplay between job processing delay and energy consumption aspects, which 

motivates a joint optimization of offloading decision and computational resources allocation so as 

to minimize total system cost. In this section, we formulate the optimization problem of joint job 

offloading decision and computational resource allocation, followed by the problem analysis and 

decomposition. Given the job offloading strategy 𝑆௡  ൌ  ሼ𝑫௡,𝑭௡ሽ for the MU 𝑛, we define the sum 

cost of the MEC system as the weighted-sum cost of all the MUs associated with different CAPs, 

i.e.,  

𝒪௧௢௧௔௟ ൌ ෍ ൫1 െ 𝐷௡,௞൯𝒪௟
௡ ൅ 𝐷௡,௞𝒪௢௡

௡∈𝒩,௞∈𝒦

                                         ሺ3.26ሻ 

 

With 𝒪௟
௡ in (3.15) and (3.25), respectively, and 𝐷௡,௞ ∈ ሼ0,1ሽ specifying the offloading decision of 

MU n associating with CAP 𝑘. 
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Given the MEC system model, our goal is to develop an optimal job offloading strategy, i.e., 𝑆௡  ൌ

ሼ𝑫௡
∗ ,𝑭௡∗ ሽ, for mobile users that can decide whether to offload the jobs and let CAP allocate appro-

priate computational resource for each associated MU. Here, we formulate the joint offloading and 

computational resource allocation as a weighted-sum cost minimization problem (denoted as P1), 

subject to individual delay constraints of the MUs' applications and the computational resource 

limit of CAP. 

P1 (Original problem): 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
ሼ𝑫೙,𝑭೙ሽ

𝒪௧௢௧௔௟                                                                                                          

𝑠. 𝑡.    𝑪𝟏: 𝐷௡,௞ ∈ ሼ0,1ሽ,∀ 𝑛 ∈ 𝒩,∀ 𝑘 ∈ 𝒦                                            ሺ3.27𝑎ሻ 

𝑪𝟐: ൫1 െ 𝐷௡,௞൯𝜏௟
௡ ൅ 𝐷௡,௞ 𝜏௢௡ ൑ 𝜗௡                                                ሺ3.27𝑏ሻ 

𝑪𝟑: 0 ൑ 𝑓௡,௞ ൑ 𝐹௞ ,∀𝑛 ∈ 𝒩,∀𝑘 ∈ 𝒦                                           ሺ3.27𝑐ሻ 

𝑪𝟒: ෍𝑓௡,௞

ே

௡ୀଵ

൑ 𝐹௞ ,∀𝑛 ∈ 𝒩,∀𝑘 ∈ 𝒦                                           ሺ3.27𝑑ሻ 

 

This minimization problem P1 involves finding the optimal job offloading strategy 𝑆௡∗  for MU 𝑛, 

including the optimal o_oading decision vector 𝑫௡
∗  and the optimal computational resource allo-

cation vector 𝑭𝒏∗ . The constraints in the formulation of P1 above are detailed as follows: C1 

shows that MU 𝑛 can only choose to execute the job 𝒥௡ locally or offloading to the CAP 𝑘. C2 

makes sure that the time cost to process 𝒥௡ should not exceed the maximum tolerable delay 𝜗௡. 

C3 and C4 guarantee that the computational resource allocated to MU n and the sum of the com-

putational resources allocated to all the offloading MUs should not exceed the resource limit of 

the CAP 𝑘. 

Problem Analysis: The optimization problem P1 in (3.27) is a mixed-integer nonlinear pro-

gramming (MINLP) problem and achieving the optimal or sub-optimal solutions usually requires 

exponential time complexity [144]. Given the input parameters that scales linearly with the num-

ber of mobile users (N), we aim to design a MEC system achieving competitive offloading per-

formance with low-complexity. Intuitively, the optimization problem P1 can be solved by going 
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through all the combinations of the offloading decision vector (𝑫௡) and the computational re-

source allocation (𝑭௡). Denote the optimal offloading decision vector and computational re-

source allocation vector of MU 𝑛 as 𝑫௡
∗  and 𝑭௡∗ , then we have 

 

𝑆௡∗ ൌ 𝑎𝑟𝑔𝑚𝑖𝑛
ሼ𝑫೙,𝑭೙ሽ

𝓞௧௢௧௔௟                                                        ሺ3.28ሻ 

 

However, because 𝑫௡ is the binary vector, the resolving of P1 is usually difficult to tackle [116, 

144]. In general, the spatial branch and bound (sBB) method has been considered as a candidate 

way to solve the MINLP problem [145]. The brief idea of the sBB method is similar to exhaustive 

search. It uses all integer variables to establish a completed search tree and employ the depth-first 

search strategy to find the accurate optimal solution [105]. In the sBB algorithm, a hierarchy of 

nodes represented by a binary tree is created (a.k.a. the sBB tree) and then a pure continuous NLP 

sub-problem can be formed by dropping the integrality requirements of the discrete variables 

[146]. As a result, the original optimization problem P1 becomes the root of the sBB tree. Although 

the sBB can solve the MINLP problem faster than the exhaustive searching, the large overhead 

will be introduced into the MEC system due to the time-varying wireless channel conditions and 

diversity of the MUs' profile. Moreover, the obtained results using the sBB method are sometimes 

sub-optimal, which degrades the performance of the MEC system. 

Problem Decomposition: Through reviewing the structure of the objective function and con-

straints (i.e., C1-C4) of the original problem P1 in (3.27), it is observed that by temporarily fixing 

the binary offloading decision variable (i.e., 𝑫௡), the original problem P1 with high complexity 

can be further decomposed into two subproblems with separated objective and constraints by em-

ploying the Tammer decomposition method [147]. First of all, the original problem P1 in (3.27) 

can be rewritten as 

 

 

P1෪  (Equivalent problem): 

min
𝑫೙

൬min
𝑭೙

𝓞௧௢௧௔௟൰                                                            ሺ3.29ሻ 

𝑠. 𝑡.𝑪𝟏 െ 𝑪𝟒                                                                                  
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Remark 

Remark 1 Note that the constraints on the offloading decision (i.e., 𝑪𝟏 െ  𝑪𝟐) and the con-

straints on the computational resource allocation (i.e., 𝑪𝟑 െ 𝑪𝟒) are decoupled from each other, 

solving the equivalent problem 𝑷𝟏෪  in (3.29) is equivalent to solving the following job offloading 

(JO) subproblem (P1.1) that minimizes weighted-sum cost and the computational resource allo-

cation (CRA) subproblem (P1.2) with the fixed offloading decision. 

P1.1 (JO subproblem): 

𝑚𝑖𝑛
𝑫೙

𝓞௧௢௧௔௟
∗                                                                            ሺ3.30ሻ 

𝑠. 𝑡.    𝑪𝟏 െ 𝑪𝟐                                                                                 

 

in which 𝓞௧௢௧௔௟
∗  is the optimal value function corresponding to the resource allocation problem, 

presented as: 

P1.2 (CRA subproblem): 

 

𝓞௧௢௧௔௟
∗ ൌ min

𝑭೙
𝓞௧௢௧௔௟                                                           ሺ3.31ሻ 

𝑠. 𝑡.    𝑪𝟑 െ 𝑪𝟒                                                                                 

 

Note that the decomposition from the original problem P1 in (3.27) to subproblem P1.1 in (3.30) 

and subproblem P1.2 in (3.31) will not change the optimality [104]. Therefore, once the solutions 

to both the subproblem P1.1 and the subproblem P1.2 are obtained, the final optimal solution to 

the original problem P1 can be achieved. Instead of the conventional optimization methods usually 

requiring a long time to converge [145], in this paper, we build a multi-task learning model to 

predict both 𝐃୬
∗  and 𝐅𝒏∗ more efficiently while ensuring the inference accuracy. 

Multi-task Learning for Joint Optimization of Offloading Decision and Resource Allocation: 

In our MEC system, the offloading decision and computational resource allocation mainly depend 

on the interplay between communications delay and computing time, and the inherent heterogene-

ity in terms of mobile devices' computing capabilities, computation job requirements, and capacity 
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of computing resources at the CAP. Besides, the input parameters to the optimization problem may 

vary from time to time due to the varying of networks environment and users' applications. The 

above aspects lead to the original optimization problem P1 challenging to solve in real-time using 

conventional optimization algorithms. To address these challenges, in this section, we first present 

the proposed MTL based feedforward neural network (MTFNN) model jointly predicting the op-

timal offloading decision and computational resource allocation in the single-server MEC system. 

After this, the proposed MTFNN model is extended into the multi-server MEC system by using 

the proposed MTFNN based multi-server offloading algorithm. 

Multi-task Learning: Multi-task learning (MTL) is an inductive transfer mechanism focusing on 

solving multiple learning tasks at the same time. In the MTL, more than one loss function is opti-

mized in general while exploiting commonalities and differences across tasks. Compared to single-

task learning methods, only a single architecture is trained in the MTL towards learning several 

different tasks simultaneously. Compared to training the models separately, the MTL can leverage 

the domain-specific information that other related tasks. This can result in improved learning effi-

ciency and prediction accuracy for the task-specific models [148, 149]. 

In general, MTL is typically performed with either hard parameter sharing or soft parameter shar-

ing of hidden layers [150]. The proposed MTFNN model belongs to the hard parameter sharing, 

which is generally applied by sharing the hidden layers between different tasks but can keep task-

specific output layers. With the aid of MTL, the proposed MTFNN model can learn multiple tasks 

in parallel based on a shared representation which significantly reduces the training complexity 

and speeds up convergence.  

Basic Idea: The proposed MTFNN model based offloading framework is illustrated in Fig. 16. 

The main idea is to establish a deep feedforward neural network (FNN) to predict the optimal 

solutions of problem P1 by offline training a large set of optimal solution samples collected by 

exhaustively searching1. In the FNN, each neuron has incoming connections only from the previ-

ous layer and outgoing connections only to the next layer [152]. In particular, the convergence of 

the training iteration procedure for FNN by use of the gradient method is detailed in [153].  

 
1 It should be noted that several methods have been proposed to scale up deep neural network training 
across graphics processing unit (GPU) clusters [151], which helps to reduce the runtime of the offline 
training. 
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The proposed offloading framework consists of three aspects: data collection, offline training, and 

inference, as illustrated in Fig. 16. Note that data collection and training are performed offline only 

once. After the MTFNN model is trained offline, it can achieve inference online once given a set 

of input parameters. Specifically, in the data collection, we apply the off-the-shelf exhaustively 

searching algorithm to achieve the optimal solution of problem P1 and then collect a sufficient 

number of data samples. 

Remark 2 Considering that K = 1 holds in the single-server multi-user MEC system, then the 

offloading decision vector and computation resource allocation vector of all the MUs can be sim-

plified as 𝑫 ൌ  ሼ𝐷ଵ, … ,𝐷௡ሽ and 𝑭 ൌ  ሼ𝑓ଵ, … , 𝑓௡ሽ, respectively. Therefore, the offloading strategy 

vector for all the MUs in single-server MEC system can be given as 𝑺 ൌ  ሼ𝐷,𝐹ሽ. 

During the offline training, the MTFNN model is established and offline trained using the collected 

data samples ൛𝑫௚,𝚯௚ൟ, where 𝐃௚ is the ground truth offloading decision vector for all MUs, 𝚯௚ ൌ

𝑭௚/𝐹 denotes the ground truth computational resources allocation ratio vector. After the offline 

training, the pre-trained MTFNN can be used to predict the solutions of problem P1 online. The 

whole procedure of the MTFNN model based offloading scheme that solves the original problem 

P1 in a single-server MEC system is summarized in Algorithm 3. 

In the following, we first introduce the problem mapping of MINLP problem to the multi-task 

learning domain. Then, we explain the data collection in detail. Finally, we present the offline 

training and inference procedures. 

Problem Mapping: In the MEC system, the two output vectors (i.e., 𝐃∗ and 𝐅∗) of the original 

problem P1 are related to each other. Apparently, the predictions of 𝐃∗ and 𝐅∗ can be considered 

as two individual machine learning tasks. However, these two learning tasks share the same input 

parameters, and it is known that learning the two related tasks jointly can get better generalization 

effect than the learning them individually [154]. In this case, we formulate the problem P1 as a 

multi-task learning problem, as shown in Fig. 16. Suppose that there exist L learning tasks ሼ𝓣𝒊ሽ𝒊
𝑳 ൌ

1 that are related to each other, where 𝐿 ൌ 2 in our proposed MTFNN model. Each learning task 

𝓣𝒊 is usually accompanied by a training dataset Di which consists of 𝑚௜ training samples, i.e., 

𝓓𝒊 ൌ ቄ𝑿௝
ሺ𝒊ሻ,𝒀𝒋

ሺ𝒊ሻ, 𝑗 ൌ 1, … ,𝑚௜ቅ                                                 ሺ3.32ሻ 
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where  𝑿௝
ሺ𝒊ሻ is the 𝑗-th training instance in 𝓣𝒊, 𝒀𝒋

ሺ𝒊ሻ represents its label. 

 

 

Algorithm 3 MTFNN based Single-server Offloading 

Input: Total number of MUs (𝑁) and the set of MUs' profile (i.e., input parameters set); 
Output: Optimal offloading strategy 𝑺∗; 
1: Generate training dataset based on Algorithm 2. 
2: Formulate the optimization problem P1 as (3.27). 
3:  Perform offline training using the collected training dataset according to Algorithm 3. 
4:  Input the MUs' parameters to the pre-trained MTFNN model; 
5:  Predict the optimized offloading decision vector 
      (𝐃∗ሻand resource allocation vector ሺ𝚯∗ሻ 
6:  Obtain the optimal offloading strategy as 𝑺∗ ൌ ሼ𝐃∗,𝚯∗ሽ 

 

Data Collection: As summarized in Algorithm 4, we generate and collect training dataset in the 

MATLAB environment using a computer with NIVIDA GPU TITAN X (Pascal). We inde-

pendently generate 4 ൈ  10ସ, 5 ൈ 10ସ, 8 ൈ 10ସ, 10ହ, 2 ൈ 10ହ, 2.5 ൈ 10ହ and 3 ൈ  10ହ data 

samples for 𝑁 ∈ ሾ2, 8ሿ in the dataset by traversing all the possible combinations of D and 𝚯 with 

the exhaustive searching algorithm2, so 𝐃௚  and 𝚯௚ can be obtained for a given set of parameters. 

During each execution, the network parameters are randomly chosen from the ranges given in 

Table 4, and the statical parameters are given as follows. The channel bandwidth (𝑊) is 1 MHz, 

and the white noise power is (𝛿ଶ) is 7.9 ൈ 10ିଵଷ. The energy efficiency parameter (𝜅) is set as 

1 ൈ 10ିଶ଼. 

 

Algorithm 4 Dataset Collection 

 
2 Considering that the 𝚯 is a decimal vector which ranges from [0.0; 1.0], in this paper, the interval be-
tween traversal values is set to be 0.1. Moreover, in order to speed up the exhaustive searching, we imple-
ment the Matlab codes on the NIVIDA GPU. 
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Initialization: 𝑖 ൌ 0 and dataset is empty, i.e., 𝓖 ൌ ∅; 
Iteration:  
1: while 𝑖 ൏  dataset size do 
2:  𝑖 ← 𝑖 ൅ 1; 
3:  Generate input parameters set ሺ𝑿௜ሻ for all devices; 
4:  Formulate the optimization problem P1 as (3.27); 
5:  Solve P1 with exhaustive searching method and record the optimal solution as 𝒀௜ ൌ ሺ𝐃∗,𝐅∗ሻ; 
6:  Add the 𝑖-th input/output pair ሼ𝑿௜ ,𝒀௜ሽ to 𝓖. 
7:  end while 

 

Table 4: Critical Parameters and Definitions 
Parameters Value range 

The number of devices (N ) Data 
payload size (s) 
CPU cycle required to process the data (c) 
CPU frequency of the device (𝑓௟) 
Weights  of delay and energy cost (α,  β) 

[2 − 8] 
[1 − 500] kbits 
[3 − 1500] Megacycles 
[1Hz − 1GHz] 
[0.0 − 1.0] 

 

 

 
 

The CPU computation capacity of the MES (𝐹) is 2.5 GHz. The transmission power (𝑃௧) and idle 

power (𝑃ூ ) of each device are set to be 0:3Wand 0.1 W, respectively [155]. In order to enable the 

collected data to be applied to our MTFNN model, we preprocess and reshape the dataset as a 

specific ground truth matrix. The collected dataset is split into 80% for the training phase and the 

rest 20% for the testing phase.  

The data generation by using the exhaustive searching algorithm presented in this paper only aims 

to provide an alternative way to collect the dataset for offline training and testing. In fact, how to 

generate dataset does not limit the applicability of the proposed MTFNN based offloading frame-

work. Furthermore, in practice, some heuristic searching algorithms such as genetic algorithm 

(GA) can help to accelerate data generation [156] and this may not be a big burden for the service 

provider because they usually already have a lot of historical labeled dataset. In this case, there 

may not necessary for dataset be generated from scratch.  

Offline Training and Online Inference: 

The multi-task learning framework including offline training and online inference is highlighted 

in Fig. 20. The training process is illustrated in Algorithm 5. During the offline training, back-
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propagation is performed to train the MTFNN model using the collected dataset. Specifically, for 

the classification problem, the probability of each class is predicted using the Softmax function, 

i.e., the predicted probability for the 𝑖-th class is given as 

𝜎௠ሺ𝑧ሻ ൌ
𝑒௭೘

∑ 𝑒௭ೕெ
௝ୀଵ

,𝑚 ൌ 1, … ,𝑀                                               ሺ3.33ሻ 

where 𝑀 is the total number of classes, 𝑧 is the output of the last fully connected layer. 

 

Algorithm 5 Dataset Collection 

1: Build training dataset with Algorithm 2 ; 
2: Train the classifier with loss function 𝒍௖ given in (3.34); 
3: Train the regressor with loss function 𝒍𝑟 given in (3.36); 
4: Achieve the weighted-sum loss function 𝒍 based (3.37); 
5: Tune the weights of each layer using backpropagation until 𝒍 is minimized 

 

 

 

Figure 20:  The multi-task learning framework of the proposed MTFNN model 
 

 

We conventionally set the loss function of the classification (denoted as 𝒍௖) as crossentropy 

[157], which is given as 

𝒍௖ ൌ െ
1
𝑀
෍ 𝒀௠ ln 𝑓ሺ𝑿௠ሻ,                                                       ሺ3.34ሻ 

ெ

௠ୀଵ

 

where 𝑿௠ is an input devices' context, 𝒀௠denotes the ground truth and 𝑓ሺ𝑿௠ሻ is the actual out-

put of neurons. 
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For the regression problem, the numerical ratio value is mapped between 0 and 1 using the Sig-

moid function, i.e., the predicted value is calculated as 

𝜎ሺ𝑧ሻ ൌ
1

1 ൅ 𝑒ି௭
                                                                   ሺ3.35ሻ 

Let 𝜔 denote the number of input samples, the loss function (denoted as 𝒍௥) is calculated using 

mean square error (MSE) [158], i.e., 

𝒍௥ ൌ
1
𝜔
෍ሺ𝒀௜ െ 𝑓ሺ𝑿௜ሻሻଶ
ఠ

௜ୀଵ

                                                         ሺ3.36ሻ 

In our proposed MTFNN model, the loss function is defined as the weighted-sum of 𝒍௖ and 𝒍௥, 

i.e., 

𝒍 ൌ 𝜒௖𝒍𝒄 ൅ 𝜒௥𝒍௥                                                                  ሺ3.37ሻ 

where 𝜒௖ and 𝜒௥ denote the weights. Here, the Adam optimizer [159] is used to optimize the 

MTFNN model via performing back-propagation. 

Remark 3 In the proposed MTFNN model, joint optimization is performed to minimize the loss 

function including the MSE loss and the cross-entropy loss. There are two weights (𝜒௖ and 𝜒௥) for 

the two losses and the importance of the tasks in multi-task learning can be determined by the 

weights. 

With the pre-trained MTFNN model, the optimal offloading strategy (𝑫∗ and 𝚯∗) can be predicted 

using online inference. Taking the pre-trained MTFNN model with 𝜒௖ ൌ 𝜒௥ ൌ 1 and 𝑁 = 3 as an 

example, the input layer contains 18 neurons, the three hidden layers contain 60, 40 and 20 neu-

rons, respectively. In the output layer, the classification output contains 8 neurons and the regres-

sion output contains 3 neurons. The weights are initialized using Xavier initialization and the hid-

den layers use the ReLU activation function. Furthermore, the Batch normalization is added after 

the first and third hidden layers. Adam optimizer is used and turned with parameters, i.e., learning 

rate is 0:001, beta1 = 0:9, beta2 = 0:999. The deep learning model is trained for 50 epochs with 

batch size of 64. During the inference, given each MU's parameters, the pre-trained MTFNN model 

can predict the offloading decision vector 𝑫∗ and the resource allocation vector 𝚯∗ accordingly by 

performing the feed-forward calculation. 



 

Approved for Public Release; Distribution Unlimited. 
71 

 

MTFNN Model Applied in Multi-server MEC System: 

In a multi-server MEC system, we consider the scenario with 𝑁 MUs, which can be associated 

with 𝐾 CAPs, as shown in Fig. 3.17. The set of MUs and CAPs is denoted as 𝒩 ൌ

 ሼ𝑀𝑈ଵ,𝑀𝑈ଶ, … ,𝑀𝑈ேሽ and 𝒦 ൌ  ሼ1, … ,𝐾ሽ, respectively. All CAPs are assumed to be connected 

to a wired backhaul controller (denoted as C), which can help to coordinate resource allocation 

among different CAPs to MUs in near-real-time [160, 161]. 

Different from the single-server MEC system where only the optimal offloading strategy for each 

MU is optimized, in the multi-server MEC system, the MUs located in the overlapping coverage 

areas of different CAPs further need to choose an optimal CAP to associate with to minimize the 

total system cost. Therefore, compared to the single-server MEC system, the optimization problem 

in multi-server MEC system is to find an optimal offloading strategy including an optimal CAP 

association. To solve this optimization problem, an MTFNN based multi-server offloading algo-

rithm is proposed, as illustrated in Algorithm 6.  

In Algorithm 6, each CAP (e.g., CAP k; 8k 2 K) executes the MTFNN based single-server offload-

ing algorithm (i.e., Algorithm 3) separately under each overlapped MUs’ association case. Denote 

the total number of the overlapped MUs' association cases as 𝐿, 𝐿 ൑ 𝐾௎, where 𝐾 is the number 

of CAPs and U denotes the total number of MUs located at the overlapping area of CAPs. In other 

words, Algorithm 3 is performed by each CAP at most L times. After that, the controller selects 

the optimal offloading strategy achieving the minimal total cost. To further reduce the number of 

times the algorithm running unnecessarily, each MU located at the overlapping area of CAPs can 

first evaluate the signal strength from the potential CAPs and then generates the candidate associ-

ated CAPs set including total 𝑊,𝑊 ൑ 𝐾, CAPs with relatively high signal strength. In this case, 

all the combinations of U MUs with W candidate associated CAPs can be obtained as 𝐿 ൑ 𝑊௎. 

 

 

Algorithm 6 MTFNN based Multi-server Offloading 

Input: Total number of CAPs (K), total number of MUs (N), number of MUs located at the 
overlapping area of CAPs (U) and the set of MUs' profile (i.e., input parameters set); 

Output: Optimal offloading strategy 𝑺∗; 
1: Each MU located at the overlapping area of CAPs evaluates the signal strength from the 

potential CAPs and then generates the candidate associated CAPs set including total 𝑊 
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CAPs with high signal strength, where 𝑊 ൑ 𝐾 
2: Generate all the combinations from each MU to 𝑊 candidate associated CAPs. Denote the 

total number of combinations as 𝐿, 𝐿 ൑ 𝑊௎; 
3: while 𝑗 ൏  𝐿 do; 
4:       𝑗 ← 𝑗 ൅  1; 
5:      while 𝑘 ൏  𝐾 do; 
6:          Input the MUs' parameters to the pre-trained MTFNN model deployed at the CAP 𝑘;  
7:          The CAP 𝑘 predicts MU 𝑛's offloading decision vector ൫𝑫௞ ൌ ൛𝐷ଵ,௞ , … ,𝐷ே,௞ൟ൯ and  

     resource allocation vector ൫𝚯௞ ൌ ൛𝚯ଵ,௞ , … ,𝚯ே,௞ൟ൯,∀𝑘 ∈ 𝒦; 
8:          The CAP k obtains the offloading strategy, i.e., 𝑆௝,௞ ൌ  ሼ𝑫௞,𝚯௞ሽ; 
9:          𝑘 ← 𝑘 ൅  1; 
10:     end while 

11:     Each CAP uploads the predicted offloading strategy 𝑆௝,௞ to the controller 𝓒; 
12:     𝓒 combines the offloading strategy of each CAP and then obtains the offloading  
          strategy of MU n, i.e., 𝑆௡

௝ ൌ  ൛𝑫௡
௝ ,𝚯௡

௝ ൟ; 
13:     𝓒 calculates the total system cost based on (3.26), denoted as 𝒪௧௢௧௔௟

௝ ; 
14: end while 
15: 𝓒 selects the optimal offloading strategy from all the association combinations as 𝑺∗ ൌ

ሼ𝑆௡∗ሽ, where 𝑆௡∗ ൌ  ሼ𝑫௡
∗ , 𝐅௡∗ሽ, and the total cost using the offloading strategy 𝑺∗ meets the 

condition 𝒪௧௢௧௔௟
∗ ൌ min൛𝒪௧௢௧௔௟

௝ ൟ, ∀𝑗 ∈ ሾ1, 𝐿ሿ; 
16: 𝓒 broadcasts the optimal offloading strategy 𝑺∗ to all the CAPs, and then the CAPs in-

form the associated MUs the optimal offloading strategy. 

 

3.3 Knowledge Extraction using Machine Learning and Deep Learning 

3.3.1 State-of-The-Art 

3.3.1.1 Evidence Theory for Big Data Processing 

Dempster-Shafer theory of evidence (DST) [162] has been used to combine data (called evidence) 

from multiple sources. Compared to traditional Bayesian method, Dempster-Shafer theory has 

more flexibility in specifying ignorance and uncertainty in the data. When conflicts level among 

source of data become large and the refinement of frame of discernment is inaccessible because of 

the vague and imprecise nature of elements of frame of discernment [163], Dezert-Smarandache 

theory (DSmT) [164] can be applied as a powerful tool to combine the data. However, the methods 

in both DST and DSmT frameworks are in general very computationally expensive when the num-

ber of hypotheses and evidences increase, thus in many data fusion applications with big data 

processing, they may not be directly applied to multiple data sources with high cardinality. 
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3.3.1.2 Semi-supervised Learning 

Supervised learning requires large amount of labeled data. However, the labeled data is usually 

not available or at least not in large amount in practice because labeling data is labor intensive and 

there may not be enough time to label large amount of data in real time. An example of such use 

cases is fake news detection. Fake news detection has attracted a lot of attention in recent years. 

There are extensive studies such as content based method and propagation pattern based method. 

Content based method typically involves two steps: preprocessing news contents and training su-

pervised learning model on the preprocessed contents. The first step usually involves tokenization, 

stemming, and/or weighting words [165, 166]. In the second step, Term Frequency-Inverse Doc-

ument Frequency (TF-IDF) [167,168] may be employed to build samples to train supervised learn-

ing models. However, the samples generated by TF-IDF will be sparse, especially for social media 

data. To overcome this challenge, word embedding methods such as word2vec [169] and GloVe 

[170] are used to convert words into vectors. 

In addition, Mihalcea et al. [171] used linguistic inquiry and word count (LIWC) [172] to explore 

the difference of word usage between deceptive language and nondeceptive ones. Specifically, 

deep learning based models have been explored more than other supervised learning models [173]. 

For example, Rashkin et al. [174] built the detection model with two LSTM RNN models: one 

learns on simple word embeddings, and the other enhances the performance by concatenating long 

short-term memory (LSTM) outputs with LIWC feature vectors. Doc2vec [175] is also applied to 

represent content that is related to each social engagement. Attention based RNNs are employed 

to achieve better performance as well. Long et al. [176] incorporates the speaker names and the 

statement topics into the inputs to the attention based RNN. In addition, convolutional neural net-

works are also widely used since they succeed in many text classification tasks. Karimi et al. [177] 

proposed Multi-source Multi-class Fake news Detection framework (MMFD), where CNN ana-

lyzes local patterns of each text in a claim and LSTM analyze temporal dependencies in the entire 

text. 

In propagation pattern based method, the propagation patterns have been extracted from time-

series information of news spreading on social media such as Twitter and they are used as features 

for detecting fake news. For instance, to identify fake news from microblogs, Ma et al. [178] pro-

posed the Dynamic Series-Time Structure (DSTS) to capture variations in social context features 
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such as microblog contents and users over time for early detection of rumors. Lan et al. [179] 

proposed Hierarchical Attention RNN (HARNN) that uses a Bi-GRU layer with the attention 

mechanism to capture high-level representations of rumor contents, and a gated recurrent unit 

(GRU) layer to extract semantic changes. Hashimoto et al. [180] visualized topic structures in 

timeseries variation and seeks help from external reliable source to determine the topic 

truthfulness.  

In summary, most of the current methods are based on supervised learning. It requires a large 

amount of labeled data to implement the detection processes, especially for the deep learning based 

approaches. However, annotating the news on social media is too expensive and costs a huge 

amount of human labor due to the huge size of social media data. Furthermore, this is almost 

impossible to achieve in near real time. Even with labeled data, constructing the huge amount of 

labeled corpus is an extremely difficult task in the field of natural language processing as it costs 

a large volume of resources and it is challenging to guarantee the label consistence. Therefore, it 

is imperative to incorporate unlabeled data together with labeled data in fake news detection to 

enhance the detection performance. Semi-supervised learning [181, 182] is a technique that is 

able to use both labeled data and unlabeled data. 

Semi-supervised learning (SSL) is to employ unlabeled data to enhance the model performance 

through learning on a small scale of labeled data and a large scale of unlabeled data [182]. For 

text classification, it is able to contribute to improving classification performance for emerging 

topics that are lacking of labeled data. For example, Zhu et al. [183] proposed label propagation 

(LP) through performing Markov random walks [184] on a graph, which has been employed for 

text classification such as Twitter polarity classification [185] and fake news detection [186]. 

Chapelle et al. [187] utilized low density separation to implement semi-supervised text classifi-

cation through combining graph distance computation with transductive support vector machine 

(TSVM). Nigam et al. [188] combined expectation maximization (EM) and generative models to 

build semi-supervised text classifers. Shi et al. [189] employed transfer learning for completing 

semi-supervised learning for text classification, where EM algorithm is employed to measure the 

correlations between words. Zhao et al. [190] developed semi-supervised frequency estimate 

(SFE) for large scale text classification. Recently, deep learning models have been used to build 
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semi-supervised learning models for text classification such as sentiment analysis [191]. In addi-

tion, the clustering technique [192] is applied to building semi-supervised machine learning 

models, where the clustering is to determine if there are more than one class labeled on one clus-

ter, and to examine if there is no labeled data point in one cluster [193]. 

 

3.3.2 Motivation 

3.3.2.1 Evidence Theory for Big Data Processing 

The Internet of Things (IoT) has brought the vision of a more connected world into reality with 

big data analytics and numerous services, which can help individuals, businesses, and society on 

a daily basis. IoT opens a new horizon of ubiquitous sensing, interconnection of devices, service 

sharing, and provisioning to support better communication and collaboration among people and 

devices in a more distributed and dynamic world. This new paradigm also supports advanced pro-

cessing of large IoT data streams, as well as to provide automated decision making in near real 

time.  

In many IoT applications, multiple sensors are deployed to monitor a phenomenon that can be 

modeled by multi hypotheses. The goal is to detect and determine the current related hypothesis 

among possible multi hypotheses [194]. 

In Radio Frequency IDentification (RFID) systems to enhance the system performance a distrib-

uted overlap aware technique used to eliminate redundant RFID reader [195]. In Wireless Sensor 

Networks (WSN), to traffic anomaly detection (well known black hole attack) [196] proposed a 

profile based monitoring approach with a restricted feature set. In NoSQL database systems, [197] 

designed a data analytics tool that enables knowledge discovery through information retrieval from 

document-append style storage. 

In reality sensors are far from perfect. In a sensor field, sensors provided by different manufactur-

ers may have different specifications, accuracy and sensitivity range. Moreover, their functionali-

ties decay along the years. Based on sensors' location, sensitivity range, and their distance from 

the source of the event, they will be affected differently. Furthermore, most type of sensors are not 

omni-directional and they are only sensitive when their sensing window directed to the source of 

the event. According to sensors specification sheets, most type of sensors are sensitive to more 

than one parameter. For example, carbon monoxide (CO) gas sensors can response to other gases 
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as well. Thus it is not certain about the values measured by those sensors. Environmental interfer-

ence and noise can affect their accuracy and measurements as well.  

In future smart buildings or smart environment, numerous sensors will be deployed for monitoring 

and surveillance. As a result, large amount of data will be collected from various sources. In many 

practical cases, the data may contain uncertainties and sometimes even are conflicting. Since the 

readings from multiple sensors are from different sources, plus the uncertainties and conflicting 

data, how to use the big uncertain data to make inference and decisions becomes a challenge. 

In order to increase the amount of global information while decreasing its uncertainty, novel data 

processing methods are indispensable to improve the quality of decision making by taking a van-

tage of information redundancy and complementariness among sources. In this work, Dempster-

Shafer Theory (DST) [162, 198], [199] based methods are proposed to combine the data (evi-

dences) from different sensors [200]. In the case of conflict among the sources, Dezert-

Smarandache Theory (DSmT) can be a better solution [201]. 

In this work, we explore the feasibility of using DST and DSmT theories in practical applications 

with high number of multi hypothesis through a case study. Specifically, we propose a modified 

algorithm to use DST and DSmT with reduced computational cost to analyze temperature and 

humidity data received from multiple sensors to determine comfort zones in a smart building. 

Comfort zone is defined as the range of temperature and humidity that people are feeling comfort-

able. It is known as a thermal/human comfort too. Evaluating comfort zone is related to different 

parameters and even different from person to person. Figure 21 shows the “Comfort Zone” ac-

cording to ISO7730-1984 standard. It is designed based on several experiments and a large amount 

of empirical data that collected over several years from different locations. As these graphs display, 

comfort zone is different for winter and summer seasons. 

In traditional buildings, the sensors are installed in some fixed places and they may not be able to 

measure at locations of interest. The authors of [202] proposed a novel framework of an environ-

ment air quality monitoring system based on community sensing, see Figure 22. Leveraging on 

the high penetration of smartphones and low cost and small form factor of certain sensors with a 

Bluetooth module, critical measurements such as air quality can be measured by each sensor car-

ried by a member of a community, and be sent to that person's smartphones, and eventually up-

loaded to server or cloud using a corresponding app. Then the aggregated data at the server side 
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can be processed to determine comfort zone and control HVAC (Heating, ventilation, and air con-

ditioning) system to optimize the usage of electricity, while keeping the inhabitants comfortable. 

In this project, we have designed the architecture of the proposed community sensing system, and 

implemented the system using commercial off-the-shelf (COTS) Sensordrone, paired with An-

droid© smartphones. Our system measures temperature, humidity, pressure, carbon monoxide, 

and battery charge level in real-time and it provided the experimental data in this study. 

In this paper, we start by introducing the details of Dempster-Shafer theory of evidence (DST) and 

Dezert-Smarandache theory (DSmT) of plausible and paradoxical reasoning. Then we propose our 

models for structured high order multi hypotheses and apply different combination rules to calcu-

late total mass, belief, plausibility and pignistic probability. The decision making based on those 

metrics are used to compare for different models and combination rules. We also analyze the com-

putational complexity between DST and DSmT. 

 

Figure 21: Relative humidity/temperature comfort zone (ISO7730-1984) 
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3.3.2.2 Semi-supervised Learning 

Social media (e.g., Twitter and Facebook) has become a new ecosystem for spreading news [203]. 

Nowadays, people are relying more on social media services rather than traditional media because 

of its advantages such as social awareness, global connectivity, and real-time sharing of digital 

information. Unfortunately, social media is full of fake news. Fake news consists of information 

that is intentionally and verifiably false to mislead readers, which is motivated by chasing personal 

or organizational profits [204]. For example, fake news has been propagated on Twitter like infec-

tious virus during the 2016 election cycle in the United States [205, 206]. Understanding what can 

be done to discourage fake news is of great importance. 

One of the fundamental steps to discourage fake news would be timely fake news detection. Fake 

news detection [207{209] is to determine the truthfulness of the news by analyzing the news 

contents and related information such as propagation patterns. 

It attracts a lot of attention to resolve this problem from different aspects, where supervised learn-

ing based fake news detection dominates this domain. For instance, Ma et.al detects fake news 

with data representations of the contents that are learned on the labeled news [210]. Early detection 

is also an effective approach to recognize fake news by identifying the signature of text phrases in 

social media posts [211]. Moreover, temporal features play a crucial role in the fast-paced social 

media environment because information spreads more rapidly than traditional media [212]. For 

example, detecting a burst of topics on social media can capture the variations in temporal patterns 

Figure 22: The architecture of the community based sensing system 
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of news [213, 214]. Specifically, deep learning based fake news detection achieves the state-of-

the-art performance on different datasets [173], where both recurrent neural networks (RNN) and 

convolutional neural networks (CNN) are employed to recognize fake news [176, 208, 215]. How-

ever, since news spreads on social media at very high speed when an event happens, only very 

limited labeled data is available in practice for fake news detection, which is inadequate for the 

supervised model to perform well. 

As an emerging task in the field of natural language processing (NLP), fake news detection re-

quires big labeled data to meet the requirement of building supervised learning based detection 

models. However, annotating the news on social media is too expensive and costs a huge amount 

of human labor due to the huge size of social media data. Furthermore, this is almost impossible 

to achieve in near real time. In addition, it is difficult to ensure the annotation consistency for big 

data labeling [216]. With the increment of the data size, the annotation inconsistence will be worse. 

Therefore, using unlabeled data to enhance fake news detection becomes a promising solution and 

more urgent. 

In this paper, we propose a deep semi-supervised learning framework with Word CNN [217], by 

building two-path convolutional neural networks to accomplish timely fake news detection in the 

case of limited labeled data, where the framework is shown in Figure 23.  
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Figure 23: Word-CNN Based Deep Semi-supervised Learning. In the shared CNN, each convo-
lutional layer contains 100 (3 ൈ 3) filters, 100 (4 ൈ 4) filters, and 100 (5 ൈ 5) filters, respec-

tively. Both the supervised CNN and the unsupervised CNN have the same architecture of the 
shared CNN with different numbers of filters, where each convolutional layer contains 100 

(3 ൈ 3) filters. We use (2 ൈ 2) max-pooling for all pooling layers. ⨁ is the concatenation opera-
tor. 𝑟ଵ, 𝑟ଶ and 𝑟ଷ are outputs from the supervised path while 𝑟ଵ

ᇱ, 𝑟ଶ
ᇱ and 𝑟ଷ

ᇱ are those from the unsu-
pervised path. Furthermore, we concatenate 𝑟ଵ, 𝑟ଶ and 𝑟ଷ to conduct 𝑧௜ and connect to generate 𝑧௜

ᇱ. 

It consists of three components, namely, a shared CNN, a supervised CNN, and an unsupervised 

CNN. One path is composed of the shared CNN and supervised CNN while the other is made of 

the shared CNN and unsupervised CNN. Moreover, the architectures of these three CNNs can be 

similar or different, which are determined by the application and performance. All data (labeled 

and unlabeled data) will be used to generate the mean squared error loss, while only labeled data 

will be used to calculate the cross-entropy loss. Then a weighted sum of these two losses is used 

to optimize the proposed framework. We validate the proposed framework on detecting fake news 

using two datasets, namely, LIAR [208] and PHEME [218]. Experimental results demonstrate the 

effectiveness of the proposed framework even with very limited labeled data. 
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3.3.3 Problem Formulation and Proposed Approach 

3.3.3.1 Evidence Theory for Big Data Processing 

Dempster-Shafer theory 

Dempster-Shafer theory (DST) of evidence, or DST, is firstly originated by Dempster's work [219] 

on the upper and lower probabilities and later extended by Shafer's work [162] on the belief func-

tions. It is an extension of the traditional Bayesian probability that gives capability to deal with 

uncertainty. To better understand Dempster-Shafer theory, we firstly introduce some propositions 

[199]: 

Frame of discernment: let Θ be a finite set of elements. Elements here refer to hypotheses or classes 

that for our case study related to feeling zones. Θ called the frame of discernment (FOD). For 

Dempster-Shafer model, all elements of Θ are assumed be exclusive and exhaustive. The power 

set of Θ that includes all subset of Θ is defined by 2஀. Basically power set includes all the elements 

of Θ and all combinations of their union. So it is closed under union operator. 

Mass Function: mass function or basic belief assignment (bba) 𝑚 is defined as a probability func-

tion. It maps a number in [0,1] to elements of 2஀ in such a way that: 

𝑚: 2஀ ⟶ ሾ0, 1ሿ                                                                ሺ3.38ሻ 

 

𝑚ሺ∅ሻ ൌ 0                                                                      ሺ3.39ሻ 

 

෍ 𝑚ሺ𝐴ሻ ൌ 1
஺⊆ଶ౸

                                                                 ሺ3.40ሻ 

 

Here 𝑚ሺ𝐴ሻ refers to the level of confidence in 𝐴, where 𝐴 is a subset of 2஀. In our study, mass 

function refers to degree of belief for each class of feeling. In the case 𝑚ሺ𝐴ሻ ൐ 0, subset 𝐴 is called 

a focal element. For the case subset 𝐴 includes more than one element, because we do not have 

more information about each element separately, related mass function 𝑚ሺ𝐴ሻ cannot be decom-

posed to more mass functions for each individual element. One of the main differences between 
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traditional Bayesian probability and Dempster-Shafer theory is the uncertainty function 𝑚ሺΘሻ in 

DST: 

𝑚ሺΘሻ ൌ 1 െ ෍ 𝑚ሺ𝐴ሻ
஺⊂ଶ౸

 

Combination rule of Dempster-Shafer: In many multi sources and big data applications, different 

types of data are aggregated from multiple sensors that may originated from multiple sources. 

Combined mass function can be calculated based on the Dempster's rule of combination: 

𝑚ሺ𝐴ሻ ൌ 𝑚ଵ⨁ 𝑚ଶ⨁…⨁ 𝑚ே ሺ3.42ሻ 

𝑚ሺ𝐴ሻ ൌ ቐ
0, 𝐴 ൌ ∅
∑ ∏ 𝑚௜ሺ𝐴௜ሻ

ே
௜ୀଵ⋂ ஺ೖୀ஺

ಿ
ೖసభ

1 െ 𝐾
, 𝐴 ് ∅

ሺ3.43ሻ 

𝐾 ൌ ෍ ෑ𝑚௜ሺ𝐴௜ሻ ሺ3.44ሻ

ே

௜ୀଵ⋂ ஺ೖୀ∅
ಿ
ೖసభ

 

1 െ 𝐾 ൌ ෍ ෑ𝑚௜ሺ𝐴௜ሻ ሺ3.45ሻ

ே

௜ୀଵ⋂ ஺ೖஷ∅
ಿ
ೖసభ

 

Here K is the conflict value among all the sources of information. It is used as a normalization 

factor, 𝐾 ∈ ሺ0, 1ሻ. The higher value of 𝐾 indicates more conflicting among information sources. 

And weight of conflict define as: 

𝑊 ൌ െ logሺ1 െ 𝑘ሻ ሺ3.46ሻ 

As an example, for two sensors, Dempster's rule of combination is: 

𝑚ሺ𝐴ሻ ൌ 𝑚ଵ⨁ 𝑚ଶ ሺ3.47ሻ 
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𝑚ሺ𝐴ሻ ൌ ൝
0  ,                                              𝐴 ൌ ∅

∑ 𝑚ଵሺ𝐴ଵሻ.𝑚ଶሺ𝐴ଶሻ஺భ∩஺మୀ஺

1 െ 𝐾
, 𝐴 ് ∅

                          ሺ3.48ሻ 

 

𝐾 ൌ ෍ 𝑚ଵሺ𝐴ଵሻ.𝑚ଶሺ𝐴ଶሻ
஺భ∩஺మୀ∅

                                                ሺ3.49ሻ 

 

1 െ 𝐾 ൌ ෍ 𝑚ଵሺ𝐴ଵሻ.𝑚ଶሺ𝐴ଶሻ
஺భ∩஺మஷ∅

                                                ሺ3.50ሻ 

 

Dempster's rule of combination is associative, commutative and markovian. For the cases with 

more than two sources of data (called evidences in DST), DST combination rule can be extended 

by applying combination rule between two mass functions and then combine the result with new 

evidences and so on to compute combination for all sources of evidences. Associated with mass 

function, the belief function is defined as: 

 

𝐵𝑒𝑙ሺ𝑥ሻ ൌ ෍ 𝑚ሺ𝑦ሻ                                                   ሺ3.51ሻ
௬∈ଶ౸,௬⊆௫

 

 

Where 𝑥 and 𝑦 are subsets of power set. And plausibility function calculate as: 

 

𝑃𝑙ሺ𝑥ሻ ൌ ෍ 𝑚ሺ𝑦ሻ ൌ 1 െ 𝐵𝑒𝑙ሺ𝑥̅ሻ                                                   ሺ3.52ሻ
௬∈ଶ౸,௫∩௬ஷ∅

 

 

where 𝑥̅ is the complement set of 𝑥, 𝑥̅ ൌ 𝛩 െ 𝑥. It is clear that 𝑃𝑙ሺ𝐴ሻ  ൒ 𝐵𝑒𝑙ሺ𝐴ሻ. Belief interval, 

[𝐵𝑒𝑙ሺ𝐴ሻ;  𝑃𝑙ሺ𝐴ሻ], refers to the imprecision on the true probability, when belief function is the lower 

probability and plausibility function as an upper probability.  
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The pignistic probability introduced by [220] is defined as: 

𝑏𝑒𝑡 𝑃 ሺ𝑥ሻ ൌ ෍
|𝑥 ∩ 𝑦|

|𝑦|
௬∈ଶ౸,   ௬ஷ∅

.𝑚ሺ𝑦ሻ ሺ3.53ሻ 

where |𝑥| is the cardinality of 𝑥. Pignistic probability maps belief to probability to make a hard 

decision. As a result, belief functions provide a pessimistic view while plausibility function is 

optimistic. Pignistic probability is a compromise.  

Reliable decision making using big data fusion is a challenge. Although there is not any unique 

metric for best decision making, four different metrics including total mass function, belief, plau-

sibility and pignistic probability are tested in our simulation and experiment. 

Dezert-Smarandache Theory 

Dezert-Smarandache theory of plausible and paradoxical reasoning (DSmT) is an extension of 

DST and a generalized version of both DST and traditional Bayesian probability. DSmT has better 

performance when the uncertainty or conflicts among evidences are high. In DSmT, hyper power 

set of Θ is defined by D஀. It includes all the elements of Θ and all combinations of their union and 

intersection. Thus DSmT is closed under both union and intersection operators, while DST is 

closed under union operator only. Unlike DST, in DSmT we are not limited for exclusivity among 

elements of Θ. It is clear that the cardinality of hyper power set is much more than power set. 

Similar to DST, in DSmT mass function or generalized basic belief assignment (gbba) is defined 

as a mapping 𝑚 ∶  D஀ → ሾ0, 1ሿ,𝑚ሺ∅ሻ ൌ 0 and ∑ 𝑚ሺ𝐴ሻ஺⊆஽౸ ൌ 1. Belief, plausibility and general-

ized pignistic probability functions are defined as [164]: 

𝐵𝑒𝑙ሺ𝑥ሻ ൌ ෍ 𝑚ሺ𝑦ሻ ሺ3.54ሻ
௬∈஽౸,௬⊆௫

 

𝑃𝑙ሺ𝑥ሻ ൌ ෍ 𝑚ሺ𝑦ሻ ൌ 1 െ 𝐵𝑒𝑙ሺ𝑥̅ሻ ሺ3.55ሻ
௬∈஽౸,௫∩௬ஷ∅
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𝑏𝑒𝑡 𝑃ሺ𝑥ሻ ൌ ෍
|𝒞ℳሺ𝑥 ∩ 𝑦ሻ|

|𝒞ℳሺ𝑦ሻ|
௬∈஽౸,   ௬ஷ∅

.𝑚ሺ𝑦ሻ                                                     ሺ3.56ሻ 

 

Where |𝒞ℳሺ𝑦ሻ| is the cardinality, i.e., the number of parts 𝑥 has in the model (Venn diagram). 

Several combination rules have been developed based on DSmT model [164]. Those rules can 

manage or redistribute conflict values in different ways and have different complexity of compu-

tation. There are numerous combinations rules can be defined to redistribute conflict values among 

elements of hyper power set. Classic DSm rule of combination, hybrid DSm rule, and series of 

proportional conflict redistribution rules (PCR) from PCR1 to PCR6 are some of those combina-

tion rules [164] PCR5 is one of the most accurate rules in managing conflict. It redistributes partial 

conflict values just between the two elements that involved in that partial conflict. However, com-

paring to other methods it is hard to implement due to high computational cost. For two sources 

of evidences: ∀𝑋 ∈ 𝐷஀\ሼ∅ሽ 

 

𝑚௉஼ோହሺ𝑋ሻ ൌ 𝑚ଵଶሺ𝑋ሻ                                                                                                                       

൅ ෍
𝑚ଵሺ𝑋ሻଶ.𝑚ଶሺ𝑌ሻ
𝑚ଵሺ𝑋ሻ ൅ 𝑚ଶሺ𝑌ሻ

௒∈஽౸,௑∩௒ୀ∅

൅
𝑚ଶሺ𝑋ሻଶ.𝑚ଵሺ𝑌ሻ
𝑚ଶሺ𝑋ሻ ൅ 𝑚ଵሺ𝑌ሻ

                                 ሺ3.57ሻ 

 

where 𝑚ଵଶ refers to conjunctive consensus: 

𝑚ଵଶሺ𝑋ሻ ൌ ෍ 𝑚ଵሺ𝑋ଵሻ.𝑚ଶሺ𝑋ଶሻ                                                   ሺ3.58ሻ
௑భ,௑మ∈஽౸,௑భ∩௑మୀ௑

 

 

PCR5 can be applied to more than two data sources [221]. Figure 24 shows the flowchart of ap-

plying DSmT combination rule (PCR5 as an example here) from sensing data to decision making.  

Except the classic DSm rule of combination, all other combination rules based on DSmT model 

are non-associative and non-markovian. This implies that for more than two sources of evi-

dences, combination rule cannot be applied blindly between two mass functions in repetitive way 
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that we do in DST. Hence the order of sources in combination can change the result of combina-

tion. For calculating PCR5 rule for more than two sources we adopt a new method introduced in 

[222] to conserve the associativity and markovian property requirement to guarantee the correct-

ness of the final combination. In fact, applying this algorithm transfers a non-associative and

non-markovian rule to a quasi-associative and quasi-markovian rule.

To implement PCR5 rule of combination based on this algorithm for 𝑛 ൒ 3 sources, first the con-

junctive rule, 𝑚ଵଶሺ𝑋ሻ, calculated between first two sources and the whole conflict mass transfered 

to empty or non-empty set (we used non empty set ) and save the result. Then conjunctive rule 

calculated between the saved results with the third source. We repeat this for first 𝑛 െ 1 sources. 

Finally, PCR5 rule applied between the conjunctive result among 𝑛 െ 1  sources and the last 

source. This algorithm has the advantage that the order of sources in the combination rule is no 

longer important and both associative and markovian properties are satisfied as well. 

3.3.3.2 Semi-supervised Learning 

We propose a general framework of deep semi-supervised learning and apply it to accomplish fake 

news detection. Suppose the training data consist of total 𝑁 inputs, out of which 𝑀 are labeled. 

The inputs, denoted by 𝑥௜, where 𝑖 ∈ 1 …𝑁 , are the news contents that contain sentences related 

to fake news. In general, the news on social media normally contains limited number of words like 

100 or less. It will lead to the data sparsity if we apply TF-IDF to extract features. To relieve the 

data sparsity problem, we employ word embedding techniques, for instance, word2vec 

[169,223,224], to represent the news contents. Here S is the set of labeled inputs, |𝑆 | ൌ  𝑀. For 

every 𝑖 ∈ 𝑆, we have a known correct label 𝑦௜ ∈ 1 …𝐶, where 𝐶 is the number of different classes. 
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Figure 24: The proposed DST and DSmT decision making platform for multiple data sources 
 

 

 

The proposed framework of deep semi-supervised learning and corresponding learning procedures 

are shown in Figure 23 and Algorithm 7, respectively. The framework is built based on Word CNN 

[217] that is a powerful classifier with the simple architecture of CNN for sentence classification 

[217]. Considering fake news detection, let 𝑒௜ ∈  ℝ௞ be the 𝑘-dimensional word vector correspond-

ing to the 𝑖-th word of the sentence in the news. A sentence of length 𝑛 is represented as 𝑥௜
ᇱ  ൌ
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 𝑒ଵ⨁ 𝑒ଶ⨁ . . .⨁𝑒௡, where ⊕ is the concatenation operator. A convolution operation involves a 

filter 𝑐 ∈  ℝ௛௞, which is applied to a window of ℎ words to produce a new feature. The pooling 

operation deals with variable sentence lengths. 

 

 

Algorithm 7 Learning in the proposed framework 

1:   𝑥௜ ൌ training sample; 
2:   𝑆 ൌ set of training samples; 
3:   𝑦௜ ൌ label for labeled 𝑥௜ 𝑖 ∈ 𝑆; 
4:   𝑓௘௠௕௘ௗௗ௜௡௚ሺ𝑥ሻ ൌ word embedding; 

5:   𝑓ఏೞ೓ೌೝ೐೏ሺ𝑥ሻ ൌ shared CNN with trainable parameters 𝜃௦௛௔௥௘ௗ; 

6:   𝑓ఏೞೠ೛ሺ𝑥ሻ ൌ supervised CNN with trainable parameters 𝜃௦௨௣; 

7:   𝑓ఏೠ೙ೞೠ೛ሺ𝑥ሻ ൌ unsupervised CNN with trainable parameters 𝜃௨௡௦௨௣; 

8:   𝑤ሺ𝑡ሻ ൌ unsupervised weight ramp-up function; 
9:   𝑡 in [1, num epochs] ; each minibatch B; 
10: 𝑥௜∈஻

ᇱ ← 𝑓௘௠௕௘ௗௗ௜௡௚ሺ𝑥௜∈஻ሻ                ⊳ represent words with word embedding; 

11: 𝑧௜∈஻ ← 𝑓ఏೞೠ೛ ቀ𝑓ఏೞ೓ೌೝ೐೏ሺ𝑥௜∈஻
ᇱ ሻቁ         ⊳ evaluate supervised cnn outputs for inputs; 

12: 𝑥𝑧௜∈஻
ᇱ ← 𝑓ఏೠ೙ೞೠ೛ ቀ𝑓ఏೞ೓ೌೝ೐೏ሺ𝑥௜∈஻

ᇱ ሻቁ    ⊳ evaluate unsupervised cnn outputs for inputs; 

13: 𝑙௜∈஻ ← െ ଵ

|஻|
∑ 𝑙𝑜𝑔 𝑓௦௢௙௧௠௔௫ሺ𝑧௜ሻሾ𝑦௜ሿ௜∈஻∩ௌ  ⊳ supervised loss component; 

14: 𝑙௜∈஻
ᇱ ← ଵ

஼|஻|
∑ ‖𝑧௜ െ 𝑧௜

ᇱ‖ଶ௜∈஻                        ⊳ unsupervised loss component; 

15: 𝑙𝑜𝑠𝑠 ← 𝑙௜∈஻ ൅ 𝑤ሺ𝑡ሻ ൈ 𝑙௜∈஻
ᇱ                        ⊳ total loss; 

16: update 𝜃௦௛௔௥௘ௗ,𝜃௦௨௣,𝜃௨௡௦௨௣ using, e.g., ADAM  ⊳ update parameters; 𝜃௦௛௔௥௘ௗ,  

𝜃௦௨௣,𝜃௨௡௦௨௣. 

 

 

As shown in Figure 23, the input 𝑥௜ is represented as 𝑥௜
ᇱ with the word embedding3. Then the rep-

resentation 𝑥௜
ᇱ is input into three convolutional layers followed by pooling layers to extract low-

level features in the shared CNN. Next, we evaluate the network for each input representation 𝑥௜
ᇱ 

with the supervised path and the unsupervised path to complete two tasks, resulting in prediction 

vectors 𝑧௜ and 𝑧௜
ᇱ by concatenating the outputs from pooling layers in these two paths, respectively. 

 
3 https://www.tensorow.org/api docs/python/tf/nn/embedding_lookup 
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One task is to learn how to mine patterns of fake news regarding the news labels while the other 

is to optimize the representations of news without the news labels. Specially, before these two 

paths, there is a shared CNN to extract low-level features to feed the latter two CNNs. It is similar 

to deep multi-task learning [225,226] since the low-level features are shared in the different tasks 

[227,228]. The major difference between the proposed framework and deep multitask learning is 

that tasks in the proposed framework will involve both supervised learning and unsupervised learn-

ing, while all tasks in deep multi-task learning are only based on supervised learning. 

In addition, these two paths can have independent CNNs with the identical setups for supervised 

learning and unsupervised learning, respectively. They generate two prediction vectors that are 

new representations for the inputs with respect to their tasks. For the identical setups of these two 

path, i.e., using the same CNN structure for both paths, it is important to notice that, because of 

dropout regularization, training CNNs in these two paths is a stochastic process. This will result in 

the two CNNs having different link weights and filters during training. It implies that there will be 

difference between the two prediction vectors 𝑧௜ and 𝑧௜
ᇱ of the same input 𝑥௜. Given that the original 

input xi is the same, this difference can be seen as an error and thus minimizing the mean square 

error (MSE) is a reasonable objective in the learning procedure. 

We utilize those two vectors 𝑧௜ and 𝑧௜
ᇱ to calculate the loss given by 

 

𝐿𝑜𝑠𝑠 ൌ െ
1

|𝐵|
ൈ ෍ 𝑙𝑜𝑔 𝑓௦௢௙௧௠௔௫ሺ𝑧௜ሻሾ𝑦௜ሿ

௜∈஻∩ௌ

൅ 𝑤ሺ𝑡ሻ ൈ
1

𝐶|𝐵|
ൈ෍‖𝑧௜ െ 𝑧௜

ᇱ‖ଶ

௜∈஻

,     ሺ3.59ሻ 

  

where B is the minibatch in the learning process. The loss consists of two components. As illus-

trated in Algorithm 7, 𝑙௜ is the standard cross-entropy loss to evaluate the loss for labeled inputs 

only. On the other hand, 𝑙௜
ᇱ, evaluated for all inputs, penalizes different predictions for the same 

training input 𝑥௜  by taking the mean squared error between 𝑧௜ and 𝑧௜
ᇱ. To combine the supervised 

loss 𝑙௜ and unsupervised loss 𝑙௜
ᇱ, we scale the latter by time-dependent weighting function 𝑤ሺ𝑡ሻ 

[229] that ramps up, starting from zero, along a Gaussian curve. In the beginning of training, the 

total loss and the learning gradients are dominated by the supervised loss component, i.e., the 

labeled data only. Unlabeled data will contribute more than the labeled data at later stage of train-

ing. 
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In the test phase, fake news detection has been completed by classifying the news into True class 

or False class. The proposed model has two paths with supervised CNN and unsupervised CNN, 

where the supervised CNN is able to classify the news. In other words, we only use the supervised 

CNN to accomplish fake news detection in the test phase. 

Although there are a few related works in the literature such as the Π model [229], there exist 

significant differences. Laine et al. [229] proposed Π model by introducing self-ensembling in the 

learning procedure to address the lacking of labeled images for image classification. It is to learn 

high-performance deep learning models on large image datasets, where only small portion of the 

datasets contains image labels. The Π model has two branches to learn on labeled images and 

unlabeled images for classifying images and enhancing image representations, respectively. Spe-

cifically, the Π model employed image augmentation to enhance the model performance, where 

the augmentation procedure will involve image manipulations such as cropping images and rotat-

ing images to enlarge the training datasets. As two-dimension data, pixels in images have spatial 

correlations to implement image augmentation. However, it is very different for text data and it is 

not clear how to enlarge text training datasets with these manipulations since text data does not 

have this type of spatial correlations for data augmentation. Therefore, comparing performances 

between Π model and the proposed model directly will not be appropriate since we cannot directly 

use Π model for text data such as in fake news detection. On the contrary, the proposed model will 

not rely on data augmentation to enhance model performance. In addition, instead of using one 

path CNN, the proposed model will be more flexible as the two independent paths in the proposed 

model can be tuned for specific goals. 

3.4 Implementation, Visualization, and Validation 

The implementation of real world applications using data analytics is explored in this research 

thrust to validate the theoretical approaches. In addition, visualization platforms and impact of 

high performance computing are also investigated. 

3.4.1 State-of-The-Art 

3.4.1.1 Implementation of real world applications in UAV tracking 

Since AlexNet [230] won ImageNet in 2012, cnn has been widely used in the computer vision. 

This is because cnn can dramatically reduce the number of parameters with parameter sharing and 
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better ability of extracting the visual features. Through the multiple convolutional layers, the fine 

and simple features can be integrated into the expressive and complicated features. For instance, 

the eyes could be composed of the edge, color and texture. In this section, we are focused on the 

fundamental concepts that are used in the object detection and object tracking as well as the tech-

niques usually applied for the cnn. 

Exploiting AlexNet, rcnn [231] takes advantages of its superior ability of the classification by 

proposing a lot of regions in the image and classifying them. The region proposals are also con-

sidered as the bounding boxes. Basically, rcnn integrates the convolutional part of AlexNet, which 

can generate the feature maps, into the selective search [232]. On the other hand, it uses svm and 

linear regression for determining the class of the object and localizing its corresponding bounding 

box respectively. However, rcnn is composed of three models and each of them has to be trained 

separately. In addition, it takes time to process every bounding box, where the total number of the 

bounding boxes would be about 2000 per image. Adopting multi-task learning, Fast rcnn, an end-

to-end model (i.e. a single cnn), replaces the svm and separate linear regression with the softmax 

classifier and linear regression both of which share the same layer: roi. The purpose of roi is used 

for speeding up both the training and inference in rcnn by reusing the feature maps so that only 

one pass of the image is applied to rcnn instead of many passes of the many regions. Another 

improved version of rcnn|Faster rcnn|has been proposed in [233] to solve the problem of creating 

a lot of bounding boxes, which in turn has a serious impact on the processing speed. Faster rcnn 

reuses the same feature maps produced by cnn to create the bounding boxes rather than the selec-

tive search. The feature maps are processed by a cnn known as the Region Proposal Network with 

the sliding windows. 

YOLO [234] also utilizes AlexNet but is focused on the speed of the inference. Other than rcnn 

that classifies the proposed bounding boxes to perform object detection, it regards object detection 

as the regression problem to spatially separated bounding boxes and associated class probability. 

Besides, it divides an image into a grid, where a cell is in charge of detecting the object if the 

center of the object is located in itself. The base YOLO model can achieve 45 fps while processing 

the 448x448 images. In [235], several improvements of YOLO are proposed: batch normalization, 

convolutional with anchor boxes, multi-scale training etc. 

Having to localize the objects initially, object tracking usually exploit the temporal information of 

the objects from the previous frame or image. Conventionally, similarity measure is conceptually 
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and intuitively used to find the most likely objects (i.e. translations). With the similarity measure, 

we can find the smallest difference between the target specified initially and the object which we 

search in a specific region. A cnn for object tracking with similarity measure is presented in [236]. 

The authors call it siamese networks since it has two convolutional parts, where one is used for 

processing the target specified initially and the other processes the search image to propose the 

possible objects. At the final stage, a scalar-value score map plays the similarity function to deter-

mine which one is the most likely object. The size of the search image is double the size of the 

target at default. The improved version of the siamese networks is proposed in [237]. It uses the 

Correlation Filter, which has the closed-form solution as a differentiable layer, to learn a linear 

template. With the help of the Correlation Filter, the searching of the most likely object` can be 

enhanced. 

We discuss the area of uav object-following algorithms first and then the area of deep learning on 

embedded platform. Two main methods are used in uav object-following algorithms. The first one 

is nonlinear robust adaptive tracking control [238]. Using the robust integral of the rise method 

and an iandi-based adaptive control method, a novel asymptotic tracking controller can be devel-

oped. The rise technique is applied in the uav attitude control for disturbance rejection, whereas 

the iandi approach is chosen for the uav position control to compensate for the parametric uncer-

tainties. The second method is inverse reinforcement learning based tracking control [239]. In this 

approach, inverse reinforcement learning has been used to learn the cost function from the histor-

ical test flights firstly. Then, a reinforcement learning based tracking control has been designed to 

minimize the learnt cost function as well as tracking errors. Traditionally, path planning and flight 

control are designed offline and programmed onboard. Currently, through adopting reinforcement 

learning along with adaptive control, the online path planning and flight control can be done if the 

onboard microprocessor has enough computation ability, which causes the difficulty of real-time 

tracking on the embedded systems. 

Thus, deep learning on embedded platform becomes the potential approach recently. In [240], the 

authors presented an exploration of different single-shot cnn detectors for uav-based vehicle de-

tection. The resulting cnn referred as DroNet is capable of performing 18 fps at most. The further 

improved version of DroNet is proposed in [241]. It is focused the detection only on promising 

image regions and achieved 20 fps on in a CPU platform, which is a laptop platform with an i5-

8250U CPU and 8GB RAM. To detect the small target, [242] proposed an early visual attention 
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mechanism, called rcn, to choose the most promising regions with small objects and their context. 

rcn allows to work with high resolution feature maps but with a reduced memory usage. However, 

in our scenario, the size of target varies and could be significantly large when the target is close to 

uav. Another work for real-time object detection is proposed in [243] by introducing Tiny ssd. 

Tiny ssd is composed of a non-uniform highly optimized Fire subnetwork stack, which feeds into 

a non-uniform sub-network stack of highly optimized ssd-based auxiliary convolutional feature 

layers, designed specifically to minimize model size while retaining object detection performance. 

The authors claimed the Tiny ssd is 26X smaller than Tiny YOLO but did show any number about 

fps and which embedded platform they run Tiny ssd. 

We experimented Tiny YOLO and CFNet [237] on the NVIDIA Jetson TX2 with the same dataset 

used in the paper. Written in C and CUDA, Tiny YOLO could achieve 19 fps. With TensorFlow, 

CFNet achieved 7 fps. Both of them are used to process the images in size of 360x640. 

3.4.1.2 Data Visualization on cloud 

A wealth of visualization techniques have been applied to a variety of massive military datasets in 

various military application domains, including Command and Control, Intelligence, Logistics and 

Information Operations, and Decision making [244]. 

Visualization is an effective approach to visually represent data and communicate information-

clearly and effectively through graphical means and user-system interaction. It helps us look into 

a rather sparse and complex data set by communicating its key-aspects in a more intuitive way, 

and find patterns and trends that are otherwise hidden and turning complex data into actionable 

insight. Visualization approaches can be characterized in terms of visual representations used (e.g., 

graphs, charts, maps); visual enhancements (e.g., use of overlays, distortion, animation); interac-

tion (e.g., direct manipulation, drag and drop, haptic techniques); and deployment, which includes 

the computing environment (display devices, software) and advanced deployment techniques 

(such as intelligent user support and enterprise integration). 

Choo et.al. [245] discussed the interplay between precision and convergence. The authors pre-

sented customizing computational methods to include low-precision computation and iteration-

level visualizations to ensure real-time visual analytics for big data. A new kind of visualization 

space called hybrid-reality environment is proposed in [246] to achieve scalable real-time visual-

ization of heterogeneous datasets. The environment is able to synergize the capabilities of virtual 
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reality and high-resolution tiled LCD walls, allowing users to juxtapose 2D and 3D datasets and 

create hybrid 2D-3D information spaces. The authors presented two such environments and Cyber-

Commons and CAVE2, which are hybrid-reality environments that provide high-resolution stere-

oscopic display surfaces, creating hybrid-reality spaces that blur the line between virtual environ-

ment and tiled display walls. Zhang and Huang [247] proposed the 5Ws model by using 5Ws data 

dimension for big data analysis and visualization. A visual-analytics platform named DIVE (Data 

Intensive Visualization Engine) is presented in [248], which is a data-agnostic, ontologically ex-

pressive software framework that is capable of streaming large datasets at interactive speeds. DIVE 

employs structured-data-model manipulation strategy to process high-throughput streaming of 

large structured datasets. Biem et.al. [249] proposed a Streaming Time-Series Analysis and Man-

agement (STAM) system to easily manage, analyze, and visualize large multidimensional time 

series, with dimensions on the order of hundreds of thousands. Gouin [244] conducted a thorough 

survey on the existing visualization techniques and approaches adopted by military operations, and 

presented their C3I (Command, Control, Communications and intelligence) knowledge-based vis-

ualization system. Very few technical articles focusing on military visualization applications are 

publicly available. 

3.4.2 Motivation 

3.4.2.1 Implementation of real world applications in UAV tracking 

As cnn reshapes computer vision in terms of Deep Learning, the advancement of object detection 

and tracking has gained a huge success as the structure of cnn goes deeper, which in turn achieves 

higher accuracy. However, all these good things come from the complicated models and the un-

derlying high-end computing resources such as gpu. Thus, the applications or services associated 

with cnn have to be run or provided by the data centers or clusters through the Internet. It is not 

practical for many applications to rely on the assumptions of the accessibility of the high-end 

computing resources and the Internet, especially for those real-time applications running on em-

bedded systems with a poor accessibility of the Internet. 

As illustrated in Figure 25, object detection and tracking on the uav is such a case we just describe 

above. The uav, equipped with a camera, a battery and an embedded system (a mobile GPU), must 

navigate itself based on the information provided by the module of object detection and tracking 

(a deep learning model) running on the embedded system. 
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There exist many challenges when designing such a deep learning model:  

 Timely response is required 

 Poor or no accessibility of the Internet 

 Limited computing resources on board such as an embedded system 

 Flexibility of customization is needed to meet the special requirements due to the charac-

teristics of the tasks 

In addition, the problems are also common to those in mobile edge computing and iot devices if 

we deploy deep learning applications on them. There are two main approaches to address the prob-

lems: (1) compress a trained deep learning model, and (2) train a relatively small model. Examples 

of model compression include: optimization of the convolution or operations [250, 251], quanti-

zation of the parameters [252, 253], and simplification of the model structure [254{257]. These 

approaches assume that there already exists a pre-trained model and compressing it would not 

sacrifice the accuracy a lot but would speed up the inference. However, most of these well-trained 

models have the tendency of being used for the applications of general purpose. For example, 

Figure 25:  Self-navigating uav for single object detection. 



 

Approved for Public Release; Distribution Unlimited. 
96 

 

AlexNet [230] is able to classify 1,000 classes in ImageNet with very good accuracy (about 37.5% 

top-1 error rate). However, in the case of object detection and tracking on the UAV considered in 

this work, we may need to classify the objects of a new class or a compound object comprising 

several objects of different classes. Even though the pre-trained model could be used as a feature 

extractor, the resulted model would be an overkill even with fine tuning. As a result, additional 

effort is needed to handle these problems that would consume the time saved by model compres-

sion, and it will sacrifice the speed of inference which is a major concern for real-time applications. 

Thus, we set out to develop a modeling method to train a relatively small model that integrates the 

important concepts drawn from object detection and tracking. Furthermore, transferring the 

weights of some specific layers to reuse the low-level features could reduce the overhead of trans-

fer learning and might be helpful for the model development. 

3.4.2.2 Data Visualization on cloud 

The massive data collected from battle-fields can be in various formats, such as text, voice, picture, 

video, and environmental data, which make visualization challenging to present all of them 

friendly and intuitively. Moreover, military operations require real-time information presentation 

from the constant streaming data, and high interactivity to respond events and make tactical and 

strategic control and commands. In our previous work [258], we developed new methods using 

Self-Organizing Map (SOM), Principal Components Analysis (PCA), and 3D data plotting to dis-

cover gene patterns, reduce gene data dimensions, and visualize the final results interactively in 

3D space. A new approach using partial distortion method to approximate the water droplets and 

visual effects caused by water droplets on glass is presented in [259]. New methods to perform 

nonlinear perspective projections and 3D view deformation are proposed in [260], and we also 

developed subdivision-based 3D surface modeling [261] as demonstrated in Fig.26 for F-16 fighter 

jet. 

Given the targeted military dataset, in this research thrust we will explore the existing visualization 

technology and study the feature, attributes, and size of the targeted dataset, and invent novel vis-

ualization approach such as virtual reality based methods to perform real-time visualization of 

massive military datasets including video streams. We will move the visualization into the cloud 

system, design and implement a cloud-based interactive visualization interface to present battle-

field information in real-time. The interface will be rich-content to include multimedia, animation, 
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maps, graph, charts, and be highly interactive. Research will focus on interactive information vis-

ualization, including collaboration, portal technology, synchronized views, immersive displays, 

abstract representation, and 3D territorial models. 

3.4.3 Problem Formulation and Proposed Approach 

3.4.3.1 Implementation of real world applications in UAV tracking 

The demand for mission critical tasks, especially for tracking on the UAVs, has been increasing 

due to their superior mobility. Out of necessity, the ability of processing large images emerges for 

object detection or tracking with UAVs. As such, the requirements of low latency and lack of 

Internet access under some circumstances become the major challenges. 

In this work, a novel modeling method is proposed to provide insights of developing a small model 

suitable for embedded systems running a real-time application, specifically, a self-navigating uav 

for single object detection and tracking. We identify the special requirements of this task and de-

sign the model architecture by taking advantage of the concepts drawn from YOLO [262] and rcnn 

[231]. In addition, we propose a novel “inducing neural network” as part of the model architecture 

which is not for classification and localization but helps to speed up the training.  
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(a) F-16 level-0 model:  2537 vertices and 4428  triangles 

(b)F-16 level-1 model: 9494 vertices and 17712  triangles 
 

 

We train the model from scratch with only the given object datasets (DAC 2018 datasets [263]) to 

assess the capability of the proposed method. We also experiment with NVIDIA Jetson TX2  and 

demonstrate that our trained model can achieve more than 20 fps, thus fulfill the real-time require-

ment. It is shown in field tests that the uav with our design model running on NVIDIA Jetson TX2 

Figure 26:  Subdivision-based 3D surface modeling 
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can use the information provided by the model to navigate itself to follow the target and work 

together with other sensors onboard the UAV. 

Scenario: The general mission of the self-navigating uav is following the single object. The object 

could be anything specific like a blue car or a person walking with the other people. The embedded 

system must be able to process the image taken from the camera on the uav, localize the object in 

the image including the determination of whether the object is outside of the view or not, and 

control the uav to follow the object or stay around using the localizing information. Not being able 

to rely on the Internet to send the images to the high-end servers that can accommodate the com-

plicated model and provide the fast inference, we suppose that the access of the Internet is limited 

and only the commands of controlling the uavs are allowed. Although the embedded system is 

required to be capable of tracking the object in real-time, which is vague and would vary as the 

applications, we assume that the uav might lose the object due to the processing time or the strong 

winds so the model for the single object detection is chosen to develop. This is because the object 

might appear easily outside of the searching region used for the object tracking, and enlarging the 

searching region could cause the performance degradation. In this section, we present our model-

ing method with the dataset provided by DAC 2018 [263]. It includes 98 classes and each contains 

about 1000 images. The image size is 360x640 and only one object needs to be tracked. In addition, 

this dataset guarantees that there must be one object in every image. Figure 27 shows four samples 

and one of them asks to track the person riding on the bike. It also implies that the object we are 

interested in could be a compound object that is composed of two known objects. Furthermore, 

the object could be probably very small on the scale of the image: the boat for example. 

Structure Choice: To design the structure of our cnn, we adopt the explanation of understanding 

cnn in [264]. The structure of our model would be composed of two parts: feature extraction and 

semantic interpretation. The feature extraction is used to extract the necessary features and gener-

ate the feature maps so that the semantic interpretation can make use of them to localize the object. 

Figure 28 illustrates the structure of our model that can be mainly divided into feature extraction 

and semantic interpretation. The pattern of the structure is based on the following: 𝐼𝑛𝑝𝑢𝑡 ⟶

 ሾ𝐶𝑂𝑁𝑉 ⟶  𝑅𝐸𝐿𝑈 ⟶ 𝐶𝑂𝑁𝑉 ⟶ 𝑅𝐸𝐿𝑈 ⟶ 𝑃𝑂𝑂𝐿ሿ ൈ 3 ⟶ ሾ𝐹𝐶 ⟶ 𝑅𝐸𝐿𝑈ሿ ൈ 2 ⟶ 𝐹𝐶 [265]. 

Under this structure, we are focused on how to utilize it in an efficient way. 
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Figure 27:  Four samples of the dataset of DAC 2018.  From top to bottom and left to right, the 
object is car, child, boat and person riding on a bike, respectively. 

 

 

 

 

Figure 28: Architecture of our proposed cnn. 
 

As to the mission of tracking on the uav, the images are often in the high resolution to make sure 

that the object is able to be recognized. Thus, it is not practical to resize the images into the smaller 

ones since we would probably lose the detail information of the object. At the first CONV layer, 

we set the strides of these filters larger in comparison with the other CONV layers. With the larger 
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strides, we can reduce the images through applying such the filters to them. To compensate the 

information lost by using the larger strides, we choose the larger filter size CONV and imply that 

the fine details are not what we care about. If the object is the person riding on the bike for example, 

we don't care about which part is that person and which part is the bike. Nevertheless, we need the 

details of the features of this object such as the legs on the pedals instead of the features of the legs 

and the pedals separately. 

The number of the filters in CONV layers and the neurons in FC is determined by the trial and 

error. That is, we have to experiment with the model running on the embedded systems to see if it 

can satisfy the real-time requirement without sacrificing the accuracy too much. Table 5 shows the 

specifications of the CONV and FC layers before the inducing neural network. Note that the stride 

of the first CONV is 2x3 which would reduce the image size at the very beginning. 

 

Table 5:  The specifications of CONV and FC before the inducing neural network. 
Layer Filter size Number of filters or neurons Stride 

CONV 6x10 32 2x3 
CONV 3x3 32 1x1 
MAXPOOL 2x2 2x2 
CONV 3x3 64 1x1 
CONV 3x3 64 1x1 
MAXPOOL 2x2 2x2 
CONV 3x3 128 1x1 
CONV 3x3 128 1x1 
MAXPOOL 2x2 2x2 
FC 1024 
FC 1024 

 
 

Inducing Neural Network: Conventionally the model constructed according to Table 5 can be 

trained directly to predict the bounding box. However, it is very hard for us to make the model 

converge. We reckon that the traditional learning scheme, relying on only the loss function of 

regression, has the difficulty of searching the good direction of optimizing the model in the rea-

sonable time. Here we use mse as the loss function of regression. As a result, we adopt the multi-

task learning used in rcnn| classifying and detecting the object together. However, it also performs 

not quite well so we drew the concept of dividing the image into a grid from YOLO and integrate 
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it into the multi-task learning. In our learning scheme, there is an implicit grid that we use to guide 

the backpropagation. The intuition is that we want the procedure of the optimization smarter. This 

grid is represented by one FC (i.e. an 1-D array) and the length is N ൈ G, where N is the number 

of the classes and G is the grid size. For instance, there are 98 classes and we divide an image into 

512 grid cells. N is 98 and G is 512. This is the essential part of the inducing neural network since 

we plan to use it to update the parameters in a controlled way instead of random guess. We call it 

the inducing layer. As shown in Figure 29, we use a matrix that is not trainable to multiply the-

inducing layer and the output is used for the softmax classifier. Since each cell in the output cor-

responds to only one class, we can optimize the corresponding parts smartly. For example, if the 

ground truth is 2 but the model predicts 1, the optimization would be backpropagated through the 

ones in the matrix (i.e., the neural parts of 1 and 2), and the zeros would block the irrelevant 

optimization like 3. 

 

. 

Figure 29: Illustration of how the inducing layer works smartly while optimizing the model 

 
It is straightforward for the softmax classifer to use such this matrix, whereas it cannot be ap-

plied to the loss function of regression easily. As shown in Figure 30, we use two matrices to 

construct the similar matrix in Figure 29 implicitly. N, G, and P represent the number of the clas-

ses, the grid size, and the number of the values needed for the bounding boxes respectively. In 

the first matrix, we think of the sub-matrix as the part which is in charge of the single object de-

tection of one class. Similar to Figure 29 and regarding the sub-matrix as the unit, only one unit 

is 1 and the others are 0 in each column. The size of the sub-matrix is 𝐺 ൈ 𝑃 which implies that it 

would use the gird to predict the bounding box for one class. There are N classes so the size of 
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the first matrix is 𝑁 ∗ 𝐺 ൈ 𝑁 ∗  𝑃. Then, the second matrix maps these 𝑁 ∗ 𝑃 values to P. Note 

that the first matrix is not trainable either. 

 

 

Figure 30: Illustration of how the inducing layer works smartly while optimizing the model 
 

 

Settings of Hyperparameters: MomentumOptimizer is used for training and the loss function 

is shown as below: 

𝑙𝑜𝑠𝑠 ൌ 𝑤௠ ൈ𝑀𝑆𝑁 ൅ 𝑤௖ ൈ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ൅ 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛௅ଶ 

 

Since we train the model from the scratch with the multi-task learning, it is natural to see that the 

training curves of both the softmax and mse pull and push each other. On the other hand, we don't 

want either of them dominates the other so that making progress of the other is poor or prohibited. 

The empirical weights of the softmax and mse we used in our model are 1e-2 (𝑤௠) and 1e-3 (𝑤௖) 

respectively. We assign the heavier weight to the softmax to lead the direction of the optimization 

because the scenarios of those 98 classes are quite different from each other. Classifying the image 

first would help our model to detect the object more easily, which means that the convergence of 

our model can be achieved in a reasonable time. Note that the ratio of softmax to mse depends on 

the characteristics of the datasets. The good ratio is supposed to have the good classification accu-

racy and make the model converge smoothly. Nevertheless, the too strong emphasis on the softmax 

would have a negative effect on the mse, which in turn lowers the iou.  

The learning rate is set to 1e-3 initially. We changed it to 1e-4 and 1e-6 at the 20th and 60th Epoch 

respectively to avoid the dramatic oscillation. We find that the validation accuracy and iou become 

jittery and the deviations of them are high after 100 Epochs. Thus, we evaluate our model at every 



 

Approved for Public Release; Distribution Unlimited. 
104 

 

Epoch and stop training at the 100th Epoch. During this training, we pick the best result as our 

trained model. 

Before feeding the images to the model, we subtract every pixel of the images from the corre-

sponding mean value in that pixel. To speed up the convergence of our model, we apply the batch 

normalization (BatchNorm) every other layer. We initialize the weights with the Xavier initializ-

ing method and the grid size is 512.  

Analysis: We select the 10,000 images from the dataset randomly as our validation dataset, 

whereas the remaining dataset is considered as our training dataset (86,408). We use two NVIDIA 

Tesla P100 gpus to train our model with the batch size 128. With the multi-task learning, we eval-

uate our model in terms of the accuracy of classification and iou for the object detection during 

the training. Figure 31 shows the validation accuracy and iou for the classification and object de-

tection respectively. As what you can see, it is a proof that our modeling method is able to associate 

the prediction of the bounding box with the classification. However, our model still suffers from a 

sudden drop after the 100 Epochs, and makes no progress for the model. It takes about 15 hours to 

train our model in 100 Epochs and our model can achieve about 50% iou with more than 90% 

classification accuracy at the 20th Epoch. That is, it would take 3 hours to have a feasible model 

which is trained from the scratch. Among the 100 Epochs, the iou and classification accuracy of 

our best model are 69.37% and 99.81%. 

Comparing Figure 32(a) and Figure 32(b), we find out that the training curve of Figure 32(a) is 

more stable and faster to perform more accurate classification and higher iou than the one of Figure 

32(b) before the 50th Epoch. Furthermore, in Figure 32(b), there is a early sudden drop in the 

accuracy of the classification as well as iou. We think of such sudden drop as the indication that 

our model arrives at the local optimum and it is difficult to improve our model further. In Figure 

32(b), the iou and classification accuracy of the best model are 64.54% and 99.61%. Besides, the 

model converges faster and more smoothly with the mean subtraction before the 50th Epoch so 

the following experiments would include such preprocessing. 
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Figure 31: The validation accuracy and iou of our model with the grid size 512 during the Train-
ing. 

 

Figures 33(a) and Figure 33(b) show the training curves in the different grid sizes. In Figure 

33(a), the classification accuracy converges slower than the one in Figure 31, whereas the classi-

fication accuracy in Figure 33(b) converges faster than the one in Figure 31. On the other hand, 

we find that the training curve of iou in Figure 33(b) is more stable in the larger grid size. As 

such, we conclude that the larger the grid size, the better the classification accuracy and the more 

stable the iou. However, both the ious of the models with the grid size 256 and 1024 converge 

slower than the one with the grid size 512. We reckon that our learning rates are small so the 

model is trapped in the local optimum. Even though we increase the learning rate to see if we can 

get the better model, the result is not satisfying. Thus, we choose 512 as our default grid size for 

this dataset. 

To what extent can the inducing neural network affect the model? In Figure 34(a), we remove 

the contribution made by the softmax from the optimization. Regardless of the classification, the 

iou converges in a reasonable rate that we expect. Interestingly, the classification accuracy is al-

ways less than 1% but the fluctuation of iou still exists where we think it should have been alle-

viated. Replacing the inducing neural network with the equivalent FC in Figure 34(b), we find 
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that the training curve of the iou is not stable but the classification accuracy is a little better than 

Figure 34(a). As a result, we conclude that the inducing neural network helps to stabilize and ac-

celerate the training of the model in the early phase, whereas contributes less to the model im-

provement in the late phase. We consider the enhancement of training the model in the late phase 

as the future works. This is because about 50% of the iou is good enough for us and the real-time 

matters more under our scenario. To achieve more than 50% of iou, the other methods such as 

non-maximum suppression [266] should be included.  

Replacing the inducing neural network with the equivalent fully connected layers, Figure 35(b) 

shows that the iou fluctuates more heavily than Figure 35(a). Also, it proves that our modeling 

method has the better ability of improving the iou in the early phase. Namely, developing the 

model with our modeling method is faster than the conventional way. 

3.4.3.2 Data Visualization on cloud 

In our preliminary efforts [267], we built a big data analytics cloud platform with special interests 

in geophysics data sets. The cloud platform is named Seismic Analytics Cloud (SAC) to process 

and analyze seismic data with the deep learning capacity. Although the platform is able to process 

and analyze big seismic data sets with scalable performance, the big data visualization on the cloud 

remains a challenge to us. In this project, we aim to improve the visualization efficiency of the 

SAC platform while users conduct the seismic data analytics. At the beginning, SAC was mainly 

developed as a new computing platform with a balance of both performance and productivity, and 

featured with big data analytics capability. Soon afterward, we collaborated with Thermo Fisher 

Scientific to integrate the rendering of seismic slices in SAC platform. The platform can now sup-

port the management of seismic data volumes, attributes processing, seismic analytics model de-

velopment, workflow execution, and 3D volume visualization on a scalable, distributed computing 

platform. However, for a big 3D seismic volume takes a long time (over a minute) to display a 

rendered 3D image on the platform via a web browser. To address this challenge, we collaborated 

with Thermo Fisher Scientific to bring the high quality and high-performance rendering of seismic 

volume in SAC using Open Inventor (https://www.openinventor.com). 

The objective of SAC is to deliver a scalable and domain-specific cloud platform to facilitate the 

seismic data analytics research and development in the geophysical areas such as the oil/gas ex-

ploration or the earthquake detection. Figure 36 shows the overall system structure used in SAC. 
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The bottom layer is operating systems SAC can build on; next layer is to provide the JAVA and 

Python runtimes with Hadoop Distributed File System (HDFS for storing the large seismic data 

files and No-SQL database Cassandra for metadata and data attributes. Standalone, Mesos, and 

YARN are all supported on our platform for the resource management. We use Apache Spark as 

the big data parallel processing engine together with the widely-used signal and image processing 

libraries to provide scalable performance and good productivity. At the very top layer is SAC SDK, 

workflow, templates, and visualization module. Researchers can build their own seismic data an-

alytics work on top of the cloud platform.  

To efficiently process the large seismic data, we need to build SAC on a scalable computing plat-

form. We chose Apache Hadoop, a collection of open-source software utilities, and Apache Spark, 

an open-source distributed general-purpose cluster-computing framework, for processing seismic 

data. These two frameworks are widely used for big data analytics as they partition the data into 

small chunks and distribute these chunks across worker nodes to achieve scalable performance. 

Apache Spark and HDFS 

Apache Spark is an open-source distributed cluster computing framework developed by AMPLab 

at the University of California, Berkeley. Compared to the MapReduce technique in Hadoop, 

Spark provides a resilient distributed dataset (RDD) that keeps data processing in memory to re-

duce the data IO. To use Spark efficiently, it requires a cluster resource manager and a distributed 

file system. Spark supports standalone (native Spark cluster), Hadoop YARN, or Apache Mesos. 

For the distributed storage system, it provides an interface for Hadoop Distributed File System 

(HDFS), Cassandra, OpenStack Swift, Amazon S3, or a custom solution. We use HDFS for the 

distributed fault-tolerant file system in SAC. 
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(a) Subtracting the mean during training. 

 

(b) Without subtracting the mean during training. 

 

Figure 32: The impact of subtracting the mean while training the model. 
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(a) The grids size is 256. 

 

 (b) The grid size is 1024. 

Figure 33: The impact of the grid size while training the model. 
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(a) mse with only the inducing neural network. 

 

(b) mse without the inducing neural network. 

 

Figure 34: The impact of the inducing neural network on mse. 
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(a) mse with only the inducing neural network. 

 

(b) mse without the inducing neural network. 

 

Figure 35: The impact of the inducing neural network on the training. 
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Figure 36:  The Software Stack of Seismic Analytics Cloud Platform 
 

 

Communication 

In this project, we use ZeroMQ (https://zeromq.org/) to transfer messages among the data service 

and rendering service. ZeroMQ allocates sockets to users to load their message and transfer the 

message across different types of transportation like inprocess, inter-process, TCP, and multicast. 

The advantage of ZeroMQ is that it can swiftly transfer messages in a cluster. Its asynchronous 

I/O model allow users building a scalable multicore application. 

We use ProtoBuf (https://developers.google.com/protocol-buffers) to define the communication 

protocol between these services. ProtoBuf is a flexible, efficient, automated mechanism for serial-

izing structured data. Users can define the communication protocol and data structures themselves. 

Then, they can use the ProtoBuf generated source code to read and write that specific structured 

data from a variety of data streams. When there is something new to update, programmers can 

directly update the data protocol and data structures without changing the programs. Also, it can 

be used in many language codes, includes Java, C++, and Python.  
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OpenInventor  

Open Inventor is a 3d-visualization toolkit offering a high-level object-oriented graphics libraries 

(API) for creating advanced 3d-visualization applications [9]. It provides a set of dedicated exten-

sions for developing visualization solution for various data types, such as geometries, volume, 

mesh, and images, and for implementing remote/cloud-based rendering capabilities. In addition to 

hardware-accelerated volume rendering, VolumeViz extension of OpenInventor provides a large 

data management (LDM) technology to manage out-of-core loading of large volumetric data that 

do not fit in the available system memory and far exceeds the video memory capacity even on 

high-end graphics cards. Since Open Inventor uses GPU for volume rendering, it can only render 

seismic data that fits in the limited video memory. To address this limitation, LDM creates a hier-

archical, multi-resolution bricked representation of seismic volume to allow out-of-core loading 

of data as needed for rendering. 

Open Inventor avoids loading whole seismic volume in full-resolution, instead only loads bricks 

from different resolution levels depending upon the camera position and available system and 

video memory. Another advantage of creating hierarchical representation of seismic volume is that 

it allows Open Inventor for quick rendering of volume in low resolution, and progressively render 

to higher resolution, without impacting interactive quality of the visualization tool. 

Slice rendering with a set of bricks from different resolution levels is shown in Figure 37. The 

bright green boxes represent full-resolution bricks that are closer to the camera; and dark green 

boxes represent low resolutions bricks for volume region away from the camera for available 

memory. 

The bricked representation of seismic volume also makes it possible to store bricks (chunks of 

volume) in a distributed file system in the cluster. Open Inventor will request data server for indi-

vidual bricks, as needed, for the volume rendering.  

Open Inventor also provides remote visualization technology, RemoteViz, that makes it possible 

to perform remote rendering of large data in a dedicated high capacity GPUenabled server node. 

The rendered images are transmitted over web to a web application in a clients devices, which 

could be a tablet, a smart phone, a laptop or a desktop. PVAMUs SAC platform uses RemoteViz 

technology to render seismic volume on a remote rendering server and display the rendered image 

on the web-page to be accessible from anywhere. RemoteViz also manages 3D interaction from 
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users, performs bandwidth calibration to adjust quality vs interactivity, and supports VP9 and 

H.264 encoders for streaming images. 

 

 

Figure 37:  Slice rendering with a set of bricks from different resolution levels. 

 

Implementation 

Although significant improvements have been made in the Internet speed and quality, the cloud- 

based big data visualization remains a challenge to researchers since it is not feasible to transfer a 

few GBs from the cloud to any users at real-time. The data transferring latency requires us to 

implement a big data rendering service on the cloud so that only the rendered images are trans-

ferred between the users and the cloud, which make the real-time visualization feasible. 
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SAC implements a cloud-based big data analytics and visualization platform by providing seismic 

data accessing and visualization services. Figure 38 shows the user interaction with SAC through 

a web portal, the visualization module detects the users interaction with data, and then communi-

cates with the data service and the rendering service. Data is sent from the data service to the render 

service to render them into 3D images, which are pushed to the web portal to display. 

The first implementation of the cloud-based visualization takes over a minute to load a large seis-

mic volume. The reason for the long-time visualization is that the 3D seismic volume is stored in 

memory aligned with one direction, either inline, crossline, or Z (or X, Y, Z). When the current 

display shows a seismic volume in 3D, whole volume is needed to render the image. To display a 

slice of data, SAC may need to transpose the data if the slice is not aligned with the internal data 

structure in memory, which takes significant time. To overcome these shortcomings, we imple-

mented the brick format and the Level of Detail (LOD) to allow partial data transferring and data 

cache. Using LOD, SAC can cache different resolution of data on different levels. When users try 

to view the seismic data, the platform can show the low-resolution image to them at first. And then 

the higher-resolution data is gradually loaded into the memory in the background. The brick format 

removes the transposing task since a brick can be used for any directions of a slice. 

 

 

 

Figure 38:  SAC data access and visualization services. 
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4.0 RESULTS AND DISCUSSION 

 

4.1 Big Data Cloud Computing System 

 
The PVAMU Cloud Computing lab has been working on building a scalable and shared cloud 

computing infrastructure to support research and education [268]. Fig 39 shows the Cloud Com-

puting infrastructure. The infrastructure consists of three major components: 1) A Cloud center 

with a large number of Virtual Machines (VM) farm as the cloud computing service portal to all 

users; 2) A bare-metal high performance cluster to support HPC tasks and big data processing 

tasks; 3) a shared data storage and archive system to support data access and storage. In this system, 

the Cloud infrastructure functions as the service provider to meet a variety of users' requirements 

in their research and education. For HPC applications, the Cloud submits these tasks to the HPC 

cluster to fulfill their computing power demands. For those high throughput applications, the Cloud 

will deliver suitable VMs from the VM farm to meet their requirements. The Cloud orchestrates 

all functionalities of the entire system; provides elastic computing capability to effectively share 

the resources; delivers the infrastructure/platform services to meet user's research requirements; 

supports the big data storage and processing; and builds a bridge between end-users and the com-

plicated modern computer architectures. 

We are currently working on building a user-friendly, scalable and domain specific cloud [269] 

sponsored by NSF to deliver Platform as a Service (PaaS) to image processing researchers and 

developers. The cloud system is now able to store large amount of images and videos, as well as 

process them in parallel using Hadoop and Spark to achieve scalable performance. The goal is to 

enable image processing researchers and developers to write their algorithms using their favorite 

programming languages with very limited knowledge in parallelism, while be able to benefit from 

the scalable performance and large storage provided by the cloud. We have built a web-based 

programming interface to allow image processing researchers to manage their data, projects, and 

launch jobs on Hadoop with MapReduce and Spark computing engines. The MapReduce engine 

is used to support multiple languages programming environment to minimize user's revisions to 

their existing implementations. Spark is used to support high-level programming environment us-

ing Scala to allow users to take advantages of the abstraction, concise, and functional language 
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features. We have implemented spark RDD to support image formats to enable native data distri-

butions and operations provided by Spark. Chapman's HPCTools research group, our collaborator 

from UH, is well known for their research in high performance and parallel computing, and pro-

gramming and compiler support for accelerator and heterogeneous systems. For example, they 

have ported NASA Parallel Benchmark (NPB) suites [270] to GPGPUs architectures using high 

level OpenACC model [271]. The experience of creating the OpenMP and OpenACC benchmarks 

and testing suites [272, 273] will also be very helpful to users on how to integrate C/C++ based 

parallel programs with Spark/Hadoop systems. Chapman's group also develop in-house OpenUH 

[274] compiler and runtime system that support parallel computing and applications.  

 

 

 

Figure 39:  PVAMU Cloud and HPC Cluster for Big Data Processing 
 

 

 

PVAMU Cloud Computing Center 

 

 

 

 

Interconnect



 

Approved for Public Release; Distribution Unlimited. 
118 

 

We will investigate the ideas of using OpenUH as online architecture-aware compilation and 

runtime adaptations framework to support upper-level Spark/Hadoop scheduling. The methodol-

ogy and experiments of Chapman's previous work on parallel programming models [275{280], 

grid computing systems [281{283], scientific workflow scheduling systems [284,285] and the de-

ployment of an air quality forecasting applications on computational grids [286, 287] will also be 

leveraged the proposed research work. 

 

4.1.1 Domain-specific Cloud for Big Data Processing and Analytics 

4.1.1.1 Experiments and Results 

We have conducted numerous experiments on our 25 nodes of computer cluster located at Prairie 

View A&M University, in which one is master node and the other 24 are worker nodes. Each node 

of the cluster was configured with Intel Xeon E5-2640 Sandy Bridge CPU (2.5 GHz, 12 Cores), 

64GB DDR3 memory. We have created a seismic data volume with 102GB, which is generated 

from the public Penobscot seismic data from OpendTect website with duplication and resampling. 

All of these experiments are performed with Spark 1.2.1 on Java 1.8.0 using different garbage 

collector setting [18] to be able to reduce garbage collection time as much as we can to improve 

the performance. Three test applications in seismic analysis are implemented and tested for the 

experiments: Seismic Calculator, Histogram, and Fast Fourier Transform (FFT). 

We have run these applications using different numbers of CPUs to show the scalability. We also 

changed the data split granularity to test performance impact: using 1 inline, 10 inlines, and 30 

inlines per split. All of these applications are tested in two ways: by running in Spark Shell using 

both cache option and un-cached one, and by submitting to Jobserver. We present the speedup by 

comparing with the corresponding sequential programs at the end. Spark performance web monitor 

UI, Spark Metrics and Nigels performance Monitor (nmon) are used to observe detailed infor-

mation about running times and performance of these tests. Nmon Analyzer is used for following 

and observing cluster performance and finding the bottlenecks on the system. 

4.1.1.2 SAC Web UI  

Figure 40 shows the user interface of SAC. What user need for accessing seismic data hosted at 

cloud and verifying algorithm on it is only browser and an account. There are several tabs in SAC, 

such as Dashboard, Project, Datasets, Jobs, Workflow and some other useful tools. Dashboard will 
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give user a brief view about how many projects he/she had created and usage statistics of cluster. 

In Project tab, user could create new project, edit existing project, compile and run project. Jobs 

tab will show status of all running and finish jobs. User could view data sets and select on them to 

analyze in Datasets tab. Workflow is designed for complicate algorithms or batch jobs but still 

provide flexibility and usability to user for configuration. 

 

 

 

Figure 40:  The SAC user  interface 
 

 

4.1.1.3 Seismic Calculator 

Seismic calculation is a simple, useful but time consuming process when seismic data is big. In 

addition to the operations between two volumes, various types of arithmetic operations can be 

performed on a single seismic volume. These operations include arithmetic and logic ones that 

apply to every single sample in the volume. 

4.1.1.4 Fast Fourier Transform (FFT) 

FFT is the most popular algorithm for computing discrete Fourier transform (DFT), which is 

widely used in science and engineering. In seismic velocity model and image analysis, FFT is 

almost first and fundamental step. There are different implementations of FFT, such as FFTW, 

OpenCV, Kiss FFT, Breeze etc. Breeze is one of libraries in ScalaNLP, which includes a set of 
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libraries for machine learning and numerical computing. Spark itself already includes Breeze in 

its release, so we choose FFT algorithm in Breeze for experiment. 

4.1.1.5 Histogram 

This is the third application used for performance analysis. Histogram is to compute the data range 

distribution, which is used for estimation of the probability distribution of continuous quantitative 

variable. It is also a basic method for seismic data analytics. Spark already provides function to 

get histogram information from RDD directly. The bin size we choose for experiment is 10. 

4.1.1.6 Performance Analysis 

In this section, we will discuss the usability of SAC, and make deep performance analysis to find 

the bottleneck, which will also conduct performance tuning in the future. 

4.1.1.7 Usability Analysis 

In the traditional seismic data processing methods using HPC, the product development flow re-

quires a lot of geophysicists and IT developers involved: verifying algorithm with small sample 

data at first, then transferring into MPI codes with parallel optimization to handle actual big data. 

The whole process is time consuming and low efficient, and sometime even lead in consistent 

results between experiment data and actual data. On SAC, geophysicists and data scientists could 

verify their algorithms and directly experiment them with actual data. SAC could handle data dis-

tribution, code generation and execute the application in parallel automatically, but could provide 

fault tolerance natively and scalability. Take the 2D FFT case as example, user only needs to select 

template, write FFT algorithm or call other existing APIs, and type this piece of codes in SAC, in 

such function the input plane and output plane are already defined by SAC. The only things left 

are selecting data sets, compiling and running application, then viewing the results. In short, user 

only needs to take care about algorithm, and SAC will handle most of others, thus improve produc-

tivity apparently. 

4.1.1.8 Performance Analysis of Seismic Calculator 

Among all three different number of split sizes, the best results for calculator is achieved with 288 

cores in first two, which indicates that more computing resource could get better performance. 

Closer look at the system with nmon-analyzer during run-time gives an interesting chart in network 

situation, CPU usage and the I/O of the system. Figure 41 shows these data versus each other. 
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Figure 41(a) shows CPU performance while on the other hand Figure 41(b) shows the network 

packets sending and receiving. It is obvious in the diagram that at the peak time for network CPU 

is not busy and at some points it became idle because of waiting for data. Increasing in network 

speed to have a better response for I/O request seems to be a key point in boosting the performance. 

 

 

 

(a) CPU and I/O 

(b) Network packets for  calculator 
 

 

 

4.1.1.9 Performance Analysis of FFT 

For FFT, it is a computing intensive workload hunger for CPU cycles instead of IO bandwidth. 

One system form the cluster was picked to show the performance characteristics in the run time. 

In Figure 42(a), CPU utilization quickly ramps up to 95% user time and mostly stays at the same 

level with several dips till the end of execution. There was not much time spend in kernel mode or 

Figure 41:  CPU performance and network packets sending and receiving. 
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waiting for disk/network IO. There could be a little space for performance tuning to shorten the 

ramping up time in the start stage and remove the dips during the run. Figure 42(b) shows the disk 

read and write during the lifetime of the job. The maximum write is about 70 MB/s and the peak 

read is 50 MB/s. Both the read and write have not reached the bandwidth ceiling of the system. 

Same as the disk utilization, the network bandwidth was under 10 MB/s, which indicates underuti-

lized network. The memory utilization in Figure 42(d), shows that memory was 60% occupied by 

FFT. The best results for this application are gained by using number of split size with 10 and 

number of cores 288. From the performance characteristics described earlier, FFT being a compu-

ting hunger workload, adding more computing power always will be beneficial, till other resources 

got over subscribed. 

4.1.2 Implementing a Distributed Volumetric Data Analytics Toolkit on Apache Spark 

To verify and demonstrate the DMATs scalability, we conducted a series of experiments, including 

data transposing and 3D stencil calculation, an overlapping-calculation application on our local 

big data cloud and the XSEDE supercomputing cluster. 

4.1.2.1 Volume Transposing 

The dataset we used for transposing (from I to J direction) experiment is a 300GB seismic 3D 

volumetric data, which is 31017 x 97223 x 31 in I x J x K direction with float data type. 

1. Scalability to the Number of CPU Cores: We conducted the transposing experiment on a 

cluster with 24 nodes, each node has 12 cores (24 cores in Hyperthreading) and 48GB 

available DRAM. The total CPU cores is 288(576 in Hyperthreading). Figure 43 shows the 

performance metrics of this experiment. From the metrics, we can see the performance 

scalability on dimension of the count of CPU cores is promised, as shown in line chart 

Figure 44 and Figure 45. 
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(b) Disk I/O 

 

(c) Network activity 

(d) Memory utilization 
 

 

 

Figure 42:  Performance of FFT. 
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Figure 43:  The transposing experiment on Cluster with 288(576)  cores 
 
 

 

Figure 44: The transposing time on Cluster with 288(576) cores and 48GB memory per 
node 
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Figure 45: The transposing scalability on Cluster with 288(576) cores and 48GB memory per 
node 

 
 

2. Scalability to the Fashion of Data Distributions: There is another important factor, the 

data distribution fashion, will also affect the performance of transposing. As we men-

tioned in previous section, the transposing program will perform some shuffle opera-

tion on volumetric RDD. Shuffle operations is Sparks mechanism for re-distributing 

data so that it’s grouped differently across partitions. This typically involves copying 

data across executors and nodes, making the shuffle a complex and costly operation. 

To reduce the shuffle costs, we could aggregate the volumetric RDDs data splits to 

reduce the amount of data need to exchange during 3D transposing on each data split. 

Figure 46 shows the performance improvement when we increasing the aggregation 

planes count of each data distribution. However, the curve of performance trends to at 

when the aggregation increases to a higher level. That is caused by the performance 

trade-off when reducing the distribution partitions, which will lead to a lower cluster 

CPU cores utilizing rate. Therefore, to achieve a reasonable performance for transpos-

ing operation, developer needs to consider the trade-off between distribution configu-

rations and data shuffling. 
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Figure 46:  The performance on dimension of aggregation planes (ppm: planes- PerMap). 

 
 

Figure 47 shows the CPU utilization and memory usage of each node when the trans-

posing experiment was running on the cluster. These system statistic visualization views 

were generated by a free software NMONVisualizer, which is a Java GUI tool for analyz-

ing Nmon performance files. To further verify the scalability, we also setup the same ex-

periment on the XSEDE supercomputing cluster [11]. We request 44 nodes from XSEDE 

cluster, which has 12 cores in each node. As shown in Figure 48, we setup the experiment 

to test the scalability of case transposing the same volumetric data from I to J direction, 

aggregation is 16 planes, and the result also verified the scalability of this distributed ap-

plication. 
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Figure 47:  The runtime CPU and memory utilization statistics from NMONVisualier. 
 

 

 

 

 

Figure 48: The transposing experiment on XSEDE Cluster. 
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4.1.2.2 3D Stencil Application 

Stencil computations are most commonly used in context of scientific and engineering applications 

such as signal and image processing, computer simulations etc. Stencil itself represents an iterative 

kernel that updates array elements according to fixed pattens. The optimization on stencil compu-

tation has been well studied in [288, 289]. However, most of these optimizations focus on single 

node implementation with GPU or multi-core CPUs. In [267, 290], the authors provide a parallel 

implementation with Spark RDD, which gives a scalable solution for big data that cannot host on 

a single node. 

In this work, we use the defined parallel templates in DMAT to implement stencil computations, 

and test their performance as well as scalability. The dataset we choose to conduct our experiments 

is called Penobscot dataset, which is actual seismic image data with 3D dimension size 

600x481x1501. The cluster consists of 8 nodes, in which one is management node and other 7 

nodes are computation nodes. Each node was equipped with Intel Xeon E5-2690 Sandy Bridge 

CPU (2.9 GHz, 16 Cores or 32 Cores with Hyper-threading support), 128GB DDR3 memory and 

are inter-connected with 1GB ethernet. JDK 1.8.0 40, Hadoop 2.5.1 and Spark 1.6.1 are used for 

compiling and running applications. Wall clock is used to get the running time, and Nmon/Spark 

Web UI are used for performance analysis. 

For the algorithm, we use a variant of Jacobi iteration, which uses a 3D subvolume with dimension 

size of 3x3x3 as input, and in the computation, each new output value at (i, j, k) is the average 

value of 26 surrounding samples plus itself. In the case of 3x3x3 subvolume, the overlap area is 1. 

For the sequential codes, we just split the big 3D data file into small partition and each partition 

includes several 2D planes (the overlap between partition is one 2D plane), and then use 3 nested 

loops to compute the average value. For the parallel codes using DMAT, we use the overlapped 

template, which specify parameters both in I and J directions. Different configurations of cores 

and numbers of planes in each partition are set to check performance and scalability. The numbers 

of cores (28, 56, 112, 224) are used for each test case respectively to verify the scalability of 

parallel codes. Within each configuration of cores, we use different combinations of dimension 

size (1, 2, 4, 8) in I and J directions. For instance, I(4) and J(2) mean that the dimension size of 

input subvolume 6x4, which comes from (4+2*1)x(2+2*1) in the case of overlap is 1, which is 

shown in Figure 4.11. 
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Figure 50 and Figure 51 show the speed up of parallel codes on Spark with 28 cores and 224 cores 

to the sequential codes, respectively. From these two figures, the changes on number of J have 

little impact on the performance, because it does not change the number of planes in each partition 

and the number of partitions. In the template implementation, two nested loops are used for feeding 

the input of each stencil kernel. However, the change on number of I tells how the SDK distributes 

the data and the number of partitions, thus will determine how many tasks are need to finish that 

stage of in the job, and each task need to be assigned one thread or one core to undertake the 

computation. In the case that size of I is 1, it gets the best speed up in all test cases. It seems to be 

abnormal that the performance decreases from 1 plane of I to 2 planes of I. Increasing I will enlarge 

the size of each partition as shown in Figure 49, however, the amount of computations keeps con-

stant. In this stencil computation, we iterate several times to reach the balance. At the beginning 

of each loop, the data need to be repartitioned based on the overlap parameter, since the latest edge 

data need to be updated to each partition for next iteration. In the process of repartition, it needs to 

get planes at the left and right edge, sort them by key and zip with original latest results, which 

trigger data shuffle in Spark. The bigger the size of partitions is, the more time it takes to shuffle 

them. The Shuffle Read Blocked Time increases drastically from 1 plane of I to 2 planes of I, 

which accounts for the performance decreasing. Figure 52 shows the best speedup with different 

configurations of cores, in which the scalability is obvious while increasing the number of cores. 

 

 

Figure 49: The Data Distribution and Input of Overlap Template. 
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Figure 51: The Speedup of Parallel Template Codes with 224 Cores to Sequential Codes. 

. 
 

 

 

Figure 50: The Speedup of Parallel Template Codes with 28 Cores to Sequential Codes. 
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4.2 Reliable and Robust Data Collection and Aggregation 

4.2.1 Efficient privacy preserving edge computing for images and video 

4.2.1.1 Dataset 

Dataset Description: 

The result in this work is generated using three different datasets summarized in Table 2. These 

datasets are from the Canadian Institute For Advanced Research dataset (CIFAR10) [291] and the 

ILSVRC (ImageNet) 2012 datasets [292]. 

Canadian Institute For Advanced Research (CIFAR10): 

This dataset containing 60,000 color images is a subset of about 80 million labeled but tiny images. 

The dataset is further divided into 50,000 training samples and 10,000 testing samples, each of 

dimension 32 ൈ 32 ൈ 3. It has ten (10) mutually exclusive classes with no semantic overlaps be-

tween images from different classes. 

ILSVRC (ImageNet) 2012: 

The original ILSVRC 2012 dataset contains about 1.2 million color images of different sizes across 

about 1,000 classes. The 1,000 classes are either internal or leaf nodes but they do not overlap. 

Two subsets of the ILSVRC 2012 dataset termed IMGNET-A and IMGNET-B are used in this 

Figure 52: The Best Speedup of Parallel Templates for Stencil Computation. 
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work. Each subset contains about 13,000 images each resized to a dimension 224 ൈ 224 ൈ 3, 

spanning 10 classes. Each subset dataset is further divided into training samples and testing sam-

ples with a ratio of 7:3. The difference between the two subsets lies in the type of nodes they 

contain. The IMGNET-A subset contains images from 10 different leaf nodes (diverse images), 

while IMGNET-B contains ten (10) child nodes from a single leaf node (similar images). 

4.2.1.2 Deep Learning Model Design and Training Strategy 

The autoencoder for the edge devices and the classifier at the edge server are chosen because the 

autoencoder is optimized for feature extraction and the classifier is optimized for image classifi-

cation. 

The autoencoder architecture is affected by the type of images and the compression ratio. For 

instance, the model architecture for the CIFAR10 dataset for compression ratios 4 and 8 are dif-

ferent. This condition also applies to compression ratio 4 for IMGNET-A and CIFAR10 datasets. 

Hence, different models are developed across several edge devices, compression ratio, and da-

tasets. 

Figure 53 shows the model architecture for an encoder designed for the CIFAR10 dataset for a 

compression ratio of 4. In general, the autoencoder model contains a mix of convolutional (same 

padding), max pooling, and upsampling layers. The ReLu function is used as the activation func-

tion for all layers except the last layer, where the sigmoid function is used.  

In this work, the autoencoder models are trained from scratch using the glorotuniform method as 

the initializer, mean square error as the cost function, and rmsprop optimization algorithm as the 

optimizer. After the convergence of the autoencoder model during the training process, the encoder 

part of the autoencoder is then extracted, and deployed in the inference mode to compress all the 

images to obtain the latent variables needed to train the classifier. The mean square error (MSE), 

which also doubles as the cost function is used as the metrics of the autoencoder. 
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Training Stage: Classifier Design 

The convolutional neural network (CNN) model is used as the classifier in this work. CNNs are 

well suited for image processing applications and other grid-like data [127]. They are more com-

putationally efficient than the dense deep neural network (DNN), thus reducing memory usage. 

Using the filters, CNNs find and extract meaningful features from the images and preserve spatial 

relations. Three different CNN classifiers, denoted Model-A, Model-B, and Model-C, as listed in 

Table 3, are used in this work. 

Model-A and Model-B: 

Model-A and Model-B are considered to be vanilla models because they are trained from scratch. 

Model-A and Model-B are specifically designed for the original input image and feature maps of 

the CIFAR10 dataset and ImageNet dataset, respectively. The detailed CNN architecture of 

Model-A and Model-B are shown in Tables 7 and 6, respectively. The models contain a mix of 

convolutional, max pooling, and fully connected layers. The ReLu and softmax activation func-

tions are also used for the model design. 

Figure 53: Details of an encoder model for compression size of 4 using CIFAR10 dataset 
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Furthermore, the models also contain some dropout layer in order to prevent over- fitting. The 

differences between Model-A and Model-B lie in the number of the various layers used and pad-

ding of the convolutional layers of Model-A. 

The models are trained from scratch to minimize the difference between the labels (ground truth) 

and the predicted labels. This training is achieved by the use of the glorot-uniform method as the 

initializer, categorical cross-entropy as the loss function, and Adams optimization algorithm as the 

optimizer. Data augmentation is also used during the training process to mitigate overfitting due 

to the small quantity of the datasets. It should be stated that each classifier is trained with their 

respective original image and the feature maps (compressed images). 

Model-C: 

Model-C is a transfer learning based model explicitly designed for the ImageNetdataset in this 

work. The CIFAR10 version of the result is not presented in this work as the compressed data 

gives a poor performance with the transfer learning models. This poor performance can be at-

tributed to the small dimensions of the CIFAR10 dataset and large depth of the various transfer 

learning models used. 

The block diagram of the model is shown in Figure 54. Model-C can be divided into two parts: 

The base layer and the top layer. The base layer is a pre-trained layer of another standard deep 

learning model (without the fully connected layer) trained with data similar to the ImageNet data 

and achieved better performance. Using this pretrained model, the excellent feature extracting 

property of the standard model is being leveraged to achieve better performance. Furthermore, it 

also complements data augmentation in training a decent model in situations where datasets are 

limited. VGG16, VGG19, InceptionV3, InceptionResnetV2 and Resnet50 pre-trained models 

[293] are used as base models for Model-C. 

The details of the top layer used for this work are shown in Table 8. It should be noted that the 

first dense layer of the top layer in the fifth model (Model 5) is smaller than that of the other 

models. Model 5 suffers from overfitting if the number of neurons in the first layer is 256, the 

same number used in the other models. Hence, the size of the dense layer is lowered to reduce 

overfitting and achieve good performance. 
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Table 6: The architecture of the vanilla model for CIFAR10 dataset (Model-A) 
Vanilla Model For CIFAR10  Dataset 

1*Conv2D, Filter Size=3*3, No of Filters=32, Stride=1*1,Padding 

1*Activation Layer (Relu) 

1*Conv2D, Filter Size=3*3, No of Filters=32, Stride=1*1, Padding 

1*Activation Layer (Relu) 

1*Max Pooling, Pool Size = 2*2,Stride = 1*1, Padding 

1*Dropout(0.25) 

1*Conv2D, Filter Size = 3*3, No of Filters = 64,Stride = 1*1, Padding 

1*Activation Layer (Relu) 

1*Conv2D, Filter Size = 3*3, No of Filters = 64,Stride = 1*1, Padding 

1*Activation Layer (Relu) 

1*Max Pooling,Pool Size = 2*2,Stride = 1*1, Padding 

1*Dropout(0.25) 

1*Flatten 

1*Dense(512) 

1*Activation( Relu) 

1*Dropout(0.5) 

1*Dense(10) 

1*Activation(Softmax) 

 

 

Table 7: The architecture of the vanilla model for ImageNet dataset (Model-B) 
Vanilla Model For ImageNet  Dataset 

1*Conv2D, Filter Size = 3*3, No of Filters = 32, Stride = 1*1,No Padding 

1*Activation Layer (Relu) 

1*Max Pooling, Pool Size = 2*2, Stride = 1,1,No Padding 

1*Conv2D, Filter Size = 3*3, No of Filters = 32, No  Padding 
1*Activation Layer (Relu) 

1*Max Pooling, Pool Size = 2*2,Stride = 1*1,No Padding 

1*Conv2D, Filter Size = 3*3, No of Filters = 32,Stride = 1*1, No Padding 

1*Activation Layer (Relu) 

1*Max Pooling,Pool Size = 2*2,Stride = 1*1,No Padding 

1*Flatten 

1*Dense(64) 

1*Activation( Relu) 

1*Dropout(0.5) 

1*Dense(10) 

1*Activation(Softmax) 
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A 2-stage training method is used for the transfer learning model to minimize the error between 

the ground truth labels and the predicted labels. This approach is different from the training ap-

proach used for Model-A and Model-B, which are trained from scratch. In the first stage, the 

base layer is fixed while the fully connected top layer is trained using the Adam optimizer after 

being initialized using the glorot-uniform method. This approach is taken to initialize the weight 

of the top layer close to the weight of the base layer. The complete model is then retrained, and 

all the weights are appropriately tuned using the stochastic gradient descent (SGD) with momen-

tum optimizer. SGD with momentum is used because it is less aggressive than the Adam opti-

mizer. The use of an aggressive optimizer in the second step might cause the weights 

(information) in the base layer to be significantly eroded or lost. The categorical cross-entropy 

is used as the cost function in the entire training process. 

 

 

Figure 54:  The Transfer Learning Model Block   (Model-C) 
 

 

Table 8:  The architecture of the transfer learning model for ImageNet datasets (Model-C) 
Model 1 Model 2 Model 3 Model 4 Model 5 

Base layer VGG16 VGG19 InceptionV3 InceptionResnetV2 Resnet50 
5*Top layer Dense(256) Dense(256) Dense(256) Dense(256) Dense(50) 

Activation(Relu) Activation(Relu) Activation(Relu) Activation(Relu) Activation(Relu) 
Dense(10) Dense(10) Dense(10) Dense(10) Dense(10) 

Activation(Softmax) Activation(Softmax) Activation(Softmax) Activation(Softmax) Activation(Softmax) 

 

 

4.2.1.3 Experiments 

This work seeks to propose a new approach to design and implement deep learning models for 

distributed systems without compromising data privacy and security. It achieves this by extracting 

the most important/critical machine intelligible features but human unintelligible features from the 

dataset. These features are then transmitted across the communication network from the edge de-

vices to the edge server, where they are aggregated and used to train a classifier. The experimental 
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methods, performance metrics, and tools used in validating our proposed framework are explained 

in this section. 

A 2-stage methodology is used to validate our proposed framework, and this method is the same 

irrespective of the type of dataset or model used. In the first stage, the training set of the original 

input dataset (uncompressed images) is used to train the classifier. After that, the test set is used to 

obtain the needed performance metric to set the baseline performance. 

In the second stage, the training set of the feature maps (compressed images of the dataset used in 

stage 1) is used to train the same classifier model. The feature map, which is smaller than the 

original image by a pre-determined factor, is obtained by passing the original dataset through the 

autoencoder's encoder. After that, the performance metric of the classifier is obtained using the 

test set of the feature maps and the performance compared to the baseline performance. 

Performance Metric: 

The effectiveness of the framework is assessed using a simple classification task. The test accuracy 

of the model obtained after the training process is used as the primary performance metric although 

the F-score measurement of the models is also obtained to further validate the performance of the 

models. Furthermore, our proposed framework's effect on the training time, testing time, and the 

number of model parameters is also investigated. It should be noted that the primary performance 

metric for this section of the framework is application specific. For Natural language processing 

applications for example, this metric will change to either of Cosine Similarity, Jaccard Similarity, 

Perplexity or Word Error Rate. 

Software and Hardware: 

The design, training, and testing of the deep learning models (Autoencoders and CNN Classifiers) 

are implemented using Keras deep learning framework on TensorFlow backend, running on an 

NVIDIA Tesla P100-PCIE-16GB GPU. 

4.2.1.4 Results and Analysis 

The results of the experimental work are presented in this section. The proposed framework's per-

formance is compared with our baseline using the performance metrics stated above. The baseline 

performance is represented by compression ratio one (1), and it is synonymous with using the 
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uncompressed image to test our various models. Furthermore, it should be noted that the vanilla 

model for the CIFAR10 and ImageNet datasets are different.  

Figure 55 shows the testing accuracy of vanilla CNN Classifiers (Model-A and Model-B) when 

trained and tested with compressed and uncompressed CIFAR10 and ImageNet datasets. The test-

ing accuracy for the compression ratio 1 (uncompressed images), representing our baseline, is 

highest across all the cases, as expected. This observation is because all the features in the raw 

images are used for the classification task. Furthermore, the testing accuracy for IMGNET-A is 

larger than the testing accuracy of IMGNET-B. The differences in performance can be attributed 

to the very close similarity in the images in IMGNET-B, as classifying such images is a much 

more difficult classification task than classifying images in IMGNET-A. The classifier requires 

more information than what is available to identify each of the class in IMGNET-B than IMGNET-

A uniquely. 

A general degradation in the testing accuracy is observed in Figure 55 as the compression ratio is 

increased, although the rate of degradation varies across the models used for the three (3) datasets. 

The rate of degradation of the testing accuracy of the model trained with CIFAR10 dataset is the 

highest for all the compression ratios. The observed degradation is because the small dimension 

of the CIFAR10 images (32 ൈ 32 ൈ 3) implies that the number of features needed to perform a 

classification task is even smaller when compressed. This means the information contained in the 

image has been reduced, making it difficult for the model to have enough information to identify 

each class. Furthermore, the rate of degradation of the testing accuracy for the IMGNET-A dataset 

is very modest across all the compression ratios. However, similar performance is not observed in 

IMGNET-B, particularly for compression ratios 8 and 16 despite having the same image dimen-

sion (224 ൈ 224 ൈ 3) as the IMGNET-A dataset. The larger degree of degradation observed in the 

model trained on IMGNET-B for compression ratios 8 and 16 is due to the complexity of the 

classification task. The degradation is because of the similarities in the images that make up the 

various classes in IMGNET-B, which indicates more features are needed to identify the image for 

each class uniquely. The considerable diversity in the IMGNET-A dataset classes makes the clas-

sification task less complex and requires fewer features to identify each class and differentiate 

between the classes uniquely. This reduced complexity explains why it suffers low degradation in 

testing accuracy even at a higher compression ratio despite fewer features being used for classifi-

cation. In order to further validate the performance of the models, the F-score of the models is 
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obtained and shown in Figure 56. It can be observed that the F-score values of the models for 

various compression ratios are approximately the same as the corresponding model accuracy val-

ues. Furthermore, the F-score values show a similar trend as the testing accuracy when the com-

pression ratio is increased. This is expected because the dataset used for this work is a balanced 

dataset. The testing accuracy of the transfer learning based model (Model-C) for the ImageNet 

dataset compressed by a factor of 4, using different base models, is shown in Figure 57. The trans-

fer learning model is not designed and trained using the CIFAR10 datasets as its performance is 

poor with the compressed images. The poor performance can be attributed to the deep nature of 

the transfer learning based model. Due to its depth, the transfer learning model has an inadequate 

number of features available at the fully connected layer of the model (top layer) where classifica-

tion takes place. Hence, there are inadequate features available for the classes in the dataset to be 

uniquely identified. The same reason also explains why the transfer learning model is only de-

signed and tested with the ImageNet dataset with a compression ratio of four(4). At higher com-

pression ratios (8 and 16), the performance is poor with the compressed images as there are fewer 

features at the fully connected layer of the model (top layer) for the model to uniquely identity 

each class in the IMGNET-A and IMGNET-B dataset. 

From Figure 55 and Figure 57, it is observed that the testing accuracy of the transfer learning 

model across different base models for IMGNET-A and IMGNETB datasets at compression ratio 

1 (baseline) and 4 is higher than the corresponding performance of the vanilla model (Model-A 

and Model-B). This phenomenon can be attributed to the powerful feature extraction property of 

the various base layers used in the transfer learning model. The base layer is a neural network of 

various configurations or architectures trained on the complete ImageNet dataset for the classifi-

cation task. The base layer has powerful feature extraction property because it has been trained on 

a classification task similar to the classification task at hand and achieves satisfactory testing ac-

curacy. 

As observed with the vanilla model in Figure 55, the testing accuracy for compression ratio 1 

(baseline) is better than the testing accuracy for compression ratio 4 for both IMGNET-A and 

IMGNET-B datasets with the transfer learning model as well (Figure 57). Furthermore, the per-

formance of the transfer learning model trained on the IMGNET-A dataset is better than that of 

the model trained on the IMGNET-B dataset for compression ratios one (1) and four (4). However, 
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the rate of degradation in the testing accuracy for compression ratio 4 is higher than what is ob-

served for the vanilla models (Figure 55) for both IMGNET-A and IMGNET-B datasets. The deg-

radation can also be attributed to the deep nature of the transfer learning models as the small 

amount of information/features available at the fully connected layer of the model (top layer) are 

not distinct enough to make an accurate classification. The number of parameters in a convolu-

tional neural network is determined by many factors such as the filter size, the number of filters, 

the size of the input data, the number and type of hidden layers. Hence, a reduction in the number 

of trainable parameters can be achieved by reducing the size of the input data. The relationship 

between the normalized number of parameters in the vanilla model for the CIFAR10 and ImageNet 

datasets vs. the compression ratio is shown in Figure 58. It can be observed that for the same 

compression ratio, the rate of reduction in the normalized number of parameters of the vanilla 

model for the ImageNet dataset is much bigger than that for the CIFAR10 dataset.  

 

Figure 55: Comparison of the testing accuracy of the vanilla models for the original dataset 
(compression ratio =1) and compressed dataset (latent variables) with compression ratio = 4, 8, 

16. 
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Figure 56: Comparison of F-Score of the vanilla models for the original dataset (compression ra-
tio =1) and compressed dataset (latent variables) with compression ratio = 4, 8, 16. 

 

 

Figure 57: Testing accuracy of the transfer learning based model (Model-C) using different base 
models for the ImageNet dataset with compression ratio = 4. 
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Figure 58: Comparison of the normalized number of vanilla model parameters vs. data compres-
sion ratio 

This is because when the compression ratio increases, the already low-resolution images from 

CIFAR10 cannot be reduced much further by the model, and the number of parameters needed 

will remain almost constant for compression ratios 4, 8, and 16. On the contrary, the number of 

required parameters will keep decreasing in the case of the ImageNet dataset for compression ratio 

4 and 8 because the images have much higher resolution, and as a result, the parameters will keep 

decreasing when the input image becomes smaller. However, when the compression ratio is 16 for 

ImageNet, the images are already small, they cannot be reduced much further, and thus will not 

affect the number of parameters.  

Figure 59 shows the normalized amount of time required for testing and training of the vanilla 

models at various compression ratios for CIFAR10 and ImageNet datasets, respectively. A reduc-

tion in training and testing time is observed across the compression ratios and the models. The 

reduction can be attributed to the decreasing size of the input data, which directly affects the total 

number of trainable parameters. As the size of the input images decrease with the increase in com-

pression factor, the total number of trainable parameters at the fully connected layer and the total 

number of trainable parameters also decrease. The total number of trainable parameters in a model 



 

Approved for Public Release; Distribution Unlimited. 
143 

 

indicate the degree of complexity of the resulting model and the amount of time required to train 

the model (training time) and test the model (testing time). Hence, the reduction in the training 

time and testing time as the compression factor increases.  

Although Figure 59 and Figure 58 represent a desirable improvement in some of the properties of 

the resulting model, such as training time, testing time, and the number of parameters as the com-

pression factor increases, the model accuracy, as shown in Figure 57 reduces with increase in the 

compression factor. These Figures show the trade-off between the degree of privacy desired and 

the model accuracy. It also represents a trade-off between our proposed method and the compres-

sion factor of one, which is equivalent to server-only computation. Our proposed framework lev-

erages on both the resources at the edge and at the cloud server. The edge computation part (auto-

encoder) helps extract the useful features needed for training at the cloud server. The cloud server 

provides the resource needed to train the deep learning model (classifier). Training only at the edge 

will lead to poor performance as there are no sufficient data and edge device cannot handle large 

deep model due to limited computing resource. Training only at the server will require all data 

available at the server, which might not be possible due to privacy concerns and limited bandwidth. 

Hence, there is a need to find an optimal trade-off point between the compression and model ac-

curacy.  

Although the testing accuracy is used as the primary metric for the framework in this work, this 

could change as the choice of this metric is application specific. The choice of testing accuracy as 

the primary metric in this paper is informed by the use of an image classification model as the 

second model. With object detection application, average precision or intersection over union met-

ric can be used to judge the effectiveness of the model. In cases where a metric that is application 

dependent is desired, the use of the mean squared error (MSE), which is the cost function used in 

training the autoencoder can be considered. The MSE is the difference between the encoder input 

and the decoder output. This metric is the same irrespective of the type of application the frame-

work is used for. The lower the MSE, the more the effectiveness of the encoder model in extracting 

the latent variable/features in the input. Furthermore, there is a strong negative correlation between 

the MSE and the testing accuracy. This is because the output of the pre-trained encoder is used in 

training the classification model in the second part of the model. Hence, the lower the MSE of the 

encoder, the better the accuracy of the resulting model trained with the output of the encoder. The 

plot of the MSE of the encoder used in generating the compressed input for Model-A and Model-
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B is shown in Figure 60. It is noticed from the table that the MSE increases with an increase in the 

compression ratio for a particular dataset, which speaks to the inverse relationship between the 

MSE of the encoder and the testing accuracy of the classification model. It is also noticed that the 

MSE value of the encoders for ImageNet-A dataset is bigger than the MSE value of the encoders 

of ImageNet-B dataset. This same trend is noticed in Figure 55 where the testing accuracy of the 

models trained with compressed images of ImageNet-A is bigger than those of ImageNet-B. This 

behavior is attributed to the degree of complexity of the images in ImageNet-B dataset due to their 

close similarity as compared to images in ImageNet-A. 

4.2.2 Computation offloading 

4.2.2.1 Performance Analysis 

In this part, we analyze the effect on the system performance from the inference error rate in the 

classification problem and the inference bias in the regression problem. For the simplicity, it is 

assumed that 𝐾 ൌ  1 in the analysis, which can be extended to the multi-server MEC scenarios 

because the server selection (CAP association) can be decoupled from the online inference.  

Impact of Inference Error Rate of Classification Problem on System Cost: 

For the multi-class classification problem, we define the inference error rate as 𝜌 ൌ 

ே௨௠௕௘௥ ௢௙ ௙௔௟௦௘ ௣௥௘ௗ௜௖௧௜௢௡௦

்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௣௥௘ௗ௜௖௧௜௢௡௦
. To analyze the effect of inference error rate in predicting 𝑫∗ based on 

the pre-trained MTFNN model, Observation 1 is first given as follows. 

Observation 1 If error occurs on the prediction of 𝑫∗, the system performance is not related to 

the prediction of  𝚯∗. 

Based on Observation 1, we have the following Theorem. 
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(a) Comparison of the normalized testing time 

 

 (b) Comparison of the normalized training time 
 

Figure 59: Comparison of the normalized testing time and training time of the vanilla models for 
various compression ratios for CIFAR10 and ImageNet datasets 
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Figure 60: Comparison of the mean squared error of the vanilla models for the original dataset 
(compres-sion ratio =1) and the compressed dataset (latent variables) with compression ra-

tio=4,8,16. 

 

Theorem 1 For each MU n, 𝑛 ∈ 𝒩, let Δ௡ ൌ |𝒪௢௡ െ 𝒪௟
௡| denoting the difference between the cost 

using offloading strategy and the cost using local computing. The additional cost introduced by 

the multi-class classification is 𝜌Δ௡. 

Proof: For the MU 𝑛, the predicted offloading decision can be calculated as 

𝐷௡
௣ ൌ 𝜌𝐷෩௡ ൅ ሺ1 െ 𝜌ሻ𝐷௡,                                                             ሺ4.1ሻ 

where 𝐷෩௡ denotes the opposite relation of 𝐷௡, i.e., 

𝐷෩௡ ൌ ൜
0,    𝑖𝑓 𝐷௡ ൌ 1
1,   𝑖𝑓 𝐷௡ ൌ 0                                                                 ሺ4.2ሻ  

 

For MU n, the optimal cost can be expressed as 

 

𝒪௡ ൌ 𝒪௟
௡ ൅ 𝐷௡ሺ𝒪௢௡ െ 𝒪௟

௡ሻ.                                                       ሺ4.3ሻ 

 

Accordingly, the cost predicted by the pre-trained MTFNN model can be expressed as 
 

𝒪௡
௣ ൌ 𝒪௟

௡ ൅ 𝐷௡
௣ሺ𝒪௢௡ െ 𝒪௟

௡ሻ.                                                       ሺ4.4ሻ 
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Substituting (4.1) into (4.4), 𝒪௡
௣ can be derived as 

 
 

𝒪௡
௣ ൌ 𝒪௟

௡ ൅ 𝐷௡ሺ𝒪௢௡ െ 𝒪௟
௡ሻ ൅ 𝜌൫𝐷෩௡ െ 𝐷௡൯ሺ𝒪௢௡ െ 𝒪௟

௡ሻ                            ሺ4.5ሻ 
 
 

Substituting (4.3) into (4.5), we have 
 

 
𝒪௡
௣ ൌ 𝒪௡ ൅ 𝜌൫𝐷෩௡ െ 𝐷௡൯ሺ𝒪௢௡ െ 𝒪௟

௡ሻ                                                    ሺ4.6ሻ 
 
 
If 𝐷௡  ൌ  1, i.e., 𝒪௢௡ ൏ 𝒪௟

௡ and 𝐷෩௡ ൌ 0 hold, then (4.6) can be further expressed as 

𝒪௡
௣ ൌ 𝒪௡ െ 𝜌ሺെΔ௡ሻ ൌ 𝒪௡ ൅ 𝜌Δ௡. Otherwise, when 𝐷௡ ൌ 0, i.e., 𝒪௢௡ ൐ 𝒪௟

௡ and 𝐷෩௡ ൌ 1 hold. As 

a result, (4.6) can be further expressed as 𝒪௡
௣ ൌ 𝒪௡ ൅ 𝜌Δ௡. To summarize, the additional over-

head introduced by the multi-class classification in the pre-trained MTFNN model is 𝜌Δ௡. 

Impact of Inference Bias on System Cost: 

For the regression problem, we define the inference bias of MU n as 𝑏௡  ൌ Θ෩௡ െ Θ௡, where Θ௡ is 

the ground truth of resource allocation ratio, Θ෩௡ denotes the predicted resource allocation ratio. To 

analyze the effect of inference bias in predicting Θ∗ based on the pre-trained MTFNN model,  

Observation 2 is presented as follows. 

 

Observation 2 Suppose no error occurs on the prediction of 𝐷∗, the system performance is only 

affected by the inference bias. 

 

Based on Observation 2, we have the following Theorem. 

 

Theorem 2 Let 𝜔௡ ൌ
஽೙௖೙
௙೙஀೙

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ, the additional cost introduced by the regression is 

𝜔௡/ ቚ1 ൅ ஀೙
௕೙
ቚ. 

Proof: Suppose that no error occurs during the multi-class classification, i.e., 𝜌 ൌ 0. Considering 

that the predicted resource allocation ratio ൫Θ෩௡൯ affects the offloading cost, then we have  
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𝒪௡
௣ ൌ 𝒪௟

௡ ൅ 𝐷௡൫𝒪෨௢௡ െ 𝒪௟
௡൯,                                                      ሺ4.7ሻ 

 

where 𝒪෨௢௡ denotes the offloading cost based on the inference results given by the pre-trained 

MTFNN model. 

Based on (4.3) and (4.7), we have 

 

ห𝒪௡
௣ െ 𝒪௡ห ൌ 𝐷௡ ห𝒪෨௢௡ െ 𝒪௢௡ห.                                                  ሺ4.8ሻ 

 

Substituting (3.23) and (3.24) into (3.25), 𝒪௢௡ can be rewritten as 
 
 

𝒪௢௡ ൌ
𝑠௡
𝑟௨௡
൫𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃௧,௡

௜ ൯ ൅
𝑐௡
𝐹Θ௡

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ ൅

𝜔௡
𝑟ௗ
௡ ൫𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ௗ,௡

௜ ൯, ሺ4.9ሻ 

 
 
where 𝐹 denotes the total computational resources of the CAP. 𝑃௧,௡

௜  and 𝑃ௗ,௡
௜  denote the power 

consumption of MU 𝑛 uploading data to the CAP and downloading the execution result from 
CAP via the sub-band 𝑖, respectively. 
 
Accordingly, 𝒪෨௢௡ can be rewritten as  
 

𝒪෨௢௡ ൌ
𝑠௡
𝑟௨௡
൫𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃௧,௡

௜ ൯ ൅
𝑐௡
𝐹Θ௡

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ ൅

𝜔௡
𝑟ௗ
௡ ൫𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ௗ,௡

௜ ൯,        ሺ4.10ሻ 

 

Substituting (4.9) and (4.10) into (4.8), we can get 

 

ห𝒪௡
௣ െ 𝒪௡ห ൌ

𝐷௡𝑐௡
𝐹

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ ቤ

1

Θ෩௡
െ

1
Θ௡
ቤ                                      ሺ4.11ሻ 

 

Considering that 𝑏௡ denotes the inference bias of the regression, then Θ෩௡ ൌ Θ௡ ൅ 𝑏௡ holds. As a 

result, (4.11) can be rewritten as 

 

ห𝒪௡
௣ െ 𝒪௡ห ൌ

𝐷௡𝑐௡
𝐹

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ ฬ

1
Θ௡ ൅ 𝑏௡

െ
1
Θ௡
ฬ 

(4-12) 
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ൌ
𝐷௡𝑐௡
𝑓௡Θ௡

ሺ𝛼 ൅ ሺ1 െ 𝛼ሻ𝑃ூ
௡ሻ ተ

1
Θ௡
𝑏௡

൅ 1
ተ                                                      

 

This ends the proof.  

According to Theorem 1 and Theorem 2, the following Corollary is given to illustrate the total 

cost of MU n introduced by the pre-trained MTFNN model, i.e., 𝐶௡. 

Corollary 1 Due to the imperfectness of the pre-trained MTFNN model, i.e., there exist infer-

ence error rate in multi-class classification (𝜌 ് 0) and inference bias in regression (𝑏௡ ് 0), the 

total cost introduced by the pre-trained MTFNN model is obtained as 

 

𝐶௡ ൌ 𝜌𝛥௡ ൅ ሺ1 െ 𝜌ሻ𝜔௡/ ฬ1 ൅
𝛩௡
𝑏௡
ฬ                                          ሺ4.13ሻ 

 

Remark 4  Given the MUs' profile information, it is observed from (4.13) that 𝑪௡ is proportional 

to 𝜌 and 𝑏௡. Note that 𝑪௡ is dominated by the classification problem if 𝜌 is relatively large (e.g., 

𝜌 ⟶ 1 in one extreme case). Only when 𝜌 is relatively small (e.g., 𝜌 ⟶ 0 in another extreme 

case), 𝑪௡ is mainly determined by the regression bias. 

4.2.2.2 Implementation of the Pre-trained MTFNN Model 

The implementation of the pre-trained MTFNN model is illustrated in Fig. 61. Due to the diversity 

of the MUs' input profile, the MTFNN model needs to be pretrained for each scenario, in which 

there exist a different number of MUs offloading jobs to the CAP. After the offline training, the 

pre-trained MTFNN models corresponding to each scenario can be stored at the CAP in advance. 

Given a set of input parameters (e.g., number of MUs), the CAP selects the pre-trained MTFNN 

model accordingly (i.e., Phase 1 in Fig. 61) and then performs the on-line inference (i.e., Phase 2 

in Fig. 61). Moreover, the size of the pre-trained MTFNN model for each scenario is less than 2 
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KB, which indicates that the MES at the CAP has enough storage space to save the pre-trained 

MTFNN models4. 

4.2.2.3 Medium Access Control (MAC) Protocol 

Different from using time-division multiple access (TDMA) way for the uplink offloading in [143, 

295], in our offloading framework, the time is divided into multiple frames, and it is assumed that 

the channel remains static within each frame and the system is synchronized using Beacon. Here, 

we exemplify the proposed MAC protocol for each CAP within a single frame. Each frame is sub-

divided into two non-overlapping periods, i.e., learning period (LP) and offloading period (OP), 

as illustrated in Fig. 62, where the pre-trained MTFNN model can be deployed at the CAP [296, 

297]. During the LP, all MUs with offloading jobs send a “Request” message to CAP in an OMA 

(e.g., OFDMA) or an advanced NOMA way, which contains the parameters input to the MTFNN 

model. On receiving the “Request”, CAP decodes the “Request” message and then infers the 𝑫∗ 

and  𝚯∗ based on the selected MTFNN model file. Then, the CAP notifies the MUs of the predicted 

𝑫∗ and 𝚯∗ by replying a “Response” message after short interframe space (SIFS). Due to the rel-

atively small value of inference time (e.g., less than 4𝜇𝑠 for 𝑁 ൌ 8) compared with the SIFS (e.g., 

16𝜇𝑠 in IEEE 802.11a), so it is approximately considered that the offloading strategy is made 

within SIFS by the CAP. During the OP, the MUs with 𝑫∗ ് 0 upload the jobs data to CAP. Once 

the data is received, the CAP processes the jobs based on the allocated computational resources. 

After all the jobs have been processed, the CAP returns the executed results to the MUs. Therefore, 

all the offloading jobs are received and computed within one frame, and then in next frame the 

same procedure is performed for new set of offloading requests. 

 

 
4 When the number of mobile devices offloading jobs to the same CAP simultaneously is generally not too 
large [294], e.g., less than 20, the total space storing the pre-trained MTFNN models is less than 40 KB, 
which is generally far below the capacity of the CAP. In such case, the pre-trained MTFNN models can be 
cached into the memory of MES at the CAP in advance to perform the inference more efficiently. 
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Figure 61: Implementation of the MTFNN prediction online 

 

Signaling Overhead Discussion: 

In our proposed MTFNN based offloading protocol, the CAP needs to obtain the details of com-

putation jobs (i.e., some parameters of the jobs, which mainly includes the data size (𝑠), the CPU 

resource (𝑐), the bandwidth (𝑊), coefficient (𝛼), the MU's CPU capability (𝑓௟) and transmission 

power (𝑃௧)) from each MU to predict the optimal offloading strategy. However, the signaling over-

head is not a big concern due to the following two reasons. 

 Firstly, these parameters can be piggybacked into the “Request” packet. The size of “Re-

quest” packet is not too large and can be transmitted simultaneously. Owing that the “Re-

quest” packet of each MU is transmitted to the CAP simultaneously, so the time overhead 

to transmit the “Request” packet can be decreased to a large extent. 

 Secondly, some of these parameters may not change within a period of time, which can 

help to further decrease signaling overhead. Specifically, some of the parameters such as 

𝑓௟ ,𝑃௧ ,𝑊 and 𝛼 may keep unchanged in a period of time, and even the remaining parameters 

(i.e., s and c) may also be almost unchanged if MU's input data source keeps stable. In this 

case, the time overhead can be decreased significantly. To go a step further, if the channel 

condition keeps unchanged (e.g., the MUs are not moving and the channel between MUs 

and AP is line-of-sight (LOS)), the signaling may occur only once because the predicted 

offloading strategy is valid for an extended period.  
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Suppose that given a distributed approach, even though the MU can make offloading decisions 

(i.e., processing job locally or offloading to the CAP) in the distributed approaches, their offload-

ing decisions can hardly be the optimal due to the computation jobs information are not shared. 

More importantly, the CAP can also hardly allocate the computation resources efficiently using 

distributed approaches if the CAP does not know the details of computation jobs of all MUs. 

 

 

 

Figure 62: MAC protocol for the offloading between MUs and CAP 
 

4.2.2.4 Testing Results 

During the testing phase, the performance of the MTFNN model is evaluated based on the outputs 

and the corresponding labels5. To demonstrate the superiority on resolving the MINLP problem 

using the proposed MTFNN model, we compare with a benchmark scheme, spatial branch and 

bound (sBB), which is implemented using the MATLAB toolbox of the APMonitor Optimization 

Suite [298]. It is worth noting that for the fairness of comparison, the performance of online infer-

ence of both sBB method and the proposed MTFNN model are compared on the same system with 

Intel Xeon(R) CPU E5-2650 @ 2.0 GHz (ൈ 16) processor6. In the following, we introduce two 

testing indexes. 

 
5 The outputs obtained from the MTFNN model are performed 50 epochs and normalized to make sure 
the condition C4 is met. 
6 This means that even though the MTFNN model can be trained offline via GPU, however, the online 
inference is still performed via CPU. 
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 Computation complexity. We evaluate the complexity with the execution time per sample, 

which is defined as 𝑡 ൌ  ்௢௧௔௟ ௘௫௘௖௨௧௜௢௡ ௧௜௠௘

ே௨௠௕௘௥ ௢௙ ௦௔௠௣௟௘௦
. We keep a record of time cost to solve the 

original optimization problem P1 using sBB algorithm and the pre-trained MTFNN model. 

Note that the offline training needs to be performed only once, the execution time denotes 

the inference time. 

 Computation accuracy. We define the accuracy of the offloading decision inference in the 

multiclass classification problem as 𝜂 ൌ  ே௨௠௕௘௥ ௢௙ ௖௢௥௥௘௖௧ ௣௥௘ௗ௜௖௧௜௢௡௦

்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௣௥௘ௗ௜௖௧௜௢௡௦
. Denote 𝑚 as the total 

number of samples, 𝑁 is the total number of devices, we use the MSE function to indicate 

the accuracy of resource allocation strategy in the regression problem, i.e.,                         

 𝜀 ൌ ଵ

௠ே
∑ ∑ ൫𝑦௝

௜ െ 𝑥௝
௜൯
ଶ

,ே
௝ୀଵ

௠
௜ୀଵ  where 𝑦௝

௜  is the predicted value of 𝑑௝  from the i-th sample 

and 𝑥௝
௜  is its label. 

Comparison of Computation Complexity: 

The comparison of computation complexity between the sBB algorithm and MTFNN model with 

𝜒௖ ൌ 𝜒௥  ൌ  1 is compared in Table 97. It can be observed that compared to the sBB scheme, the 

pre-trained MTFNN model obtains much lower complexity on the premise of a relatively high 

accuracy, and the time cost to solve the problem P1 using MTFNN model is even less than one-

thousandth of the sBB scheme8. The main reasons are as follows. As the number of MUs (N) 

grows, the conventional exhaustive search strategy suffers from the exponential time complexity 

𝑂ሺሺ2𝑔ሻே ሻ, where 𝑔 ൌ ଵ

ఠ
൅ 1, 𝜔 ∈ ሺ0,1ሻ denotes the granularity of computational resource allo-

cation. Meanwhile, to solve the MINLP problem, the sBB always has exponential worst-case com-

plexity, i.e., 𝑂ሺ2ேሻ [299]. In the pre-trained MTFNN model, the quadratic time complexity can be 

achieved as 𝑂ሺ𝑀ଶ𝐿ሻ, where L is the number of layers, M is the number of neurons in a hidden 

layer which indicates the scale of the neuron network model. Besides, we only need to train our 

learning model once, which can be performed offline via the machines with strong computing and 

 
7 Note that the “Schemes” is abbreviated as \S" to save space in Table 4.4 and Table 4.5. 
8 Note that different from the sBB scheme where the inference time t keeps increasing as the increase of 
number of MUs N, by using the pre-trained MTFNN model, the inference time t is not increased with N. 
This is because the testing index t denotes the execution time per sample. As the total number of collected 
data samples increases while the total inference time grows not too much, so the average inference time per 
sample is not increased with N. 
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storage capabilities, e.g., the GPU clusters. Therefore, the proposed MTFNN method has a rela-

tively low complexity compared to the sBB and exhaustive search schemes. 

 

Table 9: Results of MTFNN with  𝝌𝒄  ൌ  𝝌𝒓  ൌ  𝟏 

𝑁𝜂, 𝜀, 𝑡𝑆 sBB MTFNN with 𝜒௖  ൌ  𝜒௥  ൌ  1 

2 70%, 0.055, 14.1 ms 96%,  0.016,  2.5 µs 

3 62%, 0.047, 14.2 ms 89%,  0.027,  2.5 µs 

4 58%, 0.053, 14.5 ms 83%,  0.029,  2.2 µs 

mygray height5 47%, 0.051, 15.2 ms 50%,  0.021,  2.0 µs 

 

Comparison of Computation Accuracy: 

The comparison of computation accuracy in terms of 𝜂 and 𝜀 is given in Table 9, where the 

MTFNN model is with  𝜒௖  ൌ  𝜒௥  ൌ  1. It can be seen that MTFNN model obtains a relatively 

high accuracy on the premise of much lower complexity. Specifically, the MTFNN model outper-

forms the sBB by average 40% in the classification inference accuracy and the MSE of MTFNN 

is about only a half of the sBB scheme. To demonstrate the computation accuracy of the regression 

problem, the comparison of regression inference for the case of three devices is presented in Fig. 

63. It can be observed that the pre-trained MTFNN model outperforms the sBB algorithm, which 

matches the ground truth well. The reason why the proposed MTFNN model outperforms the other 

method is that the MTFNN model is trained offline with the data set collected using the exhaustive 

searching method, which can always obtain the optimal solutions to the formulated MINLP prob-

lem. In other words, the labeled data is with relatively high quality and thus the NN model can 

perform well if it is trained with appropriate hyper-parameters and the number of feeding data 

samples is large enough. 

Nevertheless, it is observed from Table 9 that when N = 5, the inference accuracy of offloading 

decision given by the MTFNN model with 𝜒௖  ൌ  𝜒௥  ൌ  1 severely decreases. The main reason 

behind this is that the complexity of the multi-class classification problem grows exponentially 

with the increase of N. The higher the complexity the lower accuracy for offloading decision, and 

the system performance is currently dominated by the inference error rate of classification, as il-

lustrated in Remark 3. Therefore, in order to keep a relatively high inference accuracy in  
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different scenarios9, the weight of loss function in the MTFNN model should be adjusted based 

on N. 

 

Impact of the Weights of Loss Function on Inference Accuracy: 

Note that in Table 9, the weights of loss functions (𝒍௖ and 𝒍௥) are set to be identical, i.e., 𝜒௖ ൌ 𝜒௥ ൌ

1. In this case, the MTFNN method significantly outperforms the sBB scheme in the cases of 𝑁 ൑

4. With the increase of 𝑁, it is known that the complexity of the regression problem increases 

linearly while the complexity of the multi-class classification problem grows exponetially. 

 

 
Figure 63: The computational resource ratio (i.e., Θ ൌ ሾΘଵ,Θଶ,Θଷሿ) predicted by the pretrained 

MTFNN model with 𝜒௖ ൌ 𝜒௥ ൌ 1, where the number of MUs is 3. Θଵ,Θଶ, and Θଷ is respectively 
shown in (a), (b) and (c) 

In such a situation, the inference of classification problem deteriorates the overall performance of 

multi-task learning due to the relatively high complexity. In order to resolve this issue, we adjust 

the weights of the loss function according to the value of 𝑁. When N is not too large, e.g., 𝑁 ൑ 4 

 
9 Different scenarios mean that there exist a different number of devices offloading jobs to the MES at the 
same time. 
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in the small-scale network, the weight for classification and regression is prone to be the same, 

e.g., 𝜒௖ ൌ 𝜒௥ ൌ 1. This can help to ensure the accuracy of both classification and regression. When 

N continues to become large, e.g., 𝑁 ൒ 5 in the larger-scale network, the weight of classification 

should be reduced while the weight of regression should be improved accordingly. Here, we set 

𝜒௖ ൌ 0 and 𝜒௥ ൌ 1. At this time, the multi-task learning problem degenerates into a pure regres-

sion problem, and the output of the MTFNN model only indicates the resource allocation vector 

𝚯∗. In order to obtain the offloading decision vector 𝑫∗, we set a threshold Θ୲୦. If Θ୬ ൒ Θ୲୦, we 

have 𝐷௡ ൌ 1, otherwise 𝐷௡ ൌ 0. According to the ground truth in the training dataset, Θ୲୦ is set to 

be 0:15 in Table 10. It is observed from Table 10 that the accuracy of the sBB scheme has been 

steadily dropping and the MSE is increased as well. In contrast, the inference accuracy of the 

MTFNN model with 𝜒௖ ൌ 0 and 𝜒௥ ൌ 1 always outperforms the sBB scheme and keeps steady. 

Compared to MTFNN model with 𝜒௖ ൌ 𝜒௥ ൌ 1, the MSE of the regression given by the MTFNN 

model with 𝜒௖ ൌ 0 and 𝜒௥ ൌ 1 is further decreased, which is only about 15% of the sBB scheme 

when 𝑁 ൌ  5. 

 

Table 10: Results of MTFNN with  𝝌𝒄  ൌ  𝝌𝒓  ൌ  𝟏 
Nη, ε, tS sBB MTFNN with χc = 0, χr 

1mygray height5 47%, 0.051, 15.2 ms 78%,  0.009,  5.0 µs 

6 42%, 0.092, 15.8 ms 82%,  0.009,  5.7 µs 

7 38%, 0.095, 16.6 ms 81%,  0.009,  3.6 µs 

8 34%, 0.097, 16.9 ms 78%,  0.009,  3.9 µs 

 

Impact of the Number of Training Samples on Inference Accuracy: 

From Fig. 64(a)-(c), it is observed that the accuracy of offloading decision is low for a small num-

ber of training samples while increases gradually with the number of training samples, and the 

change of MSE of regression shows an opposite trend. This is because that for a small number of 

training examples, the MTFNN model can only learn very few distinguishing features and the 

learned features are not sufficient enough to perform inference accurately. With the increase of 

training samples, the MTFNN model gradually extracts more abstract features from the data, which 

allow the MTFNN model to learn more about the relationship between the inputs and outputs of 
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the formulated MINLP problem. Therefore, the inference accuracy keeps increasing with the train-

ing examples and then starts to saturate after there are enough training examples. Moreover, it can 

be observed that when the number of MUs (N) becomes larger, more training samples are required 

for the MTFNN model to achieve similar accuracy. 

 

Figure 64: The accuracy of the classification (η) and the mean square error (MSE) of the 
regression (ε) for N  = 2, N  = 5 and N  = 8, is respectively shown in (a), (b) and (c). In 
(a), the number of total training samples is 3.2 ൈ  10ସ, and 𝜒௖  ൌ  𝜒௥  ൌ  1.  In (b) and 

(c), the number of total training samples is 8 ൈ  10ସ and 2.4 ൈ  10ହ, respectively, 
and𝜒௖  ൌ 0, 𝜒௥  ൌ  1. 

 

4.2.2.5 Performance Evaluation of MTFNN based Offloading Protocol 

In our simulations, to evaluate the effectiveness of our proposed MTFNN model based offloading 

scheme (MOF), we consider the scenario with a CAP surrounded by 𝑁 MUs randomly scattered 

within 200 m. Four benchmark offloading approaches are introduced as follows. 
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 Full offloading (FOF). The FOF scheme denotes that all the jobs will be executed at the 

CAP totally and the whole computational resource (F) is allocated equally to each device, 

i.e., 𝐷௡  ൌ  1, and 𝑓௡  ൌ  𝐹/𝑁, ∀𝑛 ∈ 𝒩. 

 None offloading (NOF). The NOF scheme denotes that all the jobs will be executed locally 

by the MUs themselves, i.e., 𝐷௡  ൌ  1, ∀𝑛 ∈ 𝒩. 

 Random offloading (ROF). The ROF scheme denotes that all the jobs will be executed 

by the two ways above randomly. Without loss of generality, the simulation is performed 

for an average of 1000 runs. 

 sBB based offloading (SOF). The SOF scheme denotes that all the jobs will be executed 

according to the offloading strategy given by the sBB algorithm. We compare the proposed 

MOF scheme with the other four methods with respect to the total system cost (i.e., 𝒪୲୭୲ୟ୪). 

The CPU frequency of each MU is 𝑓௟  ൌ  0.5 GHz, the coefficient of each MU is set to be 

𝛼 ൌ  0.5 for simplicity. Some other parameters can refer to Section 3.2.3.2.3. 

 

Results and Discussions: 

Fig. 65(a) presents the impact of the number of devices (N) on the total system cost of the MEC 

network, where the size of the input data is 200 kbits. Taken as a whole, the system cost of all the 

schemes increase by nature when N keeps increasing. Specifically, the “NOF” scheme is with the 

highest system cost when 𝑁 ൑ 4 while the “FOF” scheme becomes the highest instead when 𝑁 ൐

4. This is because that when N is not too large, compared with offloading jobs to the CAP which 

has enough computational resource to meet the offloading demands, the MUs consume much more 

energy locally. As 𝑁 keeps increasing, the computational capability and storage capacity of the 

CAP is not sufficient enough to meet the offloading demands from all devices. Due to the inference 

accuracy of “SOF” scheme drops rapidly with increasing of 𝑁 (as illustrated in Table 10), the 

“SOF” only performs well when 𝑁 is relatively small (e.g., 𝑁 ൑ 3). Fortunately, it is observed that 

the proposed “MOF” scheme always outperforms the benchmark schemes because it can make an 

optimal offloading strategy in most cases by performing the inference online. This validates the 

effectiveness of the proposed MTFNN model and also indicates that the intelligent offloading de-

cision making plays an increasingly important role in the MEC networks. 
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Fig. 65(b) shows the system cost with respect to the increasing input data size of the offloading 

job, where N = 3. It is obvious that the job with bigger data size requires more time and energy 

consumption. As a result, the system cost increases with the increasing data size. As we expected, 

the curve of the “NOF” scheme is with the fastest growth as the data size is increased. This indi-

cates that the larger job size the more energy consumption of the MUs. 

The system cost with an increasing computation capability of MES (denoted as 𝐹) is given in Fig. 

65(c), where 𝑁 ൌ 3 and the job input size is 200 kbits. It is observed that with the increase of F, 

except for the “NOF” scheme, the system cost of the other three offloading schemes decrease 

significantly. This is because that the “NOF” scheme computes the job locally, so the amount of 

computational resource owned by the CAP does not affect the system cost using “NOF” scheme. 

In contrast, as the computation capability of the CAP increases, the jobs execution time of the 

other four schemes can be shortened because more computation resources will be allocated ac-

cordingly. Furthermore, with the increase of 𝐹, “processing jobs via offloading” gradually be-

comes the optimal strategy to minimize the time cost. Therefore, it can be seen that the system cost 

of “FOF” and “MOF” schemes are almost the same when 𝐹 = 2:5 GHz. 

 

4.3 Knowledge Extraction using Machine Learning and Deep Learning 

4.3.1 Evidence Theory for Big Data Processing 

4.3.1.1 Data Collection 

In our experimental data collection, we used the proposed platform ([202]) in Figure 22 to monitor 

the air quality inside an apartment during summer season. We put five sets of Sensordrone nodes 

and Android© smartphones with related apps in different parts of the apartment named room1, 

room2, living, dining, and kitchen, respectively. Sensing interval can be set arbitrarily such as 1, 

5, or 10 seconds. Smaller interval is suitable to have more samples for accurate monitoring. Be-

cause we wanted to monitor environment for at least 12 hours without recharging sensor nodes 

and with reasonable accuracy, so for our data collection we set interval time to five second for all 

five sensor nodes. The sensor nodes measured temperature, humidity, pressure, carbon monoxide, 

and battery level of sensor node. In addition, time stamps and GPS location data are uploaded to 

the server. Here only temperature and humidity data used for our case study in this work. 
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Figure 65: In (a), system cost versus the number of MUs is shown, where task input size is 200 
kbits. System cost versus the task input size is shown in (b), where 𝑵 ൌ 𝟑. System cost versus 
the computation capability of the CAP is shown in (c), where 𝑵 ൌ 𝟑 and task input size is 200 

kbits. 
 

The monitored temperature and humidity data for ten-hours sensing period including 7500 data 

samples and their mappings in comfort zone graph are shown in Figure 66. Fluctuations in tem-

perature and humidity are caused by turning on the air conditioner (AC) periodically for cooling 

during the summer. AC set to 77 degree Fahrenheit. It turned off for the last four hours. Then 

temperature and humidity started to increase in all places as expected. 
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Figure 66: Temperature, Humidity data and related Comfort zone 
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4.3.1.2 Data Analysis and Decision Making 

Implementation of non-overlapped model This section explains the details of our proposed model 

and implementation of DST and DSmT related combination rules based on our model. Both sim-

ulation results and real data analysis based on the experiments are shown to determine the comfort 

zone inside the apartment. According to the “Comfort Zone” in ISO7730-1984 standard ASHRAE 

shown in Figure 21, ([300]) defined 9 hypotheses/zones including the comfort zone and 8 other 

zones around the comfort zone. We will call this model the non-overlapped model. Figure 67 

shows the 9 zones for the summer season. In Figure 64, small blue square markers show the center 

of related zones and red solid lines are used as a boundary to distinguish between different hypoth-

eses. Table 11 displays temperature and humidity values and feeling definition for related zones 

based on the non-overlapped model. Thus the frame of discernment for feeling zone evaluation is: 

 

Θ ൌ ሼ𝑙ଵ ൌ I, 𝑙ଶ ൌ II, … , 𝑙ଽ ൌ "𝐼𝑋"ሽ                                                  ሺ4.14ሻ 

 

Here “I” refers to the first hypothesis and “II” refers to the second hypothesis and so on. Because 

all 9 hypotheses are exclusive and exhaustive, it satisfies the Dempster-Shafer model. It is noted 

that uncertainty is not considered in this model. 

Feeling definitions in Table 11 based on Figure 67 explain the human feeling for the range of 

temperature and humidity in each zones. For example, zone “I” refers to “too cold and humid” 

and so on. Based on our proposed method in Figure 67, Dempster's rule of combination can be 

applied to our data to compute total mass. Because in this model all 9 hypotheses are singleton 

and exclusive, the total mass and belief functions are equal. 

In order to calculate the mass function, we first calculate the normalized Euclidean distance be-

tween measured data from sensors and hypotheses parameters: 

 

𝑑௜
௟ೕ ൌ ቌ෍൭

𝑆௫ െ 𝑓௫
௟ೕ

𝑓௠௔௫ െ 𝑓௠௜௡
൱

ଶ௠

௫ୀଵ

ቍ

ଵ/ଶ

                                                     ሺ4.15ሻ 
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Figure 67:  Proposed 9 hypotheses model for summer season (Non-overlapped model) 

 
 

Here 𝑑௜
௟ೕrefers to the distance between sensor 𝑖 and hypothesis 𝑗, 𝑆௫ is sensor data and 𝑓௫

௟ೕ is the 

reference value of hypothesis 𝑗. 𝑓௠௔௫ െ 𝑓௠௜௡ is used for normalization. Dimensionality is shown 

by 𝑚. In our proposed models 𝑚 ൌ 2, to represent Temperature and Humidity. So it simplifies to: 

𝑑௜
௟ೕ ൌ ൭ቆ

𝑇௜ െ 𝑇௟ೕ

𝑇௠௔௫ െ 𝑇௠௜௡
ቇ
ଶ

൅ ቆ
𝐻௜ െ 𝐻௟ೕ

𝐻௠௔௫ െ 𝐻௠௜௡
ቇ
ଶ

൱

ଵ
ଶ

                                     ሺ4.16ሻ 

 

Then for every sensor node 𝑖, distance values related to all hypotheses can be obtained: 

 

𝐷௜ ൌ ൛𝑑௜
௟భ ,𝑑௜

௟మ , … ,𝑑௜
௟೙ൟ                                                            ሺ4.14ሻ  

 

For the small value of distance 𝑑௜
௟ೕ , the probability that the sensor 𝑖 is belong to zone 𝑙௝ is higher. 

Then mass function calculated based on the distance values for each sensor node 𝑖 related to each 

hypothesis 𝑗: 
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𝑚௜൫𝑙௝൯ ൌ
1/𝑑௜

௟ೕ

∑ ቀ1/𝑑௜
௟ೕቁ௡

௝ୀଵ

                                                     ሺ4.18ሻ 

 

Finally mass functions for each sensor node 𝑖 related to all 𝑛 hypotheses are: 

 

𝑚௜ ൌ ሼ𝑚௜ሺ𝑙ଵሻ,𝑚௜ሺ𝑙ଶሻ, … ,𝑚௜ሺ𝑙௡ሻሽ                                        ሺ4.19ሻ 

 

Table 11:  The proposed 9 hypotheses model  details 
Class Temperature Humidity Feeling  Definition 

I 70.7 90 Too Cold & Humid 
II 76.1 90 Too Humid 
III 81.5 90 Too Warm & Humid 
IV 70.7 50 Too Cold 
V 76.1 50 Comfort Zone 
VI 81.5 50 Too Warm 
VII 70.7 10 Too Cold & Dry 
VIII 76.1 10 Too Dry 
IX 81.5 10 Too Warm & Dry 

 
 

Simulation and real data analysis of non-overlapped model: 

To validate our proposed model with synthetic data, we generate several random test data sets and 

feed them as input to our MATLAB© program to calculate the Dempster-Shafer combination 

based on Figure 60. One of the test data set is shown in Figure 68. Eight set of random data are 

chosen that move diagonally from bottom left to right top along the time. First two sets are inside 

zone seven (VII), next set inside zone four (IV), next three sets are inside comfort zone and the 

last two sets are in zone three (III). The total mass function and related decision based on the 

maximum values of mass are also shown. Based on the non-overlapped model, all nine hypotheses 

are singleton and exclusive, so the mass and belief are equal. Although the value of plausibility is 

greater than mass value (small uncertainty value as an offset), the overall decision result are same 

for mass, belief, plausibility and pignistic probability, as expected. 

Similarly, Figure 69 shows the total mass and the related decision results based on experimental 

real data. It is observed that, when AC is turned on, six times it moves inside the comfort zone 

(zone 5) from zone 6. Non-overlapped model is not accurate enough, because it does not consider 



 

Approved for Public Release; Distribution Unlimited. 
165 

 

high granularities. So as shown in Figure 69, It only could detect four of them. Figure 69 shows 

that the conflict value during all ten hours are high. Thus it is clear that to overcome the effect of 

high conflict we need to apply DSmT. 

 

Figure 68: Mass-decision for diagonal test data set (9 hypotheses DST model) 
 
 

Implementation of overlapped model: 

According to the Sensordrone specification document, accuracy of temperature sensors are 

൅/െ0.5°𝐶 or ൅/െ0.9°𝐹 and accuracy of humidity sensors are ൅/െ 2%RH. Therefore meas-

urements reported by Sensordrone sensors add uncertainty factor based on the accuracy range 

of related sensors. Thus we expand our non-overlapped model to a more accurate one as 

shown in Figure 70. Dashed lines in Figure 70 are drawn around solid line, intersection be-

tween zones, based on ൅/െ0.9°𝐹 and ൅/െ 2%RH measurement error for temperature and 

humidity sensors, respectively. That means each hypotheses can be extended from its solid 
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line boundary to neighbor dashed line. We call this proposed model the overlapped model. 

We can treat this new proposed model in two different ways, refined Dempster-Shafer model 

or hybrid DSm model. Because the extended nine original zones are not exclusive completely 

in the overlapped model, it is not a Dempster-Shafer model any more. In fact the overlapped 

model is a hybrid DSm model, not a free DSm model, because there are some exclusivity 

among some zones but not full non-exclusivity among all zones. For example, based on Figure 

70 zone one has intersection with zones 2, 4 and 5 while it is exclusive from zones 3,6,7,8 and 

9. Comfort zone, zone 5, is the only one that has intersection with all other zones. 

Uncertainty and imperfection force expansion of hypotheses boundaries to adjacent ones and 

intersect with each other. Although it is feasible in our proposed overlapped model. But in 

most of the information fusion applications it is so difficult if not impossible to dig further for 

more granularities in defining elements of FOD. (Because of imprecise, relative, vague and 

fuzziness of the problem, Small/tall and hot/cold that there is not generally well accepted 

reference point).  

If we define each new decomposed refined area in Figure 70 as a new zones, total 25 zones 

without any intersection, then we can have Dempster-Shafer model with 25 exclusive and 

exhaustive hypotheses. In this case, Dempster-Shafer combination rule can be applied to cal-

culate total mass functions on the new 25 hypotheses instead of original 9 hypotheses. Note 

that we only use this as a ground truth in this study. The number of decomposed area without 

any intersection with each other will grow exponentially when uncertainties exist, thus in re-

ality it would prevent the use of DST with exclusive and exhaustive hypotheses due to the 

huge number of the decomposed area. On the contrary, the number of the areas remains the 

same for DSm hybrid model, as explained later. Table 12 shows the temperature and humidity 

reference values and intersections for related zones based on the overlapped model.  

Simulation and real data analysis of overlapped model:  

Similar to Figure 68 for non-overlapped model, to validate second proposed model in Figure 

70 we applied synthetic data. Figure 71 shows the results for random test data set based on 25 

hypotheses DST model. Decision results based on belief, plausibility and pignistic probability 

are similar and outperform the decision based on the mass function. Figure 72 shows the total 

mass, belief functions and related decision making result for our ten hours real data. 
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Figure 69: Total mass, decision and conflict for real data (9 hypotheses DST model) 
 

 

Table 12:  Emerged new zones based on proposed 25 hypotheses DST model for summer season 
Zone No. 10 

18 
11 
19 

12 
20 

13 
21 

14 
22 

15 
23 

16 
24 

17 
25 

Intersection 
zones 

1,2 
3,6 

2,3 
4,7 

4,5 
5,8 

5,6 
6,9 

7,8 
1,2,4,

8,9 
2,3,5,

1,4 
4,5,7,

2,5 
5,6,8,

Temperature  
ሺ°𝐹ሻ 

73.4 
81.5 

78.8 
70.7 

73.4 
76.1 

78.8 
81.5 

73.4 
73.4 

78.8 
78.8 

70.7 
73.4 

76.1 
78.8 

Humidity (%) 90 
70 

90 
30 

50 
30 

50 
30 

10 
70 

10 
70 

70 
30 

70 
30 
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Figure 70:  Proposed 25 hypotheses model for summer season (Overlapped model) 

According to Figure 72, maximum mass functions move between hypotheses 18 (Intersection 

between zones 3 and 6 < 36 >, based on Smarandach codification ([301])) and 23 (Intersection 

among zones 2, 3, 5 and 6 < 2356 >, ( [301])). Even if we consider just maximum mass among 

original focal hypotheses one to nine, it is clear that maximum mass move four times between 

zone 6 and comfort zone. As a result, decision making by total mass functions do not give 

reasonable result. It seems belief, plausibility and pignistic probability functions are better for 

decision making. It is observed in Figure 72 that when AC turned on six times, decision result 

based on belief (Similar with plausibility and pignistic probability decision) six times transfer 

to comfort zone (zone 5) from zone 6. Hence the decision making by belief, plausibility and 

pignistic probability in this proposed overlapped model outperform the non-overlapped 

model. Nevertheless, Figure 72 shows that conflict values did not decrease for the new model 

in DST mode and conflict values are even higher. 

As an alternative method, we treat Figure 70 as a DSm hybrid model with nine hypotheses. 

They are not completely exclusive among all hypotheses but they are exhaustive. We applied 

PCR5 rule based on the quasi method outlined in Section 333. The result in Figure 73 and 

Figure 74 shows that PCR5 decision is very accurate even if there are only nine hypotheses 



 

Approved for Public Release; Distribution Unlimited. 
169 

 

in the DSm hybrid model. So although for general model in DST, size of power set for 25 

hypotheses is |𝜃| ൌ 2ଶହ, and in free DSmT model cardinality of hyper power set with 9 hy-

potheses is majored by 2ଶଽ but with considering the known exclusivity constraints among 

hypotheses in our proposed models, classic DSmT can be decrease to hybrid DSmT. As a 

result combination of DST and DSmT-PCR5 for multi-sensor with higher order multi hypoth-

eses can be feasible with lower computation complexity. 

Table 13 compares the average run time on the real data for the three related cases. DSmT 

model with PCR5 needs more computation time in this test case. However, DSmT model 

will sustain because the number of hypotheses remains the same while DST model will not 

due to the exponential growth in the number of hypotheses, as explained before.  

 

Figure 71: Mass and belief decisions for test data set (25 hypotheses DST model) 
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Thus it is expected that DSmT model with PCR5 would be appropriate for big data processing 

with large number of hypotheses or high cardinality. 

Furthermore, DSmT model with PCR5 outperforms DST model with the same number of 

classes by a big margin. Define PD as the detection probability, i.e., correct detection of com-

fort zone (𝑃஽ ൌ 𝑃𝑟ሺ𝐻ଵ|𝐻ଵሻ). Similarly 𝑃ி is define as the probability of wrong decision (𝑃ி ൌ

𝑃௥ሺ𝐻ଵ|𝐻଴ሻ). Using DST 25 hypotheses model as a ground truth, wecalculate 𝑃஽ and 𝑃ி for 

DST model (Non-overlapped model) and DSmT model (Overlapped model) both with 9 hy-

potheses. Table14 shows that DSmT model has much higher 𝑃஽ = 99.56% comparing to DST 

9 model 𝑃஽ = 36.24%. 

Table 13: Average Run-Time on real data for three cases 

DST9 DST25  DSmT9 DSmT4

Avg Run-Time (Seconds) 0.26 0.88 15.82 3.17 

Table 14: Probability of Detection and False Alarm Rate 
Model 𝑃஽ 𝑃ி 

DST9 (Non-overlapped model) 36.24% 0 

DSmT9-PCR5 (Overlapped model) 99.56% 15.92% 

DSmT4-PCR5 (dynamic FOD) 70.66% 0 

4.3.1.3 Dynamic FOD Generation 

Although applications of DST and DSmT theories are traditionally limited to small number of 

evidences with few hypotheses, in the previous section we showed that considering known exclu-

sivity among hypotheses in the proposed models could improve the computation efficiency. This 

opens the door to extend applications of DSmT for multi-sensor with high number of hypotheses. 

In this section we will consider another method to improve the computational efficiency. The goal 

is to decrease the cardinality of hypotheses. Considering rational and historical knowledge about 

the problem, number of hypotheses can be decreased dynamically by incorporating the knowledge. 

This content based and temporal knowledge can shrink the size of the model and filter some irrel-

evant evidences. 
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Figure 72: Decision result based on mass and belief for real data (25 hypotheses DST model) 
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Figure 73: PCR5 decision based for test data (9 hypotheses DSm model) 
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With prior knowledge about some of the non-existential singletons that not occur surely at certain 

times and ignoring them, ([302]) showed that the current size of FOD can be decreased dynami-

cally along the time and computational complexity improve exponentially. For example, for our 

comfort zone case study, we know temperature and humidity are both high in Texas during the 

summer and vary among zones 2, 3, 5, and 6. Then unrelated data and hypotheses can be filtered 

as outlier. Similarly for other applications prior knowledge and historical information of the related 

problem can apply to decrease the size of FOD. If prior information does not available or difficult 

to access, it is possible to minimize the number of most related hypotheses intelligently. Based on 

the algorithm shown in Algorithm 8, dynamically related hypotheses could be generated at each 

time based on the data range. 

Here we perform simulation on new FOD based on zones 2, 3, 5, and 6. Figure 75 shows the related 

temperature and humidity data based on new FOD and their corresponding DSmT-PCR5 combi-

nation, belief and associated decision. Based on Figure 75 it detected five transitions out of six 

from zone 6 into comfort zone. Using DST 25 hypotheses model as a ground truth, we calculate 

𝑃஽  = 70.66% and 𝑃ி  = 0% for the 4 hypotheses DSmT model. It is clear that comparing to DST 

9 hypotheses, 𝑃஽ improved (doubled) although it is not as accurate as the DSmT 9 hypotheses. 

Similarly, considering new FOD in DST model we will have nine zones including zones 2, 3, 5, 6 

and their intersections (< 23 >, < 25 >, < 36 >, < 56 >, < 2356 >). Figure 76 shows the correspond-

ing DST combination, belief and associated decision. Based on Figure 76 it detected four transi-

tions out of six from zone 6 into comfort zone. So it is not accurate as PCR5 with four hypotheses. 

4.3.1.4 Computational Complexity Analysis 

In this section we derive the computational complexity of the proposed methods. The general 

𝑚 ൈ𝑚 model for 2 dimension is shown in Figure 77. Assume each zone only has intersection with 

its direct adjacent neighbors. If we consider it in DSmT platform, the size of FOD (the number of 

hypotheses) is |Θ௉஼ோହ| ൌ 𝑚ଶ . Assuming refinement is accessible, then the size of FOD for DST 

framework will be |Θ஽ௌ்| ൌ ሺ2𝑚 െ 1ሻଶ. Because according to Figure 77 in each dimension 

ሺ𝑚 െ 1ሻ intersection emerged that need to be consider as new refinement zone. If we extend the 

model to higher dimensions 𝑑, related sizes of FOD will be |Θ௉஼ோହ| ൌ 𝑚ௗ and |Θ஽ௌ்| ൌ

ሺ2𝑚െ 1ሻௗ, respectively for DSmT and DST. So with increasing m, the number of hypotheses 



 

Approved for Public Release; Distribution Unlimited. 
174 

 

grow exponentially for both DST and DSmT model. The number of power set is approximately 4 

times higher than the hyper power set for the same value of 𝑚. 

 

 

Figure 74: PCR5 and belief decision for real data (9 hypotheses DSm model) 
 
 

 

 



 

Approved for Public Release; Distribution Unlimited. 
175 

 

 

 

Figure 75: PCR5 and belief decision for real data (4 hypotheses DSm model) 
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Figure 76: DST and belief decision for real data (9 hypotheses DST model) 
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Figure 77:  Generalized model size of m×m 
 

 

Denote the computation of one arithmetical operations: addition, subtraction, multiplication, and 

division as A, S, M, and D, respectively. The most time consuming operation is division, followed 

by multiplication and then addition and subtraction, with the last two usually considered together. 

According to Figure 77 for DST model with 𝑛 sensors/evidences and cardinality of FOD |Θ஽ௌ்| ൌ

ሺ2𝑚െ 1ሻଶ, the computation complexity of DST combination rule can be calculated as: 

 

𝑜ሼ஽ௌ்ሽሺ𝑚,𝑛ሻ ൌ ൤
ሺ3ሺ2𝑚െ 1ሻଶ ൅ 1ሻ𝑀 ൅ 3ሺ2𝑚െ 1ሻଶ𝐴

൅ሺሺ2𝑚െ 1ሻଶ ൅ 1ሻ𝐷 ൅ 𝑆
൨ ሺ𝑛 െ 1ሻ                  ሺ4.20ሻ 

 

𝑜ሼ஽ௌ்ሽሺ𝑚,𝑛ሻ ൎ 𝑚ଶ𝑛                                                        ሺ4.21ሻ 

 

Similarly for DSmT, PCR5 combination rule among 𝑛 sensors/evidences and cardinality of  

FOD |Θ௉஼ோହ| ൌ 𝑚ଶ, in the way we applied to keep commutativity and associativity, the compu-

tational complexity is given by: 

 

𝑜ሼ௉஼ோହሽሺ𝑚,𝑛ሻ ൌ ሾሺ3𝑀 ൅ 2𝐴ሻ𝑚ଶ ൅ ሺ5𝑀 ൅ 4𝐴ሻ2𝑚ሺ𝑚 െ 1ሻ 

൅ሺ17𝑀 ൅ 16𝐴ሻሺ𝑚 െ 1ሻଶ ൅ 𝑀ሿሺ𝑛 െ 1ሻ ൅ ሺ2𝑀 ൅ 𝐴 ൅ 𝐷ሻ 

ሾሺ𝑚ଶ ൅ 1ሻሾሺ2𝑚െ 1ሻଶ ൅ 1ሿ െ 3𝑚ଶ െ 10𝑚ሺ𝑚 െ 1ሻ 
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െ17ሺ𝑚 െ 1ሻଶ െ 1ሿ                                                                                   ሺ4.22ሻ 

 

𝑜ሼ௉஼ோହሽሺ𝑚,𝑛ሻ ൎ 𝑚ଶ𝑛 ൅𝑚ସ                                                       ሺ4.23ሻ 

 

Here the first term is related to 𝑛 െ 1 times conjunctive consensus among the 𝑛 sensors. The sec-

ond term represents the computation need to redistribute partial conicts. 𝑚ଶ  is the cardinality of 

FOD or the number of singleton focal elements. 2𝑚ሺ𝑚 െ 1ሻ is the number of intersections be-

tween two adjacent hypotheses. ሺ𝑚 െ 1ሻଶ is the number of intersections among four neighbor 

hypotheses. 

 
 

Algorithm 8 Dynamic frame of discernment (FOD) generation & combination 

Input: Time series data from “N ” sensors 
Output: FOD generation, DSmT combination, and decision  
for t = 1 : t time do  
    for i = 1 : N do 

    Find the maximum(max) &  minimum(min) 
 end for 
Generate FOD [m : n] based on max & min  
Calculate  distance functions 
Calculate mass functions (bba) 
Compute DSmT − PCR5 combination 
Compute belief (bel) 
Compute plausibility (pl) 
Compute pignistic probability (pp) 
If 𝑝𝑝ሺ𝑖ሻ ൒ 𝑝𝑝ሺ𝑗ሻ, 𝑖,∀𝑗 ∈ ሾ𝑚:𝑛ሿ, 𝑗 ് 𝑖" then  

Declare “𝑖” as decision making hypothesis 
end if 

end if 

 

Table 15 provides some examples of the computation complexity for our proposed models in the 

previous sections. Although the cardinality of DST is higher than DSmT, the computational com-

plexity of DSmT is higher based on Equations 4.21 and 4.23. Contrary to DST, in DSmT-PCR5 

model during PCR5 combination, new focal elements are generated and all exclusive intersections 

as a partial conflict redistributed. Furthermore, in DST model just conjunctive consensus is calcu-

lated among the focal elements. However, due to the exponential growth in the number of classes 
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in DST model, it may be difficult to keep track all of them and some classes may not be easily 

characterized because of the uncertainty. Furthermore, computation complexity to calculate belief 

functions, plausibility and pignistic probability for both DST and DSmT models can be given by 

following. For DST model because of specific structures of our proposed models, the computation 

complexity for those three metrics are approximately similar. Then here we only show the com-

putation complexity for belief functions. If belief function is needed after mass combination cal-

culated between two sources of evidences then computation complexity will be: 

 

𝑜ሼ஻௘௟஽ௌ்ሽሺ𝑚,𝑛ሻ ൌ ሾ8ሺ2𝑚െ 3ሻଶ ൅ 20ሺ2𝑚െ 3ሻ ൅ 12ሿ𝐴ሺ𝑛 െ 1ሻ 

ൎ 32𝑚ଶ𝑛𝐴 ൎ 𝑚ଶ𝑛                                                                     ሺ4.24ሻ 

 

While if belief function applied to the final step on the total mass function, so regardless of the 

number of sensors/evidences computation complexity can be shown by: 

 

𝑜ሼ஻௘௟஽ௌ்ሽሺ𝑚,𝑛ሻ ൌ ሾ8ሺ2𝑚െ 3ሻଶ ൅ 20ሺ2𝑚െ 3ሻ ൅ 12ሿ𝐴 

ൎ 32𝑚ଶ ൎ 𝑚ଶ                                                                      ሺ4.25ሻ 

 

Here, 12 is the number of addition needed to calculate belief functions related to the four corner 

hypotheses, three for each one. 20ሺ2𝑚െ 3ሻ is for 4ሺ2𝑚െ  3ሻ hypotheses between corners in 

the periphery, five for each one. And finally, 8ሺ2𝑚െ 3ሻଶ, is for ሺ2𝑚െ 3ሻଶ inner hypotheses 

that each one with eight addition. 

For DSmT model, computation complexity to calculate belief functions after mass combination 

calculated between two sources of evidences will be similar to DST model only with different in 

the number of hypotheses and can be shown by:  

 

𝑜ሼ஻௘௟஽ௌ௠்ሽሺ𝑚,𝑛ሻ ൌ ሾ8ሺ𝑚 െ 2ሻଶ ൅ 20ሺ𝑚 െ 2ሻ ൅ 12ሿ𝐴ሺ𝑛 െ 1ሻ 

ൎ 8𝑚ଶ𝑛 ൎ 𝑚ଶ𝑛                                                                       ሺ4.26ሻ 
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Similarly, for DSmT model if belief functions applied on the total mass function, so regardless of 

the number of sensors/evidences computation complexity can be shown by: 

𝑜ሼ஻௘௟஽ௌ௠்ሽሺ𝑚ሻ ൌ ሾ8ሺ𝑚 െ 2ሻଶ ൅ 20ሺ𝑚 െ 2ሻ ൅ 12ሿ𝐴 

ൎ 8𝑚ଶ ൎ 𝑚ଶ ሺ4.27ሻ 

Here, (𝑚 െ  2) is the number of hypotheses between two hypotheses in the corner and (𝑚 െ 2) is 

the total number of inner hypotheses. For DSmT model computation complexity of plausibility 

and pignistic probability is different with DST one and can be calculated for both situations re-

spectively: 

𝑜ሼ௉௟஽ௌ௠்ሽሺ𝑚,𝑛ሻ ൌ 2ሾ8ሺ𝑚 െ 2ሻଶ ൅ 20ሺ𝑚 െ 2ሻ ൅ 12ሿ𝐴ሺ𝑛 െ 1ሻ

ൎ 16𝑚ଶ𝑛 ൎ 𝑚ଶ𝑛 ሺ4.28ሻ 

𝑜ሼ௉௟஽ௌ௠்ሽሺ𝑚ሻ ൌ 2ሾ8ሺ𝑚 െ 2ሻଶ ൅ 20ሺ𝑚 െ 2ሻ ൅ 12ሿ𝐴

ൎ 16𝑚ଶ ൎ 𝑚ଶ ሺ4.29ሻ 

Table 16 provides some examples of the computation complexity of belief function, plausibility 

and pignistic probability for our proposed models. It is clear that to calculate belief function and 

plausibility DSmT model need lower computation, at least two times, compare to DST one. 

Table 15: Computation Complexity of mass function (n=5) 

Operation m # M # A # D # S 
DST-25 hypotheses 3  304  300  104 4 
DST-9 hypotheses 2  112  108  40 4 
DSmT-9 hypotheses 3  832  624  104  0 
DSmT-4 hypotheses 2  200  160  0 0 

Table 16: Computation Complexity of Belief and Plausibility/Pignistic Probabilities (n=5) 
Operation # A(m=3) # A(m=4) # A(m=10) 

DST-Bel/Pl/betP 576  1248  10656 
DSmT-Bel 160  336  2736 
DSmT-Pl/betP 320  672  5472 
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4.3.2 Semi-supervised Learning 

4.3.2.1 Datasets 

To validate the effectiveness of the proposed framework on fake news detection, we test the im-

plemented model on two benchmarks: LIAR and PHEME. 

LIAR: LIAR [208] is the recent benchmark dataset for fake news detection. This dataset includes 

12,836 real-world short statements collected from PolitiFact10, where editors handpicked the 

claims from a variety of occasions such as debate, campaign, Facebook, Twitter, interviews, ads, 

etc. Each statement is labeled with six-grade truthfulness, namely, true, false, half-true, part-fire, 

barely-true, and mostly-true. The information about the subjects, party, context, and speakers are 

also included in this dataset. In this paper, this benchmark contains three parts: training dataset 

with 10,269 statements, validation dataset with 1,284 statements, and testing dataset with 1,283 

statements. Furthermore, we reorganize the data as two classes by treating five classes including 

false, half-true, part-fire, barely-true, and mostly-true as Fake class and true as True class. There-

fore, the fake news detection on this benchmark becomes a binary classification task. 

PHEME: We employ PHEME [218] to verify the effectiveness of the proposed framework on 

social media data, where it collects 330 twitter threads. Tweets in PHEME are labeled as true or 

false in terms of thread structures and follow-follower relationships. PHEME dataset is related to 

nine events whereas this paper only focuses on the five main events, namely, Germanwings-crash 

(GC), Charlie Hebdo (CH), Sydney siege (SS), Ferguson (FE), and Ottawa shooting (OS). It has 

different levels of annotations such as thread level and tweet level. We only adopt the annotations 

on the tweet level and thus classify the tweets as fake or true. The detailed distribution of tweets 

and classes is shown in Table 18 after the data is preprocessed such as removing data redundancy. 

It is observed that the class distribution is different among these events. For example, three events 

including CH, SS, and FE have more true news while the event GC and OS have more fake news. 

Furthermore, class distributions for events such as CH, SS, FE are significantly imbalanced, which 

10 https://www.politifact.com 
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will be a challenge to the detection task (a binary classification task). In addition, the word distri-

butions vary among five events, where one example is shown in Figure 78: there are 50 words 

ranked by their TF-IDF values, where TFIDF values are used to evaluate the word relevance to 

the event [303]. It is observed that the top ranked words are very different for different events. 

Moreover, even for the same word, their relevance are not the same for different events. For ex-

ample, the relevance (TF-IDF values) of the word “thank” are different between events including 

Charlie Hebdo (CH), Ferguson (FE), and Ottawa shooting (OS). In addition, we perform leave-

one-event-out (LOEO) cross-validation [304], which is closer to the realistic scenario where we 

have to verify unseen truth. For example, the training data can contain the events GC, CH, SS, and 

FE whereas the testing data will contain the event OS. However, as highlighted in Figure 78, this 

fake news detection task becomes very difficult since the training data has very different data 

distribution from that of the testing data.  

It should be noted that the data in original datasets is fully labeled. We employ all labeled data to 

train the baseline models. Compared to the baselines, we train the proposed models with only 

partially labeled data and the percentage of labeled data for training of our proposed models is 

from 1% to 30%. 

4.3.2.1 Experiment Setup 

The key hyper-parameters for the implemented model are shown in Table 17 and we employ Adam 

optimizer to complete the training the implemented proposed model (TDSL). 

Table 17: Hyper-parameters for the training of Word CNN based TDSL 
Hyper-parameters Values 

Dropout 0.5
Minibatch size 128 

Number of epochs 200 
Maximum learning rate 1e-4 

In addition, we employ five deep supervised learning models as baselines including 1) Word-level 

CNN (Word CNN) [217], 2) Character-level CNN (Char CNN) [305], 3) Very Deep CNN (VD 

CNN) [306], 4) Attention-Based Bidirectional RNN (Att RNN) [307], and 5) Recurrent CNN 

(RCNN) [308], where these models perform well on text classification. Specifically, Word CNN 
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performs well on sentence classification, which is more suitable to process social media data as 

the length of the content of the data is short like that of the sentence. In addition, we build 6) word-

level bidirectional RNN (Word RNN) to compare the implemented model, where Word RNN con-

tains one embedding layer and one bidirectional RNN layer, and concatenate all the outputs from 

the RNN layer to feed to the final layer that is a fully-connected layer. Thus, there are total 6 

baseline models. Note that baseline models use all labeled data from the original datasets. More-

over, we apply label propagation [183] as a baseline to compare our model from semi-supervised 

learning point of view as it has been employed for text classification such as Twitter polarity clas-

sification [185] and fake news detection [186]. 

Figure 78: An example of the difference of word distributions between five events in PHEME 
dataset. x-axis indicates the TF-IDF value of the word while y-axis shows top 50 words ranked 

by corresponding TF-IDF values. 

Table 18: Number of tweets and class distribution in the PHEME dataset. 
Events Tweets Fake True 
Germanwings-crash 3,920 2,220 1,700 
Charlie Hebdo 34,236 6,452 27,784
Sydney siege 21.837 7,765 14,072 
Ferguson 21,658 5,952 15,706

Ottawa shooting 10,84810,84810,848 
Total 92,499 27,992 64,507 
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4.3.2.2 Evaluation 

We apply different metrics to evaluate the performance of fake news detection regarding the task 

features on these two benchmarks. 

 LIAR: We employ accuracy, precision, recall and Fscore to evaluate the detection perfor-

mance. Accuracy is calculated by dividing the number of statements detected correctly

over the total number of statements.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
𝑁௖௢௥௥௘௖௧
𝑁௧௢௧௔௟

. ሺ4.30ሻ 

In addition, we employ Fscore values of each class to check the performance since the task 

is a binary text classification. 

𝐹𝑠𝑐𝑜𝑟𝑒 ൌ
2 ൈ  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൈ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൅  𝑅𝑒𝑐𝑎𝑙𝑙

ሺ4.31ሻ 

where Precision indicates precision measurement that defines the capability of a model to 

represent only fake statements and Recall computes the aptness to refer all corresponding 

fake statements: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑃
ሺ4.32ሻ 

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑁
ሺ4.33ሻ 

whereas TP (True Positive) counts total number of news matched with the news in the 

labels. FP (False Positive) measures the number of recognized label does not match the 

annotated corpus dataset. FN (False Negative) counts the number of news that does not 

match the predicted label news. 
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 PHEME: Accuracy is one of the common evaluation metric to measure the performance 

of fake news detection on this dataset [173]. However, we also evaluate the performance 

based on the Fscore since our task on PHEME datasets is the binary text classification 

with imbalanced data. Specifically, as we perform leave-one-event-out cross-validation 

on the PHEME dataset, we utilize macro-averaged Fscore [309] to evaluate the whole 

performance of mining fake news on different events. 

 

𝑀𝑎𝑐𝑟𝑜𝐹 ൌ
1
𝑇
෍𝐹𝑠𝑐𝑜𝑟𝑒௧ .                                                               ሺ4.34ሻ

்

௧ୀଵ

 

 

𝑀𝑎𝑐𝑟𝑜𝑃 ൌ
1
𝑇
෍𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௧ .                                                         ሺ4.35ሻ

்

௧ୀଵ

 

 

𝑀𝑎𝑐𝑟𝑜𝑅 ൌ
1
𝑇
෍𝑅𝑒𝑐𝑎𝑙𝑙௧ .                                                               ሺ4.36ሻ

்

௧ୀଵ

 

 

where T denotes the total number of events and 𝐹𝑠𝑐𝑜𝑟𝑒௧, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௧, 𝑅𝑒𝑐𝑎𝑙𝑙௧ are Fscore, Precision, 

Recall values in the 𝑡௧௛ event. Additionally, we use macro-average accuracy on five events to 

examine performance. The main goal for learning from imbalanced datasets is to improve the recall 

without hurting the precision. However, recall and precision goals can be often conflicting, since 

when increasing the true positive (TP) for the minority class (True), the number of falsepositives 

(FP) can also be increased; this will reduce the precision [310]. It means that when the MacroP is 

increased, the MacroR might be decreased for the case of PHEME. 

 

𝑀𝑎𝑐𝑟𝑜𝐴 ൌ
1
𝑇
෍𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦௧ .                                                               ሺ4.37ሻ

்

௧ୀଵ

 

 

4.3.2.3 Results and Discussion 

We compare the two-path deep semi-supervised learning (TDSL) implemented based on Word 

CNN with the baselines on two datasets: LIAR and PHEME. In addition, we examine the effects 
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on the performance when applying different hyper-parameters. All evaluation results are average 

values on five runs. 

LIAR: Table 19 presents the performance comparison on LIAR datasets. When we focus on the 

baselines, Word CNN outperforms other baselines with respect to the accuracy, recall, and Fscore. 

However, with respect to Precision, Att RNN is better than other baselines. It means we should 

select specific models when we concern certain evaluation metrics. In addition, we present results 

generated by the proposed TDSL, where we utilize 1% and 30% of labeled data and the rest of 

unlabeled data to build the deep semi-supervised model. It is observed that the performance is 

strengthened by increasing the amount of the labeled data for training TDSL. Specifically, even 

we use little amount of labeled data, we still obtain acceptable performance. For example, we use 

1% labeled training data to construct Word CNN based TDSL, compared with the Word CNN, its 

accuracy and Fscore are only reduced about 6% and 3%, respectively. Moreover, the accuracy, 

recall and Fscore of TDSL (1%) are better than those of some baselines such as Char CNN, RCNN, 

Word RNN, and Att RNN. It means that the deep semi-supervised learning built based on the 

proposed framework is able to detect fake news even with little labeled data. Moreover, when we 

compare our model with label propagation, we observe that our model could obtain higher perfor-

mance with more labeled data in terms of Fscore values. 

In Table 20, we show how the ratio of labeled data affect the detection performance generated with 

TDSL. When we increase the ratio of labeled data step by step, the performances such as accuracy, 

recall, and Fscore are improved significantly while only precision is relatively stable. Moreover, 

when we use the 30% labeled data, the performance is similar to the-state-of-the-art obtained with 

Word CNN. Specifically, the precision is decreased slightly when increasing the ratio of labeled 

data. The supervised loss, cross entropy, is defined in terms of the prediction a curacy. Therefore, 

we are able to gain higher accuracy when adding more labeled data into the training procedure, 

but there is no guarantee to increase precision. 

Additionally, we examine the performance effects from different hyper-parameters in Figures 79, 

80, and 81. In Figure 79, we focus on the effects from different batch sizes. When we train the 

model with fewer labeled data, the different batch sizes affect the performance more significantly. 

For instance, the performance hardly change when there are 30% labeled data while the perfor-

mance varies when there are only 1% labeled data. It is because more information on the ground 
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truth will be embedded in the training samples when batch size is large, which results in robust 

prediction. 

For Figure 80 and 81, we examine the performance effects on different embedding sizes and learn-

ing rates. In Figure 80, there are similar observations to those of the case of batch size. For exam-

ple, for the case of more labeled data for training, different embedding sizes doesn't affect the 

performance significantly. On the contrary, for the fewer labeled data, choosing embedding size 

should be carefully because different embedding sizes will lead to different performances. In ad-

dition, larger embedding size enhances the performance. In Figure 81, we observe that there is no 

significant difference when using different learning rates in the case of 10% labeled data and 30% 

labeled data while only small performance difference can be observed in the case of 1% labeled 

data. 

Table 19: Comparing performance between baselines and proposed model (TDSL) on LIAR 
Datasets. The baselines, namely, Word CNN, Char CNN, VD CNN, RCNN, WORD RNN, 

and Att RNN, are built with the training data that is fully labeled.  On the contrary,  we  only 
apply 1% and 30% labeled training data and rest of unlabeled training data to accomplish  

learning of the proposed  model. 
Model Accuracy Precision Recall Fscore 
Word CNN [217] 85.01% 83.57% 99.94% 91.02% 
Char CNN) [305] 77.93% 84.09% 91.41% 87.59% 
VD CNN [306] 83.77% 83.56% 99.88% 91.00% 
RCNN [308] 79.30% 84.19% 89.66% 86.81% 
Word RNN 72.44% 84.19% 81.52% 82.79% 
Att RNN [307] 75.90% 84.26% 86.79% 85.52% 
Label  Propagation (1%) 83.16% 83.48% 99.53% 90.80% 
Label  Propagation (30%) 81.21% 83.31% 96.92% 89.60% 
TDSL (1%) 79.81% 83.62% 94.30% 88.62% 
TDSL (30%) 83.36% 83.59% 99.64% 90.91% 

 

 

Table 20: Comparing performances generated by proposed model (TDSL) learning on differ-
ent ratios of labeled training data and rest of unlabeled training data. 

Ratio of Labeled  
D

Accu- Preci-
i

Re-
ll

Fscore 
1% 79.81% 83.62% 94.30

%
88.62% 

3% 80.71% 83.69% 95.54
%

89.21% 
5% 80.74% 83.70% 95.59

%
89.23% 

8% 82.24% 83.56% 98.02
%

90.21% 
10% 82.52% 83.58% 98.41

%
90.39% 

30% 83.36% 83.59% 99.84
%

90.91% 
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Table 21: Comparing performance between baselines and proposed model (TDSL) on 
PHEME Datasets. The baselines, namely, Word CNN, Char CNN, VD CNN, RCNN, 

WORD RNN, and Att RNN, are built with the training data that is fully labeled.  On the 
contrary, we  only apply 1% and 30% labeled training data and rest of unlabeled training 

data to accomplish  learning of the proposed  model. 
Model MacroA MacroP MacroR MacroF 
Word CNN [217] 61.75% 50.82% 17.60% 24.03% 
Char CNN) [305] 63.68% 50.66% 19.91% 26.73% 
VD CNN [306] 65.42% 49.21% 30.04% 28.50% 
RCNN [308] 60.62% 45.86% 16.40% 22.24% 
Word RNN 59.70% 45.57% 22.89% 28.22% 
Att RNN [307] 60.32% 45.58% 25.49% 31.15% 
Label  Propagation (1%) 64.19% 38.27% 1.61% 3.08% 
Label  Propagation (30%) 64.16% 40.59% 2.51% 4.68% 
TDSL (1%) 56.19% 38.83% 18.73% 21.13% 
TDSL (30%) 60.64% 41.14% 4.77% 6.75% 

 
 

Table 22: Comparing performances generated by proposed model (TDSL) learning on different 
ratios of labeled training data from PHEME Datasets. 

Labeled Ra-
i

Macro
A

Macro
P

Macro
R

Macro
F1% 56.19% 38.83% 18.73% 21.13% 

3% 58.58% 39.38% 13.12% 17.83% 
5% 58.40% 39.18% 12.58% 16.31% 
8% 59.74% 40.48% 8.11% 11.18% 
10% 59.84% 40.38% 7.08% 10.49% 
30% 60.64% 41.14% 4.77% 6.75% 

 

 

Table 23: Comparing performance with different batch sizes on PHEME Datasets. We choose 
three cases of ratios of labeled training data, namely, 1%, 10%, and 30%. 

1% Labeled Data 
Batch size MacroA MacroP MacroR MacroF 

128 56.19% 38.83% 18.73% 21.13% 
256 57.78% 39.72% 18.50% 23.52% 
512 57.78% 39.07% 15.73% 20.43% 

10% Labeled Data 
Batch size MacroA MacroP MacroR MacroF 

128 59.84% 40.38% 7.08% 10.49% 
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256 60.08% 40.46% 8.55% 12.49% 
512 59.02% 40.81% 12.96% 17.18% 

30% Labeled Data 
Batch size MacroA MacroP MacroR MacroF 

128 60.64% 41.14% 4.77% 6.75% 
256 60.59% 41.50% 7.09% 10.77% 
512 59.94% 42.77% 8.51% 12.27% 

 

 

 
 

Table 24: Comparing performance with different embedding sizes on PHEME Datasets. We 
choose three cases of ratios of labeled training data, namely, 1%, 10%, and 30%. 

1% Labeled Data 
Embedding 

i
Macro

A
MacroP Macro

R
Macro

F64 57.38% 39.20% 16.57% 20.78% 
128 56.19% 38.83% 18.73% 21.13% 
256 57.13% 38.86% 18.07% 22.23% 

10% Labeled 
Embedding 

i
Macro

A
MacroP Macro

R
Macro

F64 59.73% 40.44% 7.91% 11.06% 
128 59.84% 40.38% 7.08% 10.49% 
256 58.89% 40.27% 11.67% 15.22% 

30% Labeled 
Embedding 

i
Macro

A
MacroP Macro

R
Macro

F64 60.79% 42.32% 4.37% 6.99% 
128 60.64% 41.14% 4.77% 6.75% 
256 60.63% 42.54% 4.63% 6.66% 
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Figure 79: Different performances generated with three batch sizes, 128, 256, and 512 on 
three ratios of labeled data, namely 1%, 10%, and 30%. x-axis is for different evaluation 

metrics while y-axis is for performance. Different color bars illustrate different batch sizes, 
where green bars are for batch size 128, blue bars are for batch size 256, and red bars are 

for batch size 512. 
 

 

 

 

 

Figure 80:  Different performances generated with three embedding sizes, 64,128, and 256  
on three ratios of labeled data, namely 1%, 10%, and 30%. x-axis is for different evaluation 

metrics while y-axis is for performance. Different color bars show different batch sizes, 
where green bars are for embedding size 64, blue bars are for embedding size 128, and red 

bars are for embedding size 256. 
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Figure 81: Different performances generated with three learning rate, 1e-3 and 1e-4 on three 
ratios of labeled data, namely 1%, 10%, and 30%. x-axis is for different evaluation metrics 
while y-axis is for performance. Different color bars indicate different batch sizes, where 

blue bars are for learning rate 1e-3, and red bars are for learning rate 1e-4. 
 

4.3.2.4 PHEME 

Compared to LIAR dataset, PHEME datasets will introduce new challenges such as imbal-

anced class distribution and word distribution differences among these events. Therefore, it 

will lead to different observations, compared to the case of LIAR. Table 21 indicates the per-

formance comparison on PHEME datasets. When we examine the baselines, VD CNN out-

performs other baselines with respect to the MacroA, MacroR, and MacroF. However, con-

sidering MacroP, Word CNN is better than other baselines. In addition, we observe that the 

performance (MacroA) is enhanced when increasing the ratio of the labeled data for training 

TDSL. Moreover, even we use little amount of labeled data, we still obtain acceptable perfor-

mance. For example, we use 1% labeled training data to construct Word CNN based TDSL, 

compared with the VD CNN, its MacroA and MacroF are just reduced about 9% and 7%, 

respectively. However, the MacroF is decreased when MacroA is increased when adding more 

labeled data for training. There are two reasons for this observation. One is that the learning 

of TDSL aims to optimize the accuracy, but not the Fscore. The other is that the data distri-

bution of training data is different from that of testing data since we utilize the leave one-out 

policy to complete the validation, which breaks the assumption that the training data should 

share the same distribution to the testing data. The more labeled data is, the more serious the 



 

Approved for Public Release; Distribution Unlimited. 
192 

 

difference on the distribution is. Specifically, our model outperforms label propagation signifi-

cantly when examining Fscore values. It means that our model can perform better to process fake 

news detection when there is the difference of word distributions for the leave-one-out evaluation. 

Similar to the case of LIAR, in Table 22, we illustrate how the ratio of labeled data affects the 

detection performance. When we increase the ratio of labeled data step by step, the MacroA is 

improved as well, but the MacroF is reduced significantly. Specifically, MacroR and MacroF are 

decreased significantly when increasing the ratio of labeled data. The supervised loss, cross en-

tropy, is defined in terms of the prediction accuracy. Therefore, there is no guarantee to increase 

MacroR and MacroF when adding more labeled data into the training procedure. 

In Tables 23 and 24, we examine the performance differences when choosing different batch sizes 

and embedding sizes, respectively. We observe the similar trends regarding the MacroA and 

MacroP, where there is no big difference on MacroA and MacroP when choosing different batch 

sizes and embedding sizes for building the proposed model. However, MacroR is changed more 

significantly by different batch sizes when comparing to the case of embedding sizes.  

Moreover, in the Figure 82, 83, and 84, we show the detailed performances for five events when 

choosing different batch sizes to train the model on different ratios of labeled data. When examin-

ing the results shown in Figure 82, MacroA is increased for these events Charlie Hebdo, Sydney 

siege, and Ferguson when increasing the amount of labeled data whereas for the events Ger-

manwings-cras and Ottawa shooting, the MacroA is decreased. It is because more imbalanced 

classes involved in the training procedure will lead to reducing the performance. For MacroR and 

MacroF, the performance is reduced when adding the ratios of labeled data. In addition, the similar 

observations can be obtained in terms of results shown in Figure 83, and 84. However, the differ-

ence is that larger batch sizes can reduce the performance affections that are  from batch sizes. 

Finally, we examine the performance differences when choosing two different embedding sizes, 

namely 64 and 256, where the results are shown in Figure 85 and 86, respectively. MacroA and 

MacroP are increased for the events Charlie Hebdo, Sydney siege, and Ferguson when increasing 

the amount of labeled data for training models whereas for the events Germanwings-cras and Ot-

tawa shooting, the MacroA is decreased. It is caused by the same reason of the case of batch size. 

In summary, in terms of observations that are from the aforementioned results, increasing the 

amount of labeled data for training TDSL will enhance performance when training data has the 
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similar distribution to the testing data, for instance, the case of LIAR. In addition, for both of 

benchmarks, we can obtain acceptable performance even using extremely limited labeled data for 

training. However, we should pay more attention to choosing the ratio of labeled when processing 

imbalance classification task, for example, the case of PHEME. Meantime, we should delicately 

choose the hyperparameters if we plan to obtain reasonable performance. 

 

 

 

 

Figure 82: Comparing detailed performances generated with batch size 128 for five events. x-
axis is for different evaluation metrics while y-axis is for performance. Different color bars 
are for different ratios of labeled data, where green bars are for 1%, blue bars are for 10%, 

and red bars are for 30% 
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Figure 83: Comparing detailed performances generated with batch size 256 for five events. x-
axis is for different evaluation metrics while y-axis is for performance. Different color bars 
show different ratios of labeled data, where green bars are for 1%, blue bars are for 10%, 

and red bars are for 30% 

 

 

 

Figure 84: Comparing detailed performances generated with batch size 512 for five events. x-
axis is for different evaluation metrics while y-axis is for performance. Different color bars 
indicate different ratios of labeled data, where green bars are for 1%, blue bars are for 10%, 

and red bars are for 30%. 
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Figure 85: Comparing performance for the case of embedding size 64. x-axis is for different 
evaluation metrics while y-axis is for performance.  Different color bars present different ra-
tios   of labeled data, where green bars are for 1%, blue bars are for 10%, and red bars are 

for 30%. 

 

 

 

Figure 86: Comparing performance for the case of embedding size 256. x-axis is for different 
evaluation metrics while y-axis is for performance. Different color bars illustrate different 
ratios of labeled data, where green bars are for 1%, blue bars are for 10%, and red bars are 

for 30%. 
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4.4 Implementation, Visualization, and Validation 

4.4.1 Implementation of real world applications in UAV tracking 

4.4.1.1 Model Running on NVIDIA Jetson TX2 

We build the ARM version of TensorFlow 1-4.1 and install it on NVIDIA Jetson TX2. The size 

of our model is about 1 GB and we test it with 10000 images (i.e. the validation dataset). Every 

inference, we apply 50 images and measure the spent time. The average fps is about 29. Since the 

memory in TX2 is 8 GB and shared by both CPUs and gpu, we have to specify how much memory 

the gpu uses. Here we set 0.3 (2.4 GB memory) to avoid the starvation of memory caused by the 

gpu. This is because running the gpu with too much memory would result in the performance 

degradation, even the system stuck. Figure 87 presents the results of our model with the DAC 

dataset. The green bounding box is the ground truth and the red one is the bounding box predicted 

by our model. 

 

 

 
 

4.4.1.2 Experiments with Drone 

We test the proposed algorithm on a DJI S1000 drone and tracked a moving white car successfully. 

The experiment is conducted in San Rafael park in Reno, Nevada, USA. The images are collected 

by a GoPro Hero 4 which is carried by a gimbal on the drone. We mount a NVIDIA Jetson TX2 

on the drone to perform object detection and tracking using the proposed deep learning model. The 

video stream is transmitted from GoPro to TX2 via an external video card dongle. TX2 then per-

form inference based on received video stream and run the tracking algorithm. A control command 

is then generated and delivered from TX2 to the lower flight controller, which is a Pixhawk 4 

Figure 87: The results of running our model with the DAC dataset. The green 
bounding box is the ground truth and the red one is our prediction. 
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drone controller. The drone controller will interpret the received control command and send con-

trol signals to the motors directly. Figure 88 shows the structure of the drone.  

During the experiment, a white car is set as the target. The car is driven along a random path. The 

status of the drone is monitored by the ground control station. Figure 89 shows the experiment 

scene and the drone flies at 10 meter autonomously. We take four different videos to preserve the 

diversity, and use them as our dataset. All the images are annotated as either background or car 

with the corresponding bounding boxes. There are 21846 images in total and we use 2000 images 

from them as the validation dataset, where the image size is 720 ൈ 1280. The coordinate of the 

bounding box for the background is (-1,-1,-1,-1) for simplicity. When calculating the iou of the 

background, we always regard it as 0. That is, we only consider the iou of the white car. 

We do not change the architecture of our model in Figure 28 except the first CONV. Since the 

length and width of the images we used are double the length and width of the DAC dataset, the 

filter size and the stride would need to be changed to 12x20 and 4x6, respectively, to reduce the 

size of the image into the same dimension. 

 

 

Figure 88: Illustration of our testing drone and its peripherals. 
 

. 
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To calculate the iou in a reasonable way, we don't take the iou of the background into the consid-

eration, which makes no sense. Only the iou of the white car and the classification accuracy are 

important and considered. With the help of classification, we will be able to know when the object 

is not inside our view and have to take the other actions like spinning around or starting the GPS. 

Figure 90 shows two sample images. 

Figure 91 shows two examples of how the drone navigates itself with the help of our model. We 

set up a region that if the car appears inside it, the drone would stay around without taking any 

action. The size of the region is 
ଶ

ଷ
 of the image size and centered in the image. If the size of the 

region is too large, the object would easily disappear from view. On the other hand, if the size is 

too small, the drone would keep controlling itself in a fine movement, which in turn causes the 

waste of the computing power and battery. Although Pixhawk is an independent open-hardware 

project that aims to provide the standard for readily-available, high-quality and low-cost autopilot 

hardware designs, Pixhawk might not be good enough to do the object tracking control. Since the 

tracking control is a type of adaptive control, we usually need other strong mini-PC to do it. Spe-

cifically, it is composed of two steps: path planning and tracking error reduction. The former gen-

Figure 89:  Scenario of the self-navigating drone using the single object    
detection. 
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erates a y trajectory that uav needs to follow using the detected object. With given the uav dynam-

ics as a set of dynamic equations, the latter designs a tracking control to reduce the tracking error 

by making the difference between practical y path and desired y trajectory converge to zero. Both 

of these two steps require very high computing capability so it is hard for the embedded systems 

to meet the requirements. 

In Figure 92(a), the training curve of iou converges slower and less stable than the one of DAC 

dataset. We think it is because the scenarios of the car and background are very similar to each 

other that the model needs more time to learn how to differentiate either of them, and easily makes 

the mistake of the identification. That is, it increases the difficulty of the classification too. In 

addition, if the part of the car appears in the image, even occluded by the drone or the boundary of 

the image, we still assign the proper bounding box to it and label it as car (we don't see such case 

in the DAC dataset). As shown in Figure 92(b), we use exactly the same hyperparameters adopted 

in Section 3.4.3.1 but the training curves of the classification and iou push and pull each other 

severely. Even though the model with the higher iou can be trained, the classification accuracy is 

not quite satisfying. It is very critical that the classification accuracy plays the important role of 

identifying the background. As such, the weights of the weights of the softmax and mse we used 

in this experiment are 1.0 and 1𝑒ିଷrespectively to make the classification accuracy stable and 

high. Furthermore, the size of car varies a lot in our images so it increases the difficulty of detecting 

the car correctly. Due to these challenging issues, we use 1𝑒ିସ as our learning rate for the first 100 

Epochs, and then 1e-5 to the end in our learning scheme. The classification accuracy is 99.7% and 

iou is 35.9%. 

  
 

          (a) The car before the drone flies.       (b) The car when the drone is flying. 

Figure 90:  Two scenarios of the car used in the training. 
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(a) The car is detected outside of the view so the drone would move forward and try to 
make the car detected inside the view. 

 

 
(b) The car is detected on the right hand side of the view so the drone would make left 

a little bit to follow the car. 

 

Figure 91: Illustration of how the drone navigates itself using the information from object de-
tection. If the car is detected inside the red rectangle, the drone just stays around.  By con-
trast, if the car is outside of this view, the drone would navigate itself to make the car de-

tected inside the view. 
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Figure 92: The validation accuracy and IoU of our model trained with the dataset col-lected in 
Reno and the different weights. 
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4.4.2 Data Visualization on cloud 

With the collaboration with Thermal Fisher Scientific, the student works in the project is able to 

understand the internal data structures and APIs of the Open Inventor toolkit. Data in Open Inven-

tor is stored as an Octree structure in one file. In order to reduce the data loading time, we pre-

computes the LOD of any seismic files in SAC and convert the previous slice-based data storage 

into the brick format. We define the size of bricks and the index for each brick referring to the 

rules given by the Thermo Fisher Scientific. 

In a standard seismic data file, the data is stored slice by slice. In order to transform these slices to 

bricks, we aggregate several slices at first according to the defined brick size. In this way, we get 

multiple large cuboids, which size in the inline direction is the same as the defined brick size. After 

that, we cut each cuboid along the other two directions to get the final bricks. At last, we define a 

3D index as the start position for each brick. After creating the brick format, we create several 

levels of bricks in different resolutions. We subsample one level of bricks to generate a lower 

resolution brick. Figure 93 shows the Octree structure and level of details. 

After we transform data stored in slices to bricks, we need to give a unique index to each brick 

following the rule given by the Thermo Fisher Scientific so that the Open Inventor can query each 

brick using its unique index. And all the bricks in each brick volume need to follow the order in 

Figure 94 to define their indices. 

To further improve the visualization efficiency, we cache the LOD data in each file into memory 

at the beginning when a user accesses it. When the users try to view the seismic data next time, 

the system can directly query required bricks from the memory without invoking any calculation. 

Because the resource on each device is limited, we set up a limited number for cached data files. 

When there are more than five files cached in this array, the system is going to drop the first cached 

data and cache the new data instead. 

After the brick format and LOD implementation, the data service and rendering service commu-

nication are improved. As we described before, SAC uses ZeroMQ and ProtoBuf to implement the 

data communication. When users interact with data view through the web portal, only partial bricks 

at a certain level of details are needed for the rendering service to complete its job. The rendered 

images are transferred to the users web browser to achieve real-time data visualization and inter-

action. 
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Table 25 shows the performance after we change the Open Inventor configuration from reading 

slices to reading bricks. In this test, we use a 198.7MB seismic volume to compare the perfor-

mance. From this table, we can find using LOD and bricks helps a lot to display image faster. 

Figure 95 shows how images looked in different resolutions. 

SAC was built mostly on top of open source software packages. For visualization, we have a choice 

of either selecting an open source visualization package or using the Open Inventor toolkit, which 

is proprietary software from Thermo Fisher Scientific. There are obvious pros and cons for open 

source and proprietary software. For our case, we collaborate with the Thermo Fisher Scientific 

since it is a good opportunity to our students to learn the industry standards. The Open Inventor 

toolkit has advantages of robustness and high-performance. By consulting with the experts in 

Thermo Fisher, we are able to understand Open Inventor toolkit and build the visualization module 

quickly. The academic team spent more time in the data analytics and scalability research, which 

has been the focus of the research team. 

 

 

 

Figure 93: Octree structure used for the level of details. 
 

 
 

 
 

Table 25:  The image loading time for the same seismic data file. 
 Full resolution 1/2 resolution 1/4 resolution 1/8 resolution 

Read in Slices 19.11 second 12.48 second 6.52 second 5.03 second 

Read in Brick 10.18 second 2.08 second 1.15 second 0.65 second 
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Figure 94: Index order in Octree structure. 
 

 
 

 
 

Figure 95: Image in different resolution (From left to right is full, 1/2, 1/4, 1/8  

resolution). 
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5.0  CONCLUSIONS 

 

This project has made significant technical contributions in all four research thrust areas. The de-

tails are given below. 

5.1 Thrust 1: Big Data Cloud Computing System 

In this research thrust, a customized domain specific big data analytics cloud for CREDIT research 

has been built. Cloud Computing as a disruptive technology, provides a dynamic, elastic, and 

promising computing climate to tackle the challenges of big data processing and analytics. Hadoop 

and MapReduce are the widely used open source frameworks in Cloud Computing for storing and 

processing big data in the scalable fashion. Spark is the latest parallel computing engine working 

together with Hadoop that exceeds MapReduce performance via its in-memory computing and 

high level programming features. In this project, we proposed a novel design and demonstrated 

implementation of a productive, domain-specific big data analytics cloud platform on top of Ha-

doop and Spark. To increase users’ productivity, we created a variety of data processing templates 

to simplify the programming efforts. We have conducted experiments for its productivity and per-

formance with a few basic but representative data processing algorithms in the petroleum industry. 

Geophysicists can use the platform to productively design and implement scalable seismic data 

processing algorithms without handling the details of data management and the complexity of 

parallelism. The Cloud platform generates a complete data processing application based on users’ 

kernel program and simple configurations, allocates resources and executes it in parallel on top of 

Spark and Hadoop.  

Furthermore, a concept of integrated High Performance Computing (HPC) state-of-the- art tech-

nology into big data analytics for performance and scale has been proposed. We have developed 

high-level APIs, compiler, and runtime solutions to enhance the efficiency of computing. The mul-

tidimensional array is a fundamental data structure that has been widely used in scientific compu-

ting, as well as in many big data analytics applications. Distributed multi-dimensional array has 

been well studied in the HPC platforms; however, little research has been done in the widely-used 

big data analytics platforms. In this project, we completed an implementation of Distributed Multi-

dimensional Array Toolkit (DMAT) on top of the Apache Spark big data analytics platform. The 



 

Approved for Public Release; Distribution Unlimited. 
206 

 

toolkit supports several fashions for multidimensional array distributions, repartition, transposi-

tion, access, and data parallelism with a variety of parallel execution templates. We also introduced 

the software architecture and implementations of DMAT, and studied the performance character-

istics of some typical multi-dimensional array operations with different configurations. 

5.2 Thrust 2: Reliable and Robust Data Collection and Aggregation 

In this research thrust, edge computing has been studied extensively to support reliable and robust 

data collection and aggregation. Edge intelligent computing is an important emerging research 

topic with the deployment of 5G and IoT in recent years. At the same time, privacy preservation 

of users is indispensable. For image/video data, the proposed autoencoder based edge computing 

framework has better privacy preserving and security guarantee than federated learning, it is also 

less constrained by the limited computational resources of edge devices. The proposed framework 

encourages novel design and implementation of efficient privacy-preserving edge intelligent com-

puting. It provides 1) flexibility of training autoencoder at each edge device individually, thus 

protect the data privacy of end-users because raw data is not transmitted at any time; 2) after the 

training of autoencoder is complete, raw data is \compressed and encrypted" by the encoder before 

transmitting to the edge server, and this will reduce the communications cost, and further protect 

the data privacy and security; 3) the autoencoder will provide features to the classifier at the server, 

thus allow the classifier to be trained on the features with less and controlled dimensions; 4) the 

decoupling of the training of the autoencoder at the edge devices and the training of the classifier 

at the edge server relaxes the frequent communications requirement between edge devices and 

edge server. Experiments have been carried out using CIFAR10 and ImageNet datasets. A detailed 

analysis of the tradeoff between classifier accuracy, the dimensionality of data, compression ratio, 

and various choices of classifiers has been given to provide benchmarks and insights on the pro-

posed scheme. To the best of our knowledge, this is the first attempt to design a framework to 

address the image classification problem in an edge computing scenario, where an autoencoder is 

designed to compress the raw images and extract salient features at the same time. The proposed 

framework has been compared to the uncompressed approach (compression ratio = 1), which can 

be considered the baseline model. In addition, all the transfer learning models are indeed state-of-

the-art. Combining them with the proposed framework will result in a highly efficient and privacy-

preserving edge intelligent computing solution. In addition, computation offloading is an emerging 
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technology that has been investigated in this thrust. Specifically, multi-task learning has been ap-

plied to computation offloading optimization that reduce the inference time by 4-order of magni-

tude while achieving better accuracy. In this work, we propose a multi-task learning based feed-

forward neural network (MTFNN) model to achieve an optimal computation offloading strategy 

for the mobile edge computing (MEC) system. We first formulate the joint optimization of binary 

offloading decision and computational resource allocation as a mixed integer nonlinear program-

ming (MINLP) problem. Then, a MTFNN model is trained offline to solve the optimization prob-

lem with high accuracy. The pre-trained model can then directly infer the solution to the MINLP 

problem online with very low computational cost. The effects on the system performance from the 

inference error in the classification problem and the inference bias in the regression problem are 

analyzed and some implementation issues are discussed as well. Testing results show that the pro-

posed MTFNN model outperforms the conventional optimization algorithms significantly in terms 

of computation time (four orders of magnitude) and inference accuracy (up to two times better). 

5.3 Thrust 3: Knowledge Extraction using Machine Learning and Deep Learning 

In this research thrust, the feasibility of using Dempster-Shafer Theory (DST) and Dezert-

Smarandache Theory (DSmT) for big data processing has been explored and a detection frame-

work to mitigate the e_ect of uncertainty using Evidence Theory (DST - DSmT) and Kullback - 

Leibler (KL) divergence for distance measures is proposed and studied. The combination rules in 

DSmT such as PCR5 have very high computational complexity when the number of hypotheses 

are large, thus they cannot be directly applied to multiple big data sources with high cardinality. 

We proposed models with reduced number of classes and thus smaller size of power set and hyper 

power set. It results in lower computational cost and we evaluate its performance through a case 

study. Specifically, the proposed methods are applied to analyze temperature and humidity data 

for smart building applications. To decrease the number of focal elements and improve the com-

putation complexity, we considered the exclusivity between hypotheses to simplify the model. 

Furthermore, generating frame of discernment dynamically decreases the cardinality of singleton 

focal elements. Computational complexity of the proposed method is derived analytically. The 

results using both synthetic and real data sets demonstrate the potentials of the proposed method 

for big data processing when the data sets contain high level of uncertainty. 

Furthermore, semi-supervised learning based methods have been studied for the case of limited 

labeled data. The proposed semi-supervised learning can obtain high inference accuracy using 
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even very limited labeled data, which is a promising solution for real-time ML applications. Spe-

cifically, we proposed a novel two-path deep semi-supervised learning (TDSL) framework con-

taining three CNNs, where both labeled data and unlabeled data are used jointly to train the model 

and enhance the detection performance. We implemented a Word CNN based TDSL to detect fake 

news with limited labeled data and compare its performance with various deep learning based 

baselines. Moreover, we validated the implemented model by testing on the LIAR and PHEME 

datasets. It is observed that the proposed model detects fake news effectively even with extremely 

limited labeled data. The proposed framework could be applied to address other tasks. In addition, 

novel deep semi-supervised learning models can be implemented based on the proposed frame-

work with various designs of CNNs, which will be determined by the intended applications and 

tasks. 

5.4 Thrust 4: Implementation, Visualization, and Validation 

In this research thrust, a novel multi-task learning based deep learning model is designed and tested 

for object identification and target tracking on UAVs. It achieved real-time processing (> 20 fps) 

and high IoU (> 60%). Specifically, we proposed a novel modeling method of CNN suitable for 

the missions that require real-time processing of images/video on the UAV. We point out that the 

characteristics of the data and the requirements of the mission might vary a lot, so a general pur-

pose model is hard to satisfy the requirements. Instead we integrate the essential concepts of RCNN 

and YOLO into the construction of our proposed model. To increase the efficiency of our model, 

we proposed the inducing layer to optimize the model and speed up the convergence in a stable 

way. With the dataset of the UAVs provided by DAC 2018, we demonstrated how to develop and 

train the model. The performance analysis shows our modeling method works well on the dataset: 

about 90% accuracy of the classification (98 classes) and 60% accuracy of IoU. We also performed 

field experiments with our dataset collected from the drone at 10-meter height. Running on the 

NVIDIA TX2 mounted on the UAV, the model has about 100% accuracy of the classification (car 

and background) and about 36% accuracy of IoU, which is good enough for object detection and 

tracking. In addition, a cloud-based big data visualization system has been built and achieved real-

time data visualization on cloud. The collaboration between Prairie View A&M University and 

Thermo Fisher Scientific delivered a successful research platform that combines the power of scal-

able big data analytics and a close-to real-time big 3D data visualization capability. All of these 
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functionalities are delivered to end users via a cloud platform and accessible via a web-based ap-

plication.  

In sum, the research carried out at the CREDIT center results in an effective and efficient solution 

to the big data analysis needs of the DOD. Leveraging many promising technologies in artificial 

intelligence (AI) and machine learning (ML) especially deep learning (DL), the proposed solution 

will revolutionize the big data processing field of study. With the strong support of the government 

agencies especially DOD and our academic and industrial partners, the team is confident that the 

CREDIT center will further improve its research and education capacity and continue to train stu-

dents especially underrepresented minorities to be highly qualified workforce and contribute to 

DOD missions and the nation for years to come.  
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ETSI European Telecommunications Standards Institute 

FFT Fast Fourier Transform 

GA Global Array 

GACA Genetic Algorithm based Computation Algorithm 

GPU Graphics Processing Unit 

LIST OF SYMBOLS, ABBREVIATIONS, AND ACRONYMS 

AI Artificial Intelligence 
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GRU Gated Recurrent Unit 

HARNN Hierarchical Attention RNN 

HDFS Hadoop Distributed File System 

HPC High Performance Computing 

IBC ID-based cryptography 

IoT Internet of Things 

JTORA Joint Task O_oading and Resource Allocation 

LDM Large Data Management 

LIWC Linguistic Inquiry and Word Count 

LOD Level of Detail 

LOED Leave-One-Event-Out 

LSTM Long Short-Term Memory 

MCC Mobile Cloud Computing 

MDP Markov Decision Process 

MEC Mobile Edge Computing 

MES Mobile Edge Computing Server 

MINLP Mixed Integer NonLinear Programming 

ML Machine Learning 

MSE Mean Square Error 

MTFNN Multi-Task learning based Feedforward Neural Network 

MTL Multi-Task learning 

MU Mobile User 

NLP Natural Language Processing 

NPB NASA Parallel Benchmark 

OFDMA Orthogonal Frequency Division Multiple Access 

PAAS Platform as a Service 

PAC Probably Approximately Correct 

PCA Principal Components Analysis 

 
PSO Particle Swarm Optimization 
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PUF Physically Unclonable Functions 

PVAMU Prairie View A&M University 

QoS Quality-of-Service 

RDD Resilient Distributed Dataset 

RFID Radio Frequency IDenti_cation 

RLTBB Reformulation Linearization Technique-based Branch-and-Bound 

RCNN Recurrent CNN 

RNN Recurrent Neural Network 

SAC Seismic Analytics Cloud 

SBB Spatial Branch and Bound 

SBT Simple Build Tool 

SEG Society of Exploration Geophysicists 

SGD Stochastic Gradient Descent 

SINR Signal-to-Interference-plus-Noise Ratio 

SOM Self Organizing Map 

SQL Structured Query Language 

TDSL Two-path Deep Semi-supervised Learning 

TF-IDF Term Frequency-Inverse Document Frequency 

THECB Texas Higher Education Coordinating Board 

TPU Tensor Processing Unit 

UAV Unmanned Aerial Vehicle 

VM Virtual Machine 

WLAN Wireless Local Area Network 

WSN Wireless Sensor Network 

 

 

 

 

 

 




