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Distributed coherent beamforming requires close alignment of transceivers in frequency, time, and phase. Common methods for time synchronization rely on knowledge of transmission and reception times of a known signal. The arrival time is estimated by computing the correlation of the received signal with the known signal. An interpolation method, such as quadratic or higher-order polynomial interpolation, is used to estimate the location of the correlation peak with sub-sample precision. The choice of signal, the signal-to-noise ratio (SNR), and the interpolation method all affect the accuracy of the synchronization. The auto-correlation properties of Zadoff–Chu sequences make them good candidates for synchronization signals. The accuracy of the arrival-time estimation may be improved by increasing the length of the sequence or increasing the signal-to-noise ratio. At high SNRs, the accuracy may also be improved by using higher-order polynomial interpolation.
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1. Introduction

Distributed, phase-synchronous beam-forming arrays consist of a number of transceivers that set their transmit or receive phases in such a way that the transmitted signals arrive in a target direction in phase, or that the received signals from a specified direction are added in phase. Wireless time synchronization is needed for phase-synchronous operation of distributed radio nodes. Phase-synchronous operation means that nodes can generate and receive signals with a chosen phase offset between them. This requires that the offset between the clocks be known with an accuracy better than one-tenth of the carrier period, that is

\[ |\Delta t - \Delta t_{\text{est}}| < \frac{1}{10f_c}, \]  

(1)

where \( \Delta t \) is the actual offset between the clocks, \( \Delta t_{\text{est}} \) is the estimated offset, and \( f_c \) is the nodes’ carrier frequency. Timing accuracy with the Global Positioning System (GPS) is about 10 ns.\(^1\) At carrier frequencies above 10 MHz, better accuracy than GPS provides is required for phase-synchronous operation. Figure 1 shows the accuracy requirement for phase-synchronous operation as a function of frequency. Note that if other sources of error are present, even better time accuracy may be required.

One method of remote clock synchronization is two-way time transfer.\(^2\) In this method, nodes measure the transmission and arrival times of known synchronization signals according to their own clocks. The offset between the two clocks can be calculated from these times, as long as the delay is the same in both directions. A node correlates its received signal with the known synchronization signal to estimate the arrival time of the signal based on the correlation peak according to its own clock. Interpolation methods such as quadratic or higher-order polynomial interpolation are used to estimate the location of the correlation peak with subsample precision.\(^3\) The accuracy of the estimation depends on the characteristics of the channel between the transmitter and receiver, the synchronization signal, and the interpolation method used to estimate the location of the correlation peak.

We studied the accuracy of the arrival-time estimation using Zadoff–Chu sequences. We used both computer simulation and benchtop testing with software-defined radios to measure the effect of sequence length, signal-to-noise level, and interpolation method on the accuracy and precision of the arrival time estimation. This is a
Fig. 1 Minimum timing accuracy requirement for phase-synchronous operation vs. frequency
key aspect of two-way time transfer, but we did not implement full two-way time transfer in this work. Section 2 explains the theory underlying our work, Section 3 presents results from simulations and hardware experiments, and Section 4 gives concluding remarks and suggests direction for future research.

2. Theory

2.1 Arrival-Time Estimation Method

Consider a transmitter and receiver pair whose clocks differ by $\Delta t$ but run at the same rate. Let the transmitter’s clock time be $t$, and let the receiver’s clock time be $t' = t + \Delta t$. The transmitter sends a known, finite-length, discrete-time sequence $x[n]$ at time $t = 0$. Let the length of the sequence be $N$. Assume that the continuous-time version of the signal is given by Whittaker–Shannon interpolation as

$$x(t) = \sum_{n=0}^{N-1} x[n] \text{sinc} \left( \frac{t - nT}{T} \right),$$

where $T$ is the interval or symbol rate of the sequence.

When the signal arrives at the receiver, it will be delayed by $\tau$, thus the received signal according to the transmitter’s clock is

$$x(t - \tau) = \sum_{n=0}^{N-1} x[n] \text{sinc} \left( \frac{t - \tau - nT}{T} \right),$$

If the signal is transmitted at $t = 0$ according to the transmitter’s clock, it will arrive at the receiver at $t'_{\text{rx}} = \tau + \Delta t$. According to the receiver’s clock, the received signal plus noise is therefore

$$y(t') = x(t' - \Delta t - \tau) = \sum_{n=0}^{N-1} x[n] \text{sinc} \left( \frac{t' - \Delta t - \tau - nT}{T} \right) + n(t'),$$

where $n(t')$ is the noise of the receiver and channel.

We assume that the receiver has an estimate of the expected arrival time of the synchronization pulse. This may be from an external time reference like a global navigation system or from a signal previously sent to the receiver for synchronization. The estimate is $t'_{\text{tx,est}}$, according to the receiver’s clock. The receiver starts
taking samples at

\[ t'_{\text{start}} = t'_{\text{rx,est}} - T_{\text{pad}} \] (5)

and continues sampling until

\[ t'_{\text{stop}} = t'_{\text{rx,est}} + (N - 1)T + T_{\text{pad}}. \] (6)

This accounts for the signal’s duration of \((N - 1)T\) and adds extra time \(T_{\text{pad}}\) at the start and end of the sampling to handle errors in the estimation of \(t'_{\text{rx,est}}\). Increasing \(T_{\text{pad}}\) will increase the probability that the entire synchronization signal is captured in the sampling window at the expense of increased computation.

The receiver takes samples with period \(T_{\text{rx}}\), which may differ from the transmitted symbol rate \(T\). The discrete-time version of the synchronization sequence at sample period \(T_{\text{rx}}\) is generated by evaluating \(x(t)\) from Eq. 2 at times \(t = t'_{\text{start}} + mT_{\text{rx}},\) where \(m\) is the index and \(T_{\text{rx}}\) is sampling interval of the upsampled sequence. This yields the up-sampled sequence \(x_{\text{rx}}[m]\). The received sequence is

\[ y_{\text{rx}}[m] = y(t'_{\text{start}} + mT_{\text{rx}}), m \in 0, 1, 2, \ldots, \left\lfloor \frac{2T_{\text{pad}} + (N - 1)T}{T_{\text{rx}}} \right\rfloor. \] (7)

The receiver correlates the received signal with the expected synchronization signal. The cross-correlation is

\[ (y \star x)[k] = \sum_{m=-\infty}^{\infty} x^*[m]y_{\text{rx}}[m + k]. \] (8)

The arrival time is estimated by locating the maximum value of \((y \star x)[k]\) and using polynomial interpolation with the adjacent points to estimate the true peak location.\(^3,4\)

### 2.2 Zadoff–Chu sequences

We experimented with Zadoff–Chu sequences in complex baseband representation. The autocorrelation of Zadoff–Chu sequences is zero for nonzero offsets of an integer number of samples.\(^5\) This gives the cross correlation in Eq. 8 a single unambiguous peak. We generated Zadoff–Chu sequences with the Commpy library for
Python. The definition of the Zadoff–Chu sequence used by Commpy is

\[ x_{ZC}[n] = \exp \left[ -i\pi \frac{un + N_{ZC} \ (\text{mod} \ 2) + 2q}{N_{ZC}} \right] \]

\[ n \in 0, 1, ..., N_{ZC} - 1 \]
\[ 0 < u < N_{ZC} \]
\[ \gcd(N_{ZC}, u) = 1 \]
\[ q \in \mathbb{Z} \]  

where \( q \) is a cyclic shift of the Zadoff–Chu sequence. We used exclusively \( q = 0 \) and \( u = 7 \) for this project.

3. Results

We computed estimated arrival times of Zadoff–Chu sequences of various lengths at different signal-to-noise levels. We sampled the received signal at 10 times the symbol rate of the transmitted sequence. The lengths of the Zadoff–Chu sequences were

\[ N_{ZC} \in 64, 256, 1024, 4096, 16386, 65536. \]  

The longest two sequences were not evaluated computationally, because the program needed too much memory to run them. Future work could improve the memory requirements of the program and allow longer sequences to be evaluated.

For both computational and laboratory experiments, the transmit symbol rate was 1 MSps, and the receive sampling rate was 10 MSps. The carrier frequency was 1 GHz, and quadratic interpolation was used to estimate the peak location.

We used a Python program to conduct computational studies of the accuracy of the arrival-time estimation of Zadoff–Chu sequences. In the computational studies, we assumed that the transmitter and receiver have clocks that are offset by a fixed amount but run at the same rate. For each case, 31 trials were conducted, each with a random true arrival time. For each trial, the program computed an estimated arrival time and computed the difference between the true arrival time and the estimated time. We took the standard deviation of the arrival-time error to represent the expected error level of the estimation.

The laboratory experiments were done as loopback tests, so the transmit and receive
clocks were the same, leaving only the delay between transmitter and receiver as unknown. A length of cable was connected from the Tx/Rx A port to the Rx A port of a National Instruments X310 software-defined radio. A 30-dB attenuator was also connected in line with the cable to protect the receiver. This gave a very high SNR at the receiver. The exact ratio was not measured, but it was greater than 40 dB. For each case, we ran 31 trials of the experiment and took the standard deviation of the arrival times to represent the error level of the estimation. This method differs from that used for the computational studies because the true arrival times in the experiment were unknown.

Figure 2 shows the standard deviation of the estimated arrival times as a function of sequence lengths from both computations and experiments. The computational results were for signal-to-noise ratios of 20, 30, and 40 dB, along with a special case with no added noise. The noiseless case is listed as SNR = ∞ dB. All cases show decreasing error level with increasing sequence length. The experimental results match closely with the noiseless computational results.

In general, the error decreased with increasing sequence length, but a roughly 1000-fold increase in sequence length was necessary for a 10-fold reduction in error. The results also showed strong sensitivity to SNR. A 10-dB increase in the SNR yielded a roughly five-fold decrease in error. There was a limit to the performance, even with no noise (or infinite SNR). This is likely caused by the approximations used in estimating the arrival time. The arrival time was estimated by fitting the points around the peak correlation to a quadratic. A higher-order polynomial interpolation yields further improvement in the minimum error. The performance of quadratic interpolation may also be improved by using a precomputed lookup table based on the autocorrelation of the synchronization signal.\(^3\)

Figure 3 shows the standard deviation of arrival time error vs. SNR for second-, fourth-, and eighth-order polynomial interpolation. The error decreases for all three orders with increasing SNR. At lower SNRs, the second-order polynomial has the lowest error. At higher SNRs, eighth-order polynomial interpolation performs best. It is likely that the higher-order interpolation provides a better match to the actual shape of the correlation function of the Zadoff–Chu sequence, but the advantage is lost at higher noise levels.
Fig. 2 Standard deviation of arrival time error vs. sequence length for Zadoff–Chu sequences. The first four traces (SNR = 20 dB, SNR = 30 dB, SNR = 40 dB, and SNR = ∞ dB) are computational results. The final trace shows results of a laboratory experiment.
Fig. 3  Standard deviation of arrival time error vs. signal-to-noise in decibel ratio for 1024-element Zadoff–Chu sequence. The three traces show computational results with different orders of polynomial interpolation.
4. Conclusion

Zadoff–Chu sequences may give enough accuracy in time synchronization to allow for distributed beamforming. However, they will require a high SNR. A simple quadratic interpolation method is at least as accurate as higher-order polynomial interpolations at SNRs up to about 25 dB. The simplicity of this interpolation method makes it suitable for implementation on real-time field-programmable gate array hardware.

Future research may be done to investigate other types of sequences, like pseudorandom binary sequences transmitted using binary phase shift keying. The hardware needed to transmit these sequences may be simpler than that needed to transmit Zadoff–Chu sequences, because it would only need to generate two discrete phases. In contrast, transmission of a Zadoff–Chu sequence requires generation of an arbitrary phase.

Some sources of error were neglected in this work including clock frequency offsets, multipath channels, and interference that is not additive white Gaussian noise. Errors due to analog-to-digital and digital-to-analog conversions were also omitted from the computational studies. The performance shown in this report should therefore be viewed as a best-case limit. Further experimentation is necessary to determine how close real hardware operating in real over-the-air channels can come to this ideal performance.
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