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Carnegie Mellon University (CMU)

Pioneering discoveries that enrich the lives of
people on aglobal scale

Turning disruptive ideas into success through
leading-edge research

Carnegle 2021 U.S. News and World Report rankings
« #1 in computer engineering, artificial intelligence (Al),
Mellon cybersecurity, and software engineering

UniverSity - #2 in overall computer science

e #3 In data analytics/science
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CMU Software Engineering Institute (SEI) e oeermis

Bringing innovation to the U.S. Government

* A Federally Funded Research and Development
Center (FFRDC) chartered in 1984 and sponsored
by the Department of Defense (DoD)

» Leader In researching complex software
engineering, cyber security, and Al engineering
solutions

* Critical to the U.S. Government’s ability to
acquire, develop, operate, and sustain software
systems that are innovative, affordable,
trustworthy, and enduring
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The CERT Division: The Birthplace of
Cybersecurity

* Trusted
Conducting research for the U.S.
Government in a non-profit, public-
private partnership

 Valued
Collaborating with military, industry, and
academia globally to innovate solutions

* Relevant
Achieving technology and talent results
for our mission partners
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Data Science Overview
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Data Science
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THIS 1S YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.

XKCD Machine Learning: https://xkcd.com/1
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Data Science

Analysis Techniques

* Prediction

Classification

Deep Learning

Al & “Ri ;
m _ Big Data
Computer Machine

Learning

Science Outlier detection

Feature extraction

Methods:

* Regression

* Neural nets

» Bayesian networks

« Structural equation modeling
 Latent Dirichlet allocation

» Hidden Markov models

« Gradient boosting

. . . . INFOSECWORLDUSA.COWM
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Data Analytics

Data Types

Image Static
Video

Time series Financial data
Event counts

Network data  Netflow
PCAP
DNS
BGP

Structured Web forms
text Structured
data
(JSON,
XML)
Source code

Free text News
Tweets
Email

many maore...
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Finding Features in High-Dimensionat ="
Data

* Dimensionality Reduction
« t-Distributed Stochastic Neighbor Embedding (t-SNE)

Classifier-adjusted density estimation (CADE)
Principal component analysis (PCA)

» Kernel

* Graph-based
Linear discriminant analysis (LDA)
Generalized discriminant analysis (GDA)

. . . . INFOSECWORLDUSA.COM
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Malware family classification
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Malware family classification —

Visualization

Simplify visualization of extremely
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complex data through the use of L2 =
dimensionality reduction and
associated visualization techniques P s
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Chernoff face experiment

. . . . INFOSECWORLDUSA.COM
[DISTRIBUTION STATEMENT A] This material has been approved for public release and unlimited

distribution. Please see Copyright notice for non-US Government use and distribution. © 2022 Carnegie Mellon University



Carnegie Mellon University
Software Engineering Institute

Incident Ticket analysis

Collections of incident tickets ( )
often contain hidden trends,
revealing attacker methods and —

3
techniques that are invisible in E @ F“‘ o

Individual tickets. Natural

[¥ Unobuarend wai |

Language Processing helps find W ol & = B=S
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Incident Ticket analysis — Visualization

A subset of the ticket-indicator graph
(for a small set of selected indicators)

» Tickets are grey triangles
* |ndicators are black circles

» Edges connect tickets to the indicators

they contain
. . . . INFOSECWORLDUSA.COM
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Network traffic classification

NetFlow Enabled Device

m EEEEEGSEEEEE Netflow data summarizes
network traffic, losing

Packet NetFlow Cache . . . .
Source IP address Flow Information Packet Bywsiacket | S1JNIficant information.
e R — Numerous techniques
Destination port S exist to infer information
3 protocol reate a flow from
;.b:rm(oscv) the packet attributes from the flows themselves.

100420 653

10640190

10.27.40.50

10.64.91.24
064511, 25

1064 99,28

* [DISTRIBUTION STATEMENT A]This material has been approved for public release and unlimited INFOSECWORLDUSA.COM

distribution. Please see Copyright notice for non-US Government use and distribution. © 2022 Carnegie Mellon University



Protecting against

Al Poisoning
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MNIST Dataset

CIFAR10 Dataset

airplane

truck

automobile

bird
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Distillation as a Defense to Adversarial
Perturbations against Deep Neural Networks

Nicolas Papernot®, Patrick McDaniel*, Xi Wu', Somesh Jha*, and Ananthram Swami'
'Dclxnnu:nl of Computer Science and Engineering, Pean State Univessity
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, University of Wisconsin-Madison

tUnited States Army chuch Laboratory, Adelphi, Maryland
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Abstraci—Decp Jearning algorithms have boen shown 10 per-
form extresncly well o0 many chassical machise learning prob-
Jems. mmmmmumm
Yke other A Is vulneruble to adver-
sarkal pluxlnwucn‘ﬁedbhtundupmm
(DNN) to provide adverssny-selocted outputs. Sech attacks cn
seciomly sndermine the security of the systom supporied by (he
DNN, i with de c For mph

Bicles can be hed, Hlicht or Mlegsl cootemt exn
bypass comtont Bers, o hiometric suthenteation systems can be
WMDMWM"MM“W
» defensiy distillardon to reduce the
effi of '_. ]
ivestipgate the Heability and rob properties granted
by the wse of defonsive distilintion when truining DNNs, We alvo
empicicnlly stedy (he offectiveness of eur defense mechanisms on
mn\hnumu«mmmm,mu

I

ocowr sfter g is complete and therefoee do not require
any tamperisg with the training procedure,

To illustrute how adversarial samples make 2 xystem based
on DNNs valnerable, consider the following laput samples:

The lefi image is correctly classified by a trained DNN as 2
car, The right image was crafled by un advensarial sample al-
gocithm (in [7]) fram the camect Jeft image. The aliered image
Is lnconally sl:awha: as & cat by the DNN, To see why wch
consider deep learming as it is

defensive distllation cun redoce effects of

from 95% o less thun 0.5% on & studied DNN. Such deamatie
m-uuwnmmmmm-u-mm
used In duoced by a factor of
W™, w.ummmummmm-m—
number of features that seed to be modified 1o create adversarial
samples by about BM0% on one of the DNNs we tested.

L INYRODUCTION

Deep Leaning (DL) bas been demonstrated 1o perform
exceptionally well on several categories of machine leaming
problems, ootably mput classification. These Deep Newral
Nerworks (DNNs) efficiently leam highly sccurate models
from o large corpus of I3 ples, and (b fter classily
unseen amples with great accuracy. As a result, DNNs
arv used in mamy settings (], [2], [3], somo of which v
increasingly security itive [4). [5], (6]. By using deep
learning algorithms, designers of these systems make imphicit
secunity assumplions sbout deep noursl netwaorks. Hwtv«:
recemt woek in the hine | g and secarity
have shown that sdvenaries can fotct many machine Jearning
models, inchoding DNNs, to produce sdversary-selecied aut-
puts using carefully crafled impots (7], (8], (9]

Specifically, adversanies cao cmft pasticular inperts, namedd
adversarial samples, leading models 10 produce an outpet
bebaviar of their choice, such as misclassification, Inputs are
crafted hy adding a carefully chosen ad | rh w0

ly used In (driveriess) cars [10]. Systems
based on DNNs are wsed %0 recogmize signs or other vehicles
on the road [11). If perturbing the input of such systems, by
slightly ablering the car’s body for mstance, prevents DNNs
from classifying it as @ moving vehicule correctly, the car
might not stop and eventually be imvolved in an socident, with
Iy disastrous ¢ The threat is resl where
nn mhtnm cun peofit from evading detection or having their
input misclassified. Such attacks commonly occur today in
noa-DA. classification systems [12), [13], [14), [15), [16),
Thm adversarial umpk» must be taken im0 account when
igning - sccurity porating  DNNs,
Unfnnwkly. there are very !eu effective amnmme:u.m:s
availsble today. Pn work idered the pr of
constracting soch defi but soly posed are defi-
cient in thast they require making modxhclucaa to the DNN
architecture ar oaly partislly prevent sdvensarial samples from
being effective (9], [17] (sex Section VI
Distillation is a trainimg procedure initially desagned 1o
train @ DNN using knowledge transferred from a different
DNN. The intuition was sugpested in [18] while distiliation
Ityelf was formally mun!um! in [19). The mativation behind
the knowlbedp P § by distillation is 0 reduce
the cornpuuunmi ccmplau!y of DNN acchitectures by tuns.
ferring knowledge from larger architecnares 1o smaller ones.
This facilitates the deployment of deep leaming in resource

¥

ined devices (e, smartphones) which cannot rely on
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Other Applications APT Defense

 Relation of kinetic and cyber
actions

« Automated forecasting and
detection of cyber-attacks

« Static code analyzer behavior
 Technical debt estimation

« Cognitive support for
assurance using Watson

« Optimizing planning budgets
for travel

« Email sentiment analysis
* |oT based search-and-rescue

INFOSECWORLDUSA.COM
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Data Science Do’s and Don’t’s
Do

Have a question in mind
Utilize your subject experts

Think of what data you need
vs. have

Interrogate your data

Document all collection,
cleaning, and transformation
steps

Justify models used
Interrogate your model(s)
Be ready for ‘negative’ results

Carnegie Mellon University
Software Engineering Institute

Don’t
* Force your data to fit your hypothesis

« Forsake model interpretability to do a
‘machine learning / Al model’

« Overfit
« Overinterpret
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Al/ML Overview
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When People Say “Al,” They Might be  stremsnensisi
Referring to Either a Narrow Al or a General
Al

Narrow Al (Hard) General Al (Soft)

An algorithm to carry out one A machine that exhibits human
particular task. intelligence.

Examples: Examples:

Google Translate Doesn’t exist yet.

Autonomous Vehicles

Spam Filters e.g., one goal should be to be able to
monitor the understanding of its
audience and make adjustments. This
IS something human children can

generally do by the age of 5.

. . . . INFOSECWORLDUSA.COM
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Monolith,
it is a Combination of Many Distinct _Eields

-‘ 1979 T Least Angle
e : R “BOOtStra. . i s SRR DI T
7 1936 i . e
1805 - ABOB e S e Bradley Efron
Regresson | loTence Nightengale = Dsmﬂgﬂt : e ‘-‘;; -
X 1687 ~~ changes public policy Gl . A ' - 3':“~ -
Math &  Gradient Descent with data visualization BT T R R Sy, e -
Isaac Newton 3 <0 = S e : 64 bit -?:%
Stats : v R Y iy F"ZSt programmmg‘-~ a0 e e RIGEsY ﬁz'b—f P 2016
e 3 - 1843 - Firstelectonic {946 - language e T g o T e e 'y o et
; 55 First computer program =~ “computer  eNjac - GraceHopper ‘ : ep Lear ng AlphaGo
| Computmg ' s Ada Lovelace : “dominates -~ Defeats world
5. IS 4650 e ImageNet champion
“Ariificial Injelligences Alan Turing proposes First neural 1985 2997 competition
Sl universal machine network Back Deep Blue defeats
\ e'ﬁ‘,,;’;;:_;:u'/‘.\,] B "%‘E:f-\:'.lf'_‘- ‘ el propagation Garry Kasparov
‘ e T e, :
- - Dantell 2
e s S e 2002
e R i vuleamcgas Roomba
> samples
Each technical community has its own jargon— i
and so two experts might disagree about whether something is an Al
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' distribution. Please see Copyright notice for non-US Government use and distribution.

© 2022 Carnegie Mellon University



Carnegie Mellon University
Software Engineering Institute

 “l want to use to build a speech recognition algorithm.”

« Different people would fill in the blank differently, and mean the
same thing:

“Artificial Intelligence” — In this example, probably refers to using ML to set up a narrow Al

“Machine Learning” — A large set of methods for extracting information from data, including
neural networks

“Neural Network” — one type of machine learning algorithm, originally patterned after
how humans were thought to think

“Deep Learning” — A strategy for building neural networks that are easy to write down

and can model complex behavior

Recommendation: When somebody says Al, ask them to be more specific
and define what they mean.

. | - INFOSECWORLDUSA.COM
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Related Definitions: Statistics and Data
Science

« Statistics Is the art and science of learning o
from data. Statistics + Data

- Data science refers to managing and Management
analyzing large amounts of data.

INFOSECWORLDUSA.COWM
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ML and Al are not the Same Thing, but Thefé™ ™"
IS Overlap

» These could all be considered narrow Al, but do not use any ML.:
« Navigation (Google Maps) — Calculates optimum path based on an algorithm

« Roomba — uses sensors to map the room, then follows a pre-programmed algorithm
to most efficiently cover it

* Non-Player Characters (NPCs) in video games — dialog and interactions between
player characters and NPCs are pre-programmed and constrained for game play.

ML is currently one of the best ways to create a successful narrow Al from data:
« Image recognition (used in autonomous vehicles)
« Speech recognition (used in Alexa, Siri, and Echo)

 Recommendation engines (used by Netflix and Amazon)

’ o . - INFOSECWORLDUSA.COM
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If you ask a to define Machine Learning
you might get:

The science of getting computers to act without being explicitly
programmed, by extracting information from data.

If you ask a statistician to define Machine Learning,
you might get:

A set of models and algorithms for extracting
Information from data, developed primarily after 1980
that require intense computational power.

Carnegie Mellon University
Software Engineering Institute

Statistics +
Automation

Statistics +
Computing Power

Implication: Definitions matter. Different things fit in these two definitions.
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Machine Learning & Deep Learning
Machine Learning

Gin — i 3535

Input Feature extraction Classification Output

Deep Learning

G - FE

Input Feature extraction + Classification Output

Deep learning is machine learning using a neural network.

https://semiengineering.com/deep-learning-spreads/
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Underfitting and Overfitting

o
&}
s *
al
o n
a® »
>
X X
Underfitting Just right! overfitting
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relopment Operating

populated to

Raw Data

is processed by

Pipeline

to create a

deployed to

production
>
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Data

Is operated
on by

to make
predictions

invokes
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Process for an ML/Data Science Project
Data Collection ou need to monitor
& Cleaning : each part of the

process.
You need the right type of You need the right data
problem. '
e For most projects,
_ data collection and
—— Modeling cleaning require a
J @ majority of the

time and effort.

& Reporting
You need to summarize
the model output for — |

consumption.

You need the right math.

. . . . INFOSECWORLDUSA.COM
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Purpose and Usage

Data Collection You need to monitor
& Cleaning ® each part of the

process.

You need the right type of
problem,

You need the right data.

v

Modeling

Summarizing

& Reporting @

You need to summarize You need the right math.

the model output for — |

consumption.

. . . . INFOSECWORLDUSA.COM
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Purpose & Usage — You need the right problem. Carnegie Mellon University

Not all Problems can be Solved with AT(of

« Al ca)nnot solve the trolley problem.
C[&IID f

=

You have two options:

Al can help optimize a chosen

criteria. 1. Do nothing and allow the trolley to kill
* |t cannot tell you what criteria to the five people on the main track.
optimize. 2. Pull the lever, diverting the trolley onto
the side track where it will kill one
person.

Moreover:. To implement an automatic
system (like a self-driving car), we
must make these choices ahead of
time.

https://www.technologyreview.com/s/612341/a-global-ethics-study-aims-to-help-ai-solve-the-self-driving-trolley-problem/
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. [DISTRIBUTION STATEMENT A] This material has been approved for public release and unlimited

distribution. Please see Copyright notice for non-US Government use and distribution. © 2022 Carnegie Mellon University



https://www.technologyreview.com/s/612341/a-global-ethics-study-aims-to-help-ai-solve-the-self-driving-trolley-problem/

Carnegie Mellon University

““Translating a Real World Problem into s esrersmsi
Something Tractable Is not Always

Straightforward
« Example: What does it mean to “jump”™?

« Researchers were trying to have an Al design
creatures that were optimized for “jumping”

When they defined jumping as “maximum elevation
reached by the center of gravity of the creature during the
test,” They got tall skinny creatures with enormous heads
(top).

When they defined jumping as "furthest distance from the
ground of the block that was originally closest to the

ground” they got tall skinny creatures that flipped over
(bottom).

arXiv:1803.03453
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Modeling

Data Collection You need to monitor
& Cleaning ® each part of the

process.

You need the right type of

You need the right data.
problem,

Modeling

Summarizing

& Reporting @

You need to summarize You need the right math.

the model output for
consumption,

. . . . INFOSECWORLDUSA.COM
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Modeling

There are Different Types of ML
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Supervised Machine Unsupervised Machine Reinforcement Learning
Learning Learning

Useful
for

Example
Uses

Making A->B predictions

Determine whether an image
contains a ship.
Determine whether a set of

financial documents indicate fraud.

From a baseball player’s prior
performance, predict performance
in the next game.

Regression (Linear, Regression
Trees, Kernel Regression, ...)
Classification (Support Vector
Machines, Logistic Regression,
Discriminant Analysis)

Neural Networks, Ensemble
Methods...

By far the most common

Discovering previously
unknown patterns in data

Discover customer profiles
Identify clusters of malware
Identify anomalous network activity

Clustering (K-means, DBSCAN,
Mixture modeling)

Association Rule Mining
Anomaly Detection

Neural Networks

Data widely available, implementation
and verification are tricky

[DISTRIBUTION STATEMENT A] This material has been approved for public release and unlimited
distribution. Please see Copyright notice for non-US Government use and distribution.

Optimization in complex, but
constrained tasks

Optimizing logistics chain
management
Optimizing strategy in a game

Q-Learning

Policy Optimization
State-Action-Reward-State-Action
Deep Deterministic Policy Gradient

Only beginning to move into
commercial space, still largely
academic.
INFOSECWORLDUSA.COM
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If You use the Wrong Math, You can get Pure Nonsense

* An algorithm that always * An algorithm that always takes
takes the “best” move on the the next “best” move in chess,
next turn will never lose at tic- will always fall into any trap set
tac-toe. It will either win or by its opponent. In order to see
draw. - the trap and avoid Iit, the

algorithm must be able to
consider more than one move

. . . - INFOSECWORLDUSA.COWM
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There are Usually Several Options of “Right Matty; e e
but Only Some of Them will give you the Summary You

Need

Model Options

Output

Interpretability

O, Regression

i

Individual Prediction
e.g. 80% = 5%

Relationship of Input to Output
e.g. As this # increases
«4— predictions will increase

I?EO Decision
:t_’ 0? Trees

i

Prediction e.g. for
people “like you"
80% * 5%

Identification of Important Inputs
e.g., Without this input, predictions
are much less accurate

Neural
Networks

E-) [E0)0 ED)

No Individual
estimate of error.
e.g. "Model is wrong
5% of the time”

L 4

Very Little

Darpa XAl projects are working on
this. Some algorithms can do this for
images: e.g., "These are the pixels
that were important.”

INFOSECWORLDUSA.COM
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Modeling

Lots of Performance Metrics can seem
Similar, Even if They're Quite Different

Different kinds of errors may have different kinds of implications.

Error Rate How often is the algorithm wrong?

Carnegie Mellon University
Software Engineering Institute

False Positive Algorithm predicted “yes,”
But the truth is “no”

False Negative Algorithm predicted “no,”
But the truth is “yes”

Positive Predictive Value  Of the “yes’s” that were predicted,
How many are actually "yes”

The metrics you choose for an ML project are a policy statement about what kind of
systematic errors are acceptable, and which should be minimized.

. . . . INFOSECWORLDUSA.COM
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Data Collection and Cleaning

Data Collection You need to monitor
& Cleaning @ each part of the

process.

You need the right type of
problem,

You need the right data.

Modeling

Summarizing

& Reporting @

You need to summarize You need the right math.

the model output for — |

consumption,

. . . . INFOSECWORLDUSA.COM
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Data Collection
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Carnegie Mellon University

I nfo r m atIO n ; Software Engineering Institute
Otherwise, It Doesn’'t Matter how Much You

. IH(&M@nt to be able to input a pile of financial documents and detect
fraud, that's a supervised learning problem.

* You need to train your model on financial documents that have been
labeled

. |contains | no identified
fraud fraud

« Without this labeled data you cannot do this analysis.

* (There are other analyses that can still move you towards that goal, but
they’'re more complex and less certain to produce useful results.

. . . . INFOSECWOR?DUSA.COM
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Data Collection

Data Collection Must Reflect Usage

Conditions

« ML algorlthms learn
what’s in the data.

 So, “what’s in the data”
must match the
conditions where the
results will be used.

* Train (your model) the
way you fight.

*

* Google Flu
Trends

» Designed to predict severity
of flu outbreak, during real
time.

 In 2008, it worked very well,
correctly predicting the CDC
results weeks earlier.

* In 2013, the predictions were
off by 140%.

« The application conditions
changed over time, reducing
the accuracy of predictions.

. Prmkectwas discontinued.
https://wWww.wired.com/2015/10/can-learn-

epic-failure-google-flu-trends/

* Dog/Wolf Images

(b) Explanation

(a) Husky classified as wolf

Figure 11: Raw data and explanation of a bad
model’s prediction in the“Husky vs Wolf” task.

« This modellearned to
distinguishbetween wolves
and dogs by looking at the
background, because a snow
background indicated “wolf.”

« Implicationsfor training data
in Project Maven.

https://arxiv.org/pdf/1602.04938.pdf
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Purpose and Usage

Data Collection You need to monitor
& Cleaning ® each part of the

process.

You need the right type of
problem,

You need the right data.

v

Modeling

Summarizing

& Reporting @

You need to summarize You need the right math.

the model output for — |

consumption.

. . . . INFOSECWORLDUSA.COM
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Purpose &Usage

Carnegie Mellon University
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If Your Use-Case Changes...

You need the right type of
problem.

Data Collection
& Cleaning

You need the right data.

v

Summarizing
& Reporting @

You need to summarize
the model output for
consumption.

Modeling

s

You need the right math.

 You definitely need a new model.
« Because the math must match the use.

* You very likely need new data.
 Because the data must match the use.

Possible mitigations:

*Get end user involved from the beginning.
*Do feasibility studies.

*Collect extra data.

INFOSECWORLDUSA.COWM
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Usabllity, Interpretability and Explainability

Cautionary Tale:

Flint, Michigan developed an ML system to predict which homes had lead pipes that
needed to be replaced.

Overall, performance was reasonably good, with about 80% accuracy.

The city scrapped the system. One of the primary reasons was that they could not convey
to the public how the algorithm worked, and why some houses were prioritized over
others.

“When we started this, people would say, “You did my neighbor's house and you didn’t do
mine,” [Mayor] Weaver said.

« Recommendation: Usability, interpretability and explainability
must be designed into an ML/AI system. It cannot be added as
an afterthought.

https://www.theatlantic.com/technology/archive/2019/01/how-machine-learning-found-flints-lead-pipes/578692/

. . . . INFOSECWORLDUSA.COWM
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Summarizing & Reporting
Data Collection You need to monitor
& Cleaning ‘ each part of the

You need the right type of
problem,

Summarizing

& Reporting

You need to summarize
the model output for
consumption.

You need the right data.

v

Modeling

O

You need the right math.

Carnegie Mellon University
Software Engineering Institute

process.

INFOSECWORLDUSA.COWM
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Communicate Inherent Uncertainty
ML systems are based on probability.

a

* There is inherent uncertainty in any probabilistic :
system. p
* Qutput from an ML system must communicate this A
uncertainty to the users. £ 5
=
Hypothetical. This is the kind of prediction (supervised)

H,ez mom is 510" and her dad Is L is doing. It's doing it faster, with more
6'1". Can you predict how tall she §at5 and more precise math. So there’s

will be as an adult? (usually) less uncertainty than a human
You can make a good guess, but prediction.

with some uncertainty.

e.%”She Il probably be about e.g., There’s an 80% probability she’ll be
* [DISTRIBUTION STATEMENT A]Thisgtgalth‘e{ggn?pﬂvegr’g: relzls,zagun?rm:d10”.l NFOSECWORLDUSA.CONM
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 Risks are different in different contexts.
« Low risk: An ML system makes an error in predicting which new movie you will like.

* Medium risk: An ML system makes an error in predicting whether an individual is
an insider threat.

* Risk evaluations should be considered in system design.
« Performance metrics must be chosen to measure context-dependent risks.
* If the risks are acceptable, an autonomous system might be appropriate.

* |If the risks of an autonomous system are too high, then there need to be

appropriate procedures in place to verify a decision and escalate as appropriate
(checks and balances) .

* Tactics, techniques and procedures must be carefully designed to
mitigate risk.

« A human-in-the-loop is often suggested as one way to mitigate risk, but this may
* not be sufficient if there are incentives to "just go with what the algorithm says: c o

[DISTRIBUTION STATEMENT A] This material has been approVed for publiCtelease and unlimited
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Monitoring

Data Collectio You need to monitor
& Cleaning @! each part of the

process.

You need the right type of

You need the right data.
problem,

v

Modeling
Summarizing
& Reporting @
You need to Summari = You need the I‘Ight math
the model output for
consumption,
* [DISTRIBUTION STATEMENT A] This material has been approved for public release and unlimited INFOSECWORLDUSA.COM
‘ distribution. Please see Copyright notice for non-US Government use and distribution.
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« Examples of where algorithms are implementing policy:
» Determining whether applicants are eligible for Medicare.
* |[dentifying and locating men delinquent in paying child support.
* |[dentifying and removing citizens registered to vote in multiple locations.
 Predicting whether an individual is a threat and should be detained.

* In each of these examples (and many more), we must be able to
verify that the algorithm is implementing policy as intended, and
that policy Is not being set by software developers.

Danielle Keats Citron, Technological Due Process, 85 Wash. U. L. Rev. 1249 (2008).

. | - INFOSECWORLDUSA.COM
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* In the same way that we require inspections for food safety, automobile
safety, and aviation safety, we must be able to determine whether a

deployed Al/ML system is functioning[as designed esug
_ Anybody can download Tensorflow
* We must be able to validate and adjustang throw a pile of data at it. That

 Training da_lta does not mean the output is useful or
Model choice correct.

Model implementation
The data pipeline for the deployed model v/jglidation metrics don’t really exist

Performance in the field right now. This is one place to invest
In research.

« Good monitoring and validation practices help ensure good performance,
making the system more secure against both adversaries and poor
Implementation.

. | - INFOSECWORLDUSA.COM
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Monitoring

Adversarial Issues Are

1. An active area of research — we
don’t even fully understand what
Kinds of attacks might be possible
right now.

2. Every neural network ML system is
susceptible to attack in infinite
variations on a theme.

3. Adversarial attacks are becoming
more widespread, we are starting to
see them “in the wild.”

4. Current best practices for mitigating
adversarial risks are ongoin
monitoring and validation of the ML
system, and having well-designed
procedures around It.

Carnegie Mellon University
Software Engineering Institute

Many Adversarial Al applicationsleverage
“‘usage doesn’t match training” in different
ways.

This 3D printed turtle was built to be
classified as a rifle from any angle.

It was created to fit into a gap in what the
algorithm had learned a rifle looked like.
The turtle is not from the same population
of images that the algorithm was trained on.

INFOSECWORLDUSA.COM
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. }/r\rﬁgﬁetrreglrlm% é%this algorithm  What procedures are in place
 What are thé intended for hanqlllng inherent
consequences of a policy? uncertainty?

« What unintended consequences can
be anticipated?

W hat checks and balances are In

« How Is uncertainty communicated
to the end user?

place? « How can the end user check or
« How will field performance be verify a prediction? (e.g., If you're
S\‘/’ﬁ“i@teg]? dure 1 o uncertain about a rain forecast,
° al IS the procedure 10r monitorin -
and yali_datiopn? Who will be doing tr?e you might look at a radar map.)
monitoring? * How does the end user make a
e et Bt oo (Sfype  decision when (old a prediction
perpetuated? . has low confidence? (e.g., the ML

system only has 60% confidence
* In its prediction.)
INFOSECWORLDUSA.COM
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Checklist to Identify Good Candidates for ML

Projects
Can you state your problem as either:

| would like to use data to predict .
* | would like to understand the structure of the features recorded Iin data.
* | would like to optimize well defined process.

Is it a large scale problem?

Have you already done exploratory analysis on available data?

Have you considered the broader context?

' _— | - INFOSECWORLDUSA.COM
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Please complete the
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Thank you!
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