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Abstract

This paper presents the results of a comprehensive study of obstacle detection and avoidance
(ODOA) by an autonomous ground vehicle (AGV) in off-road and adverse environmental
conditions. This study included both real and simulated testing of an AGV operating in
challenging conditions such as rain, dust, and deformable terrain. A novel approach for
analyzing the environmental impact on each subsystem (perception, planning, control) of
the vehicle was implemented in simulation and used to evaluate multiple options for planning
and perception algorithms. This work is the most complete and systematic test campaign
of its kind to be conducted on a publicly available autonomy stack and will facilitate the
development of test strategies for AGV in future work. The primary contributions of this
work are the development of a free and open source autonomous software stack for off-road
AGV, a method for quantitative assessment of AGV systems, and incorporation of combined
simulated and physical testing into a comprehensive test approach. This work demonstrates
how simulation can be used to measure aspects of AGV performance that are impossible
to measure in physical tests, giving additional insight into the functioning of the autonomy
stack.

1 Introduction

While self-driving or autonomous vehicles have become more capable and have been studied extensively in
recent years [Peterson and Glancy, 2018], there have been few attempts to systematically quantify the effect
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of environmentally induced errors from sources such as dust, rain, and soft soil on the performance of these
vehicles. While the struggle of these vehicles with these environmental conditions has been well documented,
qualitatively [Stock, 2018], there has been relatively little quantitative evaluation of these effects.

Past work in quantitative error measurement tends to focus either directly on the sensor data or on the
overall system-level performance. For example, there have been several studies that quantify the influence
of phenomena like rain or snow on lidar sensor performance [Rasshofer et al., 2011]. Similarly, there have
been some laboratory studies on the effect of dust on lidar [ Goodin et al., 2013]. System-level analyses have
focused on high-level metrics like average speed or distance traveled [Durst et al., 2017].

While there is value in sensor-level or system-level error studies, an understanding of how error propagates
through the chain of autonomous subsystems is also needed. How do errors in lidar sensors operating in rainy
conditions affect t he p oint cloud, t he navigation maps d erived from t he p oint cloud, and t he path planned
through those maps? Is there a level of rain for which the resulting path and map are not significantly
affected, a nd a t w hat r ain r ates w ould e rrors s tart t o m anifest i n t he p lanned p ath? A nswering these
questions is critical as self-driving vehicles transition to the consumer market.

The major difficulty in sy stematically me asuring th e re lationship be tween en vironmentally in duced sensor
errors and system-level performance is the difficulty in controlling the environmental error so urces. Physical
tests involving these factors are both logistically difficult and prone to un certainty in th e in put variables.
It is impractical and expensive to perform repeatable, controlled experiments in conditions like dust, rain,
or soft soil. In contrast, physics-based simulation provides a way to systematically study the effect of these
phenomena on autonomous vehicle performance [Goodin et al., 2017]. In order to address these limitations,
this study develops a method, using simulation, for studying error propagation through the subsystems of
an AGV. These tests are validated through comparison to physical testing of the real vehicle on both hard
and soft soil.

In the following sections, a review of related work in this area is presented (Section , followed by a
summary of the method and approach of this multi-year study in Section 3| Next, a detailed description of
the vehicle platform, sensors, and autonomy studied in this work (Section ) is presented. The Mississippi
State University Autonomous Vehicle Simulator (MAVS), which was a critical enabler for this work, is
presented in Section @ The test scenarios and metrics studied in this work are presented in Section 6| with
the resués of the experiments shown and discussed in Section @ Some final c onclusions are p resented in
Section

2 Background and Related Work

There has been considerable research in recent years on the testing of AGV [Huang et al., 2016]. Testing
is important both for determining the safety of commercial self-driving vehicles [Kalra and Paddock, 2016]
and for evaluating the performance of military vehicles relative to specifications [Durst and Gray, 2014,
Bostelman et al., 2016]. Early attempts at establishing consistent testing methodologies were driven by
the DARPA Grand Challenges [Koon and Whittaker, 2006], with further development going towards doc-
umenting the state of the environment on test results [Sun et al., 2014]. Recent work by the Euro-
pean New Car Assessment Program (NCAP) has led to standardization of specific, r eproducible test
scenarios [Op den Camp et al., 2017].  Additionally, the United Nations Regulation 157 governs test-
ing of automated lane keeping systems (ALKS) [Mattas et al., 2022]. These standards, in turn, pro-
mote the possibility of autonomy developers “building to the test”. To alleviate this possibility, signif-
icant work has been done to automatically create scenarios for detecting failure modes and edge effects
[Mullins et al., 2017, Mullins et al., 2018].

Most of the work on testing discussed above is the context of a scenario - an AGV being tested performing
a certain navigation or safety task to evaluate a certain requirement. This is inherently a test of the entire



vehicle system. In fact, Li et al. [Li et al., 2016] identify two main classifications of tests of autonomous
systems - scenario-based testing and functionality-based testing. Scenario-based testing puts a vehicle in a
real situation and measures its performance, whereas functionality testing considers the components of AGV
systems individually. To quote [Li et al., 2016]

The most important benefit of functionality-based test is that we could quantitatively eval-
uate a part of driving intelligence within some specially designed tests. This benefit cannot
be easily obtained in... scenario-based tests.

In this work, we will refer to Li’s scenario-based testing as “system-level” tests and functionality tests as
“subsystem-level” tests.

Li et al [Li et al., 2016] identify the three main subsystems of AGV as perception, decision, and action. Earlier
references refer to these stages as world modeling, planning, and action |[Nakhaeinia et al., 2011]. In the
context of obstacle detection and avoidance in off-road scenarios (see, for example [Manduchi et al., 2005]),
we will identify these subsystems with the three which will be studied in this work, namely, perception,
planning, and AGV control. Further background on these subsystems will be given in Sections and

There may be many purposes for AGV testing. Consumer protection agencies like the NCAP may be
primarily interested in measuring failure rates or other performance scores. In contrast, AGV developers
may be testing to gain a deeper understanding about the AGV in question. In this case, Falco and Gilpin
propose several important questions for evaluating an AGV system failure[Falco and Gilpin, 2021]. These
include what did not perform as expected, where did the failure occur on the system, and how did the failure
transpire?

When considering the current state of AGV testing presented above, it is concluded that a comprehensive
test strategy should include a method for functionally testing the perception, planning, and control of an
AGV, detecting system level failures, and determining the what, where, and how of each failure. In recent
years, it has become increasingly clear that any such comprehensive test strategy must include simulation
[Schoner, 2018].

As pointed out by a recent article in Nature, the testing of autonomous vehicles face three primary challenges
[Feng et al., 2021]:

1. “The driving agent in (autonomous vehicles) is commonly developed based on statistics or artificial
intelligence (AI) algorithms”

2. “The driving environment is usually complex and stochastic”

3. “Events of interest (e.g., accidents) for the driving intelligence test rarely happen”

These three considerations make simulation a necessity for comprehensive testing of autonomous vehicles.
Concerning challenge #3, an oft-cited RAND study pointed out that, at expected failure rates, a vehicle
may need to be driven hundreds of billions of miles to accurately assess reliability [Kalra and Paddock, 2016].
While [Feng et al., 2021] introduce methods for overcoming challenge #3 by focusing on “adversarial” testing,
the research presented in this work focuses primarily on challenge #2 - the complexity and randomness of the
driving environment. Because of the complex and stochastic nature of the real environment, it can often be
difficult to determine exactly what feature of the environment caused a failure - in other words, even careful
testing may not reveal the where, how and why of a failure mode because the “ground truth” environmental
information may not be known.

In this work, this limitation on ground-truth availability is overcome by using a high-fidelity, physics-based
simulation tool, the MAVS, to reproduce the complexity and randomness of the real world while also offering



perfect knowledge of environmental ground truth, allowing the where, how and why of AGV testing to be
studied more comprehensively than in previous work.

In order to conduct a study of AGV error propagation that is generalizable to many vehicles, a flexible
autonomous architecture which allowed us to test multiple algorithms for the planning and perception sub-
systems was designed and implemented. Some background on the history and current state-of-the-art in
these areas is given in the following subsections in order to give context for the results of this study. In
addition, because simulation is a critical component of this work, a review of background work in simulation
of AGV is presented in Section

2.1 Perception

The perception subsystem takes raw sensor input and processes it to develop a world model for vehicle
navigation tasks. Sensor input could be proprioceptive or exteroceptive. “Proprioceptive sensors make
measurements of the internal state of the vehicle... Exteroceptive sensors make measurements of the ex-
ternal state surrounding the vehicle.” [Adams et al., 2007] Proprioceptive sensors include accelerometers
and wheel encoders, while exteroceptive include lidar and cameras. Although proprioceptive algorithms
have been used in off-road mobility for quite some time (see [Welch and Connolly, 2006, Borja et al., 2009,
Stavens and Thrun, 2012/ Durst and Goodin, 2012], and, more recently [Gregory et al., 2021]), the scope of
this study was limited to exteroceptive algorithms.

Many early exteroceptive perception algorithms for off-road n avigation f ocused o n e xtracting informa-

tion from geometric properties of lidar point clouds [Matthies et al., 1996, Matthies and Rankin, 2003,
Matthies et al., 2005, Manduchi et al., 2005, Kelly et al., 2006], although significant e arly w ork o n stereo
camera processing [Narayanan et al., 1998] eventually became viable for off-road n avigation projects

[Rieder et al., 2002]. Since this early work, the field o f p erception in o fl-road navigation has be en greatly
influenced by artificial intelligence and machine learning (AI/ML) al gorithms. Several recent survey articles
summarize the current state-of-the-art in this field for both on-road [ Grigorescu et al., 2020, M a et al., 2020]

and off-road [Hu et al., 2020] applications.

In this work, well-known and well-studied perception algorithms were favored over the most cutting-edge
algorithms currently available. This is in line with the goal of this project to study general aspects of
autonomy, rather than the intricacies of any specific a lgorithm. T he p erception algorithms chosen for this
work are discussed in more detail in Section

2.2 Planning and Control

The planning subsystem determines the desired action of the vehicle. In the context of autonomous naviga-
tion, planning can occur on many levels, ranging from general intent (ie arrive at certain coordinates at a
certain time) to very specific navigation tasks (ie steer left around an o bstacle). Planning tasks can usually
be delimited by their temporal and spatial scale relative to the vehicle. In autonomous navigation by AGV,
planners are generally divided into global and local planners [Wang et al., 2002]. Global planners work on a
task scale which may extend beyond the range of the AGVs exteroceptive sensors, while local planners work
in a near-field, reactive range and p erform tasks like obstacle a voidance. In this work, local planners will be
evaluated, while the global plan will be considered an input to the system.

Local path planning, also known as motion planning, for mobile robots is an extensive sub-field. O ne of
the most commonly used and well known planning algorithms is A* [Hart et al., 1968]. Furthermore, in
the last decade, a review of motion planning algorithms [Oroko and Nyakoe, 2012] listed the potential field
method [Barraquand et al., 1992], the vector field histogram [Borenstein et al., 1991], and t he b ug method
[Lumelsky and Stepanov, 1987] as the state-of-the-art methods at that time. In a more recent review article,
potential field, vector field histogram, and bug were again listed, along with the roadmap method, the cell



decomposition method, and newer techniques that rely on machine learning; techniques such as genetic
algorithms, fuzzy logic, and artificial neural networks [ Campbell et al., 2020].

In comparison to the planning subsystem, the control subsystem takes the output of the planner and cal-
culates actionable commands for the hardware actuators of the vehicle. In the case of an AGV, the control
subsystem may take a local path from the planner as input and output throttle, steering, and braking settings
to the hardware interfaces of the actuators of those components. In fact, steering, braking, and throttle may
each have independent control algorithms. A recent review identified pure-pursuit [ Coulter, 1992], the Stan-
ley algorithm [Amer et al., 2018], and PID [Al-Mayyahi et al., 2015] as popular choices for AGV controllers
[Yao et al., 2020].

In addition to these planning and control algorithms, many AGV systems use model predictive control (MPC)
[Wurts et al., 2020], which is a combination of planning and control into a single algorithm that relies on a
model of the vehicle motion to plan an optimal trajectory. Other recent algorithms plan a path under vehicle
constraints by selecting from a finite number of paths deviating from a road centerline [Hu et al., 2018]. In

this work, a variety of different planners in conjunction with the controller from [Hu et al., 2018] are studied.
Similar to the algorithms chosen for perception, well-known and well-studied path planning algorithms are
favored over cutting edge algorithms, in line with the goals of this study. The controllers used in this work
are discussed further in Section

2.3 Simulation

Recent overviews of simulators for AGV [Carruth, 2018, Feng et al., 2021] listed several of the
most commonly currently used robotic simulators. These include the NVIDIA Drive Constellation
[NVIDIA, 2022], CARLA [Dosovitskiy et al., 2017], AirSim [Shah et al., 2018], CarCraft[Madrigal, 2017,
and AADS|Li et al., 2019]. These simulators fall into two main categories. Those in the first category,
which includes CARLA and AirSim, use a game engine (Unreal Engine 4) to produce synthetic lidar
and camera data for testing the simulated vehicle. The second category, which includes Drive, CarCraft,
and AADS, do not produce fully synthetic sensor signals [Fadaie, 2019] and instead use a data-driven ap-
proach to generating simulated scenarios. This is similar to the approach used by many recent studies
[Browning et al., 2012, Li et al., 2017, Jha et al., 2018, Jha et al., 2019, Michelmore et al., 2018].

The advantage of the fully synthetic approach is the ability to test any scenario that can be created with the
game engine. The advantage of the data-driven approach is better agreement to real data for the empirical
scenarios for which data is available. However, when it comes to off-road simulation, all of t he simulators
listed above have important deficiencies. These deficiencies relate to the way the sensors and vehicle interact
with the simulated terrain, as discussed in [Letherwood and Jayakumar, 2021].

Off-road e nvironments m ay h ave areas o f s oft-soil, e ven s oil t hat ¢ annot s upport n avigation by a wheeled
vehicle [Stevens et al., 2013]. Simulators like AirSim and CARLA cannot accurately reproduce the tire-soil
interaction, the effect of which has been well-documented [ Mason et al., 2018].

In addition, the lidar simulations supported by game engines like Unreal Engine [Karis and Games, 2013] do
not support physics phenomena that are important for calculating lidar ranges like laser beam divergence.
While the error introduced by this approximation may be negligible for solid surfaces typically found in
urban, on-road environments, beam divergence effects may become quite pronounced when scanning extended
objects like vegetation [Macedo et al., 2001, Larson and Trivedi, 2011, Goodin et al., 2018].

In this work, these limitations are overcome by using a physics-based simulator which does not rely on game
engine technology, the MAVS. MAVS uses the same fully synthetic approach as simulators like AirSim and
CARLA but without the limitations of on-road game engines. The MAVS is used to accurately simulate
lidar interaction with vegetation [Goodin et al., 2018], rain [Goodin et al., 2019], and dust. Additionally,
realistic soft-soil tire-terrain interaction is simulated in MAVS using algorithms from the DROVE database



[Vahedifard et al., 2017].

3 Method

One goal of this work was to use simulation to measure how system-level performance metrics correlate
with subsystem-level metrics for planning and perception algorithms. By defining b oth s ystem-level and
subsystem-level metrics and using the simulator to measure perfect ground truth, the propagation of error
through the system can be measured quantitatively. In addition, by comparing multiple perception and
planning algorithms, it was possible to distinguish between effects t hat w ere g eneral t o t he autonomous
system and those that are specific to certain sensors and algorithms.

In order to perform scenario-based testing, an obstacle detection and avoidance (ODOA) test was selected
as the baseline capability being tested in this work. ODOA is a critical capability for any autonomous
or semi-autonomous system [Oroko and Nyakoe, 2012]. Since the focus of this work was on studying the
generalized autonomous system, straight line ODOA was chosen for its simplicity and applicability to nearly
any autonomous system.

The study presented in this article proceeded in three phases. In phase 1, the initial autonomous architecture
was designed, built, and tested in simulation with the MAVS. The algorithms and simulation were integrated
using ROS [Quigley et al., 2009]. Three different p erception a lgorithms w ere s tudied i n s imulation, with
the planning and control algorithms held constant. Appropriate performance metrics for the system-level
performance and the subsystem-level performance were also developed in phase 1. Performance metrics are
discussed in further detail in Section

Phase 2 of the project focused on path planning. The perception and control were held constant, and three
different planning algorithms were s tudied. T he metrics from phase 1 were also used in phase 2 . Like phase
1, phase 2 was completed entirely in simulation.

Finally, in phase 3, the autonomy stack that was developed in simulation in phases 1-2 was implemented on
a real robotic vehicle. Using the same test scenarios and metrics that were developed in the previous phases,
the autonomous robot was tested in both real-world experiments and simulated experiments in MAVS. The
autonomy stack was refined d uring t he real-world experimentation, w hich was conducted on both hard and
soft soil. Phase 3 provided insight into the influence o f's oft-soil o n A GV p erformance a nd s erved a s a
validation effort for t he simulated experiments conducted in phases 1 and 2.

4 Autonomous Ground Vehicle

This section describes the hardware and software used on the both the real and simulated vehicle, which
was an MRZR-D4 equipped with a real-time kinematic (RTK) sensor [Skoglund et al., 2016] for odometry
measurements and a 3D lidar sensor.

4.1 Vehicle and Sensors

The vehicle used in these experiments was the Polaris MRZR-D4 with rear-mounted diesel engine. ODOA
requires sensors that can generate information regarding the spatial location of obstacles in the environment.
While there are a variety of sensors that can produce this type of spatial information, in this work the scope
was narrowed to focus on two primary sensing types — stereo cameras and lidar. These sensors were chosen
because, in contrast to range-based sensors like automotive radar, both can produce a 3D point cloud as
output. This allowed the rest of the autonomous architecture to remain essentially unchanged when the



sensor type was changed. While the lidar was tested on both the real and simulated vehicle, the stereo
camera was only tested in simulation.

The lidar was a 64-beam Ouster OS1 set to single strongest return mode. In the phase 1 and 2 simulations,
the lidar was mounted near the center of the roof of the vehicle in a standard vertical orientation, resulting
in a sensor mount height of about 1.8 meters above the ground. In the phase 3 experiments and simulations,
the lidar was mounted on the front pushbar of the vehicle at a height of about 0.75 meters. The rotation
rate was set to 10 Hz and the point cloud was published to a ROS PointCloud2 message after each rotation.

The simulated stereo camera consisted of two machine vision cameras mounted on the roof of the vehicle,
laterally colinear with the lidar sensor. The stereo baseline (horizontal distance between cameras) was 1
meter. This long baseline was necessary to ensure a reasonable accuracy in the range measurement at
distances greater than 10 meters. Each camera had a resolution of 640x480 pixels, imaging plane dimensions
2.4x1.8 mm, and a focal length of 6 mm.

In order to generate a point cloud from stereo images, an intermediate step was required in which the
disparity, or pixel-distance between corresponding features in the two images. The ROS “stereo_image proc”
package was used to calculate the disparity between the two images. This package requires the minimum
and maximum distances for the disparity calculation to be set. In this work, the minimum distance was set
to 2 meters, while the maximum distance was set to 45 meters.

4.2 Autonomy Software Stack

The software stack developed for this project is known as the NATURE (Navigating All Terrains Using
Robotic Exploration) stack. The primary purpose of developing the NATURE stack was to create a navi-
gation stack that was 1) purpose-built for off-road, 2 ) m odular e nough t o s wap o ut d ifferent el ements, al-
lowing comparisons between subsystems, 3) optimized for ackermann-steered vehicles, and 4) free and open
source. To this last point, the NATURE stack is available on github at https://github.com/CGoodin/
nature-stack.

The notional AGV software architecture for this project is shown in Figure The vehicle autonomous
software was conceptually divided into three parts: sensing/perception, path planning, and vehicle control.
The architecture was implemented in ROS [Quigley et al., 2009]. In the autonomy system being studied, a
3D point cloud was generated by the lidar sensor or a stereo camera system. Perception data from one of
the three algorithms was generated at a rate of 10 Hz and registered using the odometry published by the
simulated RTK sensor.

A cost map was generated by one of three sensing-perception combinations. A path through the cost-map
was calculated using one of three path planning algorithms, as shown in Figure E Throttle and steering
commands were calculated from the path using the pure pursuit algorithm [Coulter, 1992]. Each of these is
discussed in more detail in the following subsections.

4.2.1 Perception

The two sensor packages were paired with two different p erception algorithms to form three unique combi-
nations of sensing-perception pipelines. All three algorithms would create an occupancy grid from a point
cloud. At each time step, the point cloud was registered to world coordinates using the current odometry.

The first p erception algorithm was p urely g eometric. T he algorithm c ompared e ach i ncoming p oint cloud
(either from the lidar or stereo camera) to an existing 2D grid. Each grid cell stored the previously measured
highest and lowest point in that cell. The cell was updated if the incoming scan had a point in the cell that
was higher or lower than current values. The slope of the cell was found by taking the difference between
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Figure 1: Autonomous architecture tested in this work.

the highest and lowest point and dividing by the cell width. If a cell had a slope greater than a certain
threshold, it would be marked as an obstacle; otherwise the cell was unoccupied. In this work, the cell size
was 0.5x0.5 meters, and the slope threshold was 1.0, meaning that obstacles greater than 0.5 meters tall
would be recognized by the algorithm.

The second perception algorithm was adapted from SqueezeSeg, a Deep-learning Neural Network (DNN)
that was trained to recognize obstacles from thousands of labeled point clouds - automatically generated and
labeled with MAVS. This algorithm was capable of pointwise labeling the entire point cloud. The labeled
points were placed in a grid structure similar to the grid used by the slope algorithm. Any cell that contained
points labeled as “tree” or “obstacle” was marked as occupied. Because the DNN was trained on point cloud
data only from the lidar sensor, it could not be used in conjunction with the stereo camera. The lidar
segmentation algorithm is described in more detail in Dabbiru et al [Dabbiru et al., 2020].

4.2.2 Path Planner

Several path planning algorithms and their influence o n s ystem a nd s ubsystem p erformance o ft he au-
tonomous architectures were considered. There are two main classes of path planning algorithms — those
that use a grid-based world model and those that use a feature-based world model. There are also some
path planning algorithms that use a combination of grid- and feature-based.

The A* algorithm |[Hart et al., 1968]| was implemented and used in the first y ear as t he p laceholder local
path planner |[Zeng and Church, 2009]|. A spline-based planner was implemented based on [Hu et al., 2018,
Hudson et al., 2018]. Finally, a vector field histogram ( VFH) algorithm [Borenstein et al., 1991] was imple-
mented as the third planner. All planners were implemented as ROS nodes with occupancy grids as obstacle
inputs. While A* can work directly on the occupancy grid, the grid was converted to discrete obstacles for
the spline-planner and VFH planners. The grid was updated at 10 Hz with new point cloud data. After
each update, the path was re-planned with the current grid and the updated vehicle position.

4.2.3 Controller

The vehicle control subsystem used the pure pursuit algorithm |[Coulter, 1992] and a PID controller
‘[Islam et al., 2021]‘ to convert the proposed path into throttle and steering commands, respectively. In
the first step of t he pure pursuit algorithm, a local goal point is found on the path at a look-ahead distance
along the path from the current vehicle position. The look-ahead distance is proportional to the vehicle
speed. Next, the steering angle necessary to reach the goal point is calculated from the vehicle wheelbase
using a bicycle model of the vehicle.




Table 1: Vehicle parameters used in the MAVS

Parameter Value

Tire section width (m)  0.2286

Tire diameter (m) 0.6604

Tire section height (m) 0.1651
Clearance height (m 0.33

Tire deflection (m) 0.0313

# tires/axle 2

Sprung mass (kg) 1140.6
CG to front axle (m)  1.57
CG to rear axle (m) 1.15

5 Simulator - MAVS

The AGV simulator used in this work was the MAVS [Hudson et al., 2020, [Goodin et al., 201§]. The MAVS
provides a software library for physics-based simulation of lidar, camera, GPS, and other sensors. In this
work, the MAVS library was integrated with ROS such that the simulated sensor data was published to
standard ROS topics such as “PointCloud2”, “Image”, and “Odometry”.

The environment in MAVS is modeled as triangular meshes. In addition to RGB reflectance, each material
definition in MAVS includes a reflectance spectrum that covers the UV to IR ranges, including the 905
nanometer reflectance that is relevant for the lidar simulated in this work. In addition, MAVS simulates the
effect of rain using the model presented in [Goodin et al., 2019|]. Dust is simulated in MAVS using a particle
system model [Chen et al., 1999] with optical properties derived from laboratory measurements of lidar-dust
interaction [Goodin et al., 2013].

Two different vehicle dynamics models were used in this project. In phase 1, the Chrono multibody dynamics
engine [Tasora et al., 2015] was used to simulate the dynamics of the vehicle. Chrono was cosimulated with
the MAVS sensor and terrain models.

In phases 2 and 3, the MAVS vehicle dynamics simulation was used. MAVS uses the Reactphysics 3D multi-
body dynamics library and a lumped parameter vehicle suspension model along with a terrain-enveloping
radial spring model [Davis, 1975], giving more realistic performance over rough terrain and more accurate
results for tire load versus deflection. The parameters used in the MAVS vehicle dynamics model in the
simulations presented in this work are shown in Table

The powertrain was simulated in MAVS as an electric drive motor, whereas real MRZR-D4 vehicle has a
diesel motor. In order to match the experimental results which will be presented later, the engine model in
MAVS was modified by adjusting the requested throttle, 7;,, according to the equation

7= —6.0172, + 8.297;, — 2.13 (1)

The output value was clamped to a minimum value of zero. This reproduced the considerable “looseness”
observed in the real vehicle whereby the throttle could be slightly engaged without causing the vehicle to
move.

Camera and lidar are simulated in MAVS using the Embree ray-tracing kernel [Wald et al., 2014,
Woop et al., 2017]. Camera output is simulated using path tracing [Jensen, 1995]. Camera radial distortions



are simulated using a radial distortion model [Zhang, 1999]. Lidar simulations in MAVS use oversampled
diverging beam pulses to account for effects like incident angle, reflectance properties, and mixed pixel effects
|Goodin et al., 2018§].

6 Test Scenarios and Metrics

As mentioned above, this project proceeded in three phases. In phase 1, the MAVS simulator was used to
study how the performance of the perception subsystem correlated to system-level performance. In phase 2,
the MAVS simulator was used to study how the performance of the path planning subsystem correlated to
system-level performance. Finally, in phase 3, physical testing was used to both validate simulation results
and to evaluate the performance of the real system in soft soil.

Although each phase featured obstacle avoidance in a straight-line driving scenario, there were minor dif-
ferences between the test setup in each phase as the both the autonomy stack and the project capabilities
changed over the duration of the three year study. In the following subsections, the unique aspects of each
phase are presented. In addition, the metrics used in each phase are presented and discussed.

6.1 Phase 1: Perception

In phase 1, the test vehicle navigated a 90-meter-long test lane. At the center of the lane, 45 meters from
the starting position, was a jersey barrier, 1-meter tall x 2 meters wide. The vehicle had to avoid the jersey
barrier, return to the test lane, and reach the goal point that was 45 meters beyond the jersey barrier. The
90-meter test lane was preceded by a 100-meter lane in which the vehicle accelerated to reach the test speed
of 10 m/s.

In phase 1, the primary focus was studying how extrinsic, environmentally induced error propagated through

the subsystems of the AGV, as well as studying the effect of intrinsic sensor error on the perception subsystem
and the propagation of this error through the other subsystems.

6.1.1 Phase 1 Error Sources

Experiments were conducted for the five error types shown in Table Additionally, simulations with no
injected errors were run for comparison. In total, 3000 simulations were run, totaling about 48 hours of
simulated experiments. An example of output from simulations in clear, rainy, and dusty conditions are
shown in Figure

Figure 2: Environmental conditions tested in phase 1

Macfarlane and Stroila [Macfarlane and Stroila, 2016] identified three main classes of uncertainties in au-




Table 2: Types of error and values considered in the simulated experiments of phase 1

Variable Range Increment
Lidar Range Error 5 — 25 mm 5 mm
Camera Quality 0.75 - 1.75 0.20

RTK Pose Error 200-1400 mm 200 mm
Rain 4 - 28 mm/hour 4 mm/hour
Dust 1-8 units 1 unit

tonomous navigation: sensors, maps, and situations. Uncertainties in sensors include sensor noise and
inaccuracy as well as environmentally induced errors caused by rain, dust, fog, or other phenomena. Map
uncertainties include errors in object detection and localization. Finally, situational uncertainties pertain
to predicting the future state of the dynamic environment. Since the environment in these experiments is
static, situational uncertainties were not measured. Instead, the focus was on sensor and map errors.

Lidar Range Error Lidar sensors are subject to noise errors in measurement accuracy. A
survey of reported lidar specifications shows that typical RMS range errors are between 1-5 cm
[Halterman and Bruch, 2010, |Glennie et al., 2016| [Mittet et al., 2016]. In this work, error was added as
Gaussian noise to the raw sensor signals to approximate range error for the lidar.

Stereo Camera Quality Factor The expected range error, Az, in a stereo camera system can be esti-
mated by
B Adz?

Az 7

(2)

where z is the actual range, f is the focal length of the camera, b is the baseline between the cameras, and Ad
is the size of a pixel. This means that the accuracy of a stereo system can be increased by reducing the size
of the pixels. For a fixed imaging plane size, this equates to increasing the r esolution. Conversely, t he range
error will increase if the pixel size is increased and the resolution is decreased. To assess the impact of this
effect, a stereo quality factor, QF , was defined to scale the resolution of the im age. The default resolution
of the image when QF=1 was 640x480 pixels. For QF=0.5, the resolution was 320x240, for QF=2.0 the
resolution was 1280x960, and so on. By adjusting this quality factor, the range error in the measured point
cloud could also be adjusted.

Rain The influence of rain on lidar has been well documented [Rasshofer et al., 2011]. The primary effect
of rain on lidar sensors is to reduce the range of the sensor and increase the range error. In the simulations
reported in this work, the rain rate was varied from 0-28 mm/h, with 28 mm/h representing an unusually
heavy rain.

Dust While it is well known that dust can obscure lidar targets, there has been little work on quantifying
this effect for automotive lidar s ensors. It has been shown that the optical depth of the dust cloud correlates
well with the probability of the dust obscuring the lidar target [Goodin et al., 2013]. The primary error
mode is for the lidar to return from the dust cloud itself, rather than the surfaces in the environment. Since
the optical properties of the dust cloud are more important for lidar interaction than the mass properties,
dust particles were added in nine increments from no dust to a totally opaque (optically thick) dust cloud.
The dust cloud was added to the scene directly in front of the obstacle. This mimics the situation where
dust could obscure a target like a vehicle or pedestrian.



RTK Noise RTK sensors are subject to noise errors in measurement accuracy. A survey of RTK lateral
position errors indicates that error typically ranges from 0.5 to 3.0 meters [Mahmoud and Trilaksono, 2018].
Therefore, as with the lidar range noise, Gaussian noise is added to the raw lateral position to approximate
error for the RTK.

6.1.2 Phase 1 Metrics

Information flows t hrough t he s ubsystems f rom p erception t o m apping t o p lanning t o ¢ ontrol, and it is
possible for error initiating in the sensing subsystem to manifest itself uniquely in the other subsystems.
Therefore, metrics are proposed for each of these subsystems.

Time to complete The total amount of time from the time the vehicle starts moving until it reaches the
goal point at the end of the course was recorded.

End-state If the vehicle reaches the goal point within 90 seconds, the vehicle successfully completes the
trial and “Completion” is true, otherwise it is false. If the vehicle collided with the obstacle, it fails to
complete the trial and “Collision” was true, and false otherwise. If the vehicle rolled over (flipped), the
vehicle failed to complete the trial and “Rolled Over” was true, and false otherwise.

Point cloud error This quantifies the impact of environmental factors like rain and dust on the accuracy
of the point cloud. Each time a scan is published in the simulation, the point cloud is compared to the
“true” point cloud in the absence of rain or dust. The average point-wise error is computed by comparing
the resulting clouds point by point.

Odometry error The average difference between the vehicle’s actual position and its position as measured
by the odometry at each time step.

Grid error Quantifies the propagation of error from the perception subsystem to the mapping subsystem.
The “true” grid with perfect ground truth is compared to the grid created from the sensor data with errors.
Error is quantified as t he average difference in measured slope in each cell.

Path error Quantifies the propagation of error from the perception subsystem to the planning subsystem.
The “ideal” path follows the center-line of the test lane. The path error metric quantifies t he average
deviation of the vehicle from this ideal path during the experiment.

6.2 Phase 2: Path-planning

In the second year, the metrics were the same as phase 1, but the test scenario was modified in two significant
ways. First, the obstacle was changed to a box which varied in width from 0.1 m to 0.9 m. Second, barriers
were placed along the sides of the test lane to fully bound the vehicle within a corridor. The corridor (Figure
3) consists of a 90 m lane with the obstacle placed at 45 m. Barriers were placed on the sides of a 10 m lane
to constrain the space available for the vehicle to maneuver. The vehicle was required to navigate through
a gap 4-5 m wide.

Multiple path planning algorithms were implemented, with the final t hree t hat w ere s elected f or testing
including A*, vector field histogram, and the spline planner, as discussed in Section



Figure 3: Phase 2 scenario with box obstacle and barriers on the side

6.2.1 Phase 2 Environmental Conditions

Soil Conditions Tests were run in two basic soil conditions: firm and s oft. For t he s oft ¢ ondition, the
RCI varied from 28-38. In the firm condition, the surface approximated a paved asphalt s urface. In the soft
condition, the surface approximated a clay surface. In all conditions, the test lane was flat.

Objects The scene included a single box-shaped obstacle (1m tall x 0.1 — 0.9m wide) placed in the center
of the test lane. The scene also included two lines of 1 meter tall barriers placed on either side of the test
lane creating a solid boundary.

In addition to variations in the environment, the desired speed of the vehicle also varied from 3 to 13 m/s.
Trials were completed for a full factorial combination of inputs: three algorithms, six speeds, two surface
types, and 9 obstacle sizes. Trials were repeated 100 times with small variations in initial position and
orientation for a total of 32,400 simulations.

6.3 Phase 3: Validation and Soft-soil Testing

The final p hase o ft his study h ad t hree m ain p urposes. T he first wa s to im plement th e NA TURE stack,
which had been developed exclusively in simulation in phases 1 and 2, on a real vehicle and verify that the
stack functioned as expected. The second was to perform a limited validation of the simulated results from
phases 1 and 2. The validation was limited because it was not possible to reproduce the rain and dust tests
in real world experimentation. The third goal was to conduct soft-soil testing of the autonomy stack and
compare the results to simulation.

While the scenario and metrics were essentially the same as phase 2, the scenario layout was modified slightly
to accommodate physical testing. The test lanes were 150 meters long, including a 50 meter long lane that



was used for the vehicle to reach the desired test speed. From the 110 to 140 meter length of the test lane,
barriers were constructed from black silt fencing, which was approximately 0.91 meters tall. The barriers
were placed 10 meters apart. A typical experiment is shown in Figure [4]

Figure 4: An example phase 3 field experiment

A cardboard box was placed directly in the desired path of the vehicle, at the 95 meter mark of the test
lane, so that the vehicle had to successfully detect and avoid the box while avoiding collisions with the the
surrounding barriers. The box was rectangular, 0.45 meters on the sides and 0.91 meters tall.

The hard-surface test area consisted of a tightly packed gravel road with grass on the sides. For the soft-soil
testing, the simulations of phase 2 featured very soft soil (28-38 CI). However, the physical area that was
available for testing had a much wider range of soil strengths over the length of the course (40-160 CI) but
had an average strength of 140 CI in the top 6 inch layer, with a standard deviation of +66 CI. Additionally,
the soft soil test area was a rice field t hat had b een recently tilled to a depth of one foot, meaning t he top
layer of soil was quite loose and uncompacted prior to testing.

7 Results

In this section, the results from all three phases are presented. Phase 1 and 2 results are presented briefly
(readers may consult previous publications for more details [Carruth et al., 2020]), while the results of phase
3 are presented in more detail.

7.1 Phase 1: Perception Results

The primary measure of system-level performance for the AGV is whether it successfully reached its objective
and avoided a collision with the barrier and did not rollover. All tests were performed with a goal speed of
10 m/s. While a detailed description of the results can be found in [Carruth et al., 2020], a brief overview
of the results of phase 1 are presented here for context.
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Figure 5: Phase 1 failure rates versus rain rate three perception algorithms

Three perception algorithms were tested. Each was tested in “ideal” conditions, as well as in varying amounts
of rain or dust obscuring the obstacle. While the overall failure rate was fairly low (6.5% of trials), there
were significant differences observed between the different perception alg orithms. Figure j shows an example
of this for rain. It is clear that while all systems performed worse as the rain rate increased, the stereo-
camera perception algorithm was the most drastically affected. In addition, the lidar-based slope algorithm
performed better than the machine-learning based algorithm.

In general, the failure rate was less than 1% in the “ideal” trials and overall was better for the lidar-based
systems. The primary deficiency oft he stereo s ystem w as significant range er ror in th e po int cl oud with
increasing range to target, leading to high observed failure rates for stereo system.

Concerning the relationship of subsystem performance to system-level performance, a small, limited relation-
ship between point cloud error and occupancy grid error was observed. In contrast to the weak relationship
between point cloud error and occupancy grid error, error in the odometry had a clear correlation with the
observed occupancy grid error. However, the overall conclusion of phase 1 was that the subsystem-level
metrics were, overall, not strong predictors of system-level performance.

7.2 Phase 2: Path Planning Results

In phase 2, the simulation scenarios were updated to incorporate the surface types, obstacles, desired speed
conditions, and the modified autonomy stack, as discussed in Section T he slope-based lidar perception
algorithm was used, along with three planners - the spline planner, A*, and vector field-histogram.

While all tests were performed at 10 m/s in phase 1, for phase 2 it was hypothesized that the vehicle
would perform more effectively at lower s peeds. T herefore, six s peeds were t ested for e ach p ath planning
algorithm - 3, 5, 7, 9, 11, and 13 m/s. Additionally, obstacles of width 0.1-0.9 were tested, in 0.1 meter
increments. Finally, two different simulated s urface t ypes were t ested - dry p avement and soft soil with a
cone index between 28-38 pounds/in?. All combinations of test parameters (speed, obstacle size, surface
type) were tested with 100 trials for each combination for a total of 32,400 simulated experiments. The
initial start position of the vehicle was varied by +1 meter and the orientation varied by +0.1° to introduce
non-determinism into the simulations.

The effective speed - the distance of the course divided by the total time to completion was measured for each



experiment, as well as the failure rate. The objective (desired) speed did influence overall mission success,
but there was no significant difference in effective speed by planner or by obstacle. There was however, a
significant difference in the planners in failure rates. A* and VFH were far more likely to hit the barrier at
the lower speeds. This seems counter-intuitive but, particularly for A*, the algorithm had an issue at low
speeds with the obstacle being in the center of the road. Because of the symmetry of the configuration, A*
and VFH would wait until the last possible moment to commit to a left or right path, sometimes resulting
in a collision with the obstacle. In contrast, the spline planner formulation imposed a penalty for the path
flipping from left to right, so it tended to pick a path and stick to it earlier in the test. This effect is clear
in Figure [0} which shows the failure rate versus speed for the three planners for the 0.9 meter obstacle.
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Figure 6: Phase 2 failure rates versus speed for the 0.9 meter obstacle

Each test used the same perception algorithm — the lidar-based slope algorithm that fed into the occupancy
grid. Despite using the same perception algorithm, the obstacle size had different effects on the three planning
algorithms. In the spline planner, the smaller or larger the obstacle was, the more likely a collision. For
the A* algorithm, performance was lower for obstacles >0.6m but there was a particular issue with 0.7 m
obstacles. These results are shown in Figure @ with 95% confidence intervals.

For VFH, performance was reduced for obstacles larger than 0.6 meters. Two potential factors may cause
this observed trend. First, the algorithms take different approaches to planning the p ath. It is possible that
the path that they plan is too close to obstacles of certain sizes. Second, despite using the same perception
algorithm, the different paths t ake t hem on different routes with di fferent perspectives on the environment
that may lead to different errors in the occupancy grid.
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Finally, no effect ofsoil strength was observed on failure rate or e ffective sp eed. Calculations sh owed that
the expected VCI; of the vehicle was ~15 RCI, so the simulated soft soil with RCI=28-38 should be soft
enough to impede the vehicle but not immobilize it. However, the speed controller may compensate for extra
resistance by simply applying more throttle. In this case, additional fuel consumption would be observed,
even if the speed and failure rate did not change. Although the throttle was not recorded in the simulated
experiments, this hypothesis was tested in the physical experiments and simulations of phase 3 by recording
the throttle in those experiments.

7.3 Phase 3: Physical Testing and Soft Soil Results

In phase 3, the autonomy stack that was developed in phases 1 and 2 was implemented on a real vehicle, the
MRZR-D4, shown in Figure @ The goal of phase 3 was to run obstacle avoidance tests at 5, 7, 9, and 11 m/s
on both a hard surface (gravel road) and on soft soil. In order to compile meaningful statistics, 50 runs for
each speed and soil condition were planned, for a total of 400 planned physical experiments. Additionally,
the physical experiments were recreated in simulation for the purpose of validation.

Three primary system-level measurements were considered for comparison between the real vehicle and
simulated one. These were 1) the effective vehicle speed, 2) the trajectory of the vehicle around the obstacle,
and 3) the failure rate of the vehicle. In the following sections, the results of the both the real and simulated
experiments for the hard and soft surfaces are presented.

7.3.1 Hard-surface testing

The hard surface testing was conducted on a long, straight gravel road, as shown in Figure @ The figure also
shows the steep ditches on either side of the road. In the experiments, the operator used the emergency stop
(e-stop) to end the experiment if the vehicle left the road on a trajectory toward the ditches. This failure
mode was recorded as “out of bounds”. Of note is that the localization module of the physical vehicle relied
on two offset G PS units on opposite corners of t he vehicle t o derive a h eading. T he start-up p rocedure of
these units at the beginning of each experiment occasionally resulted in incorrect heading calculations, and
this seemed to be the primary contributor to “out of bounds” failures.

The operator would also e-stop the vehicle if it collided with the obstacle. This failure mode was recorded



as “collision”. In some cases, the safety operator engaged the e-stop prior to an imminent collision. This
failure mode was still recorded as a collision. While it was possible for the vehicle to collide with the physical
boundaries, all the observed collisions were with the obstacle in the center of the road.

A final failure mode, which was only observed once in the 200 hard-surface trials, was a “time-out”. In this
case, the vehicle simply came to a stop and would not drive any further. In total, there was one failure
observed at 5 m/s (collision), four failures at 7 m/s (3 out of bounds, one time-out), two failures at 9 m/s
(one collision, one out of bounds), and at 5 failures at 11 m/s (two collsions, one out of bounds).

Figures show the real and simulated trajectories for the on road experiments and simulations, separated
by speed for the 5, 7, 9, and 11 m/s tests, respectively. In these figures, the black lines are measured trajec-
tories from the physical experiments, the cyan lines are measured trajectories from the physical experiments,
the blue lines represent the barriers, the red dot represents the obstacle, and the green ellipse represents
the goal region. The red line is the average experimental trajectory, while the magenta line is the average
simulated trajectory. Note that the scale of the z and y axes are quite different in these figures.

Figure [8] shows the results for the 5 m/s tests. The first obvious feature is the strong preference for the
vehicle to go left, with only two of the fifty experimental runs avoiding the obstacle to the right. The most
likely cause of this effect is a slight misalignment of the two GPS sensors used to calculate the heading.
With this assumption implemented in the MAVS, a similar trend was observed in the simulations, with only
two of fifty simulations going right. Additionally, the overall character of the real and simulated trajectories
is similar, with both the real and simulated average trajectory having a “knee” near the obstacle before
bending back to the center line. However, the simulated vehicle did not veer as far left, on average, as the
real vehicle, a trend which was observed at all speeds.
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Figure 8: Real and simulated hard surface trajectories, 5 m/s



FigureEI shows the trajectory plots for the 7 m/s tests. Several failed experiments stand out in this test, with
the vehicle trajectories leaving the course. This trend was not reproduced in the simulated experiments. The
failed experiments were due to infrequent errors in the localization system, which due to their unpredictable
nature, were difficult to reproduce in the simulation. Otherwise, the same trend regarding average trajectory
is true for 7 m/s as for 5 m/s - namely, the trajectories have the same basic shape, but the experimental
runs tended to veer further left than the simulated ones.
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Figure 9: Real and simulated hard surface trajectories, 7 m/s

Similar patterns are observed for the 9 m/s and 11 m/s tests shown in Figures [L0 and although there are
two anomalous cases in the simulated data for 9 m/s. In both these cases, the vehicle entered a reactionary
over-steering condition. This condition did not result in a failure, but was not observed in physical tests.
The difference is likely due to the fact t hat the simulated vehicle has t he capability t o actuate t he steering
somewhat faster than the real vehicle. Potential over-steers were therefore damped out in the real test
vehicle, but could manifest in the simulation, as shown in Figure m
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Figure 10: Real and simulated hard surface trajectories, 9 m/s

Both the 9 m/s and 11 m/s tests also show experiments where the vehicle left the course. Again, this was due
to localization errors which occurred on start-up of the localization hardware and were difficult to diagnose
or reproduce.
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Figure 11: Real and simulated hard surface trajectories, 11 m/s

Figure [12] shows the results of the average speed versus the desired set speed for all experiments. The dashed
black line shows the measured average speed over all successful hard-surface experimental runs, while the
solid magenta line shows the average effective speed over all successful hard-surface simulations. It is clear
that the predicted speeds from the MAVS match the experimentation quite well. The green and blue lines
in Figure [I2) are for the soft soil measurements and simulations, which will be discussed in the next section.
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Figure 12: Average effective speed for real and simulated tests, versus desired speed



The final system-level measurement was failure rate. As mentioned above, the majority of failures in the
physical experiments were due to errors in the localization subsystem, whereas no failures were observed in
the simulated testing.

Figure[13] shows the measured failure rates for the real and simulated tests versus speed for the hard-surface
testing. Error bars represent 90% confidence intervals, calculated using binomial statistics for 50 trials. From
this figure it is clear that the simulations likely under-predicted the failure rate, but this can only be stated
with at least 90% confidence for the 11 m/s trials. This uncertainty highlights the need for larger numbers of
tests when evaluating relatively low failure rate events, as the 90% confidence intervals are still fairly large
in our case with 50 trials at each speed.
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Figure 13: Hard surface failure rates with 90% confidence intervals, real and simulated

7.4 Soft-soil testing

The soft soil test area is shown in Figure The course was shorter than the hard-surface test area (150
meters versus 200 meters) because of limited space in the soft soil area. The soil conditions during the time
of testing are described in Section



Figure 14: Deep ruts in the soft soil test area

Figure 14 shows the soft-soil test area after an experiment. Noting that there had recently been significant
rain at the time of testing, the presence of deep ruts can be seen in the figure. T he observed rut depth was
3-6 inches. The presence of the ruts had a significant impact on t he results of t he soft soil t esting because
they were so deep that the vehicle could not easily steer out of them. This resulted in the vehicle following
the same path over and over, which can easily be seen by the tighter grouping of trajectories in the soft soil
tests in Figure

Overall, the character of the trajectories from the real and simulated vehicles (Figure was similar,
although there was more spread in the final s tate o ft he s imulated v ehicles. T his i s m ost | ikely d ue to
the rutting constraining the steering of the real vehicle, as mentioned above. However, even the simulated
trajectories in the soft soil have a tighter grouping than the simulated trajectories on the hard surface,
indicating that the MAVS simulated lateral traction model effectively differentiates be tween hard and soft
soil.

No failures were observed in any of the soft soil simulations or experiments.
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Figure 15: Soft soil trajectories, 5 m/s

While all fifty soft-soil experiments were completed for the 5 m /s speed setting, only t wo experiments were
completed at 7 m/s, and only one each at 9 and 11 m/s. As the season transitioned to dry summer conditions
at the test site in Starkville, Mississippi, the test area quickly dried out and the soft soil condition was lost,
making it impossible to complete the full compliment of tests. However, as shown in Figure even with
only a few data points for the higher speeds, a significant reduction in actual speed was observed for the soft
soil testing. This was primarily due to the controller being unable to compensate for the extra resistance of
the soft soil.

Figure [12 shows the measured average speeds in soft soil (dashed blue line) and the simulated speeds (solid
green line) with one standard deviation error bars. The experiment at 11 m/s gave very inconsistent results
and the vehicle oscillated between extreme acceleration and coming to a complete stop, resulting in high
uncertainty in the average speed. Even so, it is clear that the simulation overestimates the achievable speeds
in the soft soil. This may attributable to several factors or limitations in the simulation model.

First, the presence of the deep ruts during experimentation was not accounted for in the simulation. This
is the most likely contributing factor to the deviation of experiment and simulation, and one that can be
remedied in future work. Second, the real test vehicle accumulated a significant amount of mud on the front,
sides, and undercarriage of the vehicle - estimated to be up to 45 kg (100 pounds), potentially significantly
altering the dynamics of the vehicle. Finally, the soft soil model used in MAVS is based on the equations from
the DROVE database |[Williams et al., 2019]‘7 which are for in situ, undisturbed fine-grained s oil. Obviously,
this condition was violated in the physical testing, which took place in a recently-plowed field. This condition
likely significantly altered the tire-soil interaction, resulting in simulated predictions that did not match the
experimental conditions.

Another interesting difference between the soft and hard surface experiments was the effect on throttle and



steering effort of the vehicle. Figure shows the overall steering effort for the vehicle versus the overall
throttle effort. These numbers represent the cumulative throttle and steering effort of the vehicle over the
entire test, divided by the duration of the test in seconds. The units are arbitrary - the throttle and steering
scales are unique to the drive-by-wire kit on the test vehicle. Nevertheless, the units are the same between
the two sets of experiments, facilitating comparison between the two.

50 %
—e— Hard Surface
45 1 o —=—  Soft Soil
[ X ) °
10} [ Y
£ 40 | oge u s, "
3 ° n
B350 %o e "agpn"
g " "
= [ ] ] & u
= 307 :-I 2 =
= n = u
= 95| .
O i " ] ol | u
20 + =
°
°
15 !

760 780 800 820 840 860
Cumulative Throttle

Figure 16: Steering effort vs t hrottle effort (arbitrary units) for soft and hard surface physical tests

As can clearly be seen in Figure the overall throttle effort was higher in t he soft soil, as e xpected. This
means that more throttle was required in an attempt to reach the desired speed, even though the vehicle was
unable to reach the desired speed in the soft soil in most cases. However, the steering effort is actually less
in the soft soil condition. This lower steering effort is most likely due to t he previously mentioned influence
of the deep ruts during the testing. The vehicle had a tendency to drive in the same ruts over and over, and
was unable to turn out of those ruts. In some sense, the ruts acted as a guide for the wheels, forcing them
down the same path over and over while requiring less steering effort t o achieve t he d esired l1ateral motion
from the vehicle controller.

8 Summary and Conclusions

This work presented the results of a multi-year study on the impact of environmental factors on obstacle
detection and avoidance by an off-road A GV. D uring t he project, a free and o pen source a utonomy stack
for off-road n avigation was d eveloped. U sing t his s tack, a t esting m ethod for t he q uantitative assessment
of error propagation through the AGV subsystems was demonstrated in simulation. Finally, this testing
method was validated through the use of field e xperiments w ith t he M RZR-D4. T his s tudy i s t he most
thorough and comprehensive of its kind to be made with a publicly available AGV software stack.

The first t wo y ears c onsisted e ntirely o f simulated e xperiments. Year 1 focused on t he p erformance of the
perception subsystem in the presence of rain and dust, while year 2 focused on the performance of the
planning subsystem as the obstacle size and surface condition were changed. The primary conclusions of the
first two years were 1) lidar-based perception performed better in rain than stereo-camera based, 2) soft soil
may result in increased fuel usage, and, most importantly, 3) subsystem-level error did not correlate well
with system level failures.

In the third and final y ear t he a utonomy s tack d evelopedinyears1 and 2 w asimplemented on a real
vehicle and physical testing was conducted for ODOA on both hard surfaces and soft soil. Simulations were



conducted that matched the conditions of the physical tests. The were several important observations in
the final phase. Experimentally, there was a slight increase in failure rate with increasing speed. Soft-soil
caused increased fuel use and lower speeds, but not more failures.

The MAVS simulation matched the real tests well in some respects but not in others. Simulated trajectories
matched the real trajectories fairly well, especially in soft soil. Simulated speeds matched very well for the
hard surface, but not for soft soil, where MAVS over-predicted the speeds. The failure rates matched within
90% confidence intervals. One of the primary conclusions for measuring failure rates was that even 50 trials
is not enough to precisely measure failure rates of <5%.

The results of this multi-year study suggest several potential avenues of future research. Potential upgrades to
MAYVS include simulating the presence of persistent rutting in soft soil and developing a simulated odometry
model that accounts for the infrequent but severe failures in the localization system. Additionally, upgrades
to the autonomy stack, which is available at https://github.com/CGoodin/nature-stack, may include
more sophisticated throttle control which can detect wheel slip and adjust throttle settings in soft soil, as
well as a more robust localization system that avoids catastrophic failures.

In summary, this article documented the results of a multi-year effort to measure the influence of adverse
environmental conditions on AGV performance in ODOA scenarios, developing combined simulation and
physical testing methods that demonstrated the value of this testing approach for future research on the
performance of AGV.
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