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Abstract

The Global Positioning System (GPS) has proven to be an extremely valuable

asset for navigation, and timing. GPS has become the standard navigation system for

all applications, but GPS has limitations. GPS is susceptible to jamming, spoofing,

and in the case of hypersonic aircraft, is likely unavailable. When an aircraft is

traveling at hypersonic speeds, there is a plasma sheath that surrounds the aircraft.

This plasma sheath blocks electromagnetic waves [1], and is therefore responsible for a

GPS blackout. GPS unavailability for hypersonic aircraft has prompted the research

into the viability of alternate navigation systems for these aircraft. This paper seeks

to explore the viability of Magnetic Navigation (MagNav) [2] for hypersonic aircraft.

Hypersonic aircraft present new challenges for MagNav including: high altitudes, high

speeds, large scale map availability, and new noise sources. This paper explores these

challenges to determine if any poses an insurmountable problem. Simulations are

conducted to explore the potential performance of MagNav on a hypersonic vehicle.

These simulations conclude that MagNav is viable on a hypersonic aircraft.
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MAGNETIC ANOMALY ABSOLUTE POSITIONING FOR HYPERSONIC

AIRCRAFT

I. Introduction

1.1 Problem Motivation

The Global Positioning System (GPS) has proven to be the navigation, and timing

standard for all applications since its introduction. With world-wide availability and

near meter level accuracy, it has proven to be extremely useful. In modern times,

the flaws in the GPS system have started to show. GPS is prone to jamming and

spoofing. These vulnerabilities are a byproduct of the GPS system design, and have

prompted research in the field of alternative navigation systems.

One such alternative navigation method is Magnetic Navigation (MagNav). Mag-

Nav uses magnetic anomalies in the earth’s crust to provide absolution position [2],

using a scalar map matching approach. In 2016, Canciani created the MagNav nav-

igation system. This system uses a combination of altimeters, inertial measurement

unit (IMU)s, magnetometers, and magnetic anomaly maps to provide absolute posi-

tioning. Since then, there have been several advancements such as online calibration

[3] and vector-based MagNav [12]. Magnetic anomalies are present over the entire

globe and provide a virtually unjammable and unspoofable navigation source. How-

ever, MagNav requires maps of these magnetic anomalies. These maps are somewhat

common, albeit spotty and there are some world-wide maps that are collected via

satellite surveys. New magnetic anomaly maps are constantly being created, making

this alternative navigation source increasingly viable with the passage of time.
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MagNav provides a compelling alternative navigation option for hypersonic ve-

hicles. Hypersonic navigation will be entirely dependent on an alternate navigation

approaches. Due to the communication blackout problem. Communications blackout

is caused by a plasma sheath around the hypersonic aircraft, blocking the electro-

magnetic waves used for communication [1]. This plasma is created from friction

between the aircraft and the air as a result of traveling at the speeds necessary to be

considered hypersonic. This thesis will have to provide base level analysis of these

potential plasma effects. However, additional research showing the potential effects

of this plasma for MagNav will be required of future research.

Hypersonic trajectory planning is not trivial as highlighted by Lysak [8]. Lysak

provided a machine learning-based system that was capable of planning a hypersonic

trajectory in a six degree of freedom simulation. Since these trajectories are readily

available, they can be easily repurposed as truth data for navigation simulations.

Lysak’s work provides an excellent source of data as it is both on the forefront of

hypersonic trajectory planning and is readily available, at AFIT.

This thesis seeks to use the navigation system created by Canciani [2], with the

trajectories created by Lysak [8]. This adaptation of MagNav will challenge core

assumptions of speed and altitude that MagNav has assumed. In addition, new

problems, especially those related to map size, are expected. Maps are typically

confined to smaller areas, however due to the vast distances covered by a hypersonic

aircraft in a short time, the map size requirement for MagNav will be significantly

increased. This will mean that systems designed for map handling will have to be

adjusted to allow for simulation to be feasible for hypersonic aircraft.
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1.2 Research Objectives

The objectives for this thesis is to simulate MagNav on a hypersonic aircraft. The

following objectives and questions are in place to accomplish this, and to provide

thorough simulation:

• Does the plasma sheath create a significant barrier to prohibit the function of

MagNav on a hypersonic vehicle?

• Provide an analysis on maps to create more computationally friendly map han-

dling algorithms. Current map handling algorithms are too complex to be viable

with the map sizes for hypersonic MagNav.

• Create and analyze MagNav simulations using a high quality magnetic anomaly

map on hypersonic trajectories.

• Provide an analysis on the current worldwide viability of MagNav on a hyper-

sonic trajectory, by analyzing the performance of MagNav on a satellite based

magnetic anomaly map.

• Conduct analysis and simulation of vector based MagNav for hypersonic tra-

jectories. Since vector MagNav shows a potential increase in performance, and

the Enhanced Magnetic Model (EMM) has a world-wide vector map.

• Investigate which, if any, core assumptions of MagNav are invalidated as a result

of hypersonic speeds or altitudes.

1.3 Document Overview

This thesis consists of four additional chapters. Chapter II provides an overview

of relevant literature to both provided a foundation for the research, and to provide
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the reader with an understanding of both the fields of MagNav and hypersonics.

Chapter III covers the tools, analysis algorithms, simulation designs, setups, and

initial conditions used. Chapter IV provides the results from simulations and their

analysis. Finally, Chapter V summarizes the results, provides insights to the analysis,

and suggests areas of potential future research.
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II. Background and Literature Review

This chapter starts by covering the basics of Magnetic Navigation (MagNav). Af-

ter this, a detailed analysis of magnetic anomaly maps, and the potential issues that

arise with current maps as result of hypersonic speeds is performed. Following this

analysis, scrutiny of magnetic noise sources, and calibration methods used to remove

these noise sources is presented. After establishing the foundation for MagNav, the

relevant aspects of hypersonic flight characteristics are highlighted. These flight char-

acteristics have the side effect of creating plasma around the hypersonic aircraft. This

plasma might create magnetic noise. However, since this is a mostly unexplored field,

a basic analysis of the potential plasma effects is presented in the final section of this

chapter.

2.1 Magnetic Navigation

MagNav is a navigation technique that uses a combination of inertial measurement

units, altimeters, and magnetometers to obtain absolute positioning using magnetic

anomalies referenced via magnetic anomaly maps. Aerial MagNav was successfully

demonstrated in 2016 by Canciani [2]. This section will cover the crucial elements

of the earth’s magnetic anomaly field, the basics of navigation filtering, and the

navigation filter proposed by Canciani [2].

2.1.1 Magnetic Anomaly Fields

Magnetic Anomaly Fields are natural phenomenons that occur from magnetization

in the rocks in the earth’s crust [13]. The magnetic anomaly field is different from the

earths magnetic core field. The earths magnetic core field is the result of the movement

of the magma currents in the earth’s core [13]. The core field is modeled using the
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World Magnetic Model (WMM) [4]. For the purposes of this paper, all deviating

magnetic fields from the WMM that are not from the noise sources in Section 2.3

are magnetic anomaly fields. These magnetic fields are constant phenomenons that

change on geological timescales; meaning that for hundreds of years there is little drift

in the anomaly field. This stability results in the ability to map magnetic anomaly

fields. These maps remain valid for thousands of years, assuming no major geological

disturbances. The mapping process and its limitations are outlined in Section 2.2. An

example of a magnetic anomaly map can be seen in Figure 1. MagNav is a favorable

alternate navigation source as these anomaly maps are widely available, with some

caveats. Some of these maps are capable of modeling the whole globe. On a flight

across the United States, Canciani achieved 3.2 km Distance Root Mean Squared

(DRMS) performance using a magnetic anomaly based navigation system [2]. The

basis of this navigation filter is covered in the next sections.

Figure 1: Magnetic anomaly map with flight path in red [3]
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2.1.2 The Extended Kalman Filter

The Extended Kalman Filter (EKF) is non-linear Kalman Filter. This filtering

system is used to estimate both a state vector (x̂k) and covariance matrix (Pk). In

the case of MagNav, the states are aircraft position. The prediction equations can be

seen below[14].

x̂k|k−1 = f(x̂k−1|k−1) + uk (1)

Pk|k−1 = FkPk−1|k−1F
T
k + Qk (2)

(3)

During the prediction steps shown in (1) and (2). f is a non-linear function which

describes the motion of the states as a function of the previous time step’s states

(x̂k−1|k−1) and additive white noise uk. The partial derivative of (1) with respect to

the individual states is the Fk matrix in (2), which predicts the covariance Pk|k−1

with some noise Qk. After the predictions, the updates are performed. The first step

of the update process is seen below [14].

ȳ
k

= zk − h(x̂k|k−1) (4)

Sk = HkPk|k−1H
T
k + Rk (5)

Kk = Pk|k−1H
T
k S
−1
k (6)

(7)

The updating step follows a similar methodology to the prediction step. First a

predicted measurement is calculated with the non-linear function h, and its Jacobian

with respect to the state xk, H is calculated. Since the Jacobians of f and h are not
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always analytical, the matrices F and H can be calculated through finite differencing,

as is the case in MagNav. The Jacobian H is used with noise R and the estimated

covariance to create the innovation covariance S. The innovation covariance is used

to create the Kalman gain K. The final step of the process is to update the state

estimate to get x̂k|k and state covariance Pk|k.

x̂k|k = x̂k|k−1 + Kkȳk (8)

Pk|k = (I −KkHk)Pk|k−1 (9)

The Kalman Gain is used to weigh measurements before the state vector and covari-

ance matrix is updated. Once the Kalman Gain has been calculated, the state vector

and covariance matrix are updated with the weighted measurements.

The original design for the MagNav filter is based on the Rao-Blackwellized par-

ticle filter. This filter is a combination of a particle filter and an EKF [15]. The

main advantage of this filter is to allow for large initial position uncertainties and

non-Gaussian noise cases. In addition, a Roa-Blackwellized particle filter will excel at

processing non-linear states. However, since the EKF handles these non-linear states

sufficiently with less computational burden, the EKF was selected for this thesis.

2.1.3 Magnetic Navigation Filter

There are three unique components that make up the states of the EKF that

is used for MagNav. The first key component is the magnetometer measurement

processor. A measurement processor is a way to update states of a filter (in this

case the Kalman filter) to provide additional error correction. The second component

is used to handle the inertial measurement unit (IMU) data. For the IMU data, a

Pinson 15 error model as outlined in Titterton and Weston [16] is used. The third

key component for the MagNav filter is an altimeter processor. In total the MagNav
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filter has 17 states.

The magnetic measurement processor has several components: earth models, mag-

netic maps, compensation systems, and raw magnetometer measurements. These

work together to estimate a measurement in the process described in (10).

h(x̂mag) = x̂fogm +Bmap +BWMM +Bcal (10)

Removal of the noise with the terms x̂fogm and Bcal is crucial to navigation quality

and is discussed in detail in Section 2.3. However, the filter is capable of modeling

space weather and ionospheric noises and uses these models to produce x̂fogm. The

calibration steps that are required to model aircraft noise sources, Bcal, before nav-

igation can be performed are discussed in detail in Section 2.3.4. The calibration

results are then used to estimate the contribution of the aircraft field to the total

measurement. This contribution can then be applied to calibrate the sensor and re-

move noise sources. In addition to the required sensor calibration, MagNav requires a

magnetic anomaly map. Maps are discussed in detail in Section 2.2. These maps are

distributed in two forms, total magnetic field and magnetic anomaly field maps. If a

magnetic anomaly map is used instead of the total field map, the core field BWMM ,

must be calculated using the WMM [4], and added to the expected measurement.

In general, adequate navigation results are achieved with sufficient calibration, and

finely sampled magnetic anomaly maps which are not available worldwide. A block

level diagram of the EKF MagNav system can be seen in Figure 2. It is important to

note that this filter has not been tested at supersonic or hypersonic speeds, the latter

of which is the primary goal of this paper.
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Figure 2: MagNav filter layout [3]

The next component of the filter is the Pinson 15 error model. This error model

is used to estimate errors in the accelerometers and gyroscopes that are present on

an IMU. These errors are then used to aid in correcting the mechanization process.

The fifteen states present in the model are:

North Position Error (m) Accel x-axis Bias Error (m/s2)

East Position Error (m) Accel y-axis Bias Error (m/s2)

Down Position Error (m) Accel z-axis Bias Error (m/s2)

North Velocity Error (m/s) Gyro x-axis Bias Error (rad/s)

East Velocity Error (m/s) Gyro y-axis Bias Error (rad/s)

Down Velocity Error (m/s) Gyro z-axis Bias Error (rad/s)

North Tilt Error (rad)

East Tilt Error (rad)

Down Tilt Error (rad)

These states correct IMU mechanization errors that are defined by the parameters

outlined in Table 1 [16]. IMU noise parameters vary by IMU grade and model. For
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this paper, only navigation grade and tactical grade IMUs were used in simulation.

Of these two grades, a navigation grade IMU will have superior performance. Mecha-

nization is the process of taking IMU measurements and creating a position solution

[17]. The Pinson mechanization errors are used as states within the MagNav filter to

help correct the mechanization solution and make up 15 of the 17 total states.

Table 1: Table of IMU Noise Parameters

Noise Parameter Description

Accel Bias Biases which are proportional to the magnitude of the

applied acceleration.

Gyro Bias Bias which are proportional to the magnitude of the

applied angular acceleration.

VRW Zero-Mean Gaussian noise covariance of velocity ran-

dom walk [2].

ARW Zero-Mean Gaussian noise covariance of acceleration

random walk [2].

Accel/Gyro Scale Factor Errors in the ratio relating the change in the output

signal to a change in the measured input rate.

The final key component is altimeter aiding. This assists the stability of the IMU

mechanization by providing absolute altitude measurements, as a mechanized IMU is

always unstable in the vertical channel. This system provides an altitude error state

estimate to further reduce and bound IMU drift in the vertical channel. The final 17

filter states are outlined below [2]:
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North Position Error (m) Accel x-axis Bias Error (m/s2)

East Position Error (m) Accel y-axis Bias Error (m/s2)

Down Position Error (m) Accel z-axis Bias Error (m/s2)

North Velocity Error (m/s) Gyro x-axis Bias Error (rad/s)

East Velocity Error (m/s) Gyro y-axis Bias Error (rad/s)

Down Velocity Error (m/s) Gyro z-axis Bias Error (rad/s)

North Tilt Error (rad) DC Bias (nT)

East Tilt Error (rad) FOGM Bias (nT)

Down Tilt Error (rad)

These states are propagated and updated using equations seen on Pages 115-122

of [2]. This concludes the review of the scalar MagNav algorithm.

2.1.4 Vector Magnetic Navigation

Vector based MagNav is an innovation on MagNav that replaces the scalar sensors

with a vector sensor. This system shows promise for a sizeable increase in naviga-

tion accuracy [12]. This system faces three major issues. First is sensor availability.

Currently, there are no off-the-shelf vector sensors that have performance compara-

ble to scalar sensors. Vector sensors are prone to decreased measurement accuracy,

increased noise, and thermal drift. These noise sources reduce the realistic viability

of vector MagNav until improved sensors are available. Sensor availability has also

created the second roadblock for vector MagNav, vector map availability. Currently,

there are no high quality vector magnetic anomaly maps created with areomagnetic

surveys. There are however a handful of satellite-based vector anomaly maps. The

third major issue is extremely precise attitude requirements that are beyond what

current systems are capable of. With improved vector sensors, attitude measure-

ments, and expanded mapping efforts, vector MagNav will become an increasingly
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viable navigation system.

Vector MagNav does not show a linear increase with respect to magnetometer

readings. The underlying physics reasoning is seen in (11) [12].

B = ∇(∆U) (11)

This equation states that the magnetic field component (i.e. the vector magnetometer

reading) B is the gradient of a magnetic potential field labeled ∆U . This yields the

following equations for each vector component [12]:

Bx =
δ

δx
(∆U) (12)

By =
δ

δy
(∆U) (13)

Bz =
δ

δz
(∆U) (14)

Vector MagNav will not increase performance by three times over scalar MagNav,

as all the new information is related. This relation forms as each axis of the vector

field represent a gradient of the potential magnetic field. Instead, initial simulations

demonstrate around a 50% increase in navigation accuracy of vector MagNav over

scalar MagNav [12].

2.2 Maps

Current MagNav filters depend on looking up measurements within magnetic

anomaly maps. Typically, these maps are surveyed in two ways. The first method,

which produces the best results, is by flying a geo-survey aircraft at low altitudes.

The second method is completed using satellite based collection systems, such the

ESA Swarm satellite constellation [18]. The resulting survey data is then analyzed
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to create a map. During the map creation process, there are two crucial survey el-

ements: line spacing, and map altitude as magnetic fields are spatially related. It

is also important to note that, maps created post GPS have increased accuracy as

a result of more accurate surveys. This section will provide an in depth analysis of

the effect of line spacing and map elevation, and an analysis of the survey processing

procedure.

2.2.1 Map Elevation

MagNav is sensitive to both map survey altitude and navigation altitude [2]. If

a flight is flown at different altitude than a non-upwards continued map, navigation

accuracy will decrease due to sensor and map mismatch. For all cases, as altitude

increases, navigation accuracy decreases. This decrease in navigation accuracy is the

result of signal attenuation which occurs as the distance between the aircraft and

the magnetic anomalies in the earth’s crust increases. Map data collection from a

geo-survey aircraft creates a low altitude map. These maps are typically no more

than a few kilometers above ground level. Since the flight is done at a single altitude,

an upwards continuation algorithm must be utilized to allow map querying at higher

altitudes. This algorithm is a strategy to shift the maps altitude upwards. Upwards

continuation acts as a low pass filter [2]. This filtering element of upwards continua-

tion removes high frequency elements. Removal of these high frequency components

will reduce the information available to the navigation filter, which will in turn reduce

navigation accuracy.

U(x, y, z0 + δz) =
δz

2π

∫ ∞
−∞

∫ ∞
−∞

U(x′, y′, zo)

[(x− x′)2 + (y − y′)2 + δz2]
3
2

δx′δy′, (15)

F [Uz+δz] = F [Uz]e
−∆z
√
k2x+k2y . (16)
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The upwards continuation operation for magnetic fields x and y, and their deriva-

tives x’ and y’ between altitudes z0 and z0 + δz can be seen in (15). The Fourier

domain equivalent can be seen in (16) [19]. In this equation, F [Uz] is the Fourier

equivalent of the map at the current altitude, kx and ky are the x and y magnetic

fields in the frequency domains, and ∆z is the change in altitude. Since the Fourier

expression is more computationally efficient, it is the preferred expression.

Upwards continuation has two factors that can limit the navigation performance.

First, as previously discussed, it slowly attenuates high-frequency magnetic signals.

Second, upwards continuation introduces edge effects. Edge effects occur when a

map is upwards continued significantly. After a certain altitude, sources from the

area outside the map begin to influence readings. However, the map is unaware of

these sources and thus upwards continuation will differ from the truth, resulting in

corruption around the map’s edges. The rule of thumb for avoiding these edge effects

is for each kilometer upwards continued, the map should have 50 kilometers in each

horizontal direction. Even with this rule of thumb, the outer 10% of the map becomes

invalidated. Thus, for a flight that occurs at high altitudes, a much larger map will be

needed [2]. The altitude compounded with the large distances covered by hypersonic

vehicles results in the need to examine the viability of satellite-based maps.

Satellite-based maps are the result of downwards-continuing magnetic data col-

lected from a survey satellite. These maps are at much higher altitudes, and can

cover large sections of the globe with adequate accuracy. However, downwards con-

tinuation tends to be unstable, and it performs like a high-pass filter [2]. High pass

filters can attenuate the frequencies used by MagNav, resulting in poor navigation

results. The limitations of the native form of downwards continuation (mathemati-

cally expressed as upwards continuation with integration bounds reversed) restricts

the maximum distance a field can be downwards continued. The primary factor that
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limits downwards continuation is that there are infinite layouts for the individual

magnetic sources that produce the same measurements at a higher altitude, making

the end result ambiguous. However, other statistical and Taylor Series expressions

for downwards continuation have shown promise as a more stable form of downwards

continuation [20, 21]. In addition to this, the best satellite maps utilize aircraft-based

surveys to further enhance their models. Regardless of enhancements, it is important

to note that there is a high degree of uncertainty from downwards continuation, and

no downwards continuation system is perfect. This thesis will seek to answer if down-

wards continued satellite-based maps are sufficient for MagNav at high altitudes on

a hypersonic aircraft.

Satellite-based maps and data collections are readily available. An example of

such a collection would be the ESA Swarm data collection [22]. This dataset was

collected at altitudes ranging from 400-500 km. The maps generated from the three

satellite constellation are vector maps sampled at 50 Hz resulting in sample spacing of

around 160 m. The fluxgate magnetometers have around 1 nT accuracy. In addition,

the swarm carries a scalar magnetometer capable of 1 Hz with 0.3 nT of accuracy

and 0.1 nT of resolution [4]. This data is readily and publicly available and even has

a Python API for ease of use. A picture of an ESA Swarm satellite can be seen below

in Figure 3.

The use of satellite-based magnetic anomaly maps could be ideal for a case such

as hypersonic aircraft. Since the altitude difference is only a few orders of magnitude,

downwards continuation could be used. Maps such as Enhanced Magnetic Model

(EMM) seek to perform downward continuation with minimal errors by creating har-

monic models that detail the earth’s magnetic anomalies. These maps combine tools

and datasets like ESA Swarm and the WMM (a model of the earth’s core magnetic

field) to create a map of the earth’s magnetic anomaly fields. Maps such as these
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Figure 3: ESA Swarm satellite [4]

are relatively low resolution, with a maximum resolution of 2 arc-minutes (3.7 km at

the earth’s equator, with better resolution closer to the poles), and a height above

the geoid of 4 km [23]. Due to the effects of downwards continuation, some areas of

this map will not be highly accurate, however simulations at hypersonic speeds and

altitudes will need to be conducted, to analyze the performance of the EMM com-

pared to a traditional map created by a geo-survey aircraft. A picture of the magnetic

anomalies mapped with EMM can be seen in Figure 4. One distinct advantage of

the EMM is that it is also a vector map. This means that it can be utilized to sim-

ulate vector MagNav worldwide, albeit with reduced performance over a more finely

surveyed vector map (however no such map exists).

2.2.2 Survey Quality and Processing

The distance between survey lines is called line spacing, and is a crucial part

of magnetic anomaly map creation. In the ideal case, maps are surveyed with line

spacing less than or equal to the survey height. These surveys are called fully sampled,

and result in no loss in information when interpolating between sample points. This

is because all relevant spacial frequencies are captured per the Nyquest Sampling
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Figure 4: World Magnetic Anomaly Map [4]

Theorem [2]. However, due to budget and time constraints, surveys can end up

under-sampled. This under-sampling can be alleviated by flying above the surveyed

altitude. To showcase the availability of magnetic anomaly surveys, a map of surveys

in the contiguous United States can be seen in Figure 5. The surveys shown in Figure

5 are compiled into a map of the magnetic anomalies of North America. This map

is interpolated to a height of 1 km, and has line spacing from 1-8 km and is known

as North American Magnetic Anomaly Database (NAMAD) [5]. This line spacing

results in the map being significantly under-sampled in some locations.

The final step of map surveying is tie line surveying. This is done for map consis-

tency and to create a smooth map at a constant altitude [7]. If this is not performed,

maps become impractical to use. For the case of this paper, all maps have had these

corrections performed. Since tie lines are not key for magnetic anomaly sampling,

they have no effect on final map accuracy, and play no role in any upwards con-
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Figure 5: NAMAD survey map. Post GPS surveys outlined in black [2][5].

tinuation algorithm. A diagram detailing all survey elements can be seen below in

Figure 6.

2.2.3 Australia Magnetic Anomaly Map

Even though magnetic anomaly maps are common; finely sampled, low altitude,

post GPS maps are not common. Of these high quality maps, there are even fewer

that span large areas. One example of a map that spans an area large enough to

perform hypersonic flights is the Australia Magnetic Anomaly Map. This map covers

the entire country of Australia. For this publicly available map, the surveyed altitude

is 300 m, with close to 90 m grid spacing. This map is both finely sampled and low in

altitude. While both of these qualities are ideal, the scope of this map makes it an

ideal testing map for hypersonic trajectories. This map can be seen in Figure 7.
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Figure 7: Australia Magnetic Anomaly Map. Note country wide availability with few
un-surveyed sections [11].
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2.3 Magnetic Noise Sources

There are a multitude of errors and distortions that can negatively effect the

performance of a MagNav system. These errors mostly stem from four separate

sources: the earth’s main magnetic field, atmospheric noise, measurement noise, and

aircraft sources. This section details these noise sources and the current calibration

methods used to remove them.

2.3.1 Earth’s Magnetic Field

The earth’s magnetic field consists of two primary components, the core field and

the anomaly field. When a measurement is collected it is the vector norm of the

addition of the core field and the anomaly field vectors. Thus, once a scalar sensor

has collected a measurement the core field has to be removed to obtain the magnetic

anomaly field. The core field is induced by the movement of magnetic particles in the

earth’s core. The resulting movement of these particles generates a magnetic field in

the order of 50 000 nT, which is significantly larger than the anomaly fields which

are in the order of 100 nT [13]. Fortunately, the core field is a heavily studied topic

and is characterized for elevations ranging from 1 km below to 850 km above the

earth’s ellipsoidal shape in the WMM [4]. The WMM is a publicly available model

of the earth’s core field, and for a given location will give an accurate representation

of the earth’s core field as a vector. For the case of MagNav, the earth’s core field

can be removed from the solution by taking the vector norm and subtracting it from

the scalar magnetometer measurement. This results in the calibration and removal

of the core field from the magnetometer measurement.

This calibration process does induce some error in the navigation solution. The

WMM requires the location to be known to accurately provide a value for the core

field [4]. This means that there is no solution unless an initial location is known. In
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addition, as error in the final navigation solution increases, there is additional error

in the core field calculation. However, core field values change in the order of 10 nT

per km [4] and for any useful navigation solution this error will be negligible.

2.3.2 Ionosphere and Space Weather Induced Noise

Space weather and other atmospheric noise sources can induce significant mea-

surement noise in addition to the earth’s magnetic field. These noises can originate

from many sources, however they all primarily originate from the sun. The primary

noise sources in this vein are: ionospheric noise, magnetospheric noise, and coupling

current noise. Combined these elements can induce up to 1870 nT of magnetic noise

[2]. However, these noises change slowly and can be estimated and removed with

filter estimation or by a base station.

Ionospheric noise originates in the ionosphere as a result of solar plasma. Solar

plasma causes the formation of ions in the ionosphere. The movement of these ions

in the earth’s magnetic field create electric currents which in turn induce a magnetic

field. These noises vary by location, season and time of day. As a result, ionospheric

noise is best removed by information from a well surveyed base station where magnetic

readings are known. The electric currents in the ionosphere are further increased by

Equatorial Electro Jet (EEJ), which is the result of solar warming of the atmosphere

[2]. In middle latitudes this noise is in the range of 40-50 nT, however closer to the

magnetic equator these currents can contribute up to 200 nT of magnetic noise and

are periodic every day[24]. The last source of noise in the ionosphere is the auroral

currents. These originate from the sun’s plasma stream and are dependent on the

number of sun spots and season [24]. These are also periodic with respect to the

27-day rotation of the sun. In all, these errors can be removed with high accuracy

via a surveyed ground station.
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The next major noise source is the earth’s magnetosphere. The magnetosphere is

the area of the earth’s atmosphere which is heavily effected by particles in the solar

wind from the sun. The solar wind consists of protons and electrons which begin

to interact and form currents and thus magnetic fields when they get close to earth.

These currents are typically constant in altitudes in hypersonic flight ranges [25]. The

solar wind can induce 20-30 nT of noise on a normal day, but during events such as

geomagnetic storms that can occur with solar flares, there can be noise in the range

of 100s of nano-Teslas [25].

The final major space weather related noise source are coupling currents. Coupling

currents stem from the previous two different noise sources: ionospheric and magneto-

spheric. Since magnetospheric currents are solenoidal [25], they can occasionally cross

into the ionosphere and couple with the sources there [25]. The coupling currents can

result in 30-100 nT of errors at high latitudes. In addition to ionospheric coupling,

there can be extra coupling noise induced near the EEJ. The coupling noise is in the

range of 15-40 nT of error [2]. The coupling currents are unpredictable, however it is

best to note that they are most noticeable near the earth’s poles, and thus will add

to difficulty when navigating in polar regions.

Removing ionosphere and space weather noise is done in two ways. By the use

of a base station, all space weather and atmospheric errors are removable. However,

base stations are not always available. As a result, the MagNav filter attempts to

estimate these errors. Since these errors are highly periodic and characterized, the

filter can estimate these errors with little effect on navigation results

2.3.3 Measurement Error

It is important to remember, that the current form of MagNav depends on mag-

netic scalar measurements. MagNav depends on scalar measurements for several
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reasons. Three primary reasons for only using scalar measurements are: the most

accurate magnetometers are scalar magnetometers, most anomaly maps are scalar

maps, and lastly there is not a satisfactory way to estimate the needed aircraft at-

titude as needed for a vector magnetometer. In the case of vector MagNav, if there

is an attitude error of 1◦, the estimated calibration error from removing the 50 000

nT core field can be 873 nT. This means that without extremely precise attitude,

vector MagNav is not feasible [12]. In MagNav, |Banomaly| is the desired measurement

value, and what is found on maps. This value is found by subtracting earth’s core

field (|Bcore|) from the magnetometer (17).

|Banomaly| = |Btotal| − |Bcore|. (17)

Since magnetic fields are vectors, this induces a slight error in the measurements as a

result of the projection of the vector measurement to a scalar. Consider the following

example:

Btotal = Bcore +Banomaly =


50000

0

0

+


1000

1000

1000

 =


51000

1000

1000


From these example values we get:

|Bcore| = 50 000 nT

|Banomaly| = 1 732 nT

|Btotal| = 51 019 nT
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In this example |Btotal|’s true value is 51 019 nT. However, scalar addition results in

a calculated Btotal of 51 732 nT. This results in an error of 713 nT. However, the

anomaly fields were exaggerated for the case of example, and in a realistic case the

total distortion becomes fractions of nano-Teslas [2]. Consider the following example:

Btotal = Bcore +Banomaly =


50000

0

0

+


50

50

50

 =


50050

50

50


From these example values we get:

|Bcore| = 50 000 nT

|Banomaly| = 86.7 nT

|Btotal| = 51 050 nT

This results in: |Btotal| measured of 50 086.7 nT, and a |Btotal| of 51050 nT, which is

a minimal error of 36.7 nT. Since most maps are created with scalar magnetometers,

this measurement error will be present in map data as well. Since errors between

magnetometer measurements and the magnetic anomaly map are consistent, magne-

tometer measurement errors have no negative effect on navigation results.

2.3.4 Aircraft Effects

A typical aircraft will have several magnetic sources that will induce a magnetic

field. For survey aircraft like those seen in Figure 9 this is typically avoided by placing

the magnetometer in a stinger far from the magnetic components of the aircraft.

Moving the magnetometer away from the aircraft reduces aircraft noise as magnetic
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fields decrease proportionally to the distance cubed as demonstrated in (18) [26].

B(r) =
µ0

4π

[
3r(m · r)

|r|5
− m

|r|3

]
. (18)

This equation depends on three variables: permeability µ0, magnetic moment vector

m, and the distance vector r. Since the magnitude of magnetic sources on board

the aircraft are relatively small, increasing the radius between the sources and the

magnetometer nearly negates their effect.

The X-43A is a proposed hypersonic aircraft. This aircraft is made with composite

materials. The design diagram provided by NASA, seen in Figure 8, showcases these

material selections [6]. Due to the required high performance nature of a hypersonic

aircraft, it is reasonable to assume that non-ferromagnetic materials will play a sig-

nificant if not sole role in aircraft design and construction. Since these materials are

non-ferromagnetic, they will introduce no magnetic noise into a MagNav solution.

This means that it is likely that aircraft noise can be significantly reduced by placing

the magnetometer far from away any ferromagnetic materials.

Regardless of magnetometer placement, some calibration will likely still be needed.

Several modern calibration methods exist, but the base case is considered to be

the Tolles-Lawson [27] calibration method. This calibration method assumes three

magnetic sources: permanent magnetization, induced magnetization and eddy cur-

rents. To achieve Tolles-Lawson compensation, 18 total parameters are fitted with a

least-squares method. This section will explain how Tolles-Lawson seeks to remove

noise with calibration, in addition to more modern calibration approaches that show

promise for better calibration results.

Permanent magnetization is the easiest to understand aircraft disturbance source.

Any aircraft might have some small magnetic parts. These parts have permanent

magnetic fields that will always produce some noise in the form of a static bias in a
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Figure 8: X-43A material choices [6].

magnetic measurement. This permanent field can be mitigated by de-gaussing. This

is a process that can be performed on an aircraft to remove static magnetic fields

[7], resulting in the mitigation of noise from the craft producing cleaner magnetic

measurements. The first three terms in the Tolles-Lawson calibration calibrate the

vector of the permanent sources [29].

The second major disturbance source is induced magnetization. Induced magne-

tization is the result of the aircraft moving in an external field. This field in turn

induces magnetic fields in ferromagnetic materials inside the aircraft. Typically, this

can have a minute affect as most aircraft components are constructed of aluminum

and other non-ferromagnetic materials. However, any ferrous components will still

induce magnetic fields that will produce noise [7]. Since the earth’s magnetic field

in the body frame (which is the same coordinate frame as the magnetometer) varies

with heading, directionally dependent calibration is necessary. Directionally depen-

dent calibration is typically completed through a calibration flight. This flight should
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Figure 9: Sander Geophysics Limited survey plane. Note the magnetometer stinger
[28]

be done in an area with few magnetic anomalies, as they will contribute to calibration

errors [7]. The flight is typically done in the ”clover leaf” pattern [7] seen in Figure 10.

This pattern exposes the aircraft to most different directionally dependent induced

magnetic fields. This flight pattern also requires slight rolls and pitches (10−15◦), not

seen in the figure. In order to compensate for the induced sources, the Tolles-Lawson

calibration includes six calibration parameters for induced fields [29].

The final disturbance source that Tolles-Lawson seeks to calibrate out are eddy

currents. These are magnetic fields that get induced in wires according to Lenz’s

Law, as a result of the aircraft moving through the earth’s magnetic field [2]. Like

the induced magnetization, eddy currents are dependent on aircraft orientation. Eddy

currents have nine Tolles-Lawson parameters, for the magnetic field vector’s changes

with respect to each of the three attitude elements: roll, pitch, and yaw.

In addition to the sources calibrated by Tolles-Lawson there are a myriad of other

potential noise sources. For example flight control surfaces, electronic components,

aircraft engines, and other moving aircraft panels will all induce magnetic noise. For

these noise sources there is little that can be done to remove them. Consequentially,
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Figure 10: Tolles-Lawson Calibration Flight [7]

it is critical to place magnetometers as far away as possible from these noise sources.

This will help calibrate the noise automatically. In addition, since MagNav depends

on low-frequency signals, a low-pass filter might also help remove these noise sources.

Tolles-Lawson calibration is the current standard for areomagnetic platform com-

pensation, however it is somewhat limited in its performance. There are several

attempts to improve the effectiveness of calibration systems. An analysis of Tolles-

Lawson shows that many of the tuning variables are correlated, resulting in less than

ideal tuning, especially if data from all orientations is not collected [29]. This means

a new approach with MagNav in mind is needed. This new approach has been a hot

topic for research [3] [29]. For a typical survey aircraft the Figure of Mirit (FOM),

which is the remaining un-calibrated noise, can be less than 1 nT [2], however this

increases significantly when aircraft conditions are less than ideal and in the 10’s of

nano-Teslas [3].

A new calibration approach is to dynamically update a Tolles-Lawson model while

navigating. The EKF is appended with the 19 states from a Tolles-Lawson calibration

matrix. This results in the ability for the filter to continuously estimate the Tolles-

Lawson coefficients, and also allows for compensation of the coefficients with respect

to nearby magnetic anomalies. This system, notationally called ”online calibration,”
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results in close to a 50% improvement in navigation accuracy [3], however is not

directly a calibration system.

2.4 Hypersonic Aircraft

Hypersonic vehicles travel at speeds that exceed mach 5 and altitudes up to 60 km

[30]. As a result of their significant speed, extra considerations for navigation systems

on hypersonic vehicles must be made. Within these speed and altitude bounds,

flight characteristics can vary significantly and still be considered within the realm of

hypersonic flight. Detailed studies of these characteristics can be seen in [30]. This

section will give a brief overview of the characteristics of hypersonic flight, and how

these unique characteristics can affect MagNav. Additionally, there are new noise

sources that can conflict with magnetometer readings that need to be specifically

analyzed.

2.4.1 Hypersonic Flight Characteristics

Hypersonic aircraft do not follow standard ballistic trajectories. Standard ballistic

trajectories are parabolic in nature, whereas trajectories typically seen in hypersonic

vehicles such as a Hypersonic Glide Vehicle (HGV) are lower and less predictable.

This unpredictability results in the need for a navigation system, as the flight path

is not left up to physics alone, and is instead controlled. The complex flight patterns

of HGVs result in the need for a navigation system that provides a higher degree of

accuracy than IMUs are capable of. A control system for a HGV, suggested by Lysak

[8] is capable of guiding HGVs within 25 km of a random target. An example of a

HGV trajectory can be seen in Figure 11. In addition to being on a dynamic path,

HGVs can also switch destination during the course of the flight. This potential can

be seen in Figure 12, where the HGV has the potential to strike a target anywhere
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in the area outlined in blue. This area is known as the cross range [9]. The paths

shown in Figure 12 are the result of Li’s algorithm. Li’s algorithm is an analytical

method of determining a HGV flight-path [9]. The method suggested by Lysak [8]

uses artificial intelligence to create HGV trajectories. This system shows significant

improvements over Li’s analytical system. Not only does Lysak’s system produce

better guidance results, it also allows for navigation around no-fly zones, a feature

that Li’s algorithm does not have. Lysak’s algorithm is a significant improvement

and provides a compelling base system to provide HGV trajectory data.

Figure 11: HGV vs ICBM Flight Path [8].

As a result of the altitudes reached in a hypersonic flight, a MagNav system’s

performance can be negatively impacted by magnetic signal attenuation [2]. However,

performance degradation is partially offset by two factors: flight duration and speed.

From the MagNav discussion in Section 2.1 it is noted that MagNav is responsible

for bounding IMU drift. Hypersonic flights have shorter duration relative to normal

flights. As a result, IMU drift (which is directly related to time) is significantly less.
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Figure 12: HGV Cross Range and Flight Paths [9].

Speed can also significantly increase the performance of MagNav. Since the flight is

going orders of magnitude faster than a standard aircraft, a HGV will receive more

magnetic information. This is because magnetic information is spatially dependent,

and a faster moving aircraft will cover more space. Both shorter flight duration

and increased aircraft speed should compound to help offset the negative effect of

increasing flight altitude.

2.4.2 Hypersonic Aircraft Aerodynamic Effects

Hypersonic aircraft experience many aerodynamic effects from their high speed

that normal aircraft do not experience. These effects can be broken down to three

major types: inviscid flows, viscous flows, and high-temperature flows. Inviscid flows

originate from shock-waves and other expansion and retractions happening in the
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atmosphere and around the craft. Viscous flows are the result of the air passing

around the aircraft. Lastly, high-temperature flows originate from the friction between

the hypersonic aircraft and the atmosphere [30]. This friction heats the air and is

responsible for creating a plasma sheath around the vehicle. The plasma sheath results

in the loss of traditional communication systems [1] and is responsible for the re-entry

blackout problem. To ensure that MagNav will not succumb to this blackout issue,

an analysis of the magnetic permeability of the plasma sheath is presented in Section

2.4.3. These plasma effects can generate additional magnetic noise, in addition to

blackout potential. A simple way to reduce plasma related magnetic noise would to

place the magnetometer further away from the hotter areas where plasma will first

generate. An example of how plasma formation can be spatially dependent can be

seen in Figure 13. This figure shows areas of higher plasma density and are locations

that magnetometers should be kept away from. A detailed study of the magnetic

effects and noises generated by this plasma is beyond the scope of this paper. This

paper explores a first order analysis of the plasma effects to ensure validity of the

assumptions contained in the next chapter.

2.4.3 Plasma Effects

Plasma effects could distort magnetic fields at frequencies relevant to MagNav. We

must explore these effects to understand how to properly calibrate a magnetic sensor

in a hypersonic environment. Since MagNav depends entirely on the magnitude of

the B field [2], we must understand how plasma can distort and otherwise change

this element of a magnetic field. In addition to this, there is no need to consider any

high frequency effects since MagNav only uses low frequencies to navigate.

A magnetic field H traveling through a medium with magnetic permeability µ
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Figure 13: CFD image of X-43A [10]. Blue corresponds to lower plasma density, red
corresponds to higher plasma density. Note how density is higher around forward
facing surfaces.

results in B (19) [31].

B = µH . (19)

We can see that it is crucial to define µ to better understand how penetration through

a plasma sheath of a hypersonic aircraft will distort the magnetic field that will be used

for navigation. For the case of navigation, the magnetic fields are low frequency, thus

the needs of more complex permeability topics are irrelevant. Complex permeability

is only relevant to enable the passing of electromagnetic fields through plasma sheaths

[1]. Thus, for this study low frequency real permeability will be sufficient. However,

further analysis of the magnetic noise from the plasma sheath generated at hypersonic
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speeds should be performed.

For all types of matter, there are two different types of permeabilities: total (µ),

and relative (µr). Relative permeability is defined as follows:

µr =
µ

µ0

(20)

When the plasma is at low frequency, application of the Boh-Van Leeuwen theorem

[32] can be used to obtain the relative magnetic permeability:

µr = 1 +
µ2

1no
3kBT

. (21)

Where n0 is the total number of charged particles (in this case atoms, in the order

of 1× 1025 to 1× 1030), µ1 is the magnetic moment of each charged particle (in the

order of 1× 10−24), T is temp in kelvin and kB is the Boltzmann constant. This

results in µ2
1no ≪ 3kBT . Analysis of (21) shows that as temperature (T ) increases,

relative permeability decreases to one, which is the permeability of free space (µ0).

This means that for extremely hot plasma (as is the case in a Hypersonic aircraft

where the plasma is around 9000 K [30]), magnetic fields will travel similarly to a

vacuum. [32, 33, 34, 1].

As a result of this analysis we will assume that the distortion created by the

plasma will be minimal and removable by calibration algorithms. In the worst case

scenario, where the plasma is cooler and with a larger magnetic moment, it can be

expected to have a permeability similar to a non-ferromagnetic metal. Therefore,

current calibration algorithms should be capable to handle the removal of the noise

generated by plasma as long as the plasma produces constant noise. Should this not

be the case, aircraft design techniques as described in [35] discuss the possibility of

using complex permeability materials in order to negate the distortion of plasma.
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Using these complex permeability materials, it should be possible to create a craft

capable of allowing navigation regardless of plasma interference.

2.5 Summary

This chapter outlined the core literature available for the topic of hypersonic

MagNav. The literature in this chapter points towards both the need for a navigation

system for vehicles traveling at speeds greater than mach 5, partially due to the re-

entry blackout problem. In addition, this section covered the potential issues that

might arise when flying at hypersonic speeds for a magnetic navigation system. Lastly

this chapter viewed in depth the current MagNav systems, their origins, potential

limitations, requirements, and capabilities. From this detailed review it is clear that

procedure presented in the next chapter stands upon a firm foundation of both need

and result proven systems.
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III. Methodology

This chapter covers the tools, key assumptions, and test setup for the hyper-

sonic Magnetic Navigation (MagNav) simulations. The first key component of these

simulations is the utilization of NavToolKit, a navigation framework. Next the key

assumptions and their implications for navigation results are covered. Lastly, the

simulation setup and design is covered in the final section.

3.1 Tools

3.1.1 NavToolKit

All navigation systems require a filtering system. Typically, this takes the form

of an Extended Kalman Filter (EKF) or a derivative of this filter type. Fortunately,

there are libraries available which are capable of handling the backend filtering oper-

ations. One such example of these libraries is NavToolKit. NavToolKit is the next

iteration of Scorpion [36]. Like Scorpion, NavToolKit abstracts the backend of the

filtering operation. As discussed in Section 2.1.2, the EKF has implementation de-

pendent properties for both updating and propagating the filter. These dependencies

vary by implementation. In NavToolKit, the implementation for updating is the

measurement processor block. The purpose of the measurement processor bock is to

handle estimation of measurements and their covariances. Since both of these are

dependent on the user’s application, they must be user defined. In the case of Nav-

ToolKit, this user definition takes the form of Python methods. This ease of use is a

key contributor towards the selection of NavToolKit as the navigation framework.

NavToolKit was selected over other filtering libraries for two major reasons. Most

importantly is that there is already an implementation for MagNav in NavToolKit.

This eliminates the need to write the filter from scratch, and allows results in the
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filter design process to be reduced to filter tuning. The second major reason that

NavToolKit was selected is the ease of access. Installing and using NavToolKit is

simple. For both the base library and the MagNav libraries, there are pre-existing

Docker containers. This results in setup being greatly simplified. A block diagram of

a MagNav filter that is designed in NavToolKit can be seen in Figure 2.

Filter design consisted mainly of components that were pre-existing in NavToolKit.

To implement the filter outlined in Section 2.1.3, pre-existing Pinson15, and altimeter

processors were utilized. These processors provided the needed filter implementation

for both inertial measurement unit (IMU) and altimeter measurements. In addition,

a general MagNav processor was created, this processor was capable of handling mag-

netometer measurements and providing aiding using a magnetic anomaly map. This

implementation was not unique to hypersonic MagNav. It should be noted that all

math was implemented as demonstrated by Canciani [2]. The final filter components

that were required were bias and FOGM processors to process these aspects of Mag-

Nav. To aid stability, position, velocity, and attitude errors were compounded into

the filter solution every sixty seconds. This completed the filter implementation in

NavToolKit.

When running a filter for MagNav in NavToolKit the following information needs

to be provided: IMU data, altimeter data, magnetometer data, and a properly for-

matted magnetic map. Additionally, true trajectory information should be provided

to analyze results. However, this truth data is not required to run the filter. The

process of providing the required measurements is the topic of the next section. Since

map formatting posed a significant challenge for this thesis, it is covered in sections

3.2 and 4.2.
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3.1.2 Hypersonic Path Maker

As discussed in Section 2.4.1, hypersonic trajectories are complex. A realistic hy-

personic trajectory is not a straight line at a constant altitude between two points.

A system that is capable of generating these trajectories is needed due to their com-

plexity. Fortunately the machine learning system from Lysak’s work [8] is available.

However, due to updates in the library code, the system has to be retrained. This

retraining was beneficial as it allowed for the removal of non-relevant data points in

saved data. For the case of navigation we only are interested in latitude, longitude,

altitude (as height above ellipsoid), roll, pitch, and yaw. Simple tweaks and a few

hours of computation time allowed for Lysak’s system to output 20 trajectories with

the required data. This system was trained until it achieved performance on par with

the results presented in Lysak’s research.

Lysak assumed that all trajectories started at 50 km in altitude and terminated

at 0 km in altitude. This assumption is accurate for a Hypersonic Glide Vehicle

(HGV), but challenging for MagNav. For MagNav, lower altitudes require many finely

sampled maps. This results in greatly increased memory usage on the simulation

computer. In addition to the cumbersome map requirements for the low altitude,

there is the issue of map availability. Most large scale maps are not accurate at

altitudes under 300 m. Flying below these altitudes requires downwards continuation,

which is unstable. As a result of these challenges, all altitudes were shifted up by 1200

m. This results in trajectories ranging from 51.2 km to 1.2 km. This is a relatively

minor shift in altitudes. In a realistic scenario with altitudes under 1 km, the time

to impact below map altitudes during which an IMU could drift would be minimal.

Therefore, this assumption does not invalidate the realistic capabilities of MagNav

for a hypersonic vehicle. This approach was chosen over turning off MagNav at the

end of the trajectory to save memory and allow the use of a higher altitude base map.
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The final adjustment to Lysak’s algorithm was the need to select a starting loca-

tion. The trajectories start at 0◦ N, 0◦ E. Since HGV trajectories can span several

hundred kilometers, map availability was the deciding factor in origin selection. There

are few maps that provide sufficient coverage as well as overall size to be upwards

continued to the needed altitudes. There are some global maps such as Enhanced

Magnetic Model (EMM), that allow for worldwide coverage. However, this coverage

is at higher altitudes, with worse quality. Thus, all simulations were run within Aus-

tralia. This provided access to the Australia Magnetic Anomaly Map, as well as the

EMM.

The result of all the transformations and shifting of the trajectories can be seen in

figures 14 and 15. These trajectories are compatible with NavToolKit, and ready to be

used as a source of truth data. The final step that needs to be taken is the sourcing of

measurement data. This process varied by sensor. For IMU data, raw measurements

without noise were calculated with a reverse mechanization process. This process

takes true latitude, longitude, height, roll, pitch, and yaw data and turns it into

raw accelerometer and gyroscope measurements. For the required altitude data, this

measurement is stripped directly off of the truth data, as a barometric or LiDAR

altimeter will be able to provide such a measurement. Lastly, magnetometer data

is read from the desired map at the true location. Since all of these processes are

noiseless, they are not reflective of reality. As a result, noise must be added to each

of the measurements. These noises are specified in Section 3.6.
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Figure 14: Example HGV trajectory (top view).

Figure 15: Example HGV trajectory (side view).
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3.2 Map Analysis

All MagNav systems require maps. As discussed in Section 2.2, map quality is

highly dependent on altitude, and spacing. A high quality map tends to be a modern

map, with low altitude and tight spacing. These later two factors come with the cost

of increased memory usage. Since hypersonic fights cover vast distances in short time,

they require large maps. As discussed in Section 3.1.2, the trajectories were shifted

upwards to help mitigate this issue. A higher altitude map can be down-sampled

and still maintain the Nyquest sampling rate. This results in significantly reduced

memory usage without negatively effecting navigation results..

Another factor that significantly increases memory usage is upwards continuation

frequency. The prior map upwards continuation method was to upwards continue a

short fixed distance, then use linear interpolation to obtain map values between the

upwards continued altitudes. An example side profile of a map processed in such

a way can be seen in Figure 16. Linear interpolation has the advantage of greatly

reducing computation times as maps do not have to be upwards continued with every

measurement. For large maps, upwards continuation can take close to a minute.

Linear interpolation’s computational speedup comes at the expense of introducing

some map error. Due to the decreased computation time, this simplification strategy

is a necessity for maps used in hypersonic MagNav. Map interpolation makes the

assumption that all maps that are interpolated between have equal sampling spacing

for the interpolation to properly work. The interpolation becomes more complex

if sample spacing is not equal through the layers as vertical columns will be offset.

Offset vertical columns invalidate the assumptions made in the interpolation code

in libraries such as SciPy, which are used to implement these systems. Constant

horizontal spacing means that the computer will have to have enough memory to

store as many as 500 maps stacked vertically every 100 m in the case of our hypersonic
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trajectories. With maps large enough for hypersonic trajectories, the interpolation

and caching system becomes too memory intensive for most computers. For example,

a single map layer that is large enough to cover an entire hypersonic trajectory can

take up to 1GB of a computer’s RAM. In the end, the best way to reduce memory

usage would be to increase the vertical spacing between maps, thus lowering the

number of maps required. Ideally map vertical spacing would be a fitted function

that provides the needed delta distance up to the next map. This distance would

result in less than 1 nT of error when linearly interpolating between maps. This error

bound is chosen as it is both less 1% of the magnetic anomaly field and around the

error that will be indistinguishable from sensor or calibration error. Ideally, this map

system would result in a non-linearly vertically spaced map. This non-linear spacing

is expected as the map information decays exponentially with respect to altitude. The

attenuation of the magnetic fields is a decaying exponential process, and therefore it

can be expected that most information lost from signal attenuation will occur at low

altitudes. An example of such a map can be seen in Figure 17. There are two ways

that this sparser spacing can be determined. The first is with the Power Spectral

Density (PSD) of the maps, and the second is by simply measuring the interpolation

error.

44



Figure 16: Example plot of linearly spaced map upwards continuation.

Figure 17: Example plot of non-linearly spaced map upwards continuation.
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3.2.1 Power Spectral Density Map Analysis

The PSD of any signal shows how much of a signals power is contained in a

certain frequency. This introduces a new method for determining the ideal upwards

continuation interval. The average PSD shows the map power density with respect to

upwards continuation distance. The goal of the PSD analysis is to show the upwards

continuation interval which captures 99% of map power. In order to do this, maps are

first finely upwards continued in a selected altitude interval. Then, for each latitude

and longitude location on the map, a PSD along the vertical columns is computed.

The result of this computation is the PSD of the frequencies in the vertical channel.

Next, the grid of PSDs are averaged across all locations. Lastly, we can examine

this average PSD and find the altitude spacing at the -20 dB point. For any spacial

frequencies that are not captured by this altitude spacing, finer sampling becomes

unneeded as 99% of all map information is already captured. This process is outlined

in the flowchart seen in Figure 18.
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Create 
Maps Every 

100m 
Between 
Altitudes

Figure 18: Flow chart of PSD analysis algorithm

This determined spacing from this algorithm is only valid in the selected altitude

interval. After the algorithm has been ran for the interval, it will need to be repeated

at the next altitude interval. This segmenting into altitude ranges is needed because

this algorithm only produces a single altitude spacing and not a new rule of thumb.
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An example of the end result of this algorithm for a single altitude range can be seen

in Figure 19.

Figure 19: Plot of average PSD of Australia Magnetic Anomaly Map

It is important to perform map analysis over a large area. This is necessary as

different areas have unique geological formations, which attribute to unique magnetic

anomalies. This tends to create magnetically quiet and noisy areas. These areas in

and of themselves can greatly impact navigation results. Thus, to get a significant

result, a large map must be used. For this particular case, a finely sampled version

of the Australia Magnetic Anomaly Map discussed in Section 2.2.3 was selected. A

map of this scale provides more than sufficient data to provide a significant average

for the required upwards continuation interval. This method is limited, as the map of

Australia takes up a considerable portion of a computer’s memory. To be viable, the
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map of Australia has to be upwards continued and decimated reducing the overall

information in the map and skewing the results. For example, a map of Australia

that was upwards continued to 5 km and decimated to obey the Nyquest Sampling

Theorem, when used in the above method, will produce different results compared to

a 1 km in altitude map of the same area, regardless of altitude interval. This means

that in order to produce significant results, low altitude, finely sampled maps must

be used. This is not feasible due to memory requirements.

3.2.2 Measurement Error Map Analysis

The previous section outlined a method to determine the ideal map upwards

continuation spacing. However, utilizing the PSDs becomes cumbersome to work

with. A more computationally friendly process would be to simply compare the error

between an upwards continued map and an interpolated map. This näıve process of

determining error with this method is as follows. First, create an arbitrary list of test

altitudes. Next create a set of finely spaced upwards continued maps, for example

every 100 m. Then for each finely sampled map, calculate the mean absolute error

between the upwards continued map and interpolated maps at each altitude. The

results of this process can be seen in Figure 20. In this figure, the results were

evaluated from 5 km to 50 km with a minimally sampled 5 km map.

Since the simple error analysis process requires maps every 100 m, the memory

and computational burden of creating this analysis is significant. In addition, the

maximum errors derived by this process range from 0.2 nT to 0.9 nT. This error range

is not constant, which is a suboptimal result. The results from this simple process

give an indication on how to improve the search. From the results in Figure 20, we

can make the key observation that maximum error always occurs at approximately

half of the delta altitude. This means that to see the maximum interpolation error,
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Figure 20: Näıve analysis of interpolation error

we only need to create two upwards continued maps, one at the maximum distance

between maps, and one at half that distance. This leads to a computationally friendly

algorithm which can be used to iteratively compute error to the desired value. The

steps of the algorithm for the given parameters: starting altitude h, ending altitude

hmax, max error errmax, min error errmin, and starting map mapbase are shown in

Algorithm 1. To clarify this process, a single iteration of this algorithm is illustrated

in Figure 21. A flow chart of the entire process can be seen in Figure 22.

A 1 km upwards continued and down-sampled map of Australia was selected, to

fully analyze the required upwards continuation distance with this method. This

map was selected as it is the lowest altitude and finely spaced map of Australia that
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Algorithm 1 Map Upwards Continuation Error Evaluation Algorithm

1: δh← 1000
2: while h < hmax do
3: maptop ← upwards continue mapbase by δh
4: mapmid ← upwards continue mapbase by δh

2

5: mapinterp ← Interpolate all latitude and longitude points between mapbase and
maptop

6: err ← MAE[mapmid −mapinterp]
7: if err > errmax then
8: δh← 0.75δh
9: else if err < errmin then

10: δh← 2δh
11: else
12: mapbase ← maptop
13: h← h+ δh
14: δh← 1000
15: end if
16: end while

could fit in memory with three copies. This map was then ran through the algorithm

outlined above. The starting altitude was 1 km and the termination altitude was

60 km. The error bounds were between 0.89 nT and 0.9 nT. If a step (δh) was too

small it was increased by a factor of 2, however if it was too large it was decreased

by 25%. Since δh is expected to increase as altitude increases, these step adjustment

parameters were established to favor higher altitudes. In addition, the initial δh was

assumed to be an under-estimate thus it would be ideal to favor an increase of δh. The

results of this analysis were then fitted to a 3rd degree polynomial function. For this

function, the input is altitude and output is maximum map altitude separation. This

implementation of the algorithm outlined above is capable of providing the desired

results outlined at the start of this section. In addition, this method requires few maps

to be stored in RAM at any given time, meaning that it can be run on a powerful

personal computer instead of a server.
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3.3 Map Availability

Aircraft surveyed magnetic anomaly maps that provide sufficient coverage to com-

plete hypersonic trajectories are few and far between. The most desirable option for

a large, finely sampled map is the anomaly map of Australia. This map can be seen

in Figure 23. Due to the low survey altitude and finely sampled nature of this map, it

is an ideal candidate for all forms of MagNav simulation. Most importantly however,

the scale of the Australia map prohibits dominate edge effects at high altitudes. The

standard practice for avoiding edge effects is utilizing the rule of thumb of 50:1 as

discussed in Section 2.2.1. If the rule of thumb is followed, the outer 10% of the map

becomes invalid. However, due to the substantial size of the map in comparison to

the flown altitudes, most of the central areas of the map are valid for all altitudes of

concern.

A second viable map type is a satellite surveyed map. These maps are discussed

in detail in Section 2.2.1. The present major advantage of using these maps is that

they are available world-wide. This means that any results presented are viable with-

out any additional mapping required. The disadvantage to these maps is that they

are inherently less accurate due to under-sampling. For the case of this simulation,

the EMM [4] (see Section 2.2.1) will be used. Since the surveyed map of Australia

represents the best possible case and the EMM is the best world-wide map readily

available, simulations will be completed on both types of maps. For the case of the

simulations using the EMM, magnetometer measurements will be provided from the

Australia map. This is to model any potential disconnects between the map and the

sensor values that may occur when flying with a world-wide map like the EMM.
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Figure 23: Australia Magnetic Anomaly Map [11].

3.4 Noise Sources

All noise sources need to be accurately profiled, to model MagNav on a hypersonic

vehicle. Noise sources fall into two unique classes, magnetic noises and all other sensor

noises. As discussed in Section 2.3 there are aircraft, space weather, and measurement

error noises. These noises are non-unique to hypersonic MagNav. In addition to these

three noise sources, hypersonic MagNav has to deal with plasma induced noise. Since

IMUs and altimeters should be unaffected by hypersonic speeds, their noise models

are also unaffected.
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3.4.1 Aircraft Noise

To accurately simulate MagNav on a hypersonic aircraft, assumptions on must

be made with regard to aircraft calibration and sensor noise. These assumptions

are crucial for navigation quality, since access or flight testing is not possible on

such an aircraft. The first key assumption rests on the improvement of magnetic

calibration techniques. Approaches such as Online Calibration [3] show potential in

reducing aircraft effects as discussed in Section 2.3.4. This points towards these effects

becoming negligible. A second reasonable assumption lies in the use of composite

materials and alloys in aircraft design. As discussed in Section 2.3.4, aircraft noise

can mitigated by the use of composite materials. Lastly, the magnetometer used

for navigation can be placed in a more magnetically quiet location on the aircraft.

Calibration methods are able to remove most noise, based on both aircraft materials

and calibration improvements. Remaining noise will be indistinguishable from sensor

measurement noise since the remaining noise is marginal.

3.4.2 Space Weather Magnetic Noise

Magnetic noise from space weather is well modeled as a First Order Gauss-Markov

(FOGM) noise, as discussed in Section 2.3.2. For these simulations, space weather

noise is modeled with a time constant τ = 600 and deviation σ = 1. This is a

conservative estimate for space weather noise. This noise profile is a sufficient model,

as space weather noise is correlated with the daylight cycle and hypersonic flights are

short in comparison.

3.4.3 Magnetic Sensor Measurement Noise

1 nT of white noise is added to all measurements to model sensor errors. This noise

profile is in range with readily available magnetometers. So far, these noise sources
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are not specific to hypersonic MagNav. The next section will cover the hypersonic

specific case of magnetic noise from plasma sources.

3.4.4 Plasma Noise

The noise generated from plasma can be significant as discussed in Section 2.4.3.

However, the following assumptions are made:

1. Magnetic Noise from plasma is a high-frequency noise that can be removed with

a low-pass filter.

2. High Frequency noise does not alias with the sensor readings.

3. Remaining noise can be mitigated by moving the sensor as far away from plasma

as possible.

Plasma’s magnetic effects, and its removal by calibration, filtering, and physical sep-

aration remain a mostly unexplored area of research and will be left to future works.

We will assume that plasma effects can be removed with a low pass filter in this

research. An example of the total noise, that is added to magnetometer readings can

be seen in Figure 24.

3.4.5 Other Sensor Noises

IMU model(s) had to be selected to establish noise parameters. Two different

IMUs were selected for these simulations. The first was a Novatel HG9900 navigation

grade IMU and the second was a Novatel HG1700 tactical grade IMU. The noise

parameters from the data sheets for these two IMUs can be seen in Table 2.

For all trajectories, a significant improvement with the HG9900 navigation grade

IMU is expected. However, due to the short duration of the typical hypersonic flight,
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Figure 24: Magnetometer corrupting noise profile. Note that since this profile is of
noise, it will vary significantly with each realization. This noise is a FOGM noise
with τ = 600 s and σ=1 nT, with additional zero mean white noise with σ = 1nT

Table 2: Table of IMU Noise Specs
Noise Parameter HG9900 HG1700
Accel Bias (ug) 25 1000
VRW (fps/sqrt(hr)) 0 0.65
Gyro Bias (deg/hr) 0.003 1
ARW (deg/sqrt(hr)) 0.002 0.125
Accel Scale Factor (ppm) 100 0
Gyro Scale Factor (ppm) 5 0

running a lower grade IMU such as the HG1700 will produce results that better

highlight the function of the navigation algorithm.

An altimeter is used to assist the IMU. This altimeter measurement provided to

the filter is the true altitude, but corrupted with white noise with a standard deviation

of 1 m. This noise is representative of a LiDAR altimeter. Since IMU mechanization

is extremely sensitive to errors in the vertical channel, altimeter aiding is a key tool

to help constrain IMU instability. The altimeter is a requirement for all IMU based

navigation systems as the IMU is unstable in the vertical channel.
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3.5 Vector MagNav Simulation

As discussed in Section 2.2.1, the EMM also functions as a vector map. This will

allow for simulations of hypersonic trajectories using vector MagNav. Establishing

the filter and simulations for vector MagNav is mostly trivial given prior assumptions.

The first step of establishing the filter for vector MagNav requires the creation

of a new measurement processor for NavToolKit. While this process is normally

non-trivial, there is the advantage of a pre-existing scalar measurement processor.

This results in the majority of the code being exchangeable between the two systems.

The second simplification rests on the calibration assumptions outlined in Section

3.4. For all simulation cases it is assumed that all magnetometer readings arrive to

the filter pre-calibrated, this greatly simplifies the process and is consistent with the

assumptions made for scalar MagNav. This means that no additional effort is needed

to implement the calibration system for vector MagNav outlined in [12]. One potential

issue that can arise in the creation of the measurement processor is the transformation

of map measurements to the correct coordinate frame. Map measurements and sensor

measurements need to be in the same coordinate frames for the filter to function

correctly. For this implementation, the map measurements were transformed to the

body frame which is the same frame as the sensor. This transformation was completed

using the aircraft’s estimated attitude and the following rotation matrix [17].

Rb
n =


cθcψ cθsψ −sθ

cφsψ + sφsθcψ cφcψ + sφsθsψ sφcθ

sφsψ + cφsθcφ −sφcψ + cφsθsψ cφcθ

 , (22)

Where ‘s’ and ‘c’ are the sine and cosine functions, respectively. In this rotation

matrix φ is roll, θ is pitch, and ψ is yaw. Using this rotation matrix, all vector

magnetometer measurements can be rotated into the body frame from the navigation
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frame by simple matrix multiplication.

Simulation for vector MagNav mostly follows the same parameters for noise and

trajectories as the other simulations. The only exception to this is for the vector

magnetometer measurements. All these measurements are sourced from the EMM.

Since the EMM only provides measurements in the navigation frame, they must be

rotated into the aircraft’s body frame to simulate what a real sensor would observe.

This transformation is done using the trajectory’s true attitude measurements. Noise

of an identical profile to the scalar magnetometer’s noise is added to each of the

vector magnetometers axes independently. This is an overly optimistic profile of an

existing vector magnetometer, however not outside the realm of future improvements

to sensors. After the new filter components are created and sensor measurements are

simulated, the filter is run using the same parameters used for the other MagNav

simulations.

3.6 Simulation Design

A simulation environment was created with a NavToolKit based filter, to simulate

hypersonic MagNav. This simulation environment takes the form of a Monte Carlo

Simulation. Monte Carlo simulation allows for performance analysis of a myriad of

potential magnetic anomaly fields. The performance of MagNav is dependent on

these anomaly fields, and varying the trajectories on a series of fields provides a

more complete analysis of overall system performance. In addition, Monte Carlo

Simulations are necessary to simulate the varying sensor noise that will occur. The

program performs the following operations for the Monte Carlo Simulations:

1. Read in HGV trajectory

2. Optionally shift HGV trajectories to a random location in Australia.
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(a) If trajectories are not shifted start the trajectory at −25◦ N, 122.0◦ E and

fly mostly eastward.

3. Ensure that the randomized HGV trajectories are bounded by the following

locations:

(a) Trajectory cannot exceed −19◦ North

(b) Trajectory cannot be below −29◦ North

(c) Trajectory cannot exceed 143◦ East

(d) Trajectory cannot be below 126◦ East

4. Corrupt the true altitude readings from the trajectory with a realistic altimeter

noise profile.

5. Generate magnetometer readings from the respective magnetic maps.

6. Corrupt the magnetometer readings with a realistic sensor noise profile.

7. Reverse-mechanize noiseless IMU data with the true trajectory.

8. Corrupt IMU with noise based off of specified model.

9. To simulate longer flights, provide the filter with a randomly distorted initial

positions. This simulates initial position uncertainty.

Each trajectory’s respective Monte Carlo Simulation was run fifty times with each

applicable setting. The following Monte Carlo Simulations are planned to fulfil our

simulation goals:

1. One trajectory with the same starting location performing MagNav on the Aus-

tralia map with a navigation grade IMU. This is to test filter tuning and will

take 50 runs of the simulation to complete.
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2. One trajectory with the same starting location performing MagNav on the Aus-

tralia map with a tactical grade IMU. This is to test filter tuning and will take

50 runs of the simulation to complete.

3. Five trajectories with a random starting location performing MagNav on the

Australia map with a navigation grade IMU. This will provide system perfor-

mance analysis with a high quality map and navigation grade IMU and will

take 250 runs of the simulation to complete.

4. Five trajectories with a random starting location performing MagNav on the

Australia map with a tactical grade IMU. This will provide system performance

analysis with a high quality map and tactical grade IMU and will take 250 runs

of the simulation to complete.

5. One trajectory with the same starting location performing MagNav using the

EMM as the map with a navigation grade IMU. This is to test filter tuning and

will take 50 runs of the simulation to complete.

6. One trajectory with the same starting location performing MagNav using the

EMM as the map with a tactical grade IMU. This is to test filter tuning and

viability of using a tactical grade IMU for this navigation problem and will take

50 runs of the simulation to complete.

7. Five trajectories with a random starting location performing MagNav using

the EMM as the map with a navigation grade IMU. This will provide system

performance analysis when using the lower quality EMM and flying with a

slight sensor and map mismatch. This will take 250 runs of the simulation to

complete.

8. One trajectory with the same starting location performing vector MagNav to
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test filter tuning. This will take 50 runs of the simulation to complete.

9. Five trajectories with a random starting location performing vector MagNav to

test the overall performance of vector MagNav. This will take 250 runs of the

simulation to complete.

10. Five trajectories with an unaided navigation grade IMU for an IMU only base-

line. This will take 250 runs of the simulation to complete.

11. Five trajectories with an unaided tactical grade IMU for an IMU only baseline.

This will take 250 runs of the simulation to complete.

In total 11 different types of simulations will be run, resulting in 1 750 individual

Monte Carlo runs. This is to provide a complete performance analysis of MagNav’s

performance characteristics for hypersonic flight.

3.7 Conclusion

In this chapter we established the key requirements, assumptions, and simula-

tion parameters needed for hypersonic MagNav. Many of the parameters set here

dictated the direction of research presented in this thesis. The results of simulation

for hypersonic MagNav are presented in the next chapter. The twofold goal of these

simulations are to reduce the computational burden of MagNav on large trajectories,

and to test the viability of MagNav on hypersonic aircraft.
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IV. Results and Analysis

4.1 Introduction

This chapter will analyze the results from the simulation process. The results

are broken down into four major sections: Map Analysis results, Australia Magnetic

Anomaly Map navigation results, Enhanced Magnetic Model (EMM) map navigation

results, and vector Magnetic Navigation (MagNav) results. Since map analysis was

a requirement for all other results, this chapter will begin with the results from this

process.

4.2 Map Analysis Results

Extensive refinements for map processing were required, due to the significant

map area requirements for hypersonic MagNav. Maps must be both large and multi-

layered, since hypersonic trajectories cover significant areas and altitude ranges. The

target for simplifying these maps is reducing the total number of layers as discussed

in Section 3.2. The Australia Magnetic Anomaly Map was prepared for use in the

algorithm outlined in Algorithm 1. This map started as the base version of the

Australia Magnetic Anomaly Map, with 300 m altitude. Sample spacing is 92 m and

82 m in the North and East directions respectively. The map was upwards continued

to 1 km, to make the map more memory friendly. Then the map was down-sampled

with decimation to sample spacings of 828 m and 738 m in the North and East

directions respectively. The map was saved to disk for future use, as this process was

memory and somewhat time intensive.

The next process of the map analysis was to create Algorithm 1 in MATLAB.

MATLAB was chosen, as at the time, there was no way to load the Australia Magnetic

Anomaly Map in Python. After creating the algorithm, error bounds and altitude
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bounds were selected. Since map interpolation error should never exceed 1 nT, the

errmax bound was selected as 0.9 nT. Allowing an error margin of 0.1 nT. Minimum

error, errmin, of 0.89 nT of was selected to provide a tight bound. Since the hypersonic

trajectories ranged from 1.2 km to 51.2 km, the altitude range of h = 1 km and hmax

= 60 km were chosen. These altitudes fully encompassed the hypersonic trajectories.

Figure 25: Map vertical spacing with error not exceeding 1 nT. Fitted polynomial
shown in orange.

The final map vertical separation can be seen in Figure 25. This y-axis of this

figure shows us the map vertical separation distance in meters given the altitude in

meters indicated on the x-axis. The polynomial that can be used to estimate this is
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seen below in (23).

δh = −2.69 · 10−11h3 + 3.1122423 · 10−6h2+

7.91633650395 · 10−2h+ 214.1758332070125 (23)

In (23), the delta altitude is represented by δh and the current altitude is represented

by h. The true points indicate that for altitudes contained within the used hypersonic

trajectories, only 28 maps will be required. This means that memory usage will be

under 30 GB. This is a significant improvement from the 100s of gigabytes that

would be required by the old system which would require 500 maps to span this

same altitude range. As a result of these improvements, further simulation is feasible.

These simulations will be covered in the next section.

4.3 Map Based Simulations

For this section of navigation simulations, the Australia Magnetic Anomaly Map

was used as the base map. As was the case in Section 4.2, the map was upwards

continued to 1 km and down-sampled to sample spacings of 828 m and 738 m in the

North and East directions respectively. With improvements in the MagNav utilities

for NavToolKit and the sparse map spacing discussed in Section 4.2, this map and

all required altitudes were able to easily fit in system memory. To avoid repeat

computation, all map layers were precalculated and saved to disk, saving countless

hours of time in debugging and simulation. This was all the needed preparation

required for the magnetic anomaly maps.

To ensure that the filter was functioning correctly the filter was evaluated over

the same trajectory with an initial position of −25◦ N, 122.0◦ E. Since this trajec-

tory covers the same location, filter estimated covariance will be consistent. With
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the results from the fifty Monte Carlo simulations, the true filter covariance can be

calculated and compared to the estimated covariance. If the filter’s estimated and

true covariance from the Monte Carlo simulation are close, and the covariance bounds

the majority of the solutions, then the filter is functioning as intended.

The first step to perform these simulations is selecting initial position uncertainty.

For these simulations the initial position uncertainty was selected to be 500 m in both

the northing and easting directions, and 10 m in the vertical direction. These bounds

were selected to demonstrate the constraining capabilities of MagNav for hypersonic

trajectories. Next, measurements were generated and corrupted with the process

outlined in Section 3.6. Lastly, the filter could be run. To preserve results between

filter runs in the event of an unexpected error, filter results were saved to the disk

after each run of the filter.

The filter was run for both navigation and tactical grade inertial measurement

unit (IMU)s. The results of these simulations can be seen in figures 26 - 31. These

figures show that the filters are well tuned, and the covariance is well bounded. Since

this is the case, the filter is functioning as intended. The overall achieved performance

for these Monte Carlo simulations is 547.86 m and 2252.91 m of Distance Root Mean

Squared (DRMS) error for navigation and tactical grade IMUs respectively.

Running MagNav is highly dependent on magnetic anomaly information for nav-

igation accuracy. To showcase the magnetic information available, the raw magne-

tometer readings that have not been corrupted by noise for the trajectories analyzed

can be seen in Figure 32 below.

These results, especially in the northing direction, seem underwhelming. One

explanation for the poor performance is the relatively flat north/south magnetic field

gradient in comparison to the east/west gradient. This flat gradient reduces the

information that MagNav is able to provide to reduce IMU drift. The two gradients
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Figure 26: Navigation grade IMU filter tuning northing results. In these results we
see that the estimated filter standard deviation (blue) closely follows the Monte Carlo
standard deviation (green). Both of these standard deviations well bound the Monte
Carlo runs shown in gray.
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Figure 27: Navigation grade IMU filter easting evaluation results.
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Figure 28: Navigation grade IMU filter down evaluation results.
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Figure 29: Tactical grade IMU filter tuning northing results. In these results we
see that the estimated filter standard deviation (blue) resembles the Monte Carlo
standard deviation (green). These results show that the filter is slightly optimistic
for the tactical grade IMU.
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Figure 30: Tactical grade IMU filter easting evaluation results.
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Figure 31: Tactical grade IMU filter down evaluation results.

are seen in figures 33 and 34.

Since both of these trajectories show that the filter is well tuned with stable per-

formance, the Monte Carlo simulation was changed to provide a random starting
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Figure 32: Noiseless scalar magnetometer readings for navigation results in figures 26
to 31. Note how the signal becomes less smooth over time, this is a result of higher
frequency information coming available as the HGV descends in altitude.
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Figure 33: North/South Magnetic Field Gradient. Notice the smoothness of this
gradient, especially along the flight path.

location. Magnetic anomalies vary by location, and a location’s magnetic anomaly

field can greatly effect the performance of a MagNav system. Thus, the trajectory

location (and effectively the magnetic anomaly signal) must be varied to provide an

average performance result. For all simulations with randomly varying starting lo-
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Figure 34: East/West Magnetic Field Gradient. Notice how the field gradient contains
much more information, which results in a better navigation result.

cations, the trajectories are bound within the following box: [−29◦, −19◦] N, [126◦,

143◦] E. This constrains the trajectories to the more central areas of the Australia

Magnetic Anomaly Map, while still providing a large sampling area of potential mag-

netic anomaly signals. The potential trajectories must stay away from the edge of

the map to avoid edge effects. The testing area magnetic anomaly map, and some

sample trajectories are overlaid on a map of Australia in Figure 35. Simulation time

is unfortunately increased significantly as a result of using random trajectory origins.

This occurs as measurements, and their respective noises must be recalculated with

each Monte Carlo run. This greatly increases the computational complexity of the

simulations, however it is a requirement for robustness.
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Figure 35: Australia Magnetic Anomaly Map overlaid on Australia. Potential flight

paths can be seen in red.

To simulate a range of potential trajectories, 4 additional trajectories were intro-

duced. These trajectories range in length from 532 to 652 seconds. As a result, they

are not plotted on the same plot. The Monte Carlo plots presented in this chapter

are only for the first trajectory and for 50 Monte Carlo runs, and additional plots

for the remaining 4 navigation grade trajectories and 200 Monte Carlo runs can be

seen in Appendix A. The tables contain averages across all five simulated trajectories.

These averages were computed at the last time step. The results from this diversified

Monte Carlo simulation for the navigation grade IMU are in figures 36-37. These
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figures showcase the ability of MagNav to constrain IMU drift. To properly compare

the performance of MagNav to an IMU only system, the MagNav portion of the filter

was disabled, and the simulations were re-ran. These results can be seen in figures

38-39.

0 100 200 300 400 500
Time [s]

1500

1000

500

0

500

1000

1500

N
or

th
in

g 
E

rr
or

 [m
]

North Solution Error

Monte Carlo Realization
Monte Carlo 1 Sigma

Figure 36: Hypersonic MagNav Monte Carlo Simulation northing error results using a
navigation grade IMU. These results are position errors. Australia Magnetic Anomaly
Map as map source. Notice how the covariance bounds decrease over time.

In total all five trajectories produced the following average performance statistics

with the navigation grade IMU as shown in Table 3.

These results show a DRMS error of 437.3 m, which demonstrates the viability of

MagNav on a HGV as they significantly outperform the unaided IMU which achieves

827.2 m DRMS error. These trajectories started with an initial uncertainty of 500 m in

the northing and easting directions, so MagNav was able to constrain this uncertainty

slightly, but most importantly prevent further drift. This is in contrast to the IMU

only simulations which continued to drift and diverge further over time.
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Figure 37: High quality map MagNav Monte Carlo Simulation navigation easting and
down results using a navigation grade IMU
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Figure 38: Navigation grade IMU only Monte Carlo Simulation results. Notice how
the covariance bounds increase over time.
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Figure 39: Unaided navigation grade IMU Monte Carlo Simulation down results.

Table 3: Average navigation grade IMU MagNav Monte Carlo Simulation results.
Measurement MagNav IMU Only
MAE North Error (m) 231.93 490.3
STD North Error (m) 322.0 613.3
MAE East Error (m) 206.31 443.1
STD East Error (m) 288.3 544.0
MAE Down Error (m) 0.30 0.32
STD Down Error (m) 0.23 0.26
DRMS Error (m) 437.3 827.2

Next the simulations were repeated with the HG1700 tactical grade IMU. Like

with the navigation grade IMU, the simulations had a random origin and 500 m of

initial northing and easting uncertainty. Each trajectory of the five trajectories were

run 50 times in the Monte Carlo simulation. The results from the first trajectory can

be seen in figures 40 and 41. Results from the four additional trajectories can be seen

in Appendix B. For comparison, the unaided IMU results are shown in figures 42-44.
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Figure 40: Tactical grade IMU MagNav Monte Carlo Simulation results. Notice how
the covariance bounds increase over time, then constrain as more information becomes
available.
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Figure 41: Tactical grade IMU Monte Carlo Simulation down results.
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Figure 42: Unaided tactical grade IMU only Monte Carlo Simulation results. Notice
how the covariance bounds increase over time.
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In total all five trajectories produced the average performance statistics with the

tactical grade IMU as shown in Table 4.

Table 4: Average tactical grade IMU MagNav Monte Carlo Simulation results.
Measurement MagNav IMU Only
MAE North Error (m) 1 628.8 2 704.8
STD North Error (m) 2 833.7 3 516.5
MAE East Error (m) 1 223.5 1 872.7
STD East Error (m) 1 865.6 2596.5
MAE Down Error (m) 0.26 0.27
STD Down Error (m) 0.19 0.19
DRMS Error (m) 3 455.5 4 427.5
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Figure 43: Unaided tactical grade IMU only Monte Carlo Simulation easting results.
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Figure 44: Unaided tactical grade IMU only Monte Carlo Simulation down results.

These results show a significant decrease in filter performance as expected. How-

ever, the MagNav system showed nearly 1 km improvement in DRMS. As expected

there was little difference in altitude performance due to the aiding provided by the

altimeter. Both the navigation and tactical grade IMUs showed a slight bias in per-

formance towards the easting direction. This can be explained as the trajectory

generation system has a slight bias towards allowing the trajectories to be east/west

trajectories. The bias was an unintended result of making the box rectangular over

square. With the rectangular box, the trajectories are slightly more likely to be an

east/west trajectory as those fit in the box better. When a trajectory is heavily dom-

inate in one direction, it is able to better constrain the drift better in that direction.

However, since the differences are not significant this difference could be resolved by

making the potential location box square. This would however reduce the potential

area of simulation. Overall, simulations using the Australia Magnetic Anomaly Map
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show that MagNav outperforms unaided tactical and navigation grade IMUs. As a

result we can say that MagNav is viable for a hypersonic aircraft with a high quality

map.

4.4 EMM Based Simulations

To establish realistic expectations for world-wide performance with present maps,

simulations were conducted using the EMM. The EMM has two advantages over the

Australia map. First the EMM offers world-wide coverage. Second, the EMM is

much less RAM intensive and does not require upwards continuation, since it takes

advantage of spherical harmonics. However, this is at the expense of increased CPU

usage resulting in an approximately a 25% increase in simulation time. The third

key advantage to the EMM can also be attributed to spherical harmonics. The EMM

does not have to be upwards continued and instead can be queried for any altitude at

any latitude and longitude several hundred times per second on an average computer.

This greatly simplifies the map processing required for simulation. The downside to

utilizing the EMM is that it is both lower resolution and lower accuracy compared to

the Australia Magnetic Anomaly Map.

The IMU and altimeter measurements were generated in the same manner outlined

in the previous section. All trajectories remained in the same bounds. Therefore,

the results in this section can be directly compared to the results in the previous

section. To simulate magnetometer sensor readings, the Australia Magnetic Anomaly

Map was used. This was chosen as the EMM is not a perfect model, and using

the Australia Magnetic Anomaly Map for measurements allows for the inclusion of

errors introduced by the difference between reality and the model. As a result of this

mismatch, the initial position error had to be increased to show the effect of MagNav.

This simulation would be analogous to running the filter with real magnetometer data
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while using the EMM as the map source. One key difference between the results from

the simulations on the EMM and those seen in Section 4.3 is the exclusion of tactical

grade IMU results. This decision was made after a tactical grade IMU was used to

simulate one trajectory. The results of this tactical grade IMU simulation can be seen

in figures 45 -46 below.
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Figure 45: Hypersonic MagNav Monte Carlo Simulation nothing results using a tac-
tical grade IMU. These results are position errors. EMM as map source. Note how
MagNav does not constrain solution or filter estimated covariance.

As seen in Figure 45 and Figure 46, the tactical grade IMU does not provide any

apparent constraint on IMU drift. Increasing the initial position uncertainty resulted

in filter divergence. From these results, navigation on the EMM using a tactical

grade IMU is not possible for hypersonic aircraft. To test the navigation grade filter’s

stability, the filter was initially tested over the same location, as was the case with

prior simulations. This location was the same as the previous section, starting at

−25◦ N, 122.0◦ E. The results from this simulation can be seen in figures 47-48.
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Figure 46: Hypersonic MagNav Monte Carlo Simulation easting and down results
using a tactical grade IMU. These results are position errors. EMM as map source.
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Figure 47: Hypersonic MagNav Monte Carlo Simulation northing and easting results
using a navigation grade IMU. These results are position errors. EMM as map source.
Note how this MagNav slightly constrains the solution, however performance is poor,
and filter does not constrain to covariance bounds well.
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Figure 48: EMM map MagNav Monte Carlo Simulation navigation down results using
a navigation grade IMU.

This filter solution with the EMM shows reduced performance. The error increase

should be attributed to the map and sensor mismatch. Since the introduction of this

error and the change in maps are the only simulation factors that changed between

these results and those in Section 4.3, this is not an unreasonable assumption. To

provide a thorough analysis of the navigation performance while using the EMM, the

simulation was run using all five trajectories with fifty Monte Carlo simulations per

trajectory starting from a random location. The results for the first trajectory are

seen below in figures 49-50. Additional results are available in Appendix C. Since

the initial conditions had changed for this set of simulations, the IMU only solution

had to be resimulated to follow the same 1000 m initial position uncertainty of the

MagNav system. The navigation grade unaided IMU Monte Carlo Simulation can be

seen in figures 51-52.
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Figure 49: Hypersonic MagNav Monte Carlo Simulation northing and easting results
using a navigation grade IMU. These results are position errors. EMM as map source.
Notice how the solution does not meaningfully converge.
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Figure 50: EMM based MagNav Monte Carlo Simulation navigation down results
using a navigation grade IMU.
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Figure 51: Navigation grade IMU only Monte Carlo Simulation northing results.
These results differ from figures 38-39 as they were run with the initial conditions
used for the EMM MagNav simulations.

86



0 100 200 300 400 500
Time [s]

1500

1000

500

0

500

1000

1500

E
as

tin
g 

E
rr

or
 [m

]

East Solution Error

Monte Carlo Realization
Monte Carlo 1 Sigma

0 100 200 300 400 500
Time [s]

1.5

1.0

0.5

0.0

0.5

D
ow

n 
E

rr
or

 [m
]

Down Solution Density Plot

Monte Carlo Realization
Monte Carlo 1 Sigma

Figure 52: Unaided navigation grade IMU Monte Carlo Simulation (EMM initial
conditions) easting and downing results.
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The result from Monte Carlo Simulations of all five trajectories were averaged to

create the following table:

Table 5: Average navigation grade IMU MagNav Monte Carlo Simulation results
using EMM.

Measurement MagNav IMU Only
MAE North Error (m) 1 623.47 664.30
STD North Error (m) 1 877.6 872.3
MAE East Error (m) 1 147.2 463.5
STD East Error (m) 1 709.9 585.87
MAE Down Error (m) 0.32 0.31
STD Down Error (m) 0.26 0.27
DRMS Error (m) 2 717.8 1 062.4

These results are at best inconclusive, but point towards the conclusion that using

the EMM as the map for MagNav is not viable. It is possible that for longer time

periods, or higher initial position uncertainty that this is a convergent solution. How-

ever, higher initial position uncertainty will require the use of a Roa-Blackwellized

particle filter, something the MagNav infrastructure around this project does not yet

support. If these high initial position uncertainties were both usable, and convergent

then they might not be realistic. In this project, initial position uncertainties were

utilized to simulate both slight noise at the initial time, and longer flights. Longer

flights than those simulated were explored in Lysak’s research [8]. However, both the

length of flight required to reach the desired uncertainty, and potential noise at the

beginning would be unrealistic. The end result is that MagNav is not viable using

the EMM for hypersonic aircraft, due entirely to the sensor mismatch problem.

4.5 Vector MagNav Results

The key advantage to vector based MagNav is that the amount of information

available to the navigation filter is increased. This information increase is highlighted
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in the vector magnetometer readings, which provide the filter with more information,

which in turn provides a better navigation solution. A sample of these readings are

available in Figure 53.

Figure 53: Vector magnetometer readings. These readings show the increased infor-
mation available to the navigation filter. Note there appears to be some correlation
between the axes.

With these readings it is important to remember that the navigation improvement

is not linear with respect to unique magnetometer readings as discussed in Section

2.1.4. Thus, it should not be expected to see a 3 times improvement over a scalar

magnetometer system. The reason that this is the case is the correlation between

the axes of the vector measurements. This can be best exemplified when viewing the

maps of each respective vector axis as seen in figures 54 - 56.

From these maps it becomes clear there is spatial correlation between the axes of

vector magnetometer. Regardless of the potential decrease in performance by these

correlations, it should be expected that vector MagNav should out-perform scalar
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Figure 54: Vector EMM x-axis.
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Figure 55: Vector EMM y-axis
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Figure 56: Vector EMM z-axis

MagNav by a significant margin. For the case of vector MagNav, the EMM is the

only available map. Vector MagNav is simulated in the same process as the previous

two scalar MagNav simulations. However, the primary expected difference is that

the provided measurements must vector measurements. These measurements can be
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provided by a simple change in the EMM query. The first set of fifty Monte Carlo

runs to test filter stability were run starting at −25◦ N, 122.0◦ E with 500 m of initial

position uncertainty. These results are seen in figures 57 - 58.
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Figure 57: Vector MagNav Monte Carlo Simulation with static initial northing results.

These results show that the filter could be functioning incorrectly, however sim-

ulations across all five trajectories were conducted. The performance of the first

trajectory is shown in figure 59 - 60. The performance of the other trajectories can

be seen in Appendix D.
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Figure 58: Vector MagNav filter tuning test easting and down results.
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Figure 59: Vector MagNav Monte Carlo Simulation northing and easting results.
These simulations were conducted with random locations over Australia.
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Figure 60: Random location vector MagNav Monte Carlo simulation down results.

While the results of this Monte Carlo simulation appear encouraging, the average

performance statistics for all five trajectories tell a different story. These performance

statistics are shown below in Table 6.

Table 6: Average navigation grade IMU MagNav Monte Carlo Simulation results.
Measurement Vector MagNav Scalar MagNav IMU Only
MAE North Error (m) 212.6 231.93 490.3
STD North Error (m) 282.0 322.0 613.3
MAE East Error (m) 243.6 206.31 443.1
STD East Error (m) 409.2 288.3 544.0
MAE Down Error (m) 0.38 0.30 0.32
STD Down Error (m) 0.41 0.23 0.26
DRMS Error (m) 514.3 437.3 827.2

These results do not show significant performance improvements and in fact do

not out-perform the scalar results for the same IMU grade shown in Section 4.3. As

a result of the implementation of vector MagNav, it does not perform as expected.
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Canciani [12] outlines the filter design and required derivatives for vector MagNav.

However, due to time constraints, finite differencing was used to calculate the deriva-

tives in the vector MagNav system. This process had shown to be sufficient for scalar

MagNav, however given the filter performance shown in figures 57-58, we see that the

filter is not well-behaved with respect to its covariance bounds, and this was after

filter tuning had been performed. From these results it is clear that the finite dif-

ferencing implementation of vector MagNav is inherently unstable. This instability

becomes clear as the filter is able to constrain error initially, however over time the

error starts to spike which points to filter instability. It is important to note that

even though the filter uses the EMM as a map, it will not be distorted by a potential

sensor mismatch like the results seen in Section 4.4. Since the EMM was used as

both a measurement source, and magnetic anomaly map, the results of this section

and those in section 4.4 should not be compared. These results do not invalidate vec-

tor MagNav for a hypersonic aircraft, however they invalidate the viability of finite

differencing for vector MagNav. These results do show that even with filter stability

issues, vector MagNav performs close to scalar MagNav for HGVs.

4.6 Result Trends

This section covered the results from the simulations conducted for this research.

The key enabling work for these simulations was understanding the correct map

upwards continuation distance. After this was completed, simulations using the Aus-

tralian Magnetic Anomaly Map and HGV trajectories were conducted. Then, to

simulate world-wide navigation capabilities, these same trajectories were simulating

using the EMM as the map. Lastly a trial of vector MagNav was conducted on these

trajectories. Of these, the most realistic results were achieved using the Australia

Magnetic Anomaly Map.
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All results show a consistent trend, all under-perform the results for MagNav on a

non-hypersonic aircraft. There are two reasons why this might be: IMU mechaniza-

tion issues and low magnetic information as a result of high altitude.

First, mechanization issues plagued the simulation of hypersonic MagNav. Since

mechanization and reverse mechanization were simulated with two different systems,

they had slightly different underlying assumptions. When normal solutions are pro-

cessed in this method the error is negligible, however that was not the case with

hypersonic solutions. To trouble shoot this issue, the filter was run with a noiseless

IMU on a hypersonic trajectory. From this filter it was directly observed that more

mechanization errors were present when the IMU was run at a lower rate. As a result,

the IMU rate was increased to 1000 Hz from 100 Hz. This update rate removed the

majority of the error, however there was still some error in the range of 10 m present in

the noiseless mechanization, however noisy IMU solutions presented expected results.

The second and most probable reason for the filter under performing on hypersonic

trajectories is the magnetic information decay at higher altitudes. As noted in Section

2.2.1, the performance of MagNav decays at higher altitudes due to less information

being available. Since this degradation in performance was expected to be offset by

the higher speeds, it was expected that the flights would show better performance

regardless of the altitude. However, this seems to not be the case, and this degradation

from altitude did not exceed the benefits of the high speed, resulting in worse overall

performance compared to a normal aircraft.

4.7 Summary

In summary, these simulations show the potential for MagNav on a HGV. Addi-

tionally, they show that to utilize MagNav on these hypersonic vehicles world-wide,

additional mapping effort will be required. While this particular MagNav system has
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seemingly under-whelming performance, the system performance can be increased by

better error models. For the sake of convenience, all results are summarized in Table

7 below.

Table 7: All Monte Carlo Simulation results. Note all EMM based simulations will
have a map-sensor mismatch, which significantly reduces overall performance.

Measurement MagNav IMU Only
Scalar navigation grade MAE north error (m) 231.93 490.3
Scalar navigation grade MAE east error (m) 206.31 443.1
Scalar navigation grade DRMS error (m) 437.3 827.2
Vector navigation grade MAE north error (m) 212.6 490.3
Vector navigation grade MAE east error (m) 243.6 443.1
Vector navigation grade DRMS error (m) 514.3 827.2
Scalar tactical grade MAE north error (m) 1 628.8 2 704.8
Scalar tactical grade MAE east error (m) 1 223.5 1 872.7
Scalar tactical grade DRMS error (m) 3 455.5 4 427.5
EMM navigation grade MAE north error (m) 1 623.47 664.30
EMM navigation grade MAE east error (m) 1 147.2 463.5
EMM navigation grade DRMS error (m) 2 717.8 1 062.4
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V. Conclusions

This thesis successfully implemented the Magnetic Navigation (MagNav) system

designed by Canciani [2] on hypersonic trajectories provided by Lysak [8]. Implemen-

tation was done within the NavToolKit framework as a Monte Carlo Simulation. This

was done in order to have a complete analysis of the capabilities of the navigation

filter.

In order to achieve this goal, a detailed analysis of available literature regarding

potential plasma magnetic noise was conducted. This research concluded that for

magnetic fields, plasma is magnetically permeable, but may create high frequency

noise. The noise was assumed to be able to be removed by separation and a low pass

filter. Separation is achievable by placing the magnetometer inside the aircraft away

from the outer areas where the plasma could form. For cases when separation is not

able to remove all plasma induced noise, low pass filtering should be able to remove

all remaining noise. With this information from the literature, it is assumed that

plasma will not create significant issues for a MagNav system.

Map availability and processing systems proved to be a significant challenge for

hypersonic MagNav. The primary issue regarding map availability is that there is only

one map with sufficient quality that is large enough to satisfy the needs for MagNav

on a hypersonic vehicle. This map was the Australia Magnetic Anomaly Map. When

trying to use the Australia Magnetic Anomaly Map, it became apparent that the

current magnetic anomaly map handling systems for MagNav in NavToolKit were

insufficient due to the challenges that arise with maps of this scale. After upgrades

to these systems were completed, use of the Australia map started challenging prior

assumptions for MagNav. These prior assumptions with respect to map altitudes

had to be re-approached, and ended up forming one of the core contributions of

this thesis, non-linear map spacing. This concept states that maps only need to be
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upwards continued at intervals, which can be approximated with a polynomial. Non-

linear map spacing is a concept that greatly reduces the computational burden of

running MagNav for both hypersonic and traditional aircraft flight paths.

After map handling systems were upgraded, simulation could proceed. The basic

form of simulation consisted of using the high quality Australia Magnetic Anomaly

Map to provide both sensor measurements and the map source. This simulation

demonstrated the viability of MagNav on a hypersonic aircraft using a high quality

map.

In order to test world-wide availability of MagNav, simulations were conducted

using the Enhanced Magnetic Model (EMM). The EMM is a worldwide magnetic

anomaly map. This map has satellite based magnetic measurements for both the

scalar and vector magnetic fields. In order to more accurately demonstrate how this

map might perform when used as the navigation map, sensor measurements were

collected from the Australia map, and the filter used the EMM as the map source.

This filtering method showed a considerable decrease in navigation accuracy, and

showed that the EMM is not viable for use as the sole magnetic anomaly map for

MagNav due to its inaccuracies.

The final set of simulations that were conducted used the vector components of the

EMM, without additional noise. This was done to complete the fifth research objective

and showcase the abilities of vector MagNav. These tests showed that implementing

vector MagNav using finite differencing is not viable as the filter became unstable.

However, these results were nearly on-par with the scalar MagNav, showing that

a filter not implemented with finite differencing will outperform scalar MagNav on

hypersonic aircraft.

All the simulations presented showed a consistent theme of under performance in

comparison to MagNav on a non-hypersonic aircraft. Under performance can be at-
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tributed to two factors, breakdown of inertial measurement unit (IMU) assumptions

at hypersonic speeds, and lack of map data at high altitudes. Errors originating from

map data are the only potential issues that are unique to hypersonic MagNav. Maps

loosing data at high altitudes was both expected and unavoidable. It was initially ex-

pected that the speed of hypersonic aircraft would automatically compensate for this,

however this appears to not be the case. Finally, the breakdown of IMU assumptions

is a difficult issue to pinpoint and should be the focus of future research.

The results presented in this thesis satisfy all the research objectives outlined

in Section 1.2. This thesis was able to successfully implement MagNav on hyper-

sonic trajectories and improve MagNav implementation and assumptions. This pa-

per successfully demonstrates MagNav for hypersonic aircraft, however there is still

significant room to improve these results.

5.1 Future Work

There are two categories of research that need to be examined, plasma modeling

and IMU mechanization error examination; as this is the only error source with the

potential to be corrected. In order to have a robust MagNav system on a hypersonic

aircraft, the effects of the plasma sheath on a magnetic measurement need to be

examined. This could take the form of a wind tunnel test and/or a Computational

Fluid Dynamics (CFD) analysis. These tests will provide an improved understanding

of the noise generated by the plasma, and in turn can be used to improve simulation

realism. The second source of future work and improvement is to fully understand

the IMU errors that started to arise. The source of these errors should be traced

to either: reverse mechanization, mechanization, error approximation, or within the

filtering system itself. This will improve results and provide insight to potentially

invalid assumptions with how IMU data is processed for hypersonic aircraft.
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Appendix A. Additional Navigation Grade IMU Australia
Map Simulations
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Figure 61: Second hypersonic trajectory flight path.
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Figure 62: Second hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance.
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Figure 63: Second hypersonic trajectory unaided navigation grade IMU performance.
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Figure 64: Third hypersonic trajectory flight path.
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Figure 65: Third hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance.
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Figure 66: Third hypersonic trajectory unaided navigation grade IMU performance.
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Figure 67: Fourth hypersonic trajectory flight path.
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Figure 68: Fourth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance.
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Figure 69: Fourth hypersonic trajectory unaided navigation grade IMU performance.
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Figure 70: Fifth hypersonic trajectory flight path.
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Figure 71: Fifth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance.
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Figure 72: Fifth hypersonic trajectory unaided navigation grade IMU performance.
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Appendix B. Additional Tactical Grade IMU Australia Map
Simulations
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Figure 73: Second hypersonic trajectory tactical grade MagNav filter performance.
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Figure 74: Second hypersonic trajectory unaided tactical grade IMU performance.
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Figure 75: Third hypersonic trajectory tactical grade MagNav filter performance.
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Figure 76: Third hypersonic trajectory unaided tactical grade IMU performance.
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Figure 77: Fourth hypersonic trajectory tactical grade MagNav filter performance.
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Figure 78: Fourth hypersonic trajectory unaided tactical grade IMU performance.
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Figure 79: Fifth hypersonic trajectory tactical grade MagNav filter performance.
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Figure 80: Fifth hypersonic trajectory unaided tactical grade IMU performance.
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Appendix C. Additional Navigation Grade IMU EMM
Simulations
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Figure 81: Second hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using EMM as navigation map.
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Figure 82: Second hypersonic trajectory unaided navigation grade IMU performance
using initial conditions for the EMM navigation simulations.
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Figure 83: Third hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using EMM as navigation map.
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Figure 84: Third hypersonic trajectory unaided navigation grade IMU performance
using initial conditions for the EMM navigation simulations.
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Figure 85: Fourth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using EMM as navigation map.

125



0 100 200 300 400 500 600

2000

1000

0

1000

2000

3000

N
or

th
in

g 
E

rr
or

 [m
]

0 100 200 300 400 500 600

1000

500

0

500

1000

E
as

tin
g 

E
rr

or
 [m

]

0 100 200 300 400 500 600
Time [s]

1.0

0.5

0.0

0.5

D
ow

n 
E

rr
or

 [m
]

Position Errors

Figure 86: Fourth hypersonic trajectory unaided navigation grade IMU performance
using initial conditions for the EMM navigation simulations.
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Figure 87: Fifth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using EMM as navigation map.
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Figure 88: Fifth hypersonic trajectory unaided navigation grade IMU performance
using initial conditions for the EMM navigation simulations.
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Appendix D. Additional Vector MagNav Simulations
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Figure 89: Second hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using vector MagNav.
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Figure 90: Third hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using vector MagNav.
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Figure 91: Fourth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using vector MagNav.
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Figure 92: Fifth hypersonic trajectory navigation grade IMU MagNav filter perfor-
mance using vector MagNav.
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