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Abstract

Aircraft are frequently inspected to ensure that military and civilian safety stan-
dards are adhered to. These inspections are performed pre- and post-flight and are
currently performed by trained maintenance personnel. These inspections take mul-
tiple hours per aircraft per day and the goal of this research is to further develop
a vision-based inspection system utilizing an Unmanned Aerial Vehicle (UAV). This
work furthers the automation of aircraft surface inspection by using ArUco tags to
determine the position of the UAV during aerial inspections. The ArUco tag-based
position data was then compared to a highly accurate infrared motion capture sys-
tem to determine the viability of this approach for accurate positioning of the vehicle.
This information will be utilized in future works to determine the location of surface
flaws or damage to alert maintainers. This work includes flight experiments with two
different UAVs to perform a system viability comparison in order to determine the

optimal solution for a fully automated aircraft surface inspection system.
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UAV POSITIONING DATA DETERMINED VIA ARUCO TAGS FOR
AIRCRAFT SURFACE INSPECTION

I. Introduction

1.1 Research Motivation

This research pursues ArUco tag-based positioning of a Unmanned Aerial System
(UAS) during aircraft surface inspection. The overall intent of this research is to re-
duce total man-hours required for inspection while increasing inspection effectiveness
and safety. This objective can be realized by replacing maintainers with a UAS com-
pleting the aircraft surface inspection. The UAS system would utilize vision-based
navigation to fly within a GPS-denied space while detecting and documenting the
locations of aircraft surface flaws to repair. In addition to the general use case of
the Department of Defense (DoD) for routine aircraft maintenance and post-flight
maintenance, this system targeted a use-case of inspecting stealth coated aircraft
surfaces. Stealth aircraft require heightened levels of surface maintenance due to
their reliance on coating materials. Maintainers work within the standards of human
vision and perform their inspections from a distance of no further than three feet
from the aircraft. This distance can be difficult and dangerous to achieve with large
aircraft. This autonomous system would remove the need for the physical component
of the inspection for maintainers, while performing the inspection at a much faster
rate than possible with current practices. The usage of an automated flaw detection
system would additionally aid the United States Air Force (USAF) by increasing the

total flaws found while decreasing total inspection times. [2] [3] [4] [5] [6]



1.2 Research Objectives

The primary goal of this research is to develop a process utilizing an Unmanned
Aerial Vehicle (UAV) to visually inspect military aircraft to detect skin surface flaws
and is an expansion on the research performed by previous Air Force Institute of
Technology (AFIT) students. Prior students focused on optimal pathing of the in-
spection flight patterns and achieving rapid flight times [7]. Prior research used a
different UAV to inspect a 1/7 scale F-15 model within the AFRL Vicon chamber.
Differing from previous research, this work performs a comparison between a COTS
aircraft and an AFIT built aircraft. Both vehicles were flown within the AFRL Vi-
con chamber as well as the United States Air Force Museum (USAFM) Restoration
Hangar. The AFIT ANT Center vehicle was modified to accomplish this specific
research while creating a method to document the position of the UAV relative to
the inspected aircraft for future use in a flaw detection algorithm created by another
student. To achieve this goal and aid in the eventual transition to active use by the
USAF there are a series of sub-goals that need to be achieved. This work entails a
comparative element between two different potential capabilities.

The first is a Commercial off-the-shelf (COTS) capability, through the Skydio
2. This UAV is equipped with vision-based tracking, node-based navigation, and
collision avoidance out of the box that are pertinent to this use case. The second
UAV being investigated is an ANT Center custom-built hexrotor. This hexrotor has
a 4K camera and a control system that allows for user changes. Both systems have
been described in individual Systems Architectures built to contain all the components
and connections between them. This has been done as a tool to guide the sponsors
with choosing a system that fulfills their goal of safe and rapid autonomous aircraft
inspection. This work has a focused analytic section based on the position accuracy

of the two tracking systems that will be used. The flights performed by these UAVs



were conducted within the Air Force Research Laboratory (AFRL) Vicon chamber.
Motion capture systems, such as the the IR-based camera tracking system from Vicon,
are well-regarded as a source of positional truth data. During this research both
UAVs were flown inside the Vicon chamber to record truth data relative to the scale
model aircraft in the chamber. As a full motion capture system would be time and
cost prohibitive in a real-world hangar environment. This research utilized ArUco
markers to create a second source of position data. The position data of the two
locating methods was then compared to determine differences in accuracy. This was
done to ensure that in a real-world hangar scenario the location truth data needed for
identifying the locations of aircraft skin flaws from UAV imagery would be obtainable.
The overarching goal of this research is the creation of a UAV system to document
the position of flaws on an aircraft in real-time while displaying a list of flaw locations

to a maintainer within the aircraft hanger.

1.3 Research Contributions

This research contributed the following to the area of UAV based inspection:

1. Viability Study Comparing UAVs: The sponsor of this research needs a
field-able system that can perform the inspection as desired. Using a COTS
aircraft and an AFIT created aircraft explored the benefits and downfalls of
each type of system and will help the sponsor be more informed about which

type of system they will want to employ for their inspections.

2. System Architectures: This work created system architectures of each UAV
utilized to better inform the sponsor of the hardware needs for the creation of

an eventual end product.

3. Pose Estimation from ArUco Tags: This work modified open-source code



from Open-CV libraries to create a method of finding the position of a UAV per-
forming an aircraft inspection relative to pre-positioned ArUco tags surrounding
the inspected aircraft. This work pursued two different methods for pose es-
timation focusing around ArUco OpenCV functions as well as PNP OpenCV
functions. This information will be utilized by another student to determine

the location of the aircraft skin flaws recorded in the inspection videos.

1.4 Document Overview

This thesis is laid out across five chapters. Chapter II is focused around prior
methods of aircraft inspection leading to this work’s vision-based inspection technique
as well as information behind the ArUco tags that were used for position data during
inspection. Chapter III further explores the usage of ArUco tags within this research
and how the flight tests were performed and the inspection video was used. Chapter
IV covers the results from the comparison of position data from the ArUco positioning
method with the position data from the Vicon chamber system. Chapter V focuses
on the conclusions drawn from the results of this research and the recommendations

for the sponsor of this project and future researchers around this topic area.



II. Background and Literature Review

This chapter discusses alternative methods for aircraft inspection, the current
state of UAV-based aircraft inspection, background in using vision-based positioning
techniques, and information about the utilization of systems architecture for effective
prototyping and documentation. Section 2.1 discusses previous works surrounding the
field of Aircraft Inspection via UAV. Section 2.2 focuses on the background of general
aircraft inspection techniques as well as different options that could be considered for
inspection. Section 2.3 discusses the use of OpenCV, ArUco tags and other options
for fiducial marker detection. Section 2.4 provides a general overview of systems

architecture and the purpose of its inclusion in this work.

2.1 Previous Works

2.1.1 ANT Center

Previous work done by the Air Force Institute of Technology (AFIT) Auton-
omy and Navigation Technology (ANT) Center was centered around path planning
for a UAV performing an aircraft surface inspection; the work focused on utiliz-
ing coverage path planning algorithms in simulated and experimental flight testing
environments[7]. Captain Silberberg’s research demonstrated that these path plan-
ning algorithms were effective at creating routes for a UAV to fly over an aircraft’s
surface. The experimental flights performed in his work were also conducted within
the Air Force Research Laboratory (AFRL) Vicon chamber over the 1/7 scale F-15.
These experimental flights laid the groundwork for utilizing Vicon motion-capture
data for position information of the UAV, and the trials in this work were modeled

off of the flight paths he created.



2.1.2 Related Inspection Research

Additional related research pursuits that were utilized in the development of this
work discussed UAV trends in civil aviation and vision-based pose estimation through
landmarking[8, 9]. Bugaj et al. discussed pre-flight inspection requirements and
searched for a solution to replace the current use of human visual inspections[8]. Their
research aimed to create a ”Smart Hangar” that utilizes UAVs with attached cameras
to create 3D models of inspected aircraft. Flights performed with their UAV were
done outside and around a twin-engined aircraft and were exclusively flown around
the aircraft instead of over to avoid potential damage to the aircraft. The research
performed in this paper was expanded on in this work by performing inspection flights
within a hangar and performing flights above the vehicle being inspected.

Cazzato et al. aimed their research at detecting the aircraft pose using computer
vision without fiducial markers [9]. This research utilized utilized natural landmarks
to remove the requirement of fiducial markers to find the aircraft pose during inspec-
tion flights. To create these landmarks they used a single image of distinct areas of
the aircraft surface, i.e. a photo of a flag painted on the tail or an image of the airline
name, and created a bounding box on the corners of the landmark. They then used
a computer vision algorithm to detect these pre-made landmarks in real-time during
inspection flights to determine the aircraft pose. Instead of creating these aircraft
specific landmarks, this work used ArUco tags to determine the UAV pose.

The research performed by Ariante et al. used a UAS platform with Light Detec-
tion and Ranging (LIDAR) and an Inertial Measurement Unit (IMU) to determine
the position of the vehicle relative to detected surfaces[10]. This use case is very sim-
ilar to the needs of the UAV Pose Estimation problem and contains ideas that were
considered as options for this project. LIDARs have been used by the ANT Center

in the past as they are very capable at determining distances from surfaces. Ariante



et al. utilized the LIDAR on their aircraft to detect obstacles and determine the dis-
tance from the ground during flight. These distances to surfaces in the environment
were used in combination with the velocity data recorded from the IMUs improve the
system’s ability to determine its position and attitude within its known environment.
These capabilities were considered as options to be included on-board the Hexrotor
aircraft utilized in this work and would be great additions in future works to improve
the positioning determination of the aircraft.

A key area of the field of aircraft inspection focuses on the improvement of the
precision and accuracy of the inspections being performed. Research has been per-
formed to discover cracks, missing paint, dents, and even detection of screws on the
fuselage of aircraft. Miranda et al. expanded their previous work in UAV-based air-
craft inspection by focusing in on detecting all screws that should be visible on the
fuselage of a given vehicle [11]. They did this by performing the aerial inspection, cre-
ating Zones of Interest (Zol), and comparing what was detected within those zones to
the known locations of the aircraft screws. This process of creating Zol could prove
useful in an expansion of the research performed in this work as it would aid the
users or machine learning algorithms in detecting surface flaws using known imagery
of aircraft in states of good repair.

The work performed by Jordan et al. regarded the use of UAVs for the inspection
of power lines and other infrastructure required for power transmission [12]. Though
the subjects being inspected were different, the fundamental need for precise detection
and collision avoidance capabilities were shared with this work’s needs. This research
focused on discussing the electronic inspection techniques that have been used in their
field in the past and whether or not they proved effective. The methods discussed
for detection were all computer-vision based including the following sensors: Pan Tilt

Zoom (PT7Z), visible-light, thermal, and monocular cameras. Their paper discusses



thoroughly a large amount of sensors that have been used in inspection capacities
on UAVs for a large variety of subjects including power lines, buildings, and bridges.
This large array of sensors is a useful starting point for any researcher that wants to
perform UAV computer-vision inspections and wants help with sensor selection. This
research and past projects by the ANT Center determined the selection of the Mako

camera used on the Hexrotor in this work.

2.2 Aircraft Inspection Techniques

Pilots perform pre-flight visual inspections before every flight commercially, pri-
vately, and in the military. These pre-flight assessments are performed to ensure that
airworthiness standards are met and the plane appears to be mechanically safe to fly
[13, 8]. General Visual Inspection (GVI)s are also performed by aircraft maintenance
personnel. GVIs are performed at least every two days for commercial airlines and
after every flight for military aircraft [14]. While all aircraft need to be regularly in-
spected for potential maintenance concerns, any chips or scratches on the surface of a
stealth aircraft can affect the Radar cross-section (RCS), which will make an aircraft
easier for adversaries to discover. Current maintenance practices require many hours
for a normal, post-flight inspection.

Beyond visual maintenance inspections, other inspection methods are typically
performed utilizing Non-destructive testing (NDT) techniques [15]. NDT uses a vari-
ety of techniques to inspect aircraft during regular maintenance. These techniques are
used to discover structural damage that cannot be discovered by simple observation of
the airframe. Some of these methods include ultrasonic, x-ray, resonance testing, and
infrared. These structural tests are often performed every 100 flight hours, and due to
the cost of these systems and time to use them they are less economical choices. The

combination of the price of some of these dedicated inspection systems as well as the



scale of aircraft have lead many researchers to attempt inspection using automated
systems including robots traversing the surface of aircraft using suction and UAVs

with a variety of sensors [2, 3, 16].

2.2.1 Airborne Inspection

Aerial-based inspection was chosen by the sponsor of this work to realize the
goal of aircraft surface inspection [7]. Due to costs of UAV technologies and sensors
decreasing over time while sensor and capabilities and battery lifetimes have increased,
UAV-based aircraft inspection is more feasible and effective than ever before. The
applications for airborne inspections are numerous and research efforts have included
bridge, building, road, and aircraft inspections [6, 17, 9].

Inspection techniques that were studied for guidance on this research project were
focused on vision-based inspection. Other methods used for aircraft inspection studied
were LIDAR, Radar, and Sonar techniques. During this background research it was
determined that computer-vision techniques would be used with high frame rate, high
resolution cameras on-board UAVs as they would be the most effective at scanning
the surface of aircraft in the eventual use-case for this system. LIDAR could be used
effectively in later experiments in tandem with the primary cameras on the UAVs to

have more accuracy in determining the position of the scanning vehicle[18, 19, 20].

2.3 Marker Detection and OpenCV

Marker detection can be performed by computer vision systems. [21] These sys-
tems process fiducial markers within an image to detect the position and rotation of
the marker in the frame. Some examples of these markers are Quick Response (QR)
codes, ArUco tags, and AprilTag. These markers can be encoded with textual data

that can point towards a website or, in the case of ArUco markers, binary squares



tied to a specific value[22]. For this work, ArUco tags were utilized. These tags
were selected as the libraries created around them are very popular and are heavily
used in computer vision applications. The use cases for each set of fiducial markers
has been determined by the way each style of tag has been used in the open-source
computer vision community. QR codes are used in a very broad set of applications
including links to menus, product information, and generally point to static sets of
information. ArUco and AprilTag markers are used in similar capacities for real-time
and post-processed pose estimation for computer vision and were looked at as better
solutions for this research. Due to ArUco tags being more established with OpenCV
and being used more often in general they were selected over AprilTags.

OpenCV was selected to perform the camera posing via computer vision tech-
niques for this work. OpenCV was originally created by Intel and released in June
2000. This library was chosen due to the amount of computer vision tools that it
contains and the large amount of prior work performed using it, as it is all open-
source. To estimate the pose and the UAV position accurately the OpenCV functions
surrounding ArUco tag detection, pose estimation, and Perspective N- points Prob-
lem (PnP) were utilized. These key functions used and the process of developing the

software for this work is further laid out in detail in Chapter III.

2.3.1 Perspective N—points Problem

The problem of finding the position of the camera relative to points detected
within the image frame recorded by the camera is described as the Perspective N-
points Problem.[23] This problem utilizes a set of n 3D points in the world frame, in
this research the Vicon frame, and the corresponding 2S projections in the image to
estimate the pose of the camera creating the images. Figure 26 demonstrates PnP as

sourced from the OpenCV documentation.

10



Figure 1: OpenCV: Perspective N-point Problem|[1]

The diagram in Figure 26 was key in the utilization of the PNP functions contained
within the OpenCV library. The illustration provided guidance to use the camera data
and the Vicon data with the right camera orientation and world frame orientation.

The use of these functions is further described within Chapter III.

2.4 Systems Architecture

Systems architectures are created to describe the inter-workings of a system’s com-
ponents. These architectures define the physical structure, the behavior and different
perspectives or views of the system. [24] There are many methods of creating systems

architectures and this work created the architectures used in this research utilizing
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Model-Based Systems Engineering (MBSE) techniques. Cameo Systems Modeler,
also referred to as Computer Aided Three-Dimensional Interactive Application (CA-
TIA), is the MBSE environment that AFIT regularly uses and was also used in
this work. System architectures were created for both UAVs utilized in this work.
These architectures used the AFIT Small Unmanned Aerial System (SUAS) Refer-
ence Architecture as their foundation, and captures of the Physical Decomposition

and Internal Block Diagram (IBD) of each system are included in Chapter III.

2.4.1 Advantages for Projects

This research project is far from the first time that MBSE techniques or system
architecture techniques have been used to document military systems or UAVs [25,
26, 27]. Due to increased adoption of MBSE there have been discussions on the
effectiveness of digitally modeling a system. Henderson et al. discuss the results
of MBSE in literature in an attempt to determine whether or not there is value to
this practice. Their results were inconclusive with the current amount of studies
performed on model effectiveness. However, creating systems architectures for the
systems involved with this work were found to be of value to the sponsor of the
research as a means of documenting the components making up each vehicle as well
as the connects to achieve the final system. Using these architectures will enable the

sponsor to make decisions in the future on an eventual end-case system.

12



III. Methodology

This chapter describes the methodology used in the testing designed and executed
to acquire the position data. This section also describes the hardware that each UAV
utilizes, a systems architecture for each aircraft, and the software used to capture
the data in flight. The overall layout of this chapter is as follows: Section 3.1 is a
description of test articles flown during testing, the sensors on each aircraft, and the
systems architecture for each UAV. Section 3.2 describes the process of determining
the pixel size of flaws on a aircraft panel to aid in guiding future machine learning
processes to detect flaws. Section 3.3 describes the dockerized software packages
that were utilized to record flight footage and telemetry data in-flight. Section 3.4
describes each of the locations that were utilized during flight testing during this
research. Section 3.5 describes the steps performed during the final experimental

flights and objectives for each flight.

3.1 Flight Test Articles

This section covers each test article flown in this research’s experimental flight in
detail. Both systems were flown in identical flight conditions to enable this work to

include a system viability comparison for future works.

3.1.1 Skydio 2

The Skydio 2 is a Commercial off-the-shelf (COTS) UAV that was selected due
to the substantial amount of capabilities offered with a low price point. These capa-
bilities are described in this subsection. Figure 2 displays the Skydio 2 at the origin

point of the Vicon Chamber.

13



Figure 2: Skydio 2 pre-flight in the Vicon Chamber

The Skydio 2 is manufactured by Skydio located in Redwood City, California.
The Skydio 2 is a four-armed quadrocopter measuring at 223 x 272 x 74 mm (8.7 x
10.7 x 2.9 inches) with the battery attached. The total weight of the system is 775 g
(1.7 1bs) with no modifications and with the battery attached, as it was utilized for
these experiments. This system is capable of a maximum flight time of 23 minutes
with its single 3slp 4280 mAh LiPo-battery. This flight time provided ample in-air
time for all experimental flights performed.

The key features used in this research were its ability to shoot 4k video at 60
Frames Per Second (FPS) as well as its native collision avoidance techniques. The

high resolution and high frame rate provides a large amount of data to be post-
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processed for flaw detection which was done with the vehicle’s primary camera, a
Sony IMX577. The primary camera was used during all flights in a 90°gimballed
down view to record the surface of the subject aircraft. The Skydio 2 employs mature
collision avoidance algorithms utilizing 6 navigation cameras that allowed for a large
degree of safety during flights around the scaled-aircraft and the full-sized aircraft
owned by the museum.

The only modification to the Skydio 2 after purchase was the addition of 8 Infrared
(IR) reflectors. The Vicon chamber utilizes IR light reflected off of these markers to
detect the location of each reflector. Utilizing the Vicon Tracker software, an object
was created for each test article that is built from the associated IR reflectors. The
IR reflectors were placed in an asymmetric pattern on the Skydio 2 to ensure the
Vicon system was able to determine the orientation of the vehicle as it rotated during
flight. These reflectors are then tracked by the Vicon chamber cameras to determine
the object’s location relative to the origin, defined as the center, of the chamber.

The Skydio 2 uses a NVIDIA Tegra X2 System On Chip (SOC) for autopilot
control as well as a NVIDIA Pascal Graphics Processing Unit (GPU) and NVIDIA
Denver 2 Central Processing Unit (CPU) for video data processing. Communication
with the vehicle was done using a Skydio 2 controller that communicates over WiFi
in the following ranges: 2.4-2.483, 5.18-5.24, 5.725-5.85 GHz. This communication
method allows for flight within 2 miles of the pilot but was only flown within a few

hundred meters of the pilot during the trials.

3.1.2 Skydio 2 Systems Architecture

A systems architecture was created for the Skydio 2 to thoroughly document
the relationship between the UAV components. Cameo Systems Modeler was used

to create the systems architecture for this vehicle. The Physical Decomposition is
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shown in Figure 3.
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Due to the Skydio 2 being a COTS system this systems architecture was created
with the publicly available list of hardware. Skydio does not include a full list of
all components used in this system and without a complete teardown of the vehicle
a fully accurate architecture could not be created. Therefore, these diagrams solely

include the layout and the relationships of the major components.

3.1.3 Hexrotor

The Hexrotor utilized for this research was originally built by students within the
AFIT Systems Engineering program. Figure 4 shows the modified Hexrotor as it was

flown for these experimental flights.

Figure 4: Hexrotor with camera mount in Hangar

The Hexrotor was modified to include a 4k camera that records footage at 24 FPS.
The bottom of the image frame in Figure 4 shows the camera mount as it was used

during test. The camera payload was a Mako G-507B with a Sony IMX264 sensor.
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The FOV of this sensor with a 3.5mm lens was much larger than the Skydio 2 FOV,
and as such was mounted low under the vehicle to avoid capturing the vehicle’s legs
in the footage. The Pixhawk2 telemetry was used in flight to determine altitude of
the vehicle via its barometer to enable more accurate tests.

The vehicle is capable of 22.2 minute flights with 2 10,000 mAh LiPo batteries.

With the camera payload the total system weight is 7.91 kg (17.4 lbs).

3.1.4 Hexrotor Systems Architecture

A systems architecture was created for the original build of the Hexrotor used in
this research by the AFIT sUAS (small Unmanned Aerial System) Track Class in
2021. This architecture was modified for this work to represent the changes to this
vehicle. The changes include the removal of the stereoscopic camera and payload
delivery system and the addition of the Mako G-507B.

Cameo Systems Modeler (CATIA) was used to create the systems architecture
for this vehicle. The physical decomposition of the system is included to show the
components required for the Hexrotor UAV as well as the GCS that was used to
communicate with the vehicle. Portions of the Internal Block Diagram (IBD) are

included for further documentation of the systems architecture.

3.1.4.1 Hexrotor Physical Decomposition

The physical decomposition for the Hexrotor displays the physical connections
between each component of the UAV. This diagram provides a thorough overview
of each component’s key characteristics and specifications while indicating how each

component interacts within the overall system.
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The communication and flight control components of the Hexrotor Physical De-
composition is composed of the hardware enabling the UAV to transmit and receive
commands while operational. This includes multiple antennae, a modem, a receiver,
and the autopilot. These components combine into two different modules: Flight

Control and UAV Communication. These modules then feed into the full system

UAYV block.
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The payload module decomposition is seen in Figure ?7. This payload includes
the primary sensor, the Mako G-507B, as well as antennae to telemeter payload
performance and communication data via the Auxiliary Data Transceiver. This in-
formation is not used for flight control of the UAV but enables the Ground Control

Station (GCS) to issue commands to the recording aspect of the inspection.
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The propulsion and power modules depict the two modules that enable the Hexro-
tor to fly. These modules include the two 10mAh batteries providing power to the
motors and all components on the aircraft. This section of the decomposition also

displays the information about the system’s motors and propellers.
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The GCS module displays the interconnections between the laptop used for ground
control as well as the handheld controller used to give flight control commands to the
Hexrotor. A USB RC antennae module was connected to the GCS laptop to send
and receive data from the autopilot component of the system which could be altered

with the autopilot software.

3.1.4.2 Hexrotor Internal Block Diagram

The IBD for the Hexrotor was developed to display the connects between the
components of the UAV. These connections show how key components such as the
Pixhawk2, Mako camera, and communication system are interconnected to make an

operable vehicle.

Figure 10: Hexrotor Internal Block Diagram: Flight Control, Propulsion, Power Mod-

ules
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3.1.5 FPS Considerations and Selection

When selecting the test articles with high resolution cameras it was the goal of this
work to have systems equipped with 4k, 30 FPS sensors. This resolution was selected
to provide the most pixels per flaw on the surface of the aircraft. The FPS was
selected to achieve the highest amount of overlap possible in the recorded footage of
the surface of the aircraft inspected. This frame rate allows for as close to full capture
coverage of the inspected surface area of the aircraft while maintaining an inspection

time of under 3 minutes for a full-sized vehicle.

3.2 Surface Flaw Pixel Analysis

An aircraft panel was received from the sponsor of this research to display exam-
ples of the flaws on the surface of an aircraft. This panel included examples of chips,

scratches, and dents of varying sizes and shapes.
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Figure 12: Aircraft Panel Zoomed in for Detailed Flaw View

The flaw examples were recorded with 4k images from 1m, 2m, and 3m heights
to calculated the total pixels that each flaw took up within the image. The images

these pixel dimensions for each flaw were calculated off of the following figures:
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Figure 13: Aircraft Panel with Surface Flaws for Pixel Size Determination, 1m

Figure 14: Aircraft Panel with Surface Flaws for Pixel Size Determination, 2m
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Figure 15: Aircraft Panel with Surface Flaws for Pixel Size Determination, 3m

3.2.1 Panel Flaw Dimensions

The following table shows the total pixel area count for each scratch that are

marked on the panel at each height:

Table 1: Flaw Pixel Area (Pixels Squared)(Marker 4 Unlabeled)

Trial Number 1 2 3 5 6 7 8 9 10 11
Scratch Size (mm) | 2x3.5 | 8x3.5 | 27x1 | 28x1 | 1x6 | 4.5x5 | 27.5x1 | 14x1 | 2.5x1.5 | 13x1
1m | 1254 | 5442 | 315 | 2200 | 778 | 4832 2886 | 2270 262 | 1990

2m 889 | 3493 | 132 | 1720 | 576 | 2650 1794 | 1183 183 | 956

3m 259 987 32| 570 | 170 764 486 | 270 75 | 249
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3.3 Flight Software

Previous research performed by the ANT center used Mako camera sensors similar
to the one utilized on the Hexrotor in this research. Due to this dockerized software
was used that the ANT Center was familiar with to run the camera while storing
data in flight. The data was stored as Lightweight Communications and Marshalling
(LCM) messages to log files. These messages log all ArduPilot telemetry data, Precise
Time Protocol (PTP) timing data, and video footage. All data is then stored on a
Solid State Drive (SSD) mounted on the frame of the vehicle. Having the PTP
service running ensured that all data was stored with the same timestamp which

enabled more accurate analysis.

3.4 Test Locations

Three different locations were used during the testing and experimentation of this

research. All three locations are at Wright-Patterson Air Force Base (WPAFB)

3.4.1 AFIT Cage

The AFIT Cage is a located in the rear of the campus behind the ANT Center
Lab. This is a large, outdoor space that is enclosed by netting. The Skydio 2 was
flown within the cage to enable the safety pilot to become more familiar with the
system. The Hexrotor was flown to verify that the addition of the Mako camera
didn’t cause the system to lose communication with the pilot, and the vehicle would

fly as expected with the camera mount installed on the vehicle.

3.4.2 AFRL Indoor Flight Lab - Vicon Chamber

The majority of the data acquisition for this work was performed at the AFRL

Indoor Flight Lab - Vicon Chamber. This space was used due to the IR camera
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motion capture capability in the chamber. This lab is a 25 x 20 x 10 m room. During
all experimental flights the Vicon Tracker software saved the position and rotation
information of the UAVs in flight. These UAVs were flown over a 1/7 scale F-15
model aircraft with an array of ArUco tags surrounding the model pictured in Figure

16.

Figure 16: 1/7 Scale F-15 Model with ArUco tags in Vicon Chamber

3.4.3 USAFM Restoration Storage Hangar

The final tests during this research occured at the United States Air Force Mu-
seum (USAFM) Restoration Storage Hangar. These experiments replicated the tests

performed within the Vicon Chamber with a full-sized F-16 aircraft seen in Figure
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17.

Figure 17: F-16 in the USAFM Restoration Storage Hangar

This location was used to perform the experiments in a real-world setting. The
sponsor of this research hopes to be able to fly a UAV within a hangar over operational
USAF aircraft. The F-16 that was recorded during these surface inspection trials was
chosen due to its size being relatively similar to the fighter aircraft that the sponsor

wishes to inspect.
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3.5 Experiment Procedures

3.5.1 Flight Patterns

The intent of all experimental trials was to record the entire surface of each sub-
ject at varying heights with each flight while capturing ArUco tags within as many
recorded frames as possible. The trials with both UAVs were performed at 1 m, 2 m,
and 3 m from the surface of the aircraft. Maintainers are required to perform their
visual inspections from at maximum a distance of 3 feet. To replicate this require-
ment, the closest flights were performed at 1 m (3.28 ft) from the surface. The flights
performed over the 1/7 scale F-15 in the Vicon Chamber were done in 3 passes: one
pass over the left wing, one down the center-line of the aircraft, and one final pass

over the right wing. This flight pattern can be seen in Figure 18.

Figure 18: UAV Flight Pattern over F-15 Model

The flights performed over the full-sized F-16 in the Restoration Hangar varied
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with distance from the aircraft surface. Due to the size of the aircraft, if only three
passes were performed at the 1 m and 2 m distances the entirety of the aircraft surface
would not be captured. Instead, the UAVs were flown over each wing in two passes
with a fifth pass over the center-line. These varying flight patterns can be seen in

Figure 19.

Figure 19: UAV Flight Patterns over F-16, Left: 1m and 2m Flights, Right: 3m
Flights
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Examples of the footage able to be recorded at the varying heights during the

trials is displayed in Figure 20.

Figure 20: Left: Vicon Trials 1m, 2m, 3m Right: Hangar Trials 1m, 2m, 3m

This figure compiles a series of frames from trials performed with the Skydio 2 in
both locations and at each trial height. The impact that the trial distance from the
surface of the aircraft is easier to discern when observing the hangar trials. In a real-
world setting it is clear that additional ArUco tags will be needed to capture more
markers within each frame for pose accuracy and larger boards might be required as

aircraft sizes vary.
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3.5.2 Communication with UAVs

Figure 21: Hangar GCS, UAV communication Setup

The Skydio 2 communicated exclusively through its phone-based software con-
nected to the Skydio Controller. The Hexrotor used a handheld controller that com-
municated directly to the vehicle. The vehicle and GCS communicated via Mission
Planner to the Pixhawk2 used for navigation on the vehicle. The setup used for
GCS can be seen in Figure 21. that communicated . In addition, a second computer
communicated to the vehicle through the on-board wave relay to give the Intel Atom
commands to start the PTP timing service, activate the camera, and to begin logging

all data from the camera, PTP timing service, and Pixhawk?2 data.
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3.5.3 ArUco Tag Positioning

ArUco tags were used in this research to determine the location of the UAVs
in flight. Recordings of the surface of the aircraft inspection captured flaws on the
aircraft surface as well as ArUco tags positioned on the floor. The positions of the
ArUco tags were chosen to increase the likelihood of multiple tags being capture
within frames recorded during inspection flights while simultaneously capturing the
surface of the aircraft. The layout of the tags varied with the scale of the subject

aircraft. These layouts are seen in Figure 22 and Figure 23.

Figure 22: F-15 ArUco Tag Layout in Inches
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Figure 23: F-16 ArUco Tag Layout in Inches

The positions of the center of each ArUco tag surrounding the F-15 model were
documented for a comparison between the position accuracy of ArUco positioning

versus Vicon positioning. These Vicon positions are included in Table 2
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Table 2: F-15 Model ArUco Tag Vicon Locations (mm)

ArUco Tag X Y
0 64.195 | -922.161
1] -865.821 | -731.449
2 | -1425.525 48.802
3| -890.637 | 912.185
4 72.524 | 865.176
5 785.199 | 624.808
6 | 1946.106 | -14.807
7 835.247 | -721.189

3.5.4 Detection and Processing Scripts

The creation of scripts to analyse the inspection followed an iterative process.
OpenCV and Python libraries are open source and were utilized to create the required
scripts. Due to the open source nature of these libraries there are many examples to
use as a starting point. [22][28] The python code created to perform the analysis of
this work will be listed and publicly accessible in this research’s GitHub space. [29]

One script was created to complete all data processing, pose estimation, and
data comparison between the ArUco and Vicon systems. This script is entitled
poseEstCamera.py. and was created to process the recordings of the aircraft sur-
face inspections.

The poseEstCamera.py utilized code from Automatic Addison’s [28] based on the
OpenCV tutorials on camera calibration, usage of calibration files, and detection of
ArUco tags. This script expands on these tutorials and the guide created by Addison
by storing the pose estimations of the ArUco tags seen in each video frame, the
estimated pose of the UAV’s camera, and using this information to calculate extrinsic
values from the pose estimation with this data. During this process the pose of the

ArUco tags and the camera are stored as vectors. The calculated pose of the camera
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is then shifted to be at the center of mass of the UAV, rotated into the Vicon chamber
frame, and the extrinsics error calculated and documented within graphs. An example
of the ArUco pose estimation is seen in Figure 24. In addition to the ArUco related
functions outlined in this chapter, the OpenCV Rodrigues function intakes a rotation
matrix and outputs a set of rotation vectors and translation vectors built from the

rotation matrix data which was used throughout both methods.

Figure 24: Skydio2 Trial Footage with ArUco Tag Pose Estimation
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3.5.4.1 Individual Marker Detection

Figure 25 displays the rotations that were done by the code to calculate the
extrinsics of the camera from the OpenCV marker frame to the Vicon frame to the
Aircraft frame and finally to the camera frame. In the poseEstCamera.py file the
rotations are performed in this order although the rotations and translations could be
performed in the opposite direction, starting from the Aircraft frame and ending once
again at the camera frame. Equation The following equation was used to determine

the estimated translation between the camera and the UAV,

TR = BRI (=t + Uty + RO, V) (1)
This displays the math performed to determine the estimated translation from each
individual OpenCV Marker position to the position of the camera. The equation is
explained by the following while referencing the translations and rotations depicted in
Figure 25. “"%. indicates the estimated translation from the camera to the OpenCV
marker frame, black. RJ™ indicates the rotation from the OpenCV marker frame to
the marker frame, yellow. — "%, indicates the translation from marker to vicon frame,
yellow. "¢, indicates the translation from the vicon to UAV frame. R}, is the rotation
from the vicon frame to the UAV frame. "¢, is the translation from the UAV frame
to the camera frame.

This information was used to calculate the A and B matrices required to find the
extrinsic translation between the camera and the UAV frame. The A and B matrices

are found in Equation (3):
o"t, + RO, — RI™“t, = RI"RY, ", (2)

The B matrix is made up of the left portion of Equation (3), °"t. + RI"™ Vt,, —
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R™%t,. The B matrix performs all the rotations and translations necessary to move
from the Camera frame to the UAV frame as shown in Figure 25. The A matrix

consists of the following portions of Equation (3): R{™ Ry,

Figure 25: Rotations to Determine Camera Extrinsics

3.5.4.2 Perspective N- points Problem (PnP) Usage

During the process of calculating the B matrix error, see in Section 3.5.4.1, it
was found that the position estimation based on the static Vicon-detected corners

of the ArUco tags along with the aruco::estimatePoseSingleMarkers() function was
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not producing an accurate enough pose estimation. Due to the inaccuracy of the
pose estimation, determining an accurate position of the UAV in-flight was very
unstable. To combat this unreliability OpenCV PnP functions were used. The
cv:solvePnPGeneric() function uses the world frame 3D points alongside the image
frame 2D points to more accurately estimate the pose of the camera recording the
imagery. The general use of solvePnPGeneric as performed by OpenCV is seen in

Figure 26 which was also discussed in Chapter II.

Figure 26: OpenCV: Perspective N-point Problem/[1]
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Figure 27: PnP Use Case Demonstration

Figure 27 visualizes the way that solvePnPGeneric was used in this work’s re-
search. The world frame 3D object points of the markers, as detected by the Vicon
system, were utilized alongside the 2D image points, defined as corners by the ArUco
tag detection functions. These 2D and 3D points were used to determine rotation
(rvecs) and translation (tvecs) vectors in the Camera frame. This PNP method de-
termined these rvecs and tvecs utilizing all detected markers within a single frame

simultaneously for a pose estimation as opposed to the method displayed in Figure
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25 which performs and documents pose estimation with individual markers.

3.5.4.3 Data Note:

As LCM was utilized to store the data from the Hexrotor flights all data was
stored as binary files. Originally the data that was recorded from the Hexrotor video
trials was going to be processed as well but due to shortcomings on time and position

inaccuracies this analysis will be performed in future work.
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IV. Results and Analysis

Preamble

This chapter is organized by first discussing the experimental results in section
4.1. This section deals with the graphs and accuracy findings of each pose estimation
technique that was used during this research. Section 4.2 discusses the ability to detect
flaws from varying heights as seen by the trials conducted during the experiment
portion of this research. This discussion focuses on imagery of example flaws that
were placed on aircraft and the viability of the sensors used in this work. The final
section of this chapter analyzes the Unmanned Aerial Vehicle (UAV)s used to perform
these experiments and the advantages and disadvantages of each vehicle and future

desired traits for vehicles performing similar experimentation.

4.1 Experimental Results

Nine total trials at the heights of 1m, 2m, and 3m were performed by each aircraft
within the Vicon Chamber and the United States Air Force Museum (USAFM). In
the case of the Vicon chamber trials 8 total ArUco tags were utilized leading to
a maximum of 8 B matrices, defined in Section 3.5.4.1, being created during each
inspection frame throughout each trial. The total frames that were analyzed by trial
and cases where some markers were never detected during the duration of a trial
are annotated in Table 3. The trial results are discussed by method in the following
subsections and include plotted data at high resolution that contain greater detail

when zoomed in.
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Table 3: Vicon Trials: Frames, Clip Lengths, Markers Not Detected

Height | 1m 2m 3m
Trial | T1| T2 | T3 | T1| T2 | T3 | T1| T2 | T3
Length(s) | 21.4 | 18.1 | 26.7 | 104 | 125 | 174 | 10| 73| 6.5
Frames Used | 642 | 544 | 801 | 312 | 376 | 523 | 300 | 218 | 197
Not Detected | 0,6 6 6 6

4.1.1 Individual Marker Pose Determination

Individual Marker Pose Determination was discussed in Section 3.5.4 and is visu-
alized in Figure 25 within Chapter III. The analysis performed on this pose estimation

technique was focused around the error calculated by the B matrix described here.

This error matrix is defined as the left portion of (3), which was derived from (1) as

omtc + Rgm 'Utm _ Rgm vtq — Rszzq thc

a way to calculate the translation from the camera to the UAV body, "..

matrix that was created to determine this translation had greatly varying results and

is shown in Figure 28 and Figure 29.
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Figure 29: Example B Error Matrix Calculated for 1m Height Trial 2, middle of first

row in Figure 28

53



Figure 30: B Error Matrix Best Result During 2m Height Trial 2, middle of second

row in Figure 28

Figure 30 performed the best for the individual pose estimation method. This
trial was the second trial performed at the 2m height about the F-15 model and had
the lowest change in the process of calculating the X, Y, and Z components relative
to each marker.

The resulting B Matrices from this process vary greatly in their accuracy. All
graphs display the total count that each marker was detected during the course of
each trial performed and the X, Y, and Z component of the calculated translation.
This translation indicates the estimated distance between the physical center of the
UAV, not the center of gravity, and the camera attached to the vehicle as calculated
off of each individually detected marker. As this position solution is only being
calculated by an individual marker when detected in every frame the results varies

greatly over the course of each trial. In addition to this, the estimates are displayed
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in millimeters and with errors in pose estimation are seen to determine the camera
is multiple meters from the center of the UAV while in reality, the camera is a few
centimeters from the center of mass of the vehicle.

This single marker pose estimation could be improved including tolerances for
the distances that would be accepted as within a meaningful distance to the expected
values the translation from camera to UAV body should be. However, due to the large
jumps in distances detected from this method it is likely that a completely different
method, such as PNP discussed in the next section, will always defeat a method that

performs detection relying on individual markers.

4.1.2 Solve PNP Pose Determination

The second function used to perform pose estimation in this research was solveP-
nPGeneric(). This function is visualized in Chapter III in Figure 27. As described in
the Methodology chapter, this function utilizes all markers detected in an individual
frame and uses the corner of each marker to estimate the pose of the camera relative
to these markers and the Vicon frame. This eliminates the majority of the rotations
that were necessary to determine the camera pose with the individual marker pose
estimation method. After determining the pose of the camera frame, the translation
vector, "t., and rotation matrix, R, to move from the camera frame to the Vicon
frame was determined using Rodrigues(). This translation vector and rotation matrix
were then used in combination with the results from the individual method, “t,, and

RU

vq » 1O create a skew symmetric matrix. This is created by the translation vectors

seen in Figure 31.
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Figure 31: Visualization of the Skew Symmetric Matrix

The resultant skew symmetric matrices were calculated by 4 to determine the
difference in error between the two translations from the Vicon frame to the quad

and camera frames

SkewSymmetricError = I — Rpypd" R (4)

The plotted results of the skew symmetric matrices created over the course of each
trial within this experiment are included below and display the error for the X, Y,

and Z rotational components calculated over the course of each trial:
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Figure 32: Skew Matrix Results for 1m Skydio Trials
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Figure 33: Skew Matrix Results for 2m Skydio Trials
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Figure 34: Skew Matrix Results for 3m Skydio Trials
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As the UAV performs trials higher in the air the skew error decreases as seen by
observing the trial data included. This decrease in error is due to the number of mark-
ers being detected in each frame and included in the PNP algorithm increases when
the UAV performs the inspections higher in the chamber. This is further displayed
in the results found by calculating the difference between both the PNP translation,
Yt., and individual translation,’t., and plotting the information. The PNP method
does not find a smoothed solution, which would use pose estimation from previous

frames, which explains values spiking to the left and right in this figure.
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Figure 35: Translation Camera to Vicon (PnP) and Translation Quad to Vicon (est-
Pose) Difference: 1m
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Figure 36: Translation Camera to Vicon (PnP) and Translation Quad to Vicon (est-
Pose) Difference: 2m
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Figure 37: Translation Camera to Vicon (PnP) and Translation Quad to Vicon (est-
Pose) Difference: 3m
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4.2 Surface Flaw Detection

This work flew trials within a hangar that provided an environment similar to the
end use-case of a UAV aircraft inspection system. Imagery from the flights within

this hangar over the F-16 show the potential effectiveness of an inspection

Figure 38: F-16 Surface Flaws On Leading Edge
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Figure 39: F-16 Surface Flaws On Leading Edge Zoomed-In
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Figure 40: F-16 Surface Flaws On Leading Edge Ground View

This image and the series of trials performed with both the Skydio 2 and the
Hexrotor within the USAFM Storage Hangar captured imperfections on the surface
of the aircraft inspected. Rivets can be counted from the max trial height of 3m as
well as oil stains, scratches in paint, and man-made flaws created with painter’s tape
(representative of exposing primer underneath aircraft paint). Tape was placed along
the leading edge of the wing of the aircraft as targets for detection. These man-made
flaws can be seen in Figure 38 and more clearly in Figure 39. This footage could be
fed to a machine learning algorithm to potentially teach a system to automatically
detect surface flaws, which is the end goal desired by the sponsor. It is clear that a

4k capable camera sensor provides ample pixel density to provide the data capturing
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component for this end-goal system even from a height of 3m.

4.3 Analysis of Alternatives: UAVs

Two UAVs were used in this research as a way to determine the effectiveness of a
Commercial off-the-shelf (COTS) system over a built UAV and to explore a variety
of on-market capabilities. The use of both vehicles will help future researchers in this

area determine which, if either, system is suitable to their research.

4.3.0.1 Sensors

The Skydio 2 includes a 4k 60 Frames Per Second (FPS) capable primary sensor
that is capable of taking high resolution photos as well as video. These options were
easy to toggle through and select but were mostly predetermined settings that were
typically selected before trial flights. These options can be changed in flight with
a few taps on the phone that is actively connected to the vehicle which allows the
user to easily select FPS, resolution, still/video capture, as well as time-lapse options.
This could be useful if manually flying these inspections so the inspection team can
actively take photos of damage that they see displayed through the streamed video,
though this would not be necessary to implement in a fully automated inspection
system. This main sensor was also attached via a gimbal but was set to be in a
90 degree facing down position during the trials. The Skydio 2 always included 6
navigation cameras that are capable of recording flight footage but this data is at
present inaccessible to the user. This could provide a more thorough inspection to
a maintenance team but would have to be accessed after developing a project with
the creators of the Skydio. The Skydio 2 also has Inertial Measurement Unit (IMU)s
and Global Positioning System (GPS) capabilities that are included to determine its

position during flight, this data is also largely unavailable but could be of great use
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for future expansion in this area of research.

The Hexrotor was modified to include a 4k 23 FPS camera to complete these trials.
This main sensor provided lower frames per second but the resolution was identical to
the Skydio 2. The key difference comes with the calibration of this system compared
to the automatic calibration that the Skydio 2 performs on boot. The Skydio 2’s
camera was automatically calibrated and adjusted, but the data from the Hexrotor
would need to be calibrated after each change of the lens position. This was only
performed once and the lens remained unchanged after. The main sensor of the
Hexrotor was mounted at a 90 degree angle but could be altered to be attached on a
gimbal easily. This system has GPS and IMUs similarly to the Skydio 2; however, all
data was accessible and telemetered to the Ground Control Station (GCS) during the
trials. The Hexrotor has an advantage here with the ease of altering and adapting the
system to the needs of the user unlike the Skydio 2 which would require the Skydio

company’s assistance in making any software or hardware changes.

4.3.0.2 Ease of Use

The Skydio 2 was able to be used and could have performed the inspection trials
out of the box. The simplicity of its design, combined with its advanced stabilization,
imaging, and collision-avoidance capabilities make this a very solid choice when per-
forming manually flown inspections. The system is very safe around expensive assets
due to its small weight and size and its always-on collision-avoidance.

The Hexrotor took months to modify to achieve the goals of this research. One of
its greatest strengths is the openness to modification and its ability to add additional
sensors and batteries to support the changes, but creating a safe, operable system with
all sensors working in tandem takes time and a great deal of testing. The Hexrotor

is also much larger and heavier which necessitates a well-trained and experienced
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operator as the pilot of the vehicle. This could be circumvented by using path-
planning algorithms to automate the flight of the system but could increase the risk

to any expensive assets that are flown around for inspection.

4.3.0.3 UAYV Selection

For the current needs of the sponsors this research suggests that a Skydio 2 would
perform the majority of the tasks desired. The Skydio 2 would provide ample imagery
of any aircraft surface from within a hangar or on a flight line, weather permitting.
This system is relatively cheap to procure with a price of under $ 2,000 and it is
manufactured and created by a US-based company for purchase and security concerns.
This UAV includes collision-avoidance to safe-guard expensive planes that would be
inspected. Current maintainers could be taught on the operating requirements of this
system in a hangar within a few hours and could perform surface inspections within
minutes while detecting trouble spots while the system is still in flight. The desired
capabilities that are not provided by this COTS system would be automated surface

flaw detection and automated flight path planning.
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V. Conclusions

This chapter includes the summary of the work performed during this research.
The outcomes of the experiments are recapitulated and the key outcomes are high-
lighted. A final discussion is included on suggestions for future research and areas to

explore following these experiments.

5.1 Summary

The goal of this thesis was to create an algorithm to detect the position of a
UAV performing a surface inspection of an aircraft. In the pursuit of this capability,
experiments were performed with two different UAVs that recorded the surface of
a stationary model aircraft as well as a full-scale aircraft in a series of trials. All
trials were performed at 1m, 2m, and 3m heights above the aircraft by two different
UAVs. Each UAV was selected for the beneficial traits each platform provided to
this research. The Skydio 2 was selected due to its COTS nature and its built-in
collision avoidance and recording features. The Hexrotor was selected due to the
open and flexible nature of the platform. Due to the Hexrotor being an ANT Center
built vehicle it proved to be much more open for data collection for additional metrics
such as battery life, GPS position, timing, and general Pixhawk data that could be
telemetered in real time.

After these test flights were performed the recorded footage was processed using
python and OpenCV libraries. These libraries detected the Euler angles and trans-
lation vectors of each ArUco marker found in a recorded frame and calculated the
estimated position of the UAV relative to position of the ArUco tags on the floor
around the scanned aircraft. After determining the estimated position of the UAV

based on the flight videos and the known position of the ArUco tags, the extrinsics
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for the camera were defined as calculated assumptions. With these data points, the
UAV position was calculated for each frame and compared to the Vicon chamber
UAV position data.

The individual marker pose estimation method alone was found to be unsuitable
for calculating UAV position utilizing ArUco tags alone. A variety of flaws within the
testing procedures or with the OpenCV libraries could be the cause of the positional
inaccuracy using the ArUco tags. Due to the positioning of the ArUco tags around
the stationary aircraft being inspected there are typically only one or two markers
detectable in each individual frame. If a larger amount of tags were used to provide
increased opportunities for detection the position could have been detected more
effectively. The alternative pose estimation method via solvePnPGeneric provided a
much more accurate position estimation and was effective at determining the location
of the UAV relative to all markers within a captured frame. PNP should be explored
further as a pose estimating solution to accurately ascertain the UAV position during

flight.

5.2 Future Work

There are many ways that this research could be expanded on or explored in

different directions. A few examples of these are listed below:

e Fiducial Marker Alternatives: There are a variety of fiducial markers that
are supported by OpenCV. These alternative markers could be tested in order
to find markers that are the easiest to detect at varying heights like this use case
needs. This research could provide more accurate position data which would
enable position from markers to be a viable location determination technique

for the inspection UAV.

e Replacement of Marker Dependency: Other research has explored using
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landmarking to determine aircraft position. A future researcher could remove
the need of fiducial markers entirely if they opted for using a landmarking tech-
nique. This could greatly benefit this research area as the end use case for this
system would be within an operational hangar. If the hangar would be unable
or unwilling to use fiducial markers in the space provided, the UAV could find
its position by detecting known symbols on the exterior of the inspected aircraft

and estimating the UAV position relative to those pre-determined landmarks.

Real-time Experimentation: The current techniques employed during the
experimental phase of this work included receiving some telemetered data from
the Hexrotor in flight. The data received included the timing information and
Pixhawk data. The ability to send start and end commands for all the dock-
erized software was also included to enable easier experimentation. A future
researcher could extended upon these real-time capabilities by including real-
time video transmission to the ground control station and perform the marker
detection and position estimation during flight. The operating code for the
Hexrotor could be altered to enable this real-time estimation and could lead to

a system nearer to the sponsor desired end capability.

Inclusion of Other Works: At the time this research was conducted, two
other students were researching other topics related to UAV aircraft surface
inspection. These students pursued the detection of the flaws on the skin of
the aircraft and a method to determine the position of the flaws within the
flight inspection footage. A future researcher could attempt to combine the
results and methods utilized across these works to develop a system including
all of these capabilities to determine the effectiveness of the system in real-world

applications.
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5.3 Final Remarks

This researched was a sponsored work exploring UAV-based aircraft surface in-
spection. The sponsor desires a system that accurately detects flaws on the surface
skin of a operational military aircraft that would aid or replace the current human
based inspection methods employed by the United States Air Force. This work at-
tempted to solve one component of the automated portion of that desired capability,
the ability to locate the position of the UAV performing the inspection. The PNP
pose estimation method was able to accurately determine the UAV position, which
could be used to determine the location of the aircraft surface flaws. During the
experimentation phase of this work the Skydio 2 aircraft was found to meet a large
amount of the sponsor’s needs. The Skydio 2 is incredibly easy to operate, maintain,
and is very low cost. These factors along with its 4K camera and collision avoidance,
enabling it to be flown safely near expensive aircraft, could be a solution for the
sponsor until a fully developed and custom-built system is created for their use case.
The sponsor desired a system that could automatically detect all the surface flaws
on an aircraft while decreasing the inspection time from two hours to under three
minutes. The Skydio 2 is not capable of flaw detection but would eliminate the need
for human inspectors to physical maneuver on and over the aircraft surface which is
very time consuming and potentially hazardous. Maintainers could be trained instead
to fly this low cost system over the aircraft and the video could then be evaluated by
these trained aircraft experts to determine locations that need closer inspection or
repair. In the near-term this would provide a large amount of the sponsor’s desired

capabilities while waiting for a fully developed automatic system to replace it.
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