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ABSTRACT 

 The Department of Defense (DOD) seeks to incorporate human-automation 

teaming to decrease human operators’ cognitive workload, especially in the context of 

future vertical lift (FVL). Researchers created a “wizard of oz” study to observe human 

behavior changes as task difficulty and levels of automation increased. The platform used 

for the study was a firefighting strategy software game called C3Fire. Participants were 

paired with a confederate acting as an automated agent to observe the participant’s 

behavior in a human-automation team. The independent variables were automation level 

(within; low, medium, high) and queuing (between; uncued, cued). The dependent 

variables were the number of messages transmitted to the confederate, the number of 

tasks embedded in those messages (tasks handed off), and the participant’s self-reported 

cognitive workload score. The study results indicated that as the confederate increased its 

scripted level of automation, the number of tasks handed off to automation increased. 

However, the number of messages transmitted to automation and the subjective cognitive 

workload remained the same. The study’s findings suggest that while human operators 

were able to bundle tasks, cognitive workload remained relatively unchanged. The results 

imply that the automation level may have less impact on cognitive workload than 

anticipated. 
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EXECUTIVE SUMMARY 

The Department of Defense (DOD) Holistic Situational Awareness and Decision 

Making (HSA-DM) program office is responsible for determining cognitive workload 

drivers for future vertical lift (FVL) and developing cognitive workload management 

capabilities. One of the most common techniques for decreasing cognitive workload is 

automating tasks previously performed by human pilots. This Naval Postgraduate School 

(NPS) capstone contributes to HSA-DM’s mission by investigating how task difficulty and 

the sophistication of automation affect human behavior in a human-automation team 

(HAT) environment. The results from the study suggest that more sophisticated levels of 

automation do not necessarily drive down cognitive workload as much as other factors 

such as scenario difficulty.  

Researchers conducted a “wizard of oz” type study with twenty participants and 

one confederate. Each participant was teamed with the confederate and assigned to 

extinguish a forest fire within a software program called C3Fire. The participant population 

consisted of mid-grade (O3-O4) officers in the Army, Navy, and Marines pursuing 

graduate-level degrees at NPS. None of the participants reported any familiarity with 

C3Fire, but they did have ranging experiences with automation. The independents variables 

for this study were automation level (within; low, medium, high) and queuing (between; 

un-cued, cued). The confederate following a pre-scripted level of automation which 

“upgraded” after each iteration. The confederate followed a specified level of automation 

that corresponded to one of Sheridan’s levels of automation (Sheridan 1978). The 

dependent variables included the number of messages transmitted, the number of tasks 

handed off to the confederate, and the subjective cognitive workload reported by the 

participant. The participant and confederate completed one training scenario and three 

(live) scenarios in approximately 70 minutes.  

This study’s results indicated that the level of automation did not have a significant 

effect on cognitive workload. The study’s results did show that participants sent more tasks 

to automation by using features as they became available. Participants generally used the 

more sophisticated levels of automation to bundle tasks into single messages. Participants 
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handed off significantly more tasks to automation after the bundling feature became 

available. However, further increasing the amount of bundling did not result in a significant 

increase in the number of tasks passed to automation. While participants sent more tasks 

to the automated agent, the cognitive workload remained the same throughout each 

iteration.  

The results suggest that developers of the next generation FVL platform should 

build automation features that allow humans to bundle tasks into a single transmission to 

enable humans to send more tasks to an automated agent. Bundling was effective in 

allowing participants to send more tasks to automation more quickly. But creating features 

that allow humans to transmit more tasks to an automated agent will not necessarily 

alleviate the human operator’s cognitive workload.  

 
 
Reference 
 
Sheridan, T.B., & Verplank, W. 1978. “Human and Computer Control of Undersea 

Teleoperators.” MIT, Man-Machine Systems Laboratory, Department of 
Mechanical Engineering, Cambridge, MA. 
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I. INTRODUCTION 

A. PROBLEM STATEMENT   

The Future Vertical Lift (FVL) Program is a key pillar in the Army’s modernization 

strategy. It is an investment in next-generation air vehicles that are designed to dominate 

throughout the 21st Century. The creation of new initiatives and programs, such as FVL, 

pushes for innovation to ensure the United States’ can win in an era of great power 

competition. One such innovation is the use of advanced automation in these future 

systems. Keller (2020) identifies that, as FVL becomes a reality, pilots will be working 

alongside automated systems on a myriad of tasks. He also determines however, that 

aircrew effectiveness requires better interfaces between aircrews and automation.

Developers everywhere, not just those in FVL, strive to identify the best methods 

for transferring tasks between humans and automation. The number of tasks controlled by 

either human, automation, or a combination thereof, are numerous and vary in complexity. 

This capstone attempts to address and make recommendations to improve existing methods 

of task hand-off between humans and automation. This capstone contextually relates to the 

FVL platform, but the results can potentially be used in other areas as well. The project 

scope includes different types and levels of automation that are on the market or being 

developed, critical themes in team interactions and situational awareness, and issues that 

pilots face with current automated systems.  

B. OBJECTIVES  

The primary objective of this research is to understand task handoff between 

human-automation teaming and their impact on the operator’s workload. The secondary 

objectives explore factors of effective and ineffective human-automation teaming, as well 

as specific hand off methods.  

This research will inform the Holistic Situational Awareness- Decision Making 

(HSA-DM) program office of effective methods of transitioning tasks between humans and 

automation to provide situational awareness, crew resource management, information 

processing, and decision making in the FVL initiative.  
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C. RESEARCH QUESTIONS 

Does task difficulty and automation capability impact handoff behavior and operator 

workload? 

1. Does higher levels of automation result in lower workload in Human 

Automation Teaming (HAT)? 

2. Is it more effective to hand off tasks one at a time or bundle them in HAT? 

3. Can task difficulty increase human to automation interaction?  

4. What are some phenomena that indicate ineffective human automation 

teaming? 

D. THESIS ORGANIZATION  

The remainder of the capstone report is organized into chapters to incorporate the 

topic, problem, and research questions fully. Chapter II provides the literature used to 

explore the different levels of automation, measures of cognitive workload, and research 

related to human-automation team performance. The context and surrounding research of 

Chapters I-II introduce the methodology of the experiment in Chapter III. In Chapter IV, 

we present the results of the experiment. Finally, Chapter V summarizes the conclusions 

derived from our analysis of the results.  
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II. LITERATURE REVIEW  

A. INTRODUCTION 

Two critical questions in automation that need to be defined to determine the best 

way to hand off information are: What is the system doing, and how will it respond to 

particular interventions? The required data to answer such questions will usually be 

obtainable somewhere in the system, but it can be cognitively difficult to obtain the data 

(Sarter et al. 1997). A review of research focused on task handoffs between automation 

and humans is useful in determining the most effective practices. Understanding the 

operator’s requirements, the importance of shared understanding, and what can cause an 

error in the use of automation is critical to the successful transition of information between 

humans and automation (Sarter et al. 1997). 

The four main themes discussed in this literature review are automation, automation 

and trust, situational awareness, and automation surprise. These themes are critical to 

understanding the nature of this problem. To understand task handoff between humans and 

automation one must first know what automation is. Once an operator knows and 

understands the automated system the operator can begin to build trust in it. From there the 

operator and automation can build situational awareness, just like if the automation was 

another human. Finally, even with all these factors the operator can still experience 

automation surprise which can lead to disastrous consequences.  

B. AUTOMATION  

The tasks that humans do today will be carried out by automation in the future. 

Parasuraman and Riley (1997, 231) refer to automation as “the execution of a function that 

was previously carried out by a human.” Shively (2018) notes that automation has 

transformed from simple “tools” to intelligent agents expected to function as teammates. 

He points out that human-automation teaming (HAT) is the idea that human agents are 

expected to work with automation in a similar method to how human-human teams operate. 

Sarter (1997) however, states that workload between the automation and operator must be 

slanted toward the automation, as it is able to handle more tasks. Hari et al. (2020) assess 
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that human-in-the-loop automation is an effective way to manage workload and task 

transfer between humans and automation. The automated system analyzes the data, and the 

human makes informed decisions based on the work the automation has produced. A 

collaborative effort between humans and automation in a predictive algorithm is needed to 

succeed, since both have complementary respective strengths and weaknesses.  

No matter what the automation is tasked to do, automated systems must be 

categorized to understand exactly what the operator tasks are and what the automated tasks 

are. Sheridan (1973) recognizes 10 levels of automation and bases them on how much of 

the work the automation does and how much the automation tells the human. The Society 

of Automotive Engineers’ (SAE) Taxonomy on Automated vehicles (On-Road Automated 

Driving (ORAD) committee 2021) defines vehicle automation into six levels. This 

taxonomy is based on how much responsibility the driver shares with the system and what 

each agent is expected to do at each level. The taxonomy identifies each agent’s tasks as 

control of the dynamic driving task, object and event detection and response, and fallback 

in case of an emergency. Taxonomies like these are critical for building trust in automation 

and avoiding automation surprise, as the operator will know exactly what he/she has to do 

and exactly what the automation has to do.   

C. AUTOMATION AND TRUST 

One factor that improves task handoff is trust. This is the case for human-to-human 

interactions, as well as human to automation interactions. Castelfranchi and Rino (2010) 

discuss three components of building trust in a dichotomous relationship: an operator’s 

trust in automation to complete a task; the trust an operator has that the control mechanism 

to intervene in an automation’s task will work if the situation arises; and the trust that 

automation has that the operator will intervene if needed. Hoffman et al. (2013) continue 

this thought process and identify three different attributes: the relationship between humans 

and automation as incredibly complex and varies between technology and people; that trust 

in automation is dynamic and fluid; and, overly complex systems sometimes attract 

unjustified mistrust due to their complexity.  
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Even though a pilot trusts the copilot, the pilot must be ready to intervene when the 

copilot needs help. Operators also must be ready to intervene with automation. Hoffman et 

al. (2013) developed a new form of trust, negative trust, to explain the attitude toward an 

expectation of automation glitches and automated tasks operating in a degraded state. They 

describe negative trust as the expectation that automation will have bugs and require 

constant monitoring to ensure an operator can develop a workaround. This is like 

Castelfranchi and Rino’s work in that both studies determined the best way to build trust 

in an autonomous relationship is for human operators to feel comfortable that they can take 

back control if the situation requires. Rome et al. (2002) identified an earlier version of 

negative trust by observing that automation, such as autopilot, is often used when the 

workload on the operator is low. Sarter et al. (1997) noted the same phenomenon by 

observing when pilots reach cruising altitude and heading in calm weather, the pilots 

engage the autopilot. When the flight environment is more complex, pilots assume control 

of the aircraft because they do not feel that the automation device will accomplish the same 

end state. Colebank (2008) concluded that humans do not trust automation as much as they 

do other humans, even if the humans are failing. Colebank conducted a “Wizard of Oz” 

study that showed that when the performance of the human confederate degraded, the 

participant tried to send more messages to the human, but when the automated confederate 

degraded, the participant simply internalized the problem and tried to fix it without pushing 

the automated agent.  

Though trust is critical, having too much trust in automation often leads to 

catastrophe. Parasuraman and Riley (1997) found that, while previous studies showed 

operators lost faith in automated systems after they failed to complete a task, most operators 

continued to trust automation even after catastrophic failures. They determined that the 

ideal situation between a human-automation team is to have mutual control and intervene 

if the automation has low reliability of completing the task. Stilgoe (2018) backs up this 

assessment and indicates that some operators, especially those with little to no training, 

trust automation too much. Sumwalt (2021) credits this phenomenon as one of the primary 

reasons for a series of Tesla “autopilot” crashes between 2016 and 2021where, “the car 
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driver’s inattention due to overreliance on vehicle automation,” led to fatal traffic 

accidents.  

D. SITUATIONAL AWARENESS (SA) 

A key area that an automated system must help the operator in is situation 

awareness (SA). Endsley (1995) assesses that SA is essentially understanding what is 

happening in the environment and its influences on the present and the future. She offers 

the three-level model for SA and details these steps as perceiving, comprehending, and 

predicting. Endsley’s model (Figure 1) outlines situational awareness, regarding the state 

of the environment, as perceived, comprehended, and applied (projected) by the human-

agent with factors such as goals, objectives, and expectations in consideration. Flach 

explains the following on situational awareness: 

[Situational awareness] calls attention to meaning – meaning not in terms 
of a particular individual’s interpretation but in terms of ‘what matters’ – 
that is, meaning as a measure of what could or should be known to respond 
adaptively to the functional task environment. In this sense, meaning is not 
subjective but can be objectively specified based on normative 
considerations of the fit or appropriateness of decisions and actions and the 
demands of the task environment. (Flach 1995, 152)  

Researchers use this explanation of SA as a human factor and apply it to their 

understanding of its place in task handoff and take-back, not only between humans but also 

between humans and automation. One must ensure that both sides of the task transfer can 

attain and maintain SA as part of the process. 
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Figure 1. Model of Situational Awareness in Dynamic Decision-Making. 
Source: Endsley (1995, 35). 

Maintenance of SA is critical to performance. Roseman et al. (2018) steered toward 

SA as the common denominator for successful task transfer between humans, as well as 

the facilitation of subsequent decision making. Dekker (2015) speaks to the danger of 

losing situational awareness and refers to complacency as a catalyst for such an occurrence. 

He points out that “loss of situational awareness has become the favored cause for mishaps 

in aviation and other settings” (2015, 159). One can surmise that the utilization of 

situational awareness, conceptually, has become synonymous with accident prevention 

while the “loss of situational awareness” is chronically used to assign blame for mishaps. 

Parasuraman and Manzey further outline complacency as a reason for a loss in situational 

awareness. They state this phenomenon “results from the dynamic interaction of personal, 

situational, and automation-related characteristics” (Parasuraman 2010).  

Just as each individual has to have SA, the entire team must have SA as well. 

According to Endsley, “overall team SA can be conceived as the degree to which every 

team member possesses the SA required for his or her responsibilities…independent of any 

overlaps in SA requirements that may be present” (1995, 39). The overlaps of situational 
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awareness between team members facilitate coordination. She suggests that the 

interdependency of SA in a team, whether it is human-human or human-agent, relies on all 

members having full situational awareness of their responsibilities, or the team’s output 

will degrade. There are critical areas (the overlaps) that multiple or all members must be 

aware of for complete team performance. The total overlap point (dead center of this 

model) is where all the available SA is consolidated and can produce the most optimizing 

decision-making processes. Figure 2 further illustrates SA interdependency in a team 

dynamic.  

 
 

 

 

 

 

 

 

Figure 2. Venn Diagram of Team Situation Awareness. Source: Endsley 
(1995, 39). 

Salas et al. (1995) pose a different model in Figure 3 to illustrate the dynamic of 

team situational awareness compared to an individual situational awareness model.  

Figure 3 illustrates fewer factors than Endsley’s models; they portray similar constructs, 

highlighting the presence of pre-existing knowledge, predispositions, interdependence, and 

goals.  
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Figure 3. Figure 1: Salas’ Models of Individual and Team Situational 

awareness. Source: Salas et al. (1995, 130). 

E. AUTOMATION SURPRISE 

One of the most common themes among the current research is a phenomenon 

called “automation surprise,” where the automated device conducts an action without the 

operator knowing that it has taken place or that the automation can take action, such as 

powering itself off. The FAA (2013) notes, “A major factor in aircraft incidents and 

accidents is that pilots fail to keep up with technological changes, resulting in surprise and 

confusion. Their report suggests that insufficient crew knowledge of the automated systems 

is a factor in more than a third of the accidents and serious incidents.” A sub-theme in 

automation surprise is pilot confusion (Rankin et al. 2016). If the handoff of information 

between the pilot and automated system is incomplete, the potential for the pilot to 

misinterpret the information from the system or to completely miss the information is high. 

Rankin et al. (2016, 623) notes, “procedures and checklists guide pilots in managing system 

variations and failures. However, as events unfold, such as multiple disturbances and 

failures, the complexity of the systems may entail difficulties in identifying subtle cues and 

isolating failures that, over time, may progress into serious accidents.”  

Compounding automation surprise is attentional impairment. Dehais et al. (2011) 

states that attentional tunneling causes operators to overly focus on operating the vehicle 

resulting in missed error or warning messages. In the Dehais experiment, the operator was 

given a task to perform in an automation supervisory role. During the vehicle’s mission, 
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the display would inform the user that the battery was low on the vehicle and the car had 

to return to base to charge. Many operators missed the cue and overrode the vehicle to 

complete the mission despite the automation warnings. A similar tunneling event while 

flying an aircraft could lead to a collision or crash if the pilot missed the automated 

warning. Semmens et al. (2019) conducted a study to determine when drivers may have 

attentional impairment. Drivers drove a car for 45 minutes. As they drove, the car asked 

the driver if it was a good time to receive information. They found that steering wheel angle 

when turning the car and change in brake oil pressure were good predictors of the driver’s 

desire to want to receive information. There may be similar, relatively simple, indicators 

of aircraft state that may help an automated system determine when is a good time to 

provide information to the pilot. 

If an automated system is poorly designed, the pilots will not only miss the 

warnings, but they will also misinterpret the information presented or not receive the 

information at all. Pizzoli et al. (2014) states, “Automatic transitions may be notified to the 

pilot (via visual or aural feedback) or may be hidden. In the case of a poorly designed 

feedback, or because of a gap in the attention of the pilot, the feedback is likely to be 

missed: the transition is unseen.” To test automation confusion, the pilots were given three 

situations where any one of the confusion events could occur. Only a small percentage of 

the pilots were able to catch the errors the autopilot was making. The most significant 

number of pilot errors were made when the autopilot chose without the pilot knowing the 

choice was made or that the autopilot could make a choice. Another contributing factor to 

missed alerts is the amount of interaction the pilots must have with the Flight Control Unit 

(FCU) that detract them from their ability to monitor what operations the autopilot is 

managing (Rome et al. 2002). During the test, an auditory warning was proven to 

effectively get the pilot’s attention of a change to what the autopilot was managing. 

Regardless of the type of visual signal, the operator would miss the information that the 

automated system was trying to present.  
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F. SUMMARY  

As the demand for a new generation of vertical lift systems rises, automation in 

“self-driving” cars soar, and higher output of task execution becomes more prevalent in 

our daily activities, uncertainties of the unknown increase. The delegation of tasks between 

humans and automation is critical in successful team cognition, mental model, and 

situational awareness. Although scholars and researchers have discovered methods to 

improve effectiveness to better interface humans and automation, there are still concerns. 

The problem is task handoff between humans and automation requires significant training 

and, in the absence of it, could lead to automation surprise that potentially results in fatal 

accidents. 

Research suggests that, though an operator’s workload might decrease with higher 

levels of automation, the operator’s mental workload does not, as the operator still has to 

track what is happening around him or her, as well as what the automation is doing. Also, 

even though automation might be able to accomplish a majority of the tasks, an operator 

might not trust it to. Based on previous research, this thesis study hypothesizes that, as the 

scenario difficulty and automation level increase, humans will be more likely to handoff 

tasks to the automation confederate. 
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III. METHODOLOGY 

A. INTRODUCTION 

The project intended to inform the Holistic Situational Awareness-Decision 

Making (HSA-DM) program office of effectively transitioning tasks between humans and 

automation for implementation in the Future Vertical Lift (FVL) initiative. Our goal is to 

measure the correlation between task difficulty and automation level during task hand offs, 

utilizing a “Wizard of Oz” type approach and the C3 Fire Program. At the end of the 

research, all subjects were informed of the deception through email.  

B. STUDY PARTICIPANTS 

In accordance with the approved Intuitional review Board protocol, all participants 

signed a consent form informing them of their rights as volunteer participants in the 

experiment. The research team solicited participants through emails, posters, flyers, and 

personal contacts of Naval Postgraduate School’s faculty and students. The 20 participants 

who enrolled in the study were male and female military officers and NPS civilian 

employees, ages 25–55. 

The research called for a participant to be the operator of the C3Fire program. The 

participant was tasked to fight the fire using the assets provided within the program. To 

help the operator, the research team provided an “automated agent,” which conducted 

various tasks within C3fire. The “automated agent” was a research team member in an 

adjacent room, who served as a confederate for the study. In addition, the participants and 

the confederate communicated through a text chatbox in the program.  

C. RESEARCH STUDY DESIGN 

Our study design centered around a “Wizard of Oz” type study, in which NPS 

students and faculty used the C3Fire program within the Glasgow Hall HSI laboratory. We 

utilized a “Wizard of Oz” experiment to have more control over the levels of automation 

and provide a means to measure the effectiveness of task transfer. In a “Wizard of Oz” 

design a participant is told that they are working with a program to accomplish tasks, when 
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they are actually working with a human confederate in another room. This design does 

three things: first, it allows researchers to conduct studies without having to program or 

code advanced AI or software. Second, our research suggests that working with new types 

of automation requires extensive training for operators to use, but this design allows 

participants to skip that training, as the human confederate will understand what the 

participant is trying to do better than a rudimentary software program. Finally, our research 

also suggests that humans work differently with automation than they do with other 

humans, so for the purposes of the Future Vertical Lift (FVL) Program we needed to ensure 

that participants thought that they were working with automation.  

The Wizard of Oz method relies heavily on effective subject deception in that they 

believe they are working with newly developed software to aid in task management. The 

deception is necessary to gain valuable data from the exercise. In addition, the subjects 

received the opportunity to request their data to be removed from the research.  

The study used the C3Fire platform for four primary reasons. First, the program 

was successfully used to test human team performance and HAT in previous studies 

(Colebank 2008). Second, the program was readily available within the NPS Human 

Systems Integration (HSI) Laboratory with subject matter experts on the faculty staff. 

Third, the program allowed the research team to solicit participation from all NPS students 

and faculty compared to using a realistic aircraft simulator, limiting the participant pool to 

rated pilots. Finally, the C3Fire program enabled the research team to more broadly observe 

how humans hand off tasks to automation and take them back. Developers of C3Fire 

created the software program to specifically study task handoff between humans. 

Researchers for this capstone adopted C3Fire to study allocation of tasks between a human 

and a confederate acting as an automated agent. The C3 Fire Program is a computer based 

microworld, in which a team of human agents direct firefighting assets to extinguish a 

forest fire. The interface consists of a map with generic icons that represent the assets 

available to the team. The user controls the assets by first clicking the icon and then on the 

location where the user wants the asset to go. The firetrucks extinguish the fire while water 

trucks refill the fire trucks. Figure 4 shows a snapshot of the C3Fire interactive map. 
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Figure 4.  Snapshot of the C3Fire map 

Each scenario was ten minutes long. The independent variable in each scenario was 

the level of automation. To create each level of automation, the team utilized Sheridan’s 

Levels of Automation, seen in Table 1. The research team ultimately decided to base the 

automation levels on Sheridan’s levels. The researchers’ low-level automation is based on 

Sheridan’s level one automation. It was only able to refill one fire or water truck at a time, 

and could only acknowledge commands. The mid-level automation was based on 

Sheridan’s level three automation. It could refill two trucks in a row and notified the 

participant when a fire truck or water truck was low on water. Finally, the high-level 

automation was based on Sheridan’s fifth level. It could refill three trucks in a row and it 

asked permission to refill subsequent trucks, to which all the participant had to do was 

reply with “y.” The map, locations of assets, and the fires were in the exact place for each 

scenario. The only change between the scenarios is that the map was rotated 90 degrees, 

and the level of automation increased.  
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Table 1. Sheridan’s Levels of Automation 

 
 

For this study, NPS users used C3Fire and a chat box to communicate to the 

research team’s confederate, who represented an advanced automation program. The 

confederate’s computer was connected by Local Area Network Switch (LAN) from a desk 

in another room. During the exercise, the participants completed four scenarios (one 

training and three data collection scenarios) within C3Fire. During each scenario, the 

researcher queried the participant on their Continuous Subjective Workload Analysis 

Graph (C-SWAG) every minute to gauge how cognitively engaged the participant was at 

the point of time. After each scenario, the research team disseminated a survey to the 

participants to query their interaction with automation, including how they experienced 

handoffs, how they perceived of cognitive overload, and how training impacted their ability 

to perform their tasks. Table 2 shows the basis for how the human operator (NPS Student 

participant) communicated with the confederate. 



17 

Table 2.  Script for Automation Confederate 

 
 

D. MATERIALS AND EQUIPMENT 

1. C3Fire Software version 3.4.1.0: C3Fire presents a simulated environment 

that permits collaboration and controlled studies of cooperation and 

coordination in a dynamic environment. The program generates a task 

environment that consists of complex, dynamic, and opaque 

characteristics. We used C3Fire Software version 3.4.1.0. 

2. 3 x Alienware Laptop Computer 2020 Alienware m15 R3 i9-10980HK 

32GB 1.5TB SSD 15.6” FHD RTX 2070 SUPER Dark (Human Agent, 

Server, Confederate) 

3. Separate windows-based Dell Laptop for survey completion 

4. Mouse 

5. Attached laptop Keyboard 

6. Empatica E4 Heart Rate Monitor  

7. 8 port LAN server LNX-800A 

8. 2 x 10-foot ethernet cables 

9. 1 x 40-foot ethernet cable (confederate laptop to server) 

10. 1 x 6 Port electrical power strip  

All equipment and materials listed above were arranged as shown in  Research Lab Layout 

in Figure 5.  
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Figure 5.  Research Lab Layout 

E. VARIABLES 

1. Independent Variables. 

The independent variable in this study is the level of automation (low, medium, 

high). The scenario was designed to be challenging as a forcing function to motivate the 

participants to use the “automation agent.” All participants interacted with all three levels 

of automation while attempting to contain the fire in three separate scenarios. The levels 

of automation were purposely not randomized between participants.  

 
2. Dependent Variables 

The dependent variables consisted of of NASA TLX measures, heart rate 

monitoring (Empatica E4 wearable device, C-SWAG, C3Fire program metrics (area 

burned, common inefficiencies), and character count when communicating with 

automation. Each measure evaluated participants behaviors in relation to the different 

levels of automation. 
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F. SEQUENCE OF EVENTS 

Upon arrival, each participant filled out a consent form and completed a survey, 

found in Appendix A, querying their experiences with automation. Then they watched a 

five-minute video explaining the purpose of the research, capabilities of the automation 

(research confederate), and their objectives during the scenarios. During training, the 

participants were provided with an Empatica heart rate monitor to gauge stress during the 

scenarios. They received a briefing and examples of the cognitive workload questions that 

were asked throughout the scenarios. Next they received 10 minutes of training on C3Fire, 

in which each participant: 

1. received instructions on the functions of C3Fire available to them 

2. received instructions on the movement of assets to fight the fire 

3. practiced task handoff with the automation, and 

4. received instructions on general strategies for firefighting.  

Once the practice scenario was complete, the participant completed the three 

exercise scenarios. Scenario one utilized the low level of automation, scenario two utilized 

the middle level of automation, and scenario three utilized the high level of automation. 

Each participant conducted the scenarios in this order. The data collected consisted of heart 

rate, C-SWAG, percentage of fire extinguished, number of tasking errors, number of tasks 

handed off, and survey data. The participants were asked to report their cognitive load each 

minute during the training and scenarios on a scale of 1 to 100: 

• A C-SWAG of 1 means that the participant is not cognitively active and is 

most likely bored. 

• A C-SWAG of 50 means that the participant is cognitively active but can 

handle more tasks. 

• A C-SWAG of 100 means that the participant is experiencing cognitive 

overload and cannot handle any more tasks.  
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After each scenario, the participants filled out a survey to gauge their experiences 

with each level of automation. At the conclusion of the exercise, the participants filled out 

a post-exercise survey to query their interaction with the automation, to include handoffs 

and perception of cognitive overload. The success of the research depended on participants’ 

belief that they were interacting with an automated agent. After the study, the participants 

were informed of the role of automation played by a human. In addition, the investigators 

confirmed that the participants continued to consent for their data to be used in the study. 

All surveys can be found in Appendices A through E. The results of the surveys are 

compiled in Appendix G. The task breakdown is shown in Table 3. 

Table 3. Subject Task Breakdown 

Task Number Task Time 
(Mins) 

1 Receive brief from the Research Team on the exercise, 
Obtain Consent 

5 

2 Complete Automation survey 5 
3 Receive C3Fire Training 15 
4 Complete C3Fire Scenario 1 10 
5 Complete C3Fire Scenario 2 10 
6 Complete C3Fire Scenario 3 10 
7 After Action Survey 10 
8 Debriefing Email 5 
Total 70 
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IV. RESULTS 

A. OVERVIEW 

Researchers found that participants did not send more messages to the confederate 

across all three scenarios. However, researchers found that participants handed off more 

tasks to the confederate in scenarios 2 and 3 compared to scenario 1. The difference in the 

number of tasks handed off to the confederate in scenario 2 was not significantly different 

in scenario 3. No matter the level of automation sophistication (independent variable), 

participants reported an increase in cognitive workload across all scenarios.  

B. C3 FIRE CHAT LOG ANALYSIS 

The C3Fire log files contain the messages exchanged between the participant and 

the confederate. The research team counted every time the participant sent a message 

throughout each scenario. The research team then analyzed the content of the messages 

sent from the participant to the confederate in order to determine the number of tasks 

handed off. In scenarios 2 and 3, the participant had the option of sending two or three 

tasks in one message. For example, in scenario 1, participants can only hand off one task 

to the confederate per message, such as to refill one fire truck or order a water truck refill 

itself. In scenario 2, the participant could request the confederate to assign a water truck to 

refill two fire trucks in one message. In scenario 3, the participant could request the 

confederate refill three fire trucks in one message and reply with a “y” or “n” in response 

to the confederate requesting to complete a task. The number of messages and tasks handed 

off by each participant are displayed in Table 4.  
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Table 4.  Task Handoff from Participant to Automation Confederate 

 
 

1. Messages Sent to Automation 

There was no statistically significant difference between the number of messages 

sent to automation. The number of messages sent was not normally distributed, evidenced 

by an Anderson-Darling normality test (p=.1078). In response, the researchers conducted 

a non-parametric equivalent to a repeated measures ANOVA, the Friedman test, on the 20 

participants to determine a statistical difference in the number of messages passed to 

automation across the three scenarios. Scenario 1 had the fewest tasks handed off to 

automation (median = 14), and Scenarios 2 and 3 had the most (median = 15). The test 

revealed that there was not a statistically significant difference (Q=1.75, p > .416).  

 
2. Tasks Handed off to Automation  

While there was no difference in the messages sent to automation across scenarios, 

there was a difference in the number of tasks handed off to automation across scenarios. 

Again, the data was not normal, confirmed by an Anderson-Darling normality test with a 
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p-value of .155. Therefore, the researchers then conducted a non-parametric Friedman test 

on the 20 participants to determine if there was a statistical difference in the number of 

tasks passed to automation across the three scenarios. Scenario 1 had the fewest number of 

tasks passed off to automation (median = 14), and Scenario 3 had the most (median = 20.5). 

The test revealed a statistically significant difference (Q=49.668, p < .001). Researchers 

conducted a post hoc analysis using pairwise Wilcoxson signed ranked tests, with 

Bonferroni correction for multiple comparisons, to determine which scenarios were 

different from each other. The tests revealed that the number of tasks passed off in  

Scenario 1 was significantly different from the number of tasks handed off in Scenario 2 

(p < .001) and in Scenario 3 (p < .001). However, there was no statistically significant 

difference in the number of tasks passed off between Scenarios 2 and 3 (p = .20). 

Overall, the analysis assesses the effect of scenario (1, 2, 3) and study type (cued 

and un-cued) on the number of tasks handed off to automation. Scenario was a statistically 

significant explanatory variable but not study type. Post-hoc analysis showed that the more 

sophisticated the automation, the more tasks were handed off to automation. Figure 6 

depicts the tasks handed off to automation by scenario and by study. The statistically 

significant difference between scenarios 1 and 2 indicates task bundling leads to more tasks 

being handed off to automation. But the statistically insignificant change between scenarios 

2 and 3 indicates that more bundling does not lead to more tasks being handed off to 

automation.  
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Figure 6.  Interval Plot of Tasks Passed to Automation 

C. COGNITIVE SUBJECTIVE WORKLOAD ASSESSMENT GUIDE 
(CSWAG) RESULTS 

CSWAG reports in study 1 contained more variability due to some participants not 

noticing that the notification for the second fire at minute 3. Researchers, therefore, could 

not conclude if levels of automation or scenario difficulty contributed to differences in 

changes in CSWAG across scenarios. However, all participants in study 2 noticed or were 

alerted to the second fire and therefore experienced a similar scenario complexity. Study 2 

participants, who reported a consistent rise in cognitive workload with no difference across 

scenarios, indicate that the level of automation had no significant effect on cognitive 

workload. The CSWAG results for scenarios 1, 2, and 3 were significantly different in 

study 1 but were not statistically different in study 2. A Kruskal-Wallis test for study 1 

resulted in a P-value of .028, indicating that at least one scenario’s CSWAG scores were 

significantly different. The Kruskal-Wallis test for study 2 resulted in a P-value of .311, 

indicating that the CSWAG scores remained unchanged between scenarios. Figure 7 

depicts the Kruskal-Wallis tests for both study 1 and study 2.  



25 

 
Figure 7.  Kruskal-Wallis Test for Study 1 vs. Scenario (1,2,3) and Study 2 

vs. Scenarios (1,2,3).  

Researchers observed some subjects who overlooked the second fire in study 1 

reported much lower CSWAG scores near the end of the scenario. The split population in 

study 1 of individuals who did and did not know there was a second fire helps explain a 

statistical difference among scenarios. Researchers fit a logarithmic model to each study. 

Researchers chose a logarithmic model because as the number of tasks increased, 

Researchers suspected that the workload increased logarithmically. The increase in 

workload from performing one task to two tasks is greater than the increase in workload 

from two tasks to three tasks. The resulting logarithmic models and corresponding R2 for 

each study and scenario are displayed in Figure 8. Note that in study 1, scenarios 2 and 3, 

several participants reported decreasing workloads at minutes 5 through 10. These 

participants did not notice that there was a second fire. In study 2, participants were made 

aware of the second fire at minute 5 if participants did not notice the second fire earlier. 

Those that did notice the second fire in study 1 are indicated with a blue line.  
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Figure 8.  Study 1 and Study 2 and Associated Logarithmic Models and the 

Associated R Square. Blue Lines Indicate Participants Who Noticed the 
Second Fire in Study 1. 

When the logarithmic models are overlaid on the same graph, researchers observed 

a decreasing CSWAG score between scenario 1, scenario 2, and scenario 3 for study 1. 

Study 2 displayed a decreasing score from scenario 2, scenario 1, and scenario 3. However, 

the range of R2 values for the mathematical models in study 1 was .10 - .39, while study 2 

was .26 - .52. Thus, overall, the trends in CSWAG in study 1 were different across 

scenarios but with low accuracy and study 2 appeared to show very little difference across 

scenarios with relatively higher accuracy. The model comparison is demonstrated in  

Figure 9.  
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Figure 9.  Comparison of CSWAG models for both study 1 and study 2  

D. NASA TLX RESULTS 

The NASA TLX results failed to depict statistical differences between scenarios in 

all the studies across each measure. However, while the mental demand question was not 

statistically different, there was a very slight decrease throughout the scenarios, as depicted 

in Figure 10. The remainder of NASA TLX is displayed in Appendix B. 
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Figure 10. Mental Demand NASA TLX (Study 1 and Study 2) 

The most meaningful metrics collected from this study were the C3 Fire Chat log 

analysis, Continuous- Subjective Workload Assessment Guide (CSWAG) scores, and 

NASA TLX. Researchers collected several additional metrics for this study, but analyses 

revealed no statistically significant results, which can be found in Appendix C. The heart 

rate variability for each study failed to show any collective rise or fall in workload that 

indicated a significant difference between scenarios or studies. NASA TLX failed to show 

statistically significant differences in any of the six parameters but did show a collective 

drop in mental demand.  
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V. DISCUSSION 

A. PURPOSE 

The study’s primary purpose was to evaluate how task difficulty and automation 

capability impact handoff behavior and operator workload. The trends and observations 

from the study are intended to inform designers of the U.S. Army’s Future Vertical Lift 

systems in developing more efficient HAT. Using a Wizard of Oz study to replicate varying 

levels of automation, researchers developed three ten-minute scenarios in a software-based 

team evaluation program called C3Fire. The participant population consisted of mid-grade 

(O3-O4) officers in the Army, Navy, and Marines pursuing graduate-level degrees at the 

Naval Postgraduate School. None of the participants reported any familiarity with C3Fire, 

nor did their responses regarding the frequency of use and/or trust in automation differ 

significantly.  

B. HYPOTHESIS ONE 

The higher the level of automation sophistication, the more tasks participants 
will handoff to the confederate 
 
This research study showed that participants transferred statistically more tasks to 

automation as automation became more sophisticated, which supports the hypothesis that 

the levels of automation bear an effect on human behavior. Researchers defined “behavior” 

as the number of tasks handed off between participants and automation. Using Sheridan’s 

levels of automation (Sheridan, 1978), researchers adapted the automated confederate’s 

capabilities to increase the ability to transfer tasks with each scenario. Participants used the 

automation commands in higher levels of automation to bundle tasks into single messages. 

While the number of messages each participant sent did not significantly differ between 

scenarios, the number of tasks rose significantly between scenarios 1 and scenarios 2 or 3. 

The significant rise in task handoff was due to the participants’ ability to bundle tasks. 

Participants used the capability to transfer more tasks, with a smaller handoff cost, in a 

standardized timeframe.  
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C. HYPOTHESIS TWO 

The higher the level of automation sophistication, the less cognitive workload 
participants will report. 

 
This study was inconclusive on the hypothesis that the level of automation would 

impact a human’s cognitive workload. Based on the first ten participants, the analysis 

suggests that the average cognitive subjective workload assessment decreased as the 

automated capabilities increased. However, during study 1, only 40% of the participants 

recognized the emergence of a second fire. Those who did not notice the second fire in 

study 1 reported very low workload scores later in the scenario due to them not noticing 

automation telling them there was a second fire. The split population in study 1and 

subsequent analysis showed that the logarithmic models point to a difference in behavior 

via the unexplained variance. Therefore, the mathematical models could only be used as a 

general indicator. Participants 11–20 all were notified that there was a second fire due to 

the addition of the proctor ensuring that participants checked the log at the 5-minute mark. 

The mathematical models based on the CSWAG scores reported by participants 11–20 

were more accurate (R2 of .52-.26) but showed no statistical difference in CSWAG 

between scenarios. 

The research team noticed that study 2 participants reported a higher median 

CSWAG in scenario 2 (67.5) versus scenario 1 (60), and 3 (50). One potential interpretation 

comes from the experimenter’s observation. In scenario 1, participants only had to send 

messages to the automation. In scenario 2, they had to send messages, but then also monitor 

the chat window for additional information. In scenario 3, they may have realized that they 

did not need to monitor the chat as closely because the experimenter would alert them to 

the second fire. While the research team cannot confirm this hypothesis, it does provide a 

potential explanation for the increase in scenario 2, study 2, which was not evident in  

study 1.  

In addition to the CSWAG observations, the research experiment included post-

scenario surveys based on the NASA Task Load Index (TLX) to enhance subjective 

workload assessments between participants. The NASA TLX results were not statistically 
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different between scenarios or studies, but the mental demand highlighted an indication 

that supports the hypothesis. Mental demand slightly decreased in scenario 3 in both pools 

of participants. While not statistically different, the decrease would support the hypothesis 

that the higher level of automation may decrease mental demand. However, such as the 

case of CSWAG, the decrease may be an indicator that participants were learning how to 

use automation and not because the level of automation was relieving them of temporal 

demand.  

D. LIMITATIONS 

By design, this research study did not account for learning effects. Researchers 

purposefully did not randomize the levels of automation throughout the participants. There 

was a high possibility for incoherent behavior if participants experienced a confederate 

with a high level of sophistication followed by a low level. Researchers mitigated the 

incoherent behavior by consistently allowing participants to experience a steadily 

increasing amount of automation. As a result, researchers could not fully define the benefits 

of automation due to learning being a confound. Learning particularly confounds any sort 

of downward trend in the reported CSWAG due to automation. Regardless, researchers 

still detected a benefit of automation in the number of tasks handed off to automation.  

E. OTHER FINDINGS 

The research team found several significant relationships that did not support the 

hypothesis; however, they warrant further discussion. First, the most surprising finding was 

the amount of suspected cognitive tunneling that occurred. Researchers found that the 

design of the communication interface with automation, chatbox with no sounds or visual 

cues, was so ineffective in creating real two-way communication that most participants 

would not read it while attempting to extinguish the fire. When individuals felt that they 

extinguished the fire because they did not see a second fire because they missed the 

automated message, their CSWAG reports decreased significantly. However, with study 

two, there was a consistent and almost predictable model of CSWAG reporting, which was 

an increasing logarithmic scale.  
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The research team implemented a control input in the design of the exercise when 

participants did not notice the second fire in study 2. The proctor alerted participants to 

check the chatbox if the participant did not notice the notifications from the confederate 

reminding the human of the second fire. In such instances, this strategy was appropriate 

whenever the participant overlooked the critical task of reading a fire notification. The 

design of the experiment can be considered as a safety measure that automatically activates 

to notify the participant of the second fire. A “touch on the shoulder,” metaphorically 

speaking for a fixed application of automation, has been proven in studies to alleviate 

workload (Parasuraman & Riley, 1997).  

F. CONCLUSIONS AND RECOMMENDATIONS 

The primary research objective of the study was to analyze the relationships 

between objective and subjective workload measurements and the participants’ behavior 

when working with different levels of automation sophistication. The Heart Rate 

Variability (HRV) is used for the objective analysis, whereas the CSWAG and NASA-

TLX questionnaires are the tools selected for the subjective workload evaluation. 

Unfortunately, the only objective workload analysis, Heart Rate Variability, failed to show 

any significant change in workload between scenarios or studies. The CSWAG and NASA-

TLX showed no significant difference between scenarios but did indicate a slight decrease. 

Participants took advantage of the different levels of automation and statistically 

significantly increased their rate of tasks per minute in each scenario. Study results show 

that perhaps the sophistication in automation levels is less important when attempting to 

lower user cognitive workload. Making minor changes to automation and building small 

efficiencies may be dwarfed by interface design and task difficulty. Even though users took 

advantage of bundling tasks while communicating with automation, their workload and 

performance remained almost constant throughout the exercises.  

G. FUTURE RESEARCH 

To further explore the hypothesis of whether the level of automation impacts human 

behavior and cognitive workload, researchers developed a few observations that improve 
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upon the utilized methodology. Incorporating some or all these recommendations in future 

research could yield more supportive findings.  

Researchers recognized that participants experienced cognitive tunneling and 

missed or ignored automated messages regarding a second fire. This cognitive tunneling 

created an unanticipated confound in the experiment, splitting workload assessments 

between participants aware of the second fire and those who were not. There are a few 

ways to address this, and the researchers adapted for the second half of participants by 

implementing additional, automated messages (from the confederate) with a human-to-

human backstop (proctor’s “tap on the shoulder”). In addition, researchers should consider 

a software patch for the C3Fire chat box and add an audible signal, color/font variation, or 

“pop-out” window for system messages to mitigate the cognitive tunneling from occurring 

in the future experiment. Implementing a pop-out window could also include an 

acknowledgment requirement from the human (such as clicking an “OK” radio button to 

dismiss the window).  

In addition to objectively assessing workloads, collecting participants’ cognitive 

assessment could benefit from eye-tracking software. This measure could enhance 

observable workload data by informing researchers how the participants are devoting their 

attention to specific areas in the GUI. Besides, some studies proved that the increasing 

automation in aviation systems requires operators to monitor systems appropriately. 

“Operators monitoring appropriately” is defined as a method that enables them to detect 

automation failures and resume actions if automation fails (Hasse et al. n.d). Additionally, 

researchers discovered that the pupil mirrors activity in the brain (Bartels and Marshall 

2012). Therefore, future researchers could use eye-tracking data to provide real-time 

measurements of visual and cognitive information processing. The eye tracker can 

determine whether the pupil’s recording is precise enough to measure cognitive workload 

effect more accurately.  

The team also believes that the research can be improved by utilizing video 

recordings or photographs and conducting post-experiment interviews with each 

participant to provide greater insight toward answering the research question. During 

interviews, the researchers would allow the participant to view their full metrics on C3Fire 
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squares burned and extinguished and a list of the commands and messages passed between 

the participant and the automated confederate. By giving the participant this information 

and asking them structured questions, the researchers would better glean their behavior 

during the scenarios. In utilizing video recordings or photographs of the participants, timed 

with CSWAG time-hacks, the researchers would incorporate structured interview 

questions to gauge the participants’ perceptions of their workloads at those times. From 

there, the research team could analyze the correlation between the participants’ reported 

workloads, during the scenarios, against their perceived workload based on facial gestures, 

body language, posture, etc.  

Finally, additional studies should be conducted to answer the question, “When is 

the best time to hand off to automation?” Sub questions include, “how many times can a 

pilot handle task handoffs in a given time,” and “is it best to hand off the task before, 

during, or after the task execution?” This study should utilize the modifications previously 

mentioned. The study should also utilize a program that is easier to measure performance 

in than C3 Fire. The researchers noted that success in the C3 Fire scenarios was based 

mainly on who identified the best strategy to fight the fire, not who worked with automation 

the best. Furthermore, the levels of automation should be differentiated more or based on 

a new taxonomy. This should yield more statistically different results.  
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APPENDIX A. PRE-EXERCISE QUESTIONNAIRE 

Instructions: Please answer ALL questions as accurately as possible. ALL information is 
confidential and will be used only for research purposes. 
 
Q1 C3 Fire is a simulation that allows a user to deploy fire trucks to fight a fire. Do you 
have experience with C3 Fire? 

o Yes, I have used C3 Fire   

o I may have interacted with a simulation like C3Fire   

o I am unsure if I have interacted with C3 Fire or another similar simulation.  

o To my knowledge I have not interacted with any simulation like C3 Fire.  
 
 
Display This Question: 

If C3 Fire is a simulation that allows a user to deploy fire trucks to fight a fire. Do you have exp... != To 
my knowledge I have not interacted with any simulation like C3 Fire. 

 
Q2 Please tell us about your previous experience.  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q3 To what extent do you rely on automation in your daily life? (Examples of automation 
include GPS Navigation, Adaptive Cruise Control, Smart Home Devices, Video Games 
with AI Teammates)  

o I never use automation  

o I infrequently use automation   

o I use automation about half of the time it is available to me   

o I often use automation   

o I always use automation  
 
 

 
Q4 To what extent do you trust navigation software (google maps, apple maps) to direct 
you to unfamiliar destination? 

 No Trust Some Trust Full Trust 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Amount of Trust () 
 

 
 
 

Page Break  
 
 
Q5 Thank you. Please let the experimenter know that you are done with this portion. He or 
she will give you your next instructions before proceeding to the next survey. 
 
 

Page Break  
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APPENDIX B. SCENARIO 1 – POST QUESTIONNAIRE 

Instructions: Please answer ALL questions as accurately as possible. ALL information is 
confidential and will be used only for research purposes. 
 
Q1 Mental Demand 
How much mental and perceptual activity was required (thinking, remembering, looking, 
searching)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Mental Demand () 
 

 
 
 

 
Q2 Physical Demand 
How much physical activity was required (pulling, turning, controlling)? 

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Physical Demand () 
 

 
 
 

 
Q3 Temporal Demand 
How much time pressure did you feel due to the rate at which the tasks occurred (leisurely 
or frantic)? 

 Low  High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Temporal Demand () 
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Q4 Performance 
How successful do you think you were in accomplishing the goals?  

 Good Poor 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Performance () 
 

 
 
 

 
Q5 Effort 
How hard did you have to work (mentally)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Effort () 
 

 
 
 

 
Q6 Frustration Level 
How insecure, irritated, stressed, or annoyed versus secure, content, relaxed did you feel?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Frustration Level () 
 

 
 
 

Page Break  
 
Q7 For the following questions, please consider the automation in the scenario that you 
just completed. 
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 At what cognitive level (experience by age) did you perceive the automated device was 
developed to replicate? 

 Toddler Adult 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Cognitive Level () 
 

 
 
 

 
Q8 How much confidence do you have that the automation managed the tasks you 
transferred to it effectively?  

 None at all  A little  A moderate 
amount  A lot  A great deal  

Water Truck 
refill Fire 
Truck (1)  o  o  o  o  o  
Water Truck 
refill itself (2)  o  o  o  o  o  

 
 
 

 
Q9 Think about the number of tasks you wanted to pass to automation, what percentage of 
those tasks were you successful in doing so?  

 0 10 20 30 40 50 60 70 80 90 100 
 

Percentage () 
 

 
 
 

 
 
Q10 What improvements would you make to the automation program?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 
 
 

Page Break  
Q11 Thank you. Please let the experimenter know that you are done with this portion. He 
or she will give you your next instructions. 
 
 

Page Break  
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APPENDIX C. SCENARIO 2 – POST QUESTIONNAIRE 

Instructions: Please answer ALL questions as accurately as possible. ALL information is 
confidential and will be used only for research purposes. 
 
Q1 Mental Demand 
How much mental and perceptual activity was required (thinking, remembering, looking, 
searching)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Mental Demand () 
 

 
 
 

 
Q2 Physical Demand 
How much physical activity was required (pulling, turning, controlling)? 

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Physical Demand () 
 

 
 
 

 
Q3 Temporal Demand 
How much time pressure did you feel due to the rate at which the tasks occurred (leisurely 
or frantic)? 

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Temporal Demand () 
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Q4 Performance 
How successful do you think you were in accomplishing the goals?  

 Poor Good 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Performance () 
 

 
 
 

 
Q5 Effort 
How hard did you have to work (mentally)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Effort () 
 

 
 
 

 
Q6 Frustration Level 
How insecure, irritated, stressed, or annoyed versus secure, content, relaxed did you feel?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Frustration Level () 
 

 
 

 
Q7 At what cognitive level (experience by age) did you perceive the automated device was 
developed to replicate? 

 Toddler Adult 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Cognitive Level () 
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Q8 How much confidence do you have that the automation managed the tasks you 
transferred to it effectively?  

 None  A little  A moderate 
amount  A lot  A great deal  

Water Truck 
refill Fire 
Truck  o  o  o  o  o  
Water Truck 
refill itself  o  o  o  o  o  

 
 
 

 
Q9 Think about the number of tasks you wanted to pass to automation, what percentage of 
those tasks were you successful in doing so?  

 0 10 20 30 40 50 60 70 80 90 100 
 

Percentage () 
 

 
 
 

 
Q10 What improvements would you make to the automation program?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 
 

Page Break  
Q11 Thank you. Please let the experimenter know that you are done with this portion. He 
or she will give you your next instructions before proceeding to the next survey. 
  



44 

THIS PAGE INTENTIONALLY LEFT BLANK 



45 

APPENDIX D. SCENARIO 3 – POST QUESTIONNAIRE 

Instructions: Please answer ALL questions as accurately as possible. ALL information is 
confidential and will be used only for research purposes. 
 
Q1 Mental Demand 
How much mental and perceptual activity was required (thinking, remembering, looking, 
searching)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Mental Demand () 
 

 
 
 

 
Q2 Physical Demand 
How much physical activity was required (pulling, turning, controlling)? 

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Physical Demand () 
 

 
 
 

 
Q3 Temporal Demand 
How much time pressure did you feel due to the rate at which the tasks occurred (leisurely 
or frantic)? 

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Temporal Demand () 
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Q4 Performance 
How successful do you think you were in accomplishing the goals?  

 Poor Good 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Performance () 
 

 
 
 

 
Q5 Effort 
How hard did you have to work (mentally)?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Effort () 
 

 
 

Page Break  
Q6 Frustration Level 
How insecure, irritated, stressed, or annoyed versus secure, content, relaxed did you feel?  

 Low High 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Frustration Level () 
 

 
 
 

 
Q7 At what cognitive level (experience by age) did you perceive the automated device was 
developed to replicate? 

 Toddler Adult 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Cognitive Level () 
 

 



47 

 

 
Q8 How much confidence do you have that the automation managed the tasks you 
transferred to it effectively? 

 None  A little  A moderate 
amount  A lot  A great deal  

Water Truck 
refill Fire 
Truck  o  o  o  o  o  
Water Truck 
refill itself  o  o  o  o  o  

 
 
 

 
Q9 Think about the number of tasks you wanted to pass to automation, what percentage of 
those tasks were you successful in doing so?  

 0 10 20 30 40 50 60 70 80 90 100 
 

Percentage () 
 

 
 
 

 
Q10 What improvements would you make to the automation program?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q11 Please rate the following statements: 

 Strongly 
agree  Agree  

Neither 
agree nor 
disagree  

Disagree  Strongly 
Disagree  

I know how 
the 
automation 
works  

▢  ▢  ▢  ▢  ▢  

I found the 
automation to 
be useful  ▢  ▢  ▢  ▢  ▢  

The 
automation 
was easy to 
use  

▢  ▢  ▢  ▢  ▢  

I could 
override the 
automation 
when I 
needed to  

▢  ▢  ▢  ▢  ▢  

The 
automation 
was reliable  ▢  ▢  ▢  ▢  ▢  

 
 
 

 
Q12 How likely do you think the following would occur, based on your experience with 
this automation program: 

 Extremely 
unlikely  

Somewhat 
unlikely  

Neither 
likely nor 
unlikely  

Somewhat 
likely  

Extremely 
likely  

Technical 
issues  o  o  o  o  o  
Incorrect 
input due to 
user error  o  o  o  o  o  
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Q13 Consider the automation that you used in this scenario compared to the previous 
scenarios. What was the most noticeable difference?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 
 

Page Break  
 
Q14 Thank you. Please let the experimenter know that you are done with this portion. He 
or she will give you your next instructions before proceeding to the next survey. 
 
 

Page Break  
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APPENDIX E. FINAL QUESTIONNAIRE 

Instructions: Please answer ALL questions as accurately as possible. ALL information is 
confidential and will be used only for research purposes. 
 
Q1 Rate the level of confidence you have that the training you received prepared you to 
extinguish the fire with automation 

 No Confidence Full Confidence 
 

 0 10 20 30 40 50 60 70 80 90 100 
 

Amount of Confidence () 
 

 
 
 

 
Q2 In regard to the previous question, why did you report that level of confidence? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 
 

 
Q3 Did you find any techniques that worked best when working with automation to 
extinguish the fire?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q4 Please rank order the scenarios based off the amount you used automation (Most to 
Least).  
______ Scenario 1  
______ Scenario 2  
______ Scenario 3  
 
 

 
Q5 Please rank order the scenario that you think you worked the best with automation 
(Most to Least). 
______ Scenario 1  
______ Scenario 2  
______ Scenario 3  
 
 

 
Q6 Previously you reported the scenario you worked best with automation. Please explain 
why you worked best with that level of automation.  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 
 

Page Break  
 
Q7 Please let the experimenter know that you have completed the survey. Thank you for 
taking the time to participate in our experiment. If you have any questions about your rights 
as a research subject or any other concerns, please address them to Mr. Bryan Hudgens, 
831–656-2039, bryan.hudgens@nps.edu. 
 
End of Block: Default Question Block 
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APPENDIX F. MEASURES THAT FAILED TO SHOW 
STATISTICAL SIGNIFICANCE 

Heartrate Variability Results 
 

Overall, the heartrate data failed to provide any statistically significant stress 

indicators between scenarios. The heartrate variability was measured by an E4 Empatica 

wrist-based heartrate monitor. The proctor pressed the record button the same second the 

proctor clicked begin on the scenario. The research team compiled every scenario’s worth 

of heartrate data (599 seconds each scenario) and segregated them into study 1 (participant 

1–10) and study 2 (participant 11–20). To normalize the data, researchers divided the 

heartrate recorded every second by the median across all three scenarios for each 

participant. In each study, the difference in heartrate remained relatively constant and failed 

to show any rise in stress or workload as clearly as in other subjective measures such as 

CSWAG. 
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Figure 11. Study 1 and Study 2 heart rate data for Scenario 1.  
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Figure 12. Study 1 and Study 2 heart rate data for Scenario 2.  
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Figure 13. Study 1 and Study 2 heart rate data for Scenario 3.  
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APPENDIX G. SURVEY DATA 

Pre-Exercise Questions:  
 

 Researchers discovered that the pool of participants varied in their baseline 

use of automation of automation but mostly trusted automation more then 70% of the time. 

All the participants claimed they have not interacted with a simulation such as C3Fire 

before the volunteering for the study. Study 2 participants varied in their use of automation 

while study 1 used automation at least half the time it was available. Figure 13 depicts the 

answer to “to what extent do you trust navigation software (google maps, apple maps) to 

direct you to unfamiliar destination.” Figure 14 depicts the answer to “to what extent do 

you rely on automation in your daily life.”  

 

 
Figure 14. Participant Baseline Use of Automation 
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Figure 15. Baseline trust in Automation 

 
Scenario Trust Questions 
 

 Overall, the survey questions referring to how much the participants trusted 

the automation to manage the task handed off were inconclusive in highlighting significant 

trends. However, the data shows that none of the participants felt they had zero confidence 

in the automation completing the tasks. Also, more participants in scenario 3 thought they 

had the highest level (a great deal) confidence in automation completing the tasks 

compared to scenario 1 and scenario 2. Figure 15 shows the results from study 1 and study 

2 for the confidence in automation refilling the fire trucks and refilling water trucks. Figure 

16 depicts how participants rated the automation’s perceived development in relation to 

age. Generally, study 1 thought scenario 3’s sophistication was higher than that of scenario 

1 and 2. However, study 2 generally felt that scenario 3 was lower in sophistication then in 

scenario 1 and scenario 2. The results from both studies failed to show a statistical 

difference between scenarios.  
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Figure 16. Study 1 and Study 2 Confidence in Automation Managing Tasks 

 

 
Figure 17. Study 1 and Study 2 Automation Age Comparison (At what 

cognitive level (experience by age) did you perceive the automated device 
was developed to replicate?) 
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Usability Survey Questions 
 

Overall, the participants in study 1 and study 2 responded to usability questions in 

a relatively varied response. Due to the small size of the population, answers generally 

indicate that participants knew how the automation worked, could be overridden, was 

useful, was not user-friendly and was reliable. The ease-of-use question resulted in an 

equally distributed response ranging from disagree to strongly agree. While study 1 and 

study 2 generally responded in a wide variety of responses in the likelihood technical issues 

would occur in the automation, both studies indicate that there was a significant likelihood 

that users would incorrectly input data into the system. The majority of both studies 1 and 

2 claimed high likelihood that users would input data incorrectly suggests the user interface 

was designed poorly and could be a good predictor of the high levels of cognitive tunneling. 

The results from the usability questions are referenced in Figure 17. 
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Figure 18. Usability Matrix Questions 

 
Post Exercise Questions 
 

The survey results for the amount of confidence in training was not statistically 

different among study 1 and study 2 participants. On a scale from 0–100, participants were 
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asked to rate the level of confidence they had that the training received prepared them to 

extinguish the fire with automation. The results from the question is displayed in  

Figure 18.  

 

 
Figure 19. Level of Confidence That Training Prepared Them to Work with 

Automation  

Participants in study 1 and study 2 generally ranked scenario 3 as the scenario they 

used automation the most, followed by scenario 2, and the least in scenario 1. Of note, 

study 2 had a more diverse reporting of which scenario the subject used automation more 

compared to study 1. The results from the question “please rank order the scenarios based 

off the amount you used automation (most to least)” is displayed in Figure 19.  
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Figure 20. Reported Ranking of Scenarios Based on the Amount a Participant 

Used Automation (Most to Least) 

 Participants in study 2 reported they worked best with automation in 

scenario 2 the best while study 1 reported they worked best with scenario 3. Participants 

from study 1 and study 2 were asked “please rank order the scenario that you think you 

worked the best with automation (most to least).” 100% of participants in study 1 reported 

they worked best with scenario 3, then scenario 2, and the least with scenario 1. Those in 

study 2 reported to be mostly split between scenario 2–1-3 and then scenarios 2–3-1. One 

person in study 2 reported to work with scenario 3 the best, then scenario 1, and least with 

scenario 2. The results from the question regarding which scenario the participants worked 

best with automation is reflected in Figure 20.  
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Figure 21. Reported Ranking of Scenarios based on how well they worked 

with automation (Most to Least) 

NASA TLX 
 

As stated in Chapter IV–Results, NASA TLX failed to show a significant difference 

between scenarios in both study 1 and study 2. The NASA TLX results are as follows: 

 

 
Figure 22. Figure 21: Physical Demand (How much physical activity was 

required (pulling, turning, controlling)?) 
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Figure 23. Mental Demand (How much mental and perceptual activity was 
required (thinking, remembering, looking, searching)?) 

 

Figure 24. Temporal Demand (How much time pressure did you feel due to 
the rate at which the tasks occurred (leisurely or frantic)?  
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Figure 25. Performance (How successful do you think you were in 
accomplishing the goals?) 

 

Figure 26. Effort (How hard did you have to work (mentally)?  
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Figure 27. Frustration Level (How insecure, irritated, stressed, or annoyed 
versus secure, content, relaxed did you feel?  
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