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1. Executive Summary 

Several US states have adopted Renewable Portfolio standards, leading to large-scale penetration of 

solar and wind energy. As a result, there is a growing reliance on ancillary services due to the high 

uncertainty in net load predictions. A major operational challenge for traditional generation units 

participating in such ancillary services is that they have significant inertia leading to increased wear 

and tear. Furthermore, they are generally too slow in tracking net load decrements if operating at 

their economic minimum. To overcome this problem, the utilities have identified the potential of 

groups of small capacity controllable demand technologies as critical ancillary services providers. 

However, most of the existing demand response schemes and state-of-the-art methods fail to to 

enable controllable demand units in providing ancillary services. Two major challenges are:  

• Lack of provability: For acceptance as a reliable ancillary service, the aggregate of devices 

needs to provably adjust its consumption, even in the worst case when most devices have 

opted out.  

• Lack of price incentives: The technology further needs to be supported by the economic 

signals to be viable and be adopted in practice.  

The overall NODES program was motivated by the need to begin to overcome these challenges.  In 

this report, we  summarize the work done by the MIT Lincoln Laboratory (LL)  project under this 

program.  The work started  as an MIT sub-contract under the  Eaton project, and  continued as a 

stand-alone MIT LL  project.  The objective was to develop and validate a cloud-computing solution 

for  providing provable and robust synthetic regulation reserve services. The concept was to provide 

regulation service as defined in Category II of NODES FOA at an aggregate level by coordinating 

thousands of residential devices, including electric vehicles, water heaters, heaters and air 

conditioners. The proposed solution builds on   the  Dynamic Monitoring and Decision Systems 

(DyMonDS) framework initially conceptualized and demonstrated  for adaptive load management  

(ALM)  by the Principal Investigator and her collaborators,  Jhi-Yong Joo  and Jonathan Donadee, 

in particular, for  energy markets in the bulk power systems. This framework suggests the distribution 

of a large portion of computationally intensive tasks perfomed simultaneously by the devices 

themselves, with minimal communication from and to the aggregator in terms of quantities and 

energy/reserve bids, respectively. This method reduces the computation and communication burden 

by orders of magnitude compared to the state of the art methods. Furthermore, the devices 

supplement their internal automation with a nonlinear control to ensure provable reserve delivery. 

Adopting such technology is contingent upon the device's willingness to replace its digital control 

logic and deploy additional sensors.  

 

In the last fiscal year of 2019-2020, MIT has partnered with Pecan Street Inc. (PSI)  to develop and 

validate a simple-to-implement device control with minimal need for sensor measurements. This part 

of the project with PSI involves the same DyMonDS framework as was pursued in the project with 

Eaton for ensuring transparency of price signals.  For assuring reserve implementation by the 

devices, MIT LL project developed a device-level multi-layered energy-based control. It comprises 

a novel robust energy-based sliding mode control in the lower layer, which interacts with a higher 

layer energy-based model predictive control with linear constraints. The higher layer control 

performs trajectory planning by creating an envelope that the fast lower layer must follow through a 

computationally tractable linear programming. The sliding mode implementation in the lower layer 

is performed in energy space, thus requiring minimal energy and power measurements, robust to 

model and parameter uncertainties, while also provably implementing the regulation reserves.  

The proposed control design in the lower layer further accounts for implementation aspects, 

including manufacturer-imposed constraints such as those on switching, service-provider-imposed 



regulations to restrict the duration of demand response events. Finally, the proposed multi-layered 

control duly accommodates ARPA-E FOA performance metrics in every device's control design. As 

a result, even a single device can provably implement the regulation reserves that it has committed 

ahead of time.  

 

MIT has evaluated the proposed energy-based multi-layered control design through high-fidelity 

simulations. It has leveraged the PSI-developed API to access the lab devices for control validation. 

Final hardware testbed demonstrations; however, halted due to COIVD restrictions. 

Nevertheless, the MIT-LL cloud computing platform-based simulations based on the proposed 

technology demonstrated regulation reserves' implementation for diverse scenarios while still 

meeting the ARPA-E FOA performance metrics.  
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3. Project Goals and Accomplishments 

This award allowed the MIT LL  team  in collaboration with PSI  team to demonstrate a number of 

key objectives. The focus of the project was on building an IoT based demand response control 

solution. A number of tasks and milestones were laid out in Attachment 3, the Technical 

Milestones and Deliverables, at the beginning of the project. The actual performance against the 

stated milestones is summarized here: 

No. Milestones/Objectives Accomplishment Summary 

1.0 Control development and simulation validation  

1.1. 
HVAC control validated through 

simulation 

A robust sliding mode control of residential 

HVAC is proposed to overcome the 

difficulties pertaining to these devices' 

controllability and observability.  

The control objectives, including stability, 

reserve signal tracking, meeting the 

constraints on the temperature from a 

consumer standpoint, ON/OFF cycles from 

a manufacturer perspective, and the number 

of demand response events from the service 

provider standpoint, were all met. In 

addition, the ARPA-E performance metrics 

on response time, availability, duration were 

all met provably. The proposed control 

design method embedded in an HVAC unit 

was simulated under various test scenarios 

to validate further the performance benefits.  

The design method was provided in the Q2 

report, which was further converted to a 

sliding mode control implementation for 

having robustness to the model and 

parameter uncertainties. The relevant 

theoretical details can be found in [1]. The 

proposed control design is summarized in 

this report.  

1.2. EV control validated through simulation  

A robust sliding mode control of an EV is 

proposed to overcome the difficulties 

pertaining to the lack of battery models and 

limited observability of these devices.  

All the control objectives, such as those 

described in M1.1, are achieved with smooth 

control. The proposed control design 

method embedded in an EV was simulated 

under various test scenarios to validate the 

performance benefits further.  

The theory behind the proposed design can 

be found in [1]. The summary of the 

proposed control design is summarized 

briefly in this report. 



1.3.  
Feeder control validated through 

simulation 

Separate centralized cloud control was 

developed for the DyMonDS framework. A 

simulation study involving both control 

layers for various types of flexible loads was 

conducted, and the results showed that the 

performance metrics are all met. 

2.0 Lab testing environment development  

2.1. APIs development task completed 

PSI  developed an API to allow the MIT LL 

cloud-computing resource to access in-home 

local 1-second data, as well as operational 

control/status data of the WiFi relay (hereto 

referred to as "BluFollower") and EVSE. 1-

second level eGauge data is updated no 

more than every 10 seconds. Each update 

has the previous 10 seconds of data at a 1-

second interval. Available data include 

whole home usage (grid), HVAC fan/blower 

usage, EV usage (if the home has a vehicle), 

solar generation, vehicle present T/F, 

vehicle charging, vehicle presence, and 

temperature data. The cloud server is 

provided for aggregation data (data from 

other homes in the testbed). The cloud 

server allows direct read-only data access 

(no API) for aggregation algorithm 

development. Data types are the same as 

local data but available at a 1-minute 

interval. 

Details have been provided in Q2 report.  

2.2.  Data import platform enabled 

PSI set up the GitHub code repository for 

pushing code to fielded units. The GitHub 

repository has been created and populated. 

The MIT team supplied their GitHub 

accounts to be added as contributors to the 

repo to host their controller code that runs 

on the Raspberry Pis. This repo can be 

found at: https://github.com/Pecan-

Street/MIT_Controller  

Details have been provided in Q2 report. 

2.3.  Developed device testing framework 

Photographic evidence of test sets, data 

verifying simple on/off control through API 

from PSI cloud resources are provided in 

Appendix C. Available MQTT Topics and 

Commands for load control testing is 

provided in Appendix D. 

3.0 HIL Simulation Validation 

https://github.com/Pecan-Street/MIT_Controller
https://github.com/Pecan-Street/MIT_Controller


3.1. 
HIL simulation validation of HVAC 

devices accomplished  

In the revised field test plan, the hardware 

platform now becomes the three devices in 

the PSI  lab facility. To better understand 

this test environment, 1second sampled date 

was downloaded from PSI's database and 

scrutinized. This data was used to tune the 

parameters of the thermal models for better 

representation of HVAC in the lab. 

3.2. 
HIL simulation validation of an EV 

devices accomplished 

For the NODES project, the probability 

distribution function of driver time and 

battery state of charge was used to generate 

the random simulation data. Details of the 

work were submitted to ARPA-E in the 

2017 Q2 report. 

4.0 Hardware Deployment 

4.1 Completed hardware construction 

Photographic Evidence of 25 sets of WiFi 

Relays, Single Board Computers, and 5 sets 

of EV hardware are provided in Appendix E. 

Copies of final quality control (QC) 

documentation for all hardware are also 

provided in Appendix E. 

4.2.  Completed hardware installation 

Statistical information showing data 

reporting for 25 single-board computers 

with connections to control devices is 

provided in Appendix F and photographic 

evidence of the setup.Pecan Street installed 

EVSE controllers in the lab and a residential 

setting in Austin, TX, and one HVAC 

controller in the lab. The remaining 3 EVSE 

controllers and 24 HVAC controllers were 

installed at the PSI lab to validate request 

signals, using data from PSI's participant 

network. These controllers were used for 

communication testing and not to control 

loads. 

5.0 Hardware validation and final report preparation  

5.1. Completed the experiment with 3 devices  

PSI  assisted with the development of the 

software platform and in-home hardware to 

deploy MIT LL's proprietary technology. 

Although the team had planned to field test 

the system on a subset of 25 homes, due to 

COVID-19 restrictions, the team pivoted to 

a lab deployment with two EVSE loads, one 

HVAC load, and 27 devices connected 

without a load. 



5.2 Completed the final report 

A document that summarized the final 

outcomes of the project has been prepared 

and submitted to ARPA-E 

  



4. Project Activities, Technical Details 

4.1. Introduction 

This project is a continuation of the previous effort with Eaton toward utilizing the flexibility 

provided by tens of thousands of residential loads in providing fast regulation reserves at an 

aggregate level. The proposed approach involved a fast feedback control implementation at the 

device level, communicating at much lower rates with the coordinator in terms of the interface 

power quantities and associated price signals. Not only does the proposed approach drastically 

reduce the communication and computation needs of the coordinator, but also theoretical 

provability is provided. Simulation validation was performed to show the scalability and economic 

benefits that could be obtained. However, the major hurdle to the proposed design was its 

increased reliance on having high fidelity measurements of internal physical quantities that are 

seldom available. As a continuation of the project effort, MIT LL   partnered with PSI to 

understand device-specific restrictions in more detail and design a robust lower layer feedback 

control utilizing minimal measurements.  

 

PSI has provided MIT LL  with their database access involving second-level data of 30 houses to 

help implement their controllers and perform validation through a simple API that is typically 

utilized with the Internet of Things (IoT). The team jointly developed simple-to-implement Python 

scripts based on MQTT protocols that can be implemented at the devices based on simple 

switching logic. The reference signals utilized for construction of sliding manifold as needed by 

the switching control, are provided by the cloud at relatively lower rates but at much faster rates 

than the energy market clearing timescales.  

 

However, the final hardware validation could not be conceived due to the ongoing COVID-19 

pandemic restricting the access of PSI technical staff into the Mueller community's residences. It 

was mutually agreed upon with ARPA-E that minimal effort to validate the control would be 

conceived and have thus far restricted the validation utilizing only three devices in the PSI lab 

facility. Thus, realistic simulations based on model fit using PSI data were demonstrated, in 

addition to the higher layer control aligning physical signals with the market signals while also 

ensuring provable delivery of regulation reserves satisfying the ARPA-E FOA performance 

metrics for category II of regulation reserves.  

 

4.2. General Control design 

The MIT-LL control approach emphasizes the multiple spatial and temporal layers. The proposed 

information exchange across the layers makes the approach scalable due to reduced computation 

and communication needs. However, the implementation of reserves provably is ensured through 

fast feedback control implemented locally at the devices. The interaction between the two 

algorithms is also duly considered, which ensures alignment of prices and quantities associated 

with energy and reserves. Figure 1 shows the temporal scales of importance for tertiary control 

timestep 𝑇𝑡  =  30 𝑚𝑖𝑛𝑢𝑡𝑒𝑠, secondary control timestep 𝑇𝑠  =  5 𝑚𝑖𝑛𝑢𝑡𝑒𝑠, 𝑇𝑝  =  10 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 

 



 
Figure 1: Actual inflexible demand shown in black and its predictions over multiple rates that drive the decision making in 

interactive control.  

 

In a nutshell, the temporal separation between the algorithms is summarized as follows:  

• The energy market clearing happens at much slower timescales referred to with the 

sampling rate of 𝑇𝑡 seconds which typically is 1 hour. At this rate, bid functions for 

participation in energy and possibly providing regulation reserves are communicated. The 

information exchange involved in this temporal layer is explained in Section 4.2.1.  

• The uncertainties lead to fast demand changes over 𝑇𝑠 seconds which typically is of the 

order of minutes. This leads to the independent system operator (ISO) communicating an 

AGC signal representative of the fast imbalances in the network. The NODES is expected 

to disaggregate this aggregate AGC signal into ones that can be provided by the individual 

houses, also taking into consideration the reserve capacity that has been cleared at 𝑇𝑡 rate. 

The information exchange involved is explained in Section 4.2.2. 

• However, the devices ensure the implementation of signals communicated through a two-

layered control summarized in Section 4.2.3.  

The overview of the general control design approach in different layers is provided in the 

following sub-sections. However, the details can be referred to in the references [1-3]. 

 

4.2.1. Information exchange at tertiary control timescales 

In this section, we describe the distributed multi-layered interactive control design architecture 

briefly to coordinate many small devices. The energy and reserve pric-quantities are aligned across 

the spatial layersShown in Figure 2 towards the right of the Mueller community feeder under 

consideration. The far end of the distribution feeders is identified by the circles that have several 

households incident. Three of several houses and the information they exchange with the feeder-

level coordinator referred to as NODES is shown to the left of Figure 1. The aggregator is 



envisioned to interact with the independent system operator (ISO), which for the feeder in Texas is 

ERCOT.  

  

 
Figure 2: Interactive information exchange at the higher layer of the proposed approach over tertiary control or market 

clearing timescales 

 

The steps involved in the proposed architecture are as follows:  

• A wholesale price predictor based on historical data and current aggregate inflexible 

demand predicts prices for energy and reserve capacity provision and sends it to NODES.  

• The NODES operator forwards these prices to the houses it is aggregating, or optionally an 

external data analytics engine can be used to keep track of historical prices to send out 

individual estimated prices to the houses.  

• The houses, based on their local predicted end-use patterns, price predictions, and the 

quality of service specification of the consumers, such as those of temperature in HVAC 

and state of charge requirements of the EVs, are taken into consideration to compute a bid 

function for energy and reserve capacity. The bids comprise the information of price Vs. 

quantity of energy and reserve capacity curve, in addition to the respective operating-

conditions-dependent limits 

• The bid functions provided by the households are then aggregator by NODES by also 

accounting for uncontrollable inflexible feeder-level demand predictions, to submit an 

aggregate bid for energy and reserve capacity in the wholesale market.  

• The ISO receives similar bids from numerous feeders and the conventional generators to 

then clear the energy and reserve quantities that are further sent to the NODES. The 

corresponding prices are sent to the price forecaster at the wholesale level  

• The NODES performs a similar operation as that of ISO to clear the bids submitted by 

households and sends over the quantities to the houses and prices to the data analytics 

engine.  

 



From the house's standpoint, the proposed framework requires the computation of bid functions. 

These functions abstract the price-willingness to pay or sell by accounting for all internal 

constraints. It thereby comprises two important quantities that need to be computed. 

• Computation of price elasticity (Bottom-up): The houses compute these quantities by 

considering the provable energy and reserve quantities that the devices can deliver through 

the embedded automation over faster timescales while also optimizing the energy arbitrage 

and revenues obtained through reserve capacity provisioning. The details on these 

sensitivity-based bids referred to as DyMonDS bids can be referred to in [4,5].  

• Computation of limits (Bottom-up): The limits on the reserves and that on physical 

capacity limits that can be implemented by accounting for quasi-static provably 

implementable droop relations by the embedded automation  

 

The method in which the time-varying bid functions and the limits are generated for EVs and 

HVACs are explained briefly in Sections 4.4.1. and 4.4.2. respectively.  

The two important algorithms involved in this temporal layer at the NODES level are: 

• Aggregate energy and reserve bid functions (Bottom-up): The bids and the limits submitted 

by the houses are all aggregated to compute one single bid corresponding to the point of 

interconnection of the feeder with the grid.  

• Disaggregation of individual house-level energy and reserve capacity signals (Top-down): 

These quantities are computed after-the-fact and split the energy and reserve capacity 

signals sent out by the ISO to the individual quantities that need to be implemented by 

houses.   

These details have been presented in references [6,7]. 

 

4.2.2. Information exchange at secondary control timescales 

To reduce the communication overhead at faster rates, we propose a uni-directional information 

exchange top-down from ISO to NODES, while preserving multi-directional communication links 

between the house-level controllers and the devices.  This information exchange is shown in Fig. 3.  



 
Figure 3: Information exchange between agents at secondary control timescales 

The critical computation algorithms at this layer are:  

• NODES-level (top-down): Disaggregation of the aggregate AGC signal provided by ISO 

into the individual signals that are to be tracked by the houses. However, this decision-

making accounts for the reserve capacity dispatched in the tertiary layer, thereby 

guaranteeing the reserves' implementation.  

• House-level (Top-down): The disaggregation of the AGC signal and the energy signal into 

the output setpoint of individual devices by accounting for the provably implementable 

droop relations through the devices' embedded automation.  

• Device-level (Bottom-up): The droop coefficients, physical limits, and the measurement of 

averaged output variables in energy space over this timescale for use in the house-level 

controller. 

 

Notice that this step involving fast information exchange only one-way between the aggregator and 

the houses. Each device, on the other hand, communicates with respective house-level controllers 

through bi-directional links. The house-level controllers can also directly accommodate device 

level automation altogether, avoiding the communication overhead within the households.   

 

The setpoints computed by the house-level secondary controller to the devices are also based on 

the device-specific limitation that the house-level controller is cognizant of. This ensures that the 

device following the output setpoints does not reach control saturation over controller 

implementation timescales. 

The details of the algorithm embedded in the devices is explained in [2,3] which is heavily 

dependent on the embedded automation. The implemented control in the devices for the purposed 

of this project is explained in detail in the next sub-section.  

 



4.2.3. Device-level control implementation 

The overall control architecture, as seen by the device, is shown in Fig. 4. In Figure 4, the primary 

control samples are represented by [𝑝], typically evolving at the rate of seconds. The secondary 

house level control signals are exchanged at the rates of minutes, identified by the sample number 

[𝑛]. Finally, the tertiary control signals are exchanged and implemented at the rate of market-

clearing timescales, typically of order 1 hour, identified by the same number [𝑘]. 
Figure 4 shows that the block labeled as primary control is the embedded automation that already 

exists on the devices. In the residential units, there is not enough flexibility to change the digital 

control logic embedded. Thus the internally computed signals can only be blocked. 

 
Figure 4: Multi-layered control from the perspective of a DER 

We propose to utilize the dynamical model in energy space that sufficiently captures the 

energy/power interactions of the device with the rest of the system to control the switching cycles 

of the actuators [8-10]:  

𝐸̇ = −
𝐸

𝜏
+ 𝑃 = 𝑝 

(1a) 

𝑝̇ = 4𝐸𝑡 − 𝑄̇ (1b) 

 

Here, 𝐸, 𝑝, 𝐸𝑡 respectively are the stored energy, its first derivative, and stored energy in tangent 

space. The quantities 𝑃, 𝑄̇ respectively are the instantaneous power and the reactive power 

quantities that can be measured at the interface. Notably, the usage of simple enough models leads 

to minimal sensor measurement requirements. It is shown in what follows that only energy and 

power variables are required for the control design implementation.  

If 𝑄̇ is chosen as the virtual controllable input upon selecting the output variable of interest  

 



𝑦𝑧 =
𝐸𝑟𝑒𝑓

𝜏
− 𝑃 

(2) 

This quantity represents the device's overall energy imbalance when the internal quality of service 

(QoS)  specifications are perfectly met by the primary controllers. In an ideal case, we require this 

quantity to be equal to zero. However, fast rate  adjustments to non-zero 𝑦𝑧
𝑟𝑒𝑓[𝑛] are needed when 

reserves need to be provided by devices with minimal consequences on the comfort, abstracted 

through the quantity 
𝐸𝑟𝑒𝑓

𝜏
.  

 

It  was shown in [2,3] that provable tracking of 𝑦𝑧 to 𝑦𝑧
𝑟𝑒𝑓

 can be achieved by virtual control.  The 

virtual control mapping to the physical model related to the actuator can be achieved through a 

diffeomorphic mapping between the conventional space and energy space variables at the 

interfaces. The proposed energy-based control that needs to be implemented in the primary control 

block in Figure 4 is summarized in Figure 5. References on this approach in the context of 

conventional generation and power electronics control can be found in [11,12].   

 

 
Figure 5: Primary control design in energy space 

When 𝑦𝑧 reaches 𝑦𝑧
𝑟𝑒𝑓

, the stored energy also reaches the desired value, thus ensuring the internal 

variables pertaining to the quality of service specifications are also achieved under some minor 

assumption on the observability of the physical output variables of interest, such as temperature in 

the HVAC unit. 

We further propose to utilize a sliding mode control implementation of the virtual control. This 

leads to provable tracking in finite time that can also be user-specified. Note that the linear sliding 

mode control in energy space translates to a nonlinear higher-order sliding mode control in 

conventional physical variables, leading to better tracking. We select the sliding mode control gain 

𝛼 such the reaching time of sliding mode is shorter than the ARPA-E performance metrics on 

rising time.  

 



Furthermore, the sliding mode control threshold is chosen to ensure switching is not too frequent 

(not shown in the figure). The simple enough energy space models are utilized to derive static 

incremental relations upon reaching the sliding mode in terms of the output variables of interest in 

energy space, the setpoints, and the system's disturbances. This three-way relation is referred to as 

droop relation, analogous to the one utilized in generators. This relation's linear nature is accounted 

for in the secondary layer control design to compute provably achievable output setpoint values. In 

addition, the number of switchings permissible can be accommodated for in the secondary control 

in a model predictive and tractable way because of the linearity in the quasi-static droop relations 

made possible by the device-level feedback control.  

 

4.3. Control hardware design implementation  

The implementation of controllers at different layers as seen by the device shown in Figure 5 is 

summarized below:  

• A raspberry PI was embedded within each of the devices where device-specific 

computations can be included. The computation involved made use of the sensor 

subscriptions at implementation timescales (of the order of seconds) through MQTT 

protocols.  

• The fine time-granularity measurements needed for the EV and HVAC's primary control 

for the proposed energy-based sliding mode control and fast actuation to be performed 

made possible through additional control hardware and load testing hardware constructed 

and installed by PSI.  

o eGuages: They measure all the electrical variables, while only the real power 

measurements of the devices are utilized   

o SAE – J1772 interface of the EV already comes with a sensor for measuring the 

current charging rates, which can be accessed through its API 

o Temperature sensor: PSI has equipped a minimal cost temperature sensor within the 

units to be tested.  

• The house-level controllers for secondary and tertiary control are implemented within the 

MIT-LL supercloud computing facility, which communicates to the device-level controllers 

through a dedicated communication link.  

• The NODES and ISO modules are further simulated using dedicated processors within the 

MIT-LL supercloud computing facility as well.  

In order to support the implementation of all the layers of the control, PSI provided support with 

their API/cloud services development, device testing framework and finally, the hardware 

construction and installation for the control algorithms to be implemented and tested. The details 

on these services are summarized next. 

API Development/Cloud Services Development: Pecan Street developed an API to allow 
the LL cloud-computing resource to access in-home local 1 second data, as well as operational 
control/status data of the WiFi relay (hereto referred as "BluFollower") and EVSE. 1-second level 
eGauge data is updated no more than every 10 seconds. Each update has the previous 10 seconds 
of data at 1 second interval. Available data include whole home usage (grid), HVAC fan/blower 
usage, EV usage (if home has vehicle), solar generation, vehicle present T/F, vehicle charging, 
vehicle presence, and temperature data. Cloud server is provided for aggregation data (data from 
other homes in the test bed). The cloud server allows direct read only data access (no API) for 
aggregation algorithm development. Data types are the same as local data but available at a 1-
minute interval.  



Data Import: Pecan Street set up the GitHub code repository for pushing code to fielded units. 
The GitHub repository has been created and populated. The MIT team supplied their GitHub 
accounts to be added as contributors to the repo to host their controller code that run on the 
Raspberry Pis. This repo can be found at: https://github.com/Pecan-Street/MIT_Controller  

Device testing framework: Photographic Evidence of test sets, data verifying simple on/off 
control through API from PSI cloud resources are provided in Appendix C. Available MQTT Topics 
and Commands for load control testing is provided in Appendix D.  

Pecan Street provided a test set at the PSI lab with eGauge, electric vehicle, HVAC thermostat 
controller and all project hardware (including single board computer), to test and verify operation 
of the hardware through commands to be sent by MIT-LL algorithms and cloud computing 
resources.  

• The EVSE controller, constructed and QC'ed by PSI in task 4.1,was installed at the PSI lab, 
using the lab's Nissan Leaf. The EVSE controller is capable of providing the vehicle 
charging status (yes/no), presence (yes/no), and to adjust the charge rate. In addition, the 
eGauge provides visibility into the power consumption of the electric vehicle. 

• In the video available in Appendix C, we provide photographic evidence to show the vehicle 
at the lab responding to a set of commands to adjust the charging rate, and show the 
control initiate and terminate according to the control signal's variables. The eGauge 
console shows the charge at baseline, then changes according to the commands issued for 
the duration specified, then returns back to baseline. 

• The HVAC controller, constructed and QC'ed by PSI in task 4.1, was installed at the PSI lab 
using our lab's HVAC unit. The HVAC controller is capable of turning the unit on/off and 
to the cool/fan/heat settings. In addition, the eGauge provides visibility into the power 
consumption of the HVAC compressor. 

• In the video available in Appendix C, we provide photographic evidence to show the HVAC 
compressor responding to a command to turn off for a specific duration, and show the 
control initiate and terminate according to the control signal's variables. The eGauge 
console shows the HVAC compressor on, then turns off according to the commands issued 
for the duration specified, then returns back to on after the specified duration.  

Hardware Construction: Photographic Evidence of 25 sets WiFi Relays, Single Board 
Computers, and 5 sets of EV hardware are provided in Appendix E. Copies of final quality control 
(QC) documentation for all hardware are also provided in Appendix E. Pecan Street constructed 
all hardware sets to replace the functions intended for the Eaton LCR. Three pieces of hardware 
were developed for the project:  

• WiFi addressable relay (BluFollower): The WiFi addressable relay, can be used for control 
of HVAC loads by interrupting the thermostat control wiring. It can control 
on/off/heat/cool/fan HVAC settings. This enables the HVAC systems to be turned off or 
prevented from operating. Twenty-five (25) relays have been designed, fabricated, 
assembled, and quality controlled.  

• Single-board computer: Pecan Street has selected the Raspberry Pi 3 (RPI) as the single 
board computer running Linux and capable of executing Python programs for algorithmic 
monitoring of energy data from existing eGauge devices and relay controllers.  

• Opt-out switches: The modified SOPO approved in June 2020 removes the construction of 
opt-out switches.  

• EVSE Controller: Pecan Street has developed five (5) EVSE controllers for the J1772 
intercept. These provide vehicle charging/presence status and adjust charge rate. The 



EVSE controller board was fabricated, assembled and quality controlled in the lab, and was 
assembled with the J1772 intercept.  

Hardware installation: Statistical information showing data reporting in for 25 single board 
computers with connections to control devices is provided in Appendix F, as well as photographic 
evidence of the setup. Pecan Street installed EVSE controllers in the lab and in a residential setting 
in Austin, TX, and one HVAC controller in the lab. The remaining 3 EVSE controllers and 24 
HVAC controllers were installed at the PSI lab to validate request signals, using data from PSI's 
participant network. These controllers were used for communication testing and not to control 
loads. 

• The EVSE and HVACs are mapped to eGauges of 25 homes in our Austin,TX testbed for 
simulation purposes. The list of Data IDs is attached in Appendix G, along with the 
temperature sensor MAC addresses, and historic data of these Data IDs was available on 
the project server for MIT to access. 

• Photographic evidence of the three loads are provided in Appendix F. The EVSE controller 
and HVAC controller in the lab are referenced above. The EVSE controller in the 
residential setting is shown in Appendix F. In the video available in Appendix F, we 
provide photographic evidence to show the vehicle responding to a set of commands to 
adjust the charging rate, and show the control initiate and terminate according to the 
control signal's variables. The eGauge console shows the charge at baseline, then changes 
according to the commands issued for the duration specified, then returns back to 
baseline.  

4.4. Multi-layered control implementation in the devices:  

4.4.1. Primary control implementation 

4.4.1.1. Electric Vehicle Control 

The electric vehicle model was studied in the previous project with Eaton, and it was identified that 

the state of the charge model sufficiently captures the charging and discharging cycles. In this 

project, the constraints imposed by the controllability conditions imposed at the device level are 

taken into consideration. For instance, the internal switching logic can not be changed but can only 

be indirectly modulated by changing the charge rate setpoints.  

The EV's overall control architecture as it is implemented for the project is summarized in Figure 

6. While the control design logic has been implemented for use in Raspberry Pi, the testing could 

not be completed due to COVID-19. MIT-LL has thus instead simulated a reasonable EV physical 

dynamics block to validate the proposed multi-layered control.   



 
Figure 6: The multi-layered control of EV- Dark Blue, green and red arrows represent information communicated at 𝑻𝒑, 𝑻𝒔, 𝑻𝒕 

rate resepctively. Light blue arrows represent information specified by the users which is either fixed or changes at much 

slower timescales. Furthermore, dotted lines represent ahead-of-time interactive information exchange. 

 

The primary control design is summarized in Section 4.2.3 through Figure 6 logic implemented in 

Figure 5. However, the limitation is that the internal digital control design logic can not be revised. 

Thus, the effort has been to accommodate proposed energy-based primary control indirectly 

through other signals that can be passed through PSI's API.  

In order to do so, it is imperative first to learn the approximate closed-loop model through 

measurements. This is needed to approximate the efficiency of the inverter switching required for 

the subsequent control design. With the unknown internal automation, it can be assumed that the 

closed-loop dynamical model of the filter at the interface of the EV is given as:  
𝑑𝑖

𝑑𝑡
= −𝑘′(𝑖 − 𝑖𝑟𝑒𝑓) 

(3) 

 

Here, 𝑖 is the current entering the EV, 𝑖𝑟𝑒𝑓 is the charge rate setpoint that can be provided through 

the API. The PWM switching logic is unknown, but through measurements, the rate at which the 

current measurements track the reference value can be estimated, which is denoted as 1/𝑘′. 
Currently, the devices charge at the maximum rate of 30 A, which can be regulated to any other 

value in times of need.  

 

Conventional embedded automation requires perfect cancellation of the filter damping to attain the 

closed-loop model in (1). Shown in Figure 1 is the case when damping is perfect known and when 

it is known only with 80% accuracy.  

The objective of our control implementation logic in this project is to utilize existing automation 

and only change 𝑖𝑟𝑒𝑓 control signal so that it results in the power dynamics to represent the general 

primary control design shown in Figure 5.  

We design the control signal 𝑖𝑟𝑒𝑓 as follows 

𝑖𝑟𝑒𝑓[𝑝 + 1] = (−𝑅𝑒𝑞𝑖[𝑝] + 𝑃𝑢[𝑝])
1

𝑘′
+ 𝑖[𝑝] 

(4) 



 

Here, 𝑖[𝑝] is the current measurement sent out by sensors (These measurements can also be 

asynchronous). 𝑅𝑒𝑞 is the approximate damping of the filter. It must be noted that the approximate 

value of 𝑅𝑒𝑞 is sufficient for the desired control performance.  

𝑃𝑢[𝑝] is the controlled power which is incremented using the following dynamical control law:  

𝑃𝑢[𝑝 + 1] = 𝑃𝑢[𝑝] + 𝑇𝑝𝛼𝑠𝑖𝑔𝑛(𝑦𝑧[𝑝] − 𝑦𝑧
𝑟𝑒𝑓
[𝑛]) (5) 

 

Here, 𝑇𝑝 is the control implementation timestep, 𝛼 is the constant that upper bounds the effects of 

the reactive power imbalance as dictated by the second equation of the energy space model in Eqn. 

5. 𝑦𝑧
𝑟𝑒𝑓[𝑛] are the setpoints sent out by the secondary layer control of the EV, the computation of 

which will be explained towards the end of the section. 

 𝑦𝑧[𝑝] is the measured output of interest in energy space and is expressed as  

𝑦𝑧[𝑝] = (𝐼
𝑟𝑒𝑓 − 𝑖[𝑝])𝑘′ − 𝑃𝑢[𝑝] (6) 

Here, 𝐼𝑟𝑒𝑓 is the fixed charge rate that is set by the user ahead-of-time. This value for Nissan Leaf 

EV under consideration is set to 10 A. It should be noted that this value is different from the 

control signals 𝑖𝑟𝑒𝑓[𝑝] in Eqn. (4). 

 

This implementation of the aforementioned primary control given by equations (4)-(6) provably 

tracks any 𝑦𝑧
𝑟𝑒𝑓[𝑛], sent by the secondary layer control that accommodates the droop relations 

based on proposed automation limited by the physical capacity ratings.  

 

Shown in Figure 7 is the example of EV control achieving the tracking of a step signal change in 

𝑦𝑧
𝑟𝑒𝑓[𝑛] at t = 0.5 seconds. The resulting electrical power inputs of the EV are shown in Figure 8. 

Figure 8 shows the 5-minute averaged power consumption signals. Clearly, the power consumption 

settles at the reserve magnitude target of 0.25 kW. within 0.06 hours = 3.6 minutes, which can 

further be improved by increasing the value of 𝛼 in Eqn. (5). The sliding mode control 

implementation in energy space leads to the chattering effect resulting in a reserve magnitude 

variability of approximately 5%. This can be reduced by selecting a threshold for the sliding mode 

control implementation in energy space for the sign function implementation in Eqn. (5).  

The control signals utilized for implementation are the current reference signals that are 

implemented through the API provided by PSI are shown in Figure 9. 



 
Figure 7: Output of interest in energy space 𝒚𝒛 reaching the reference value 𝒚𝒛

𝒓𝒆𝒇
[𝒏] sent by secondary layer control 

 
Figure 8: Electrical power consumption of EV 



 
 

Figure 9: Current reference signals fed as control inputs for implementation through PSI API. 

 

4.4.1.2. HVAC Control 

 The model of HVAC was studied in the previous project with Eaton, and it was identified that it 

could be sufficiently represented by the dynamics of the temperature of a single zone. The 

evolution of the room temperature is: 
𝑑T

dt
= − 

1

RC
(𝑇 − 𝑇0) + 

1

C
𝑃𝑟𝑎𝑡𝑒𝑑𝑢 

(7) 

with the initial condition T(0) = 𝑇𝑟𝑒𝑓, where 𝑇𝑟𝑒𝑓 is the consumer-set desired temperature.  
1

R
 is a function of the area and the heat resistance of the wall, ceiling, and window, and the heat 

gains from solar and people in the room. C is the energy needed to change the room temperature by 

1 ℉. The unit is Btu/℉. It is calculated as: ∆c = 𝐶𝑎𝑖𝑟 ∗ Vℎ𝑜𝑢𝑠𝑒, where 𝐶𝑎𝑖𝑟 is the heat capacity of 

air and the typical value of it is: 1.012 J/gK, or 0.0195 Btu/ft3℉, and Vℎ𝑜𝑢𝑠𝑒 is the volume of the 

house.  

 

With the unknown internal automation, it can be assumed that the closed loop dynamical model of 

the temperarture dynamics can be written as:  

For cooling case: 

u[p] = {

0 T[p] < Tref − Tdb
1 T[p] > Tref + Tdb

u[p − 1] otherwise

 

(8) 

Here, Tdb is the permissible temperature deviations from the reference value which has been 

selected for this experiment as 1.5 ℉. The simplified HVAC model for cooling is explained using 

(7),(8). The sign of u[p] can be similarly changed for the case of heating.  

The thermal resistance and capacitance can be easily obtained from the first order equation of the 

thermal dynamics and the switching control resulting in the ON duration and OFF duration as 

follows. We utilize this approximate model, consider the various constraints imposed by the 

manufacturer provided by PSI to implement HVAC switching control.  



The overall control architecture of the HVAC as it is implemented for the project is summarized in 

Figure 10.  

 
Figure 10: The multi-layered control of HVAC- Dark Blue, green and red arrows represent information communicated at 

𝑻𝒑, 𝑻𝒔, 𝑻𝒕 rate resepctively. Light blue arrows represent information specified by the users which is either fixed or changes at 

much slower timescales. Furthermore, dotted lines represent ahead-of-time interactive information exchange 

 

The objective of control implementation logic is to override the switching cycles based on 

temperature with that of an advanced switching-based logic so that it results in the power dynamics 

to represent the general primary control design shown in Figure 4.  

The proposed logic to override the switching cycles is given by Eqn. (9)  

u[p] =

{
 
 

 
 1 𝑦𝑧[𝑝] − 𝑦𝑧

𝑟𝑒𝑓[𝑛] >
𝑇𝑑𝑏
𝑅𝑒𝑞

−1 𝑦𝑧[𝑝] − 𝑦𝑧
𝑟𝑒𝑓[𝑛] < −

𝑇𝑑𝑏
𝑅𝑒𝑞

u[p − 1] otherwise

 

(9) 

Here, 𝑦𝑧[𝑝] is the measured output of interest in energy space and is expressed as  

𝑦𝑧[𝑝] =
𝑇𝑟𝑒𝑓 − 𝑇[𝑝]

𝑅𝑒𝑞
− 𝑃𝑢[𝑝] 

(10) 

𝑃𝑢[𝑝] is the controlled power which is incremented using the following dynamical control law:  

𝑃𝑢[𝑝 + 1] = 𝑃𝑢[𝑝] + 𝑇𝑝𝛼𝑠𝑖𝑔𝑛(𝑦𝑧[𝑝] − 𝑦𝑧
𝑟𝑒𝑓
[𝑛]) (11) 

Here, 𝑇𝑝 is the control implementation timestep, 𝛼 is the constant that upper bounds the effects of 

the reactive power imbalance as dictated by the second equation of energy space model in Eqn. 2b. 

 

In order to validate the ARPA-E performance metrics for the provision of reserves, a power 

adjustment of 0.2 kW at 0.5 hours is initiated. The secondary control action computes the desired 

reference in energy space to be equal to 0.2 kW.  The primary control given by Eqns. (9)-(11) then 

tracks this reference as shown in Fig. 11. 



 
Figure 11: HVAC primary control tacking output in energy space 𝒚𝒛, to the value  𝒚𝒛provided by the secondary layer control 

 

Notice that the response time of less than 5 seconds is achieved because of the implementation 

timestep chosen as 0.36 seconds. The ramp time is clearly less than 5 minutes, which can further be 

impoved with selection of 𝛼 value in Eqn. 11. The reserve magnitude variability tolerance of less 

than 5% of the target is also achieved as is evident from the figure. Furthermore, the duration of 30 

minutes of reserves availability has also been validated.  

 

 
Figure 12: Averaged power consumption of HVAC with and without demand response 

 

The resulting power adjustments are shown in Fig. 12. Here, the base signal utilized for 

comparison is the one when the embedded automation does not respond to the regulation signal, 

i.e., the step-change in 𝑦𝑧
𝑟𝑒𝑓
[𝑛]) at 0.5 seconds. After 0.5 seconds, notice that there is a difference 

of approximately 0.2 kW as required by the regulation reserve signal.  

 



The temperature is also ensured to be within the permissible range of 60-65 F as shown in Figure 

13. Finally, the imposition of the deadband in Eqn. (9) of the control also ensures that the 

switching actions are not too frequent, as shown in Figure 14. 

 

 
Figure 13: Evolution of temperature with the proposed energy-based control 

 
Figure 14: Proposed switching logic for the HVAC 

4.4.2. Secondary control design 

For either of the devices, upon applying the primary control, the closed-loop model can be utilized 

to obtain an incremental relation between the outputs in energy space Δ𝑦𝑧[𝑛], the power 

consumption Δ𝑃𝑢[𝑛] and the internal outputs of interest Δ𝑦𝑟𝑒𝑓[𝑛] (For example, the current 

reference in EV and temperature reference in HVAC). This incremental relation is referred to as a 

droop relation and is provided by Eqns. 12b and 12c below. The constants 𝛼 and 𝛽 are operating 

conditions-dependent constants, which depend on internal automation. For details on these 

constants, refer to [1,2]. 



 

These droop relations are utilized to solve an MPC problem to obtain references for outputs in 

energy space 𝑦𝑧
𝑟𝑒𝑓
[𝑛] over slower timescales for a horizon length of one or several market-clearing 

time intervals of length 𝑇𝑡 = 1 ℎ𝑜𝑢𝑟.  

min
yz
𝑟𝑒𝑓

[𝑛]
∑ μreg|Δ𝑃𝑢[𝑛] − 𝑃

𝑟𝑒𝑔[𝑛]| + 𝜇𝑒𝑃𝑢[𝑛]

(𝑘+1)𝑇𝑡

𝑛𝑇𝑠=𝑘𝑇𝑡

 

(12a) 

Δ𝑦𝑧[𝑛] = Δ𝑦𝑧
𝑟𝑒𝑓[𝑛];     𝑦𝑧[0] = 𝑦𝑧,0; 𝑦𝑧

𝑟𝑒𝑓[0] = 𝑦𝑧,0
𝑟𝑒𝑓

 (12b) 

Δ𝑦𝑧[𝑛] = 𝛼Δ𝑦
𝑟𝑒𝑓[𝑛] + 𝛽Δ𝑃𝑢[𝑛];     𝑦

𝑟𝑒𝑓[0] = 𝑦0
𝑟𝑒𝑓

 (12c) 

𝑦𝑚𝑖𝑛 ≤ 𝑦𝑟𝑒𝑓[𝑛] ≤ 𝑦𝑚𝑎𝑥 (12d) 

Here, 𝜇𝑟𝑒𝑔 is the penalty of not following the regulation signal, while 𝜇𝑒 is the fixed energy cost 

being paid by the device. As a result, the objective of secondary control is to optimize the tradeoffs 

between energy consumption and provably supply of reserves. The first two constraints in the 

above formulation result from the quasi-static droop relations that can be established upon 

stabilization of the primary-scale dynamics. 𝑦𝑚𝑖𝑛, 𝑦𝑚𝑎𝑥 are the limits on the charge rate of the EV 

or temperature limits in the case of HVAC. These limits are set to be equal to 0 A and 30 A for the 

level 2 charging of Nissan leaf EV under consideration. For HVAC, these limits are set to 58-66 F.  

 

Problem (12) can be solved for the house with both EVs and HVACs combined. In this 

experiment, however, the EVs and HVACs belonged to different houses. The result of this 

optimization is the sequence of reference signals 𝑦𝑧
𝑟𝑒𝑓
[𝑛] to which the primary control responds to. 

Notice that the secondary control MPC problem computes the reference signals that would result in 

the temperatures to be within pre-specified limits of 60-65 F. As a result, the primary control 

implementation would not lead to saturation.  

 

First, the interactive primary and secondary controllers are simulated for a house with HVAC with 

permissible temperature s of 60-65 F with secondary control timestep of 𝑇𝑠 = 5 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 and a 

horizon length of 1 step to obtain secondary control actions as the regulation signal arrives. The 

assumed costs are 𝜇𝑟𝑒𝑔 = 100$/𝑘𝑊ℎ and 𝜇𝑒=10$/kWh. The trajectories obtained with this 

approach is compared with that when the horizon length is 12 steps, amounting to 1 hour of 

planning.  

 

The overlaid plots of temperature are shown in Fig. 15. Notice that the temperature crosses the 

limits at few time instants because of the temperature constraints in Eqn. (12d) were softened by 

plugging them in objective function with a penalty factor of 1e2.  



 
Figure 15: Temperature trajectories with the combined action of primary and secondary controllers. 

 

 
Figure 16: Reference tracking with the MPC-based secondary control actions with 𝝁𝒓𝒆𝒈 =  𝟏𝟎𝟎$/𝒌𝑾𝒉 𝒂𝒏𝒅 𝝁𝒆  =  𝟏𝟎$/𝑲𝑾𝒉 

 

Fig. 16 and 17 show the result of the control action for the case with and without MPC. In these 

plots, the primary control action results in fast-changing values of 𝑦𝑧 shown in blue perfectly 

chasing the reference signal 𝑦𝑧
𝑟𝑒𝑓
[𝑛] in red computed every 5 minutes.  Overlaid is also the 

regulation signal, which needs to be the same as the secondary control action 𝑦𝑧
𝑟𝑒𝑓

 objective 

function when compared to the comfort constraints (12c) that are softened and utilized. Notice 

from Figure 16 that the case with MPC results in perfect tracking of the regulation signal while 

also ensuring temperatures are within permissible limits. 



 
Figure 17: Reference tracking without MPC 𝝁𝒓𝒆𝒈 =  𝟏𝟎𝟎$/𝒌𝑾𝒉 𝒂𝒏𝒅 𝝁𝒆  =  𝟏𝟎$/𝑲𝑾𝒉 

 
Figure 18: Reference tracking with the MPC-based secondary control actions with 𝝁𝒓𝒆𝒈 =  𝟐𝟓$/𝒌𝑾𝒉 and 𝝁𝒆   =  𝟏𝟎$/𝑲𝑾𝒉 

 

Shown in Fig. 18 and 19 is the case when reserve penalty cost is four times lower, where the MPC 

actions still result in much better tracking compared to the case without MPC resepctively. 

Compared to Fig. 15, the temperature profile is now better when provision of reserves is made less 

important as shown in Fig. 20.  



 
Figure 19: Reference tracking with the MPC-based secondary control actions with 𝝁𝒓𝒆𝒈 =  𝟐𝟓$/𝒌𝑾𝒉 and 𝝁𝒆   =  𝟏𝟎$/𝑲𝑾𝒉 

 
Figure 20: Temperature profile for when control actions are obtained with lower reserve penalty cost of 𝝁𝒓𝒆𝒈 =  𝟐𝟓$/𝒌𝑾𝒉  

Similar conclusions have also been obtained with EV secondary control. Details with 

comprehensive simulation results can be referred to in [2]. 

 

The problem (12) can also be solved further to obtain the limits on reserve supply ahead of time, 

by considering the objective function as B[𝑘] with an additional constraint |Δ𝑃𝑢[𝑛]| ≤ 𝐵[𝑘]. The 

resulting limits Bmin[𝑘], Bmax[𝑘] are accounted for in the tertiary control to maximize profits of 

the house-level controller as explained next.  
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4.4.3. Tertiary control:  

The estimated energy and reserve prices are provided by the price forecaster module implemented 

on MIT-LL. For details, see [4]. The objective is to maximize the energy arbitrage and the 

revenues obtained by the provision of reserve capacity over market timescales. However, the total 

reserve capacity that can be provided by the devices is a result of the embedded automation utilized 

in the secondary layer.  

min
𝑃𝑢[𝑘],𝐵[𝑘]

∑ λ̂e[k]Pu[𝑘] + λ̂r[k]B[k]

𝐻

𝑘𝑇𝑡=0

 

(13a) 

0 ≤ Pu[𝑘] ± 𝐵[𝑘] ≤ 𝑃𝑚𝑎𝑥 (13b) 

𝐵𝑚𝑖𝑛[𝑘] ≤ 𝐵[𝑘] ≤ 𝐵𝑚𝑎𝑥[𝑘] (13c) 

𝑒[𝑘 + 1] = 𝑒[𝑘] + 𝑇𝑡(𝑃𝑢[𝑘] ± 𝐵[𝑘]) (13d) 

𝐸𝑚𝑖𝑛 ≤ 𝑒[𝑘′];  𝑒[𝑘] ≤ 𝐸𝑚𝑎𝑥;  (13e) 

 

The third constraint models the state of charge evolution of the EV. The second and fourth 

constraint model the limits on the power and energy that can be injected. The minimum state of 

change constraint is the one that dictates the driver's requirements to fulfill his/her driving 

scheduled by a pre-specified time sample 𝑘′. The constraints (13d)-(13e) can be avoided if there is 

no EV present in the house. Due to COVID-19, the actual hardware testing could not be 

completed. We have thus taken the measurements of PSI to fit this model to obtain parameters that 

can be utilized to test the control design through simulations.    

 

 
Figure 21: Real time bids for energy with HVAC load 

 
Figure 22: Real time bids for regulation reserves with HVAC load 



 

The DyMonDS based time-varying bids for the energy and regulation reserve markets are as 

shown in Figure 21 and Figure 22 for three consecutive time instants. 

 

 

4.5. Feeder-level simulation validation results:  

Twenty test scenarios using two types of loads (i.e., HVACs and electric vehicles) were simulated 

to demonstrate the superior performance of the proposed control design. The simulation results 

validated that the control performance meets the metrics defined in the milestone. Monte-Carlo 

randomness is considered in conducting this milestone task: the 20 test scenarios are randomly 

selected from 72 different possible combinations using Monte-Carlo method 

4.5.1. Simulation Setup 

This section describes the simulation setup in terms of the feeder system used, the composition of 

controllable load types, configuration parameters of individual loads, and all required input data 

needed for simulations. 

 

System Under Study 

All simulations conducted in this task are based on the Pecan Street Mueller Community 

distribution system. This system contains 1 feeder load with 25 homes incident. PSI lab facility is 

also at the same location with  the following controllable units:  

• 2 controllable electric vehicles (EVs)  

• 1 controllable HVAC 

 

EVs have a rated power of 3 kW, battery size of approximately 30 kWh with close to 90% 

charging and discharging efficiency. The two EVs are at different initial SOC values at different 

times of the day under consideration in the simulation study. Controllable HVAC unit is assumed 

to have a permissible temperature deviation of HVAC was 67-73 F.  

Figure 23 and 24 shows the plots of net inflexible demand over the two days in the month of July 

under consideration. Overlaid is also the solar power, which provides reasoning for the negative 

net demand for a few time instants.  

 

The demand response signal references for the aggregate of the controllable units is then given by: 

𝐷𝑅_𝑃𝑙𝑜𝑎𝑑_𝑟𝑒𝑓(𝑛𝑇𝑠) = 𝐷𝑅_𝑃𝑙𝑜𝑎𝑑_𝑎𝑐𝑡[𝑡𝑆𝑡𝑎𝑟𝑡] + 𝑅𝑀𝑇(𝑘𝑇𝑡) 
 

In the above equation, DR_Pload_ref(𝑛𝑇𝑠) is the time varying total load reference for the 

controllable water heaters and electric vehicles. DR_Pload_act(𝑡𝑆𝑡𝑎𝑟𝑡) is the total load of the 

controllable devices at the starting of the demand response. This value sets the baseline to evaluate 

the reserve contribution of the devices. 

 

𝑅𝑀𝑇(𝑘𝑇𝑡) is the difference between the total controllable devices' load and the baseline power, or 

the so-called reserve magnitude target (RMT) as defined in the NODES FOA, which is found 

every market interval of 𝑇𝑡 = 1 ℎ𝑜𝑢𝑟   

𝑅𝑀𝑇(𝑘𝑇𝑡) = 7% 𝑜𝑓 max
nTs∈[𝑘𝑇𝑡,(𝑘+1)𝑇𝑡]

|𝑃𝑆𝑛𝑒𝑡(𝑛𝑇𝑠)| 

In the above equation, 𝑃𝑆𝑛𝑒𝑡(𝑛𝑇𝑠) is the fine granular net load of the Pecan street feeder under 

consideration. 𝑃𝑆𝑛𝑒𝑡(𝑘𝑇𝑡) is the scheduled feeder load over market timescales.  

 

 



 
Figure 23: Day1 feeder-level inflexible demand and solar radiations in blue and orange respectively 

 

 
Figure 24: Day2 feeder-level inflexible demand and solar radiations in blue and orange respectively 

 

Test Scenarios 

Many different variations are considered in setting up the test scenarios to assure an comprehensive 

evaluation of the developed control under most conceivable situations in the real world. These 

variations are summarized in Table 1. The simulated day and the time of the day result in different 

net loading scenario and thereby result in different reserve targets. Furthermore, the EV would 



have different initial state of charge and the HVAC would have a different initial and ambient 

temperature. 

 
Table 1: Variations in test scenario definition 

Simulated Day Time of the Day Regulation Reserve Type 

Day 1 

 

Day 2 

2AM 

9AM 

2PM 

8PM 

Step Response (up reserve) 

Step Response (down reserve) 

AGC Tracking 

 

The step response regulation-reserve-type scenario is considered to validate performance metrics 

as defined in NODES FOA. But in reality, the AGC signal is time-varying within the market-

clearing interval, i.e. it varies over secondary control timescale 𝑇𝑠. A realistic AGC signal is 

produced by scaling down the AGC signal utilized in CAISO. This information was provided in 

the previous project phase by LLNL.  

 

Out of the 72 possible combinations, 20 tests are randomly selected using Monte-Carlo method and 

are listed in Table 2. 

 
Table 2: List of evaluated test scenarios 

Test # Simulated Day Time of the Day Regulation Reserve Type 

1 Day 1 8:00PM Step response (up reserve) 

2 Day 1 2:00AM Step response (up reserve) 

3 Day 1 9:00AM Step response (up reserve) 

4 Day 1 8:00PM Step response (down reserve) 

5 Day 1 2:00PM Step response (up reserve) 

6 Day 1 9:00AM Step response (down reserve) 

7 Day 2 2:00PM Step response (down reserve) 

8 Day 2 2:00PM Step response (up reserve) 

9 Day 2 2:00AM Step response (up reserve) 

10 Day 2 2:00AM Step response (up reserve) 

11 Day 2 8:00PM AGC tracking 

12 Day 2 2:00AM AGC tracking 

13 Day 1 2:00AM AGC tracking 

14 Day 1 2:00PM AGC tracking 

15 Day 1 8:00PM AGC tracking 

16 Day 1 2:00AM AGC tracking 

17 Day 2 2:00PM AGC tracking 

18 Day 2 8:00PM AGC tracking 

19 Day 2 2:00AM AGC tracking 

20 Day 2 9:00AM AGC tracking 

 

4.5.2. Simulation Result 

One important objective of the task is to validate the control to meet the performance metrics as 

defined in this project's proposal. 

Perf Targets: Initial Response Time < 5 s, Reserve Magnitude Variability Tolerance (RMTV) < 

5%, Ramp Time < 5 m, Duration > 60 m 



 

As the performance metrics are defined based on a step response behavior, only group 1 (the first 

ten simulation cases) are evaluated against the target metrics. Table 3 summarizes the simulation 

setup of group 1 cases. Group 2 AGC tracking cases are further validated for meeting NODES 

performance metrics in [3].  

 
Table 3: Summary of group 1 simulation setups 

Test 
Number 

Day 
Number 

Direction Time of 
the day 

Max. 
Hourly net 
Load (KW) 

Reserve 
target 
(KW) 

1 1  up 08:00 PM 70.365 4.925 

2 1 Up 02:00 AM 50.951 3.5665 

3 1 Up 09:00 AM 24.064 1.684 

4 1 Down  08:00 PM 70.365 4.925 

5 1 Up 02:00 PM 27.755 1.942 

6 1 Down 09:00 AM 24.064 1.684 

7 2 Down 02:00 PM 61.686 4.318 

8 2 Up 02:00 PM 61.686 4.318 

9 2 Up 02:00 AM 49.758 3.483 

10 2 Down 02:00 AM 49.758 3.483 

 

The device controllers are implemented on the Raspberry PI boards, and thus the response time is 

equal to the sensor delay, and there is not much communication delay. The response time is thus 

less than 1s.  

 

The secondary control has been implemented with a timestep of 5 minutes to satisfy NODES 

FOA's ramp time requirements. However, the primary control is implemented to chase the 

secondary control reference signals even faster by increasing the sliding mode control gain 𝛼 in 

Eqn. (5) and (11).  

 

The RMTV is adjusted by selecting the temperature deadband in HVAC control. Currently, the 

temperature deadband is set to meet comfort constraints and to also avoid excessive switching 

cycling that results in wear and tear. There thus is a tradeoff between RMTV and device-specific 

constraints. More the number of HVAC units, the tradeoff effects can be minimized. For the 

limited number of units under consideration in the simulation study, the RMTV is noted in the 

tables. Notice that for certain time instants, the RMTV metric imposed by NODES FOA is violated  

 

The DERs are dispatched for providing regulation reserves over secondary control timescales 

within the limits that have already been agreed upon by the DERs considering its internal 

requirements over market-clearing tertiary control timescales. Since the tertiary control time step is 

chosen as 1 hour, guaranteed participation of reserve provision is ensured.  

 

The simulation results corresponding to the randomly selected case is plotted in Figure 25 to 

Figure 30. Each simulated case is presented with three figures: (a) the power response of the 

devices; (b) the market dispatch quantities for energy and reserve capacity to each of the device 

aggregates every hour; and (c) the actual power output from a few individual water heaters and 

EVs, along with their internal state evolution. 

 



 

 
Figure 25: (Test 2) Reserve request outcomes for RegUp signal of 3.5665 kW 

 

 
Figure 26: (Test 2) Energy and reserve capacity market outcomes while tracking RMT = 3.5665 kW 



 
Figure 27: (Test 2) Closed-loop response of individual devices while tracking RMT = 3.5665 kW 

 

 

 

 

Figure 28: (Test 6) Reserve request outcomes for RegDown signal of 1.684 kW 

 



 

Figure 29: (Test 6) Energy and reserve capacity market outcomes while tracking RMT = -1.684 kW 

  

Figure 30: (Test 6) Closed-loop response of individual devices while tracking RMT = -1.684 kW 

 

The overall outcomes of all the group-1 tests conducted are tabulated below in Table 4 case by 

case.  

 
Table 4: Summary of group 1 simulation results 

Test Number Response 
Time (in s) 

Ramp Time (in 
s) 

RMTV  
(in % of RMT) 

Duration 

1 < 1 s 7.2s. 3.44 > 1 hour 

2 < 1 s 7.2 s 0.67 >  1 hour 

3 < 1 s 3.6 s 1.39 > 1 hour 

4  < 1 s 7.2s 3.77 > 1 hour 

5 < 1 s 3.6 s 1.34 >  1 hour 



6 < 1 s 7.2 s 1.85 >  1 hour 

7 < 1 s 3.6 s 0.86 > 1 hour 

8 < 1 s 7.2 s 0.53 >  1 hour 

9 < 1 s 7.2 s 0.69 > 1 hour 

10 < 1 s 3.6 s 1.17 > 1 hour 

 

Our proposed approach only guarantees provable tracking performance. If there are insufficient 

devices at the market-clearing stage, the minimum storage requirements can be identified. 

However, the minimum number of devices required to track a given RMT is a subject of future 

research.  
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4.9. Appendices 

4.9.1. APPENDIX A: MILESTONE 2.1 DOCUMENTATION - APIs 

development completed 
 

High Level Summary 
This document demonstrates the deliverables produced by Pecan Street Inc (PSI) towards completion of Task 

2: Lab testing environment and development. Contained within at a high level are the following: 

• The GitHub repository for the MIT team to host and push their controller code to fielded units. It 

also contains example python clients for publishing and subscribing to the MQTT broker 

https://github.com/Pecan-Street/MIT_Controller 

• The cloud-hosted server that the MIT team has been given direct ssh access to: 

o Running a PosgreSQL database that the MIT team has been given direct read access 

to containing the data being published 

o Running an MQTT broker that the MIT has been given credentials for connecting to. 

This acts as the API for sending HVAC and EVSE commands as well as receiving status 

information. 

o The cloud-hosted server also listens for specific published MQTT data topics 

containing the data being published from the Raspberry Pis, and aggregates and stores 

that data in the local PostgreSQL database. The MIT team may also listen to those 

topics from any computer with an internet connection for rapid access and response to 

the published data 

• A Raspberry Pi / LCR that is: 

o Publishing whole home usage (grid), HVAC fan/blower usage, EV usage (if home has 

vehicle), solar generation, vehicle present T/F, vehicle charging, vehicle presence, and 

temperature data to the MQTT broker on the cloud server 

o Listening to its own command topics from the MQTT broker on the cloud server and 

reflecting that it has received the different types of commands for EVSE and HVAC 

control 

o Storing a limited amount of its own data locally in a sqlite database 
 

Cloud Server 

PSI has provisioned a cloud hosted Debian Linux server from Linode.com. The IP address is 45.79.13.55 

and the hostname is li1112-55.members.linode.com. PSI has provided the MIT team with credentials to 

SSH directly into this host. 

 

Database Access 

A PostgreSQL database is hosted containing aggregated data from all homes on the cloud server for the 

direct read-only access for aggregation algorithm development. PSI has delivered credentials for 

connecting to the database to the MIT team. Note that these are not the same credentials as used to SSH to 

the cloud server. The data types in this database are the same as those collected from the homes, stored at 1 

minute intervals. The MIT team may SSH to the cloud server to access the database or may connect from 

their local workstation or laptop to the PostgreSQL database by using the cloud server's hostname and the 

database credentials provided. The client used to 



connect to the database may be a desktop application like PgAdmin, a command-line client like 

psql, or library access via a programming language like Python3 using a module like psycopg2. A list 

of clients for many platforms can be found here: 

https://wiki.postgresql.org/wiki/PostgreSQL_Clients 
 

To connect using psql after SSH'ing into the cloud server, issue the following command: 

psql -h 127.0.0.1 -p 5432 -d postgres -U mit_user 

…then enter the matching database password when prompted. The "public" schema contains the databases with 

the aggregated data. 

 

If connecting from a remote computer with psql issue command: 

psql -h 45.79.13.55 -d postgres -p 5432 -U mit_user 

These same connection parameters can be used in a desktop GUI or Python script to connect to the database. An 

example of connecting from a remote laptop to the database is seen here: 

 

Figure 1: Connecting from a remote laptop to the cloud server's PostgreSQL database containing aggregated status data. 
 

API via MQTT Publish and Subscribe 

The cloud server is running an MQTT broker that the MIT team can use to listen to the broadcast in-home 1 

second data as well as operational/control status data of WiFi relay, opt- out button and EVSE data. The in-home 

Raspberry Pi / LCR will collect and broadcast the 1 second data to this MQTT broker on a specific topic to each 

RPi/LCR based on the last 4 characters of its MAC address. PSI provided the MIT team a document describing all of 

the topics and data types necessary to both publish commands to the EVSE and HVAC systems, and 



to listen for 1 second data being published from the homes. The general topic design is as follows: 

 

For subscribing to published data the topics generally look like: 

MIT/DATA/{MAC}/{SYSTEM}/{TYPE} 

For publishing commands the topics look like: 

MIT/CONTROL/{MAC}/{SYSTEM} 

where {MAC} would be replaced the last 4 characters of the Raspberry Pi's MAC address and 

{system} would be replaced with the system that you would like to get information from, such as hvac, temp, 

evse, or energy. You can add wildcards to the topics to listen to groups. "+" is a wildcard for a single level of a topic, 

and "#" will add all subtopics below. Examples of subscribing to topics include: 

• mit/data/280a/temp : Listens to temperature data being sent from the Raspberry Pi 

with MAC address "280a" 

• mit/data/+/temp : Listens to temperature data from ALL of the participants' 

Raspberry Pis. The "+" is used as the wildcard for the single level of the MAC address. 

• mit/data/# : Listens to ALL data being emitted by ALL of the participants' Raspberry Pis. 

This could be a large volume of messages, so be careful! 

• mit/data/280a/hvac/status : Listens for the HVAC status information for 

Raspberry Pi with MAC address "280a" 

• mit/data/280a/evse/status: Listens for the EVSE status information for 

Raspberry Pi with MAC address “280a” 

• mit/data/280a/energy/1s_data: Listens for the energy usage status 

information for Raspberry Pi with MAC address "280a" 

 

The same wildcard examples shown for the temp system can be applied to the hvac, evse, and energy system 

topics. The topics to publish commands to are: 

• mit/control/280a/hvac 

• mit/control/280a/evse 

Publishing MQTT messages does not support wildcards, so messages must be sent individually to each 

Raspberry Pi's MAC address. 

 

PSI provided credentials and connection information for the MQTT broker. The hostname is li1112-

55.members.linode.com, the username is mit, and the port is 8883. The password was sent to the MIT team and is 

omitted here for security reasons. SSL is enabled on this port to encrypt communications. 

 

MQTT publisher and subscriber clients also exist as desktop applications, command-line utilities, and software 

libraries. Here are examples of using the Mosquitto command line clients to publish and subscribe is as follows: 



mosquitto_pub -h li1112-55.members.linode.com -u mit -P '{YOURPASS}' -t 

mit/control/280a/hvac -m '{"mac":"432a","command": "idle","duration": 

10}' 

 

mosquitto_sub -h li1112-55.members.linode.com -u mit -P 

'iVogzJp72$^V#wajTRQu' -t 'mit/data/+/energy/1s_data' -v -d 

 

Replace {YOURPASS} with your password. 

 

Examples of Python3 code that both publishes commands to the broker to be sent to a specific Raspberry Pi (for 

example, to set the HVAC idle on the Raspberry Pi with MAC address 280a for 5 minutes) as well as listens to 

specific topics to receive status data being published by the Raspberry Pis. The default topic in the example script is 

"mit/data/#", which will listen to all status data from all households and print out all messages being sent out. 

 

There are a number of desktop applications that can be used to both publish and subscribe to the MQTT broker. 

The following shows configuring the MQTTBox app, and then sending and receiving messages. 

 

Figure 2: Configuration of MQTT desktop client MQTTBox to publish/subscribe to the PSI MQTT broker. 



 

 

Figure 3: MQTT desktop application MQTTBox showing publishing a message (left) to topic mit/control/280a/hvac to go idle for 

10 minutes, and subscribing to all messages (left, orange) and showing a few message commands have been received. 



4.9.2. APPENDIX B: MILESTONE 2.2 DOCUMENTATION – Data import 

platform enabled  
 

Pecan Street set up the GitHub code repository for pushing code to fielded units. 

 

The GitHub repository has been created and populated. The MIT team will supply their GitHub accounts to be 

added as contributors to the repo that will host their controller code that will run on the Raspberry Pis. This repo can 

be found at: 

https://github.com/Pecan-Street/MIT_Controller 

 

There is a README file at the root of the repo that has installation and configuration instructions. 

 

In order to provide a well-defined and testable interface between this code and the rest of the code controlling the 

Raspberry Pi, an abstract interface class has been developed to define the contract (AbstractController.py). In 

addition, an example of an implementation of this interface (ConcreteControllerExample.py) and a stub-class 

(MITController.py) that the MIT team can use as a starting point for their development have been provided. 

 

Also provided in this repository are client examples of how to publish and subscribe to the MQTT broker for 

sending commands to an HVAC system or EVSE system and receiving data published by the Raspberry Pis. 

These can be found in the mqtt_client_examples directory. 

 

Finally, there are unit tests to ensure quality is maintained that are run with each commit. 



 



4.9.3. APPENDIX C: MILESTONE 2.3 DOCUMENTATION  - Developed 

device testing framework 
 

Photographic evidence of the HVAC test set at the PSI lab, including HVAC follower board, single board computer, 

and thermostat 



 

 

Photographic evidence of the EVSE test set at the PSI lab, including EVSE follower and J1772 connector 



 

 
 

Data verifying simple on/off control for the HVAC compressor at the PSI lab through the API from PSI cloud 

resources. Please watch the full video to view the HVAC compressor turn off in real time here. 
 

Data verifying simple on/off control (adjustment of the charging rate) for the EV at the PSI lab through the API 

from PSI cloud resources. Please watch the full video to view the EV adjust its charging rate in real time here. 



4.9.4. APPENDIX D: MILESTONE 2.3 DOCUMENTATION -CONTD.  

 

Available MQTT Topics and Commands 
 

Commands may be sent to HVAC and EVSE systems by sending a JSON message to the two control topics 

on the cloud broker. 

 

EVSE Commands: 
EVSE commands consist of setting a charge in Amps for a duration of time specified in minutes to a specific 

Raspberry Pi as identified by the last 4 characters of its MAC address. 

 

The EVSE command topic is of the form: 

mit/control/{MAC}/evse 

For example, if you wanted to send a command to the Raspberry Pi with the MAC address '0cf8' to set the charge 
to 10A for 5 minutes, you would send the following JSON message: 

{"mac": "0cf8", "charge":10, "duration":5} 

to topic 

mit/control/0cf8/evse 

 

HVAC Commands: 
HVAC commands similarly consist of sending a JSON message to a topic with a MAC address, a command, and 

a duration specified in minutes. 

 

The HVAC topic takes the form: 

mit/control/{MAC}/hvac 

For example, if you want to send a 'cool_interrupt' (turn off the HVAC cooling compressor) to a Raspberry Pi 
with the MAC address 'd06f' for a duration of 5 minutes, you would send the following JSON message: 

{"mac": "d06f", "command":"cool_interrupt", "duration":5} 

to the topic 

mit/control/d06f/hvac 

 

Available commands for HVAC are: 

● cool : turn on the HVAC cooling compressor 
● cool_interrupt: suspend running the compressor 
● heat: turn on the HVAC heater 
● heat_interrupt: suspend running the heater 
● fan: turn on the fan 
● fan_interrupt: suspend running the fan 
● idle: release any control on the HVAC system 

 

Success / Error Topics: 
You can listen to the topic: 



mit/success/# 

and 

mit/error/# 

to receive notifications when there are successful commands executed and there are errors such as if an attempted 
command violates one of the command rules. An example of a successful command response on the success topic 
looks like: 

{"mac": "d06f", "command": "cool_interrupt", "duration": 5, "epoch": 

1594846118}



An example of a failed command and the message sent on the error topic is: 
 

{"mac": "d06f", "system": "hvac", "message": "ERROR: Event 

failed rules validation: Duration of current requested event is not between 5 

and 15 minutes inclusive. {\"mac\": \"d06f\", \"command\": 

\"cool_interrupt\", \"duration\": 150}", "epoch": 1594848145} 

 

The message returned shows that the command failed because it violated the duration rules for HVAC 
curtailment. A cool_interrupt of 150 minutes is not allowed. 



4.9.5. APPENDIX E: MILESTONE 4.1 DOCUMENTATION – Completed 

hardware construction 

 
 

1) WiFi Addressable Relay (BluFollower): 

 

The blufollower is designed to do multiple control/monitoring actions. First, the design monitors the existing 
control lines through an AC opto-isolator. Typical HVAC control lines are 24VAC though there are some 
proprietary systems that use different AC/DC voltages. The follower system is compatible with the most common 
thermostat types, 3 and 5 wire systems, which are the majority of the residential thermostats in the USA. 

 

The 24VAC is input to an opto-isolator which is used to provide a signal through a pullup resistor to one of the 
digital inputs of the Raspberry PI.  This provides overvoltage protection and galvanic isolation for safety. The RPI 
can then provide status of the residential thermostat - if it's calling for cool/heat/fan, the RPI can monitor those lines 
and provide that input to the server for either algorithm development or decisions on actions. For instance, if the 
algorithms call to prevent operation for the next half hour and the thermostat is calling for cool for 5 minutes straight, 
a decision may be made to accommodate occupant comfort and allow that signal to pass through. 

 

A two level circuit has been developed for control signals. The first level is to interrupt the control signals from 
the existing HVAC thermostat. Once the signals have been interrupted, a second set of relays can be activated to 
provide a new control signal to the HVAC system calling for cool/heat/fan. The relay that interrupts the existing 
control signal also provides power to the relays providing a new control signal. This prevents the physical condition 
of the new signal being tied to the existing control signal, effectively eliminating the condition where two outputs can 
be tied together, which typically leads to device damage. 

 

In addition to the monitor/control functionality, the board implements a watchdog timer. If the RPI locks up or 
fails for any reason, the circuit will default control to the existing thermostat. 

The circuit consists of a resettable timer: a pulse every second from the RPI digital output will reset the timer. If 
more than a second has gone by, the power to the entire relay interrupt/control section is removed. The relays are 
designed so that the power off, normally closed state passes the HVAC thermostat wiring through the board without 
interruption. 



 

 

Figure 1: BluFollower PCB Layout 
 

Figure 2: Portion of BluFollower Schematic 



 

 

Figure 3: Photographic Evidence of PCB 
 

Figure 4: Photographic evidence of 25 sets of WiFi Relays and single board computers 



 

Production and Quality Control Log 

Product Name: MIT LL HVAC Controller 
 Quality Control Round 1 Quality Control Round 2 Quality Control Round 3 

ID/Count Assembly date Assembly Initials QC Status QC date QC Initials QC Notes QC date QC Initials QC Notes QC date QC Initials QC Notes 

 

 
1 

 

 
5/29 

 

 
RAS 

 

 
Passed QC 

 

 
6/2 

 

 
AT 

Fails QC: Board is not turning 

on all 6 LEDs (LED 2, 3 and 5 

- counted from right to left) 

 

 
6/2 

 

 
RAS 

 

 
recheck k3 k4. 

 

 
6/3 

 

 
AT 

 

 
Passed QC 

 
 

2 

 
 

5/29 

 
 
RAS 

 
 
Passed QC 

 
 

5/29 

 
 
AT 

 
 
Passed QC 

      

3 5/29 RAS Passed QC 5/29 AT Passed QC       

 

 
4 

5 

6 

 

 
5/29 

5/29 

5/29 

 

RAS 

RAS 

RAS 

 

Passed QC 

Passed QC 

Passed QC 

 

 
6/2 

5/29 

5/29 

 

AT 

AT 

AT 

Fails QC: Yellow input stays 
true whether connected or not 
connected 

 

 
6/2 

 

 
RAS 

 

 
recheck k3 k4 

 

 
6/3 

 

 
AT 

 

 
Passed QC 

Passed QC 

Passed QC 

 

7 5/29 RAS Passed QC 5/29 AT Passed QC       

 
 

8 

 
 

5/29 

 
 
RAS 

 
 
Passed QC 

 
 

6/2 

 
 
AT 

Fails QC: Board is not turning 

on all 6 LEDs (LED 2 and 4 

don't turn on) 

 
 

6/2 

 
 
RAS 

 
 
recheck k3 k4. 

 
 

6/3 

 
 
AT 

 
 
Passed QC 

 

 
9 

 

 
5/29 

 

 
RAS 

 

 
Passed QC 

 

 
6/3 

 

 
AT 

Fails QC: Board is not turning 
on all 6 LEDs (LED 6 doesn't 
turn on) 

 

 
6/2 

 

 
RAS 

 
recheck k3 & k4, 
replace 1 LED 

 

 
6/3 

 

 
AT 

 

 
Passed QC 

10 06/01 RAS Passed QC 6/1 AT Passed QC  
 
 

 
6/2 

 
 
 

 
RAS 

 
 

 
recheck k3 k4, 
replace c3 u94 u101 

 
 
 

 
6/3 

 
 
 

 
AT 

 

 
 
 

11 

 
 
 

06/01 

 
 
 
RAS 

 
 
 
Passed QC 

 
 
 

6/3 

 
 
 
AT 

Fails QC: LED 8 is the only 

LED on, and when board is 
connected to Pi it causes the 
whole Pi computer to restart 

 
 
 
Passed QC 

 
 
 

12 

 
 
 

06/01 

 
 
 
RAS 

 
 
 
Passed QC 

 
 
 

6/2 

 
 
 
AT 

Fails QC: Yellow input stays 

true whether connected or not 

connected. LEDs 4 and 5 do 

not turn on 

 
 
 

6/2 

 
 
 
RAS 

 
 
 
recheck k3 k4. 

 
 
 

6/3 

 
 
 
AT 

 
 
 
Passed QC 

13 06/01 RAS Passed QC 6/1 AT Passed QC       

14 06/01 RAS Passed QC 6/1 AT Passed QC       

 
15 

 
06/01 

 
RAS 

 
Passed QC 

 
6/2 

 
AT 

Fails QC: LED 4 and 6 don't 
turn on 

 
6/2 

 
RAS 

 
recheck k3 k4 

 
6/3 

 
AT 

 
Passed QC 

16 06/01 RAS Passed QC 6/1 AT Passed QC       

 
 

 
17 

 
 

 
06/01 

 
 

 
RAS 

 
 

 
Passed QC 

 
 

 
6/2 

 
 

 
AT 

Fails QC: LED 5 doesn't turn 
on; Red input stays true 
whether connected or not 
connected 

 
 

 
6/2 

 
 

 
RAS 

 
 

 
recheck k3 k4 

 
 

 
6/3 

 
 

 
AT 

 
 

 
Passed QC 

18 06/01 RAS Passed QC 6/1 AT Passed QC 
      

19 06/01 RAS Passed QC 6/1 AT Passed QC      

20 06/01 RAS Passed QC 6/1 AT Passed QC      

 
 

 
21 

 
 

 
06/01 

 
 

 
RAS 

 
 

 
Passed QC 

 
 

 
6/3 

 
 

 
AT 

 

 
Fails QC: LED 4 doesn't turn 
on 

 
 

 
6/2 

 
 

 
RAS 

recheck k3 k4, 
replace 1 LED, U72 
shorted and removed, 
electro caps 

 
 

 
6/3 

 
 

 
AT 

 
 

 
Passed QC 

 
22 

 
06/01 

 
RAS 

 
Passed QC 

 
6/1 

 
AT 

Fails QC: LED 1 and 4 don't 
turn on 

 
6/2 

 
RAS 

 
recheck k3 k4. 

 
6/3 

 
AT 

 
Passed QC 

23 06/01 RAS Passed QC 6/1 AT Passed QC       

24 06/01 RAS Passed QC 6/1 AT Passed QC      

25 06/01 RAS Passed QC 6/2 AT Missing 6/2 RAS recheck K3 K4 6/3 AT Passed QC 

26 06/01 RAS Passed QC 6/2 AT Missing 6/2 RAS recheck K3 K4 6/3 AT Passed QC 

 

Figure 5: Photographic evidence of final quality control document of the HVAC controller (also provided as excel 

file to MIT LL) 

 

2) Single Board Computer (Raspberry Pi 3): 

 

Pecan Street selected the Raspberry Pi 3 (RPI) as the Single Board Computer for collecting data and control of 
the relays for HVAC and EVSE. An RPI has been set up in the Pecan Street lab and configured as it would be in a 
home (refer to Figure 6). Software has been developed and tested in the lab that collects electrical circuit usage from 
the eGauge, indoor temperature, and EVSE status and both saves the data in a local database and broadcasts that 
data out to the MQTT broker on the cloud server for clients to monitor. 

 

Figure 6: Raspberry Pi test setup in the PSI lab. 



The RPI also runs a web server that is used to remotely configure settings like the mapping of circuits and a 
set of eGauge configuration options. 

 

 

Figure 7: Communication validation between the RPI and electricity data. Communication with BluFollower and 

EVSE controller will occur once hardware components are completed. 
 

 

Figure 8: Photographic evidence of 25 single board computers, Raspberry Pi 3s 

 

3) EVSE Controller: 

 

Pecan Street's EVSE controller intercepts the charging between the vehicle and the home charging station in 
order to manage the vehicle's charging. As a result, the EVSE controller treats the vehicle as a load that is capable of 
providing DR services. The controller's input is connected to the charger's pilot bus, while the output is connected to 
the vehicle. Based on the signals received via WiFi from the broker, the EVSE controller can change the charging 
current by modifying its Pulse Width Modulation (PWM) signal, compliant with J1772. 

 

Following the hardware design and pilot board construction for the EVSE, the technology was evaluated and 
validated in the lab. After successful tests on the software development, Pecan Street constructed five additional 
boards to be deployed in the field. Due to COVID-19 restrictions, two of these boards were deployed in the lab and in 
one residential setting, while the remaining three were installed, but not connected to a load, to be used for testing 
commands and communication. All hardware has been ordered, fabricated, and is available at the lab for assembly. 
Therefore, MIT LL, ARPA-E, and PSI decided not to move forward with the override functionality. 



 

 

Figure 9: Photographic evidence of five sets of EVSE boards 
 

Figure 10: Photographic evidence of five sets of fully assembled EVSE Controller board connected to J1772 

compatible connector 



 

 

Figure 11: Residential vehicle charger showing conductors to EVSE controller 
 

 

Figure 12: Photographic evidence of final quality control document of the EVSE controller 



4.9.6. APPENDIX F: MILESTONE 4.2 DOCUMENTATION - Completed 

hardware installation 
 

Load 1 in the PSI lab - connected to the HVAC load 



 

 

Load 2 in the PSI lab - connected to the EV load 



 

 

Load 3 in a residential setting - connected to the EV load 



 

 

Data verifying simple on/off control (adjustment of the charging rate) for the EV in a residential setting (load 3) 

through the API from PSI cloud resources. Please watch the full video to view the EV adjust its charging rate in real 

time here. 



 

 

 

Photographic evidence of 24 HVAC and 3 EVSE follower boards connected in the PSI lab for com 

munication testing, using data from PSI's participant network. 



8.7. APPENDIX G: MILESTONE 4.2 DOCUMENTATION CONTD.  

Data IDs 
 

The list of Data IDs in the following spreadsheet are all homes in the Mueller neighborhood in Austin, TX on the 
same transformer phase. Historic data for these homes can be found in the home directory in the 1s_data directory. 
Temperature data for thirteen of the homes is available, and also available on the project server in the same directory. 

 

These Data IDs are also mapped to the HVAC and EVSE followers in the lab that are being used for 
communication validation, and not connected to actual loads. 
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