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EXECUTIVE SUMMARY 

This report presents research conducted by Tanish Himani under the Karles Fellowship for the 
period of April 1, 2019 through April 1, 2021. The majority of this work focuses on developing a 
microwave brightness temperature resolution enhancement algorithm for a distributed small satellite 
constellation (see Publications for published work referenced in this report). In the final year of the 
fellowship, the fellow focused some of his efforts towards preliminary studies for a newly funded 6.1 
New Start for which he is a CO-I: “Fusion of Reflectometry and Radiometry for Satellite Remote Sensing 
of Surface Soil Moisture.” 

In this report, the well-established Backus–Gilbert resolution enhancement algorithm for passive 
microwave sensors is applied to a novel distributed spacecraft geometry. While this geometry allows for 
significantly higher sampling densities and redundancy, the small spacecraft platform comes with more 
pronounced errors in the knowledge of navigation, attitude, antenna pattern function, instrument noise, 
and instrument bias compared to a flagship mission. Imperfect knowledge of these errors is simulated to 
determine the feasibility of using a distributed small satellite constellation for resolution enhancement 
rather than a dedicated single spacecraft scanning system. The results show that resolution enhancement 
is possible using a distributed geometry even in the presence of worst case errors typical of current small 
spacecraft components. Also, depending on the distribution of errors between spacecraft, degradation of 
performance can be mitigated. Furthermore, increased sampling densities achieved in this configuration 
can provide insight into sub-footprint scale features. If temporally dynamic brightness temperatures are 
used, large spacecraft separation distances and high rates of brightness temperature variation are both 
shown to degrade reconstruction performance.  

The 6.1 New Start also focuses on fusion of small satellite data, specifically GNSS reflectometry 
from NASA’s Cyclone Global Navigation Satellite System (CYGNSS) constellation. For preliminary 
work for the 6.1 New Start, the bulk of efforts were focused on creating a processing pipeline to 
download CYGNSS data via NASA’s PO.DAAC system and process CYGNSS Bistatic Normalized 
Radar Cross Section (BNRCS) using a incidence angle correction for land measurements. Furthermore, 
existing field data sets were brought into the pipeline to serve as a point of comparison. Establishing and 
validating this pipeline will prove useful for ensuring the 6.1 New Start has an established capability for 
accessing and processing CYGNSS data. 
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NOVEL MICROWAVE REMOTE SENSING TECHNIQUES USING SMALL 
SATELLITE CONSTELLATIONS  

1. INTRODUCTION

1.1 Small Satellites: Benefits 

Small satellites are have evolved from being primarily an academic learning platform [1] to now a 
vital capability for much of the DoD, including the Navy. Multiple public and private companies now 
exist [2] which offer a full array of spacecraft services for hosted scientific payloads. Some of the obvious 
engineering benefits to a small spacecraft platform include lower cost, quicker development schedules, 
and the ability to purchase commercial off-the-shelf (COTS) components. One of the primary 
observational benefits to this platform is the ability to launch multiple spacecraft in order to achieve faster 
revisit times at a total lower mission cost. This distributed geometry is critical when observing 
phenomena that are fast-evolving or occur on a global scale [3]—[7]. Furthermore, small satellites can 
help fill observational sampling density gaps for flagship missions [8]. 

1.2 Small Satellites: Overcoming Limitations 

Despite significant benefits, the limited available mass, volume, and power often constrain the 
spatial and radiometric resolution of hosted payloads [9]. These small spacecraft engineering constraints 
often take the form of knowledge of navigation states, attitude states, antenna characterization, and so on. 
For small satellites, this is especially true as the mass, volume, and power accommodations limit the 
quality of sensors and actuators onboard the spacecraft bus [20]. Furthermore, the limitations of the 
spacecraft bus can result in infrequent updates to the attitude and navigation solutions resulting in 
increased error between measurement updates. 

The proposed methods to overcome these limitations include combining data from multiple small 
satellites within a constellation or combining data from small satellites and larger flagship missions in a 
more synergistic manner [10, 11], a process known as data fusion [12]. In the realm of passive microwave 
radiometry, these methods make use of partially correlated measurements from a single scanning (linear 
or conical) radiometer to solve the inverse ill-posed problem of super-resolution [13]–[18]. However, 
these methods often do not address the possibility of obtaining measurements from multiple spacecraft 
(rather than a single scanning sensor) or make assumptions that do not reflect engineering constraints of 
the observing system [19]. These engineering constraints can translate into image registration errors and 
could potentially degrade the ability to perform data fusion. While a single scanning system can use 
multiple observation passes to improve sampling density, this sacrifices the temporal resolution of the 
observed phenomenology [21]. This tradeoff can be mitigated if small spacecraft constellations are used 
instead of single sensor multi-pass observations [9]. 

The purpose of this work is to determine the feasibility and effectiveness of data fusion on 
microwave radiometric measurements using multiple small spacecraft in the presence of errors that may 
not otherwise exist in a flagship-class single scanning spacecraft. The analysis performed can help 
constrain system-level requirements necessary to successfully combine data sets for future mission 
architectures. 

______________
Manuscript approved February 3, 2022.
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2. APPROACH 
 
2.1 Backus-Gilbert Method 

The Backus-Gilbert (BG) method is a well-established algorithm for performing microwave 
resolution enhancement for scanning (linear or conical) radiometers and scatterometers. Specifically, BG 
is a type of reconstruction algorithm that relies on partially correlated sampled observations to better 
reconstruct the original signal [21]. 

In this work, the geometry of simulated measurements is based on a hypothetical distributed 1-D 
satellite constellation rather than a linear- or conical-scanning system. The BG algorithm implemented in 
this work is based on [22] and is presented here in brief to highlight differences between the scanning and 
distributed architectures. BG reconstruction relies on finding an estimate of the brightness temperature at 
a given ground location by taking a weighted sum of “n” nearby antenna temperature measurements: 

 
where TBest is the brightness temperature estimate at some ground location x0, TA are nearby antenna 
temperature measurements, and a is a vector containing coefficients an that weight each antenna 
temperature measurement. 

TA is obtained by convolving the antenna gain pattern G(x), also known as the antenna pattern 
function (APF), with the physical scene brightness temperature, TB, over all ground locations, x, within 
the sensor field-of-view (FoV): 

 
 

In a scanning sensor, each TA is a single measurement along a scan line. In a distributed geometry, 
TA represents a single measurement from an individual spacecraft. Common implementations of BG 
insert noise into the a coefficients; however, this work takes a more physics based approach and inserts 
the noise, Tnoise, directly into the antenna temperature measurements. Weighting coefficients, a, are: 

 

 
 

where S is a positive definite matrix of convolved overlapping antenna gain functions and u is a vector 
whose components are individual satellite antenna gain patterns integrated over ground locations x within 
their respective FoV. The terms of S and u respectively are given by: 
 

 

 
In scanning sensors, each entry Sij is integrated over the overlap bounds of the ith and jth measurement in a 
single scan line, whereas, in the distributed geometry, Sij is integrated over the overlap bounds of 
simultaneous measurements of the ith and jth spacecrafts. Thus, Gi(x) and Gj(x) are the antenna gain 
patterns of the ith and jth spacecrafts, respectively. J(x, x0) is a penalty function set to unity so that no 
region within the integration bounds is emphasized over any another [23]. 
2.2 Simulation Setup  
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2.2.1 Spacecraft Geometry 

The first part of the experiment Although this work uses a 1-D configuration, all available 
parameters used are typical of small spacecraft orbital dynamics. Fig. 1 shows an example of the 
distributed small spacecraft architecture in the sensing configuration. 

 
Fig. 1 — Example 1-D distributed spacecraft geometry (not to scale). 

 

This geometry shows three small spacecraft, each with 70 km wide 3-dB footprints at an altitude of 
500 km. The spacecraft is separated in-orbit by a constant 2.5 km and is designed with a baseline APF 
(seen in Section 2.2.2) such that the overlap bounds between all three APFs are 60 km. All the motions 
and reconstructions are done in the orbit along-track direction. It should be noted that all spacecrafts are 
assumed to be nadir pointing in their sensing configuration; meaning that no adjustment to the APF is 
necessary for configurations without attitude error. 

While Fig. 1 shows an instantaneous measurement geometry, the full scene over which sampling 
occurs for reconstruction is 1400 km. All measurements assume that the Earth is locally flat for the 
overlap distance, and path length variations do not significantly affect the measured brightness 
temperature. 
 
2.2.2 Antenna Pattern Function 

Two APFs are considered in this work. The first is the baseline APF that consists of a truncated 
cosine function over a range  of −35 km ≤ x ≤ 35 km from nadir such that the bounds of the range 
represent the 3-dB dropoff point of a standard cosine function. This is an idealized APF that would be 
difficult to create with a real antenna. Fig. 2 shows the baseline APF that is used for all simulations except 
in the case of APF errors. 

 
Fig. 2 — Example of baseline Earth projected APF (three spacecraft). 
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Fig. 3 shows the APFs used in the scenario where one APF is assumed in the algorithm but the true 
APF of the antenna has significant errors. This “true" APF is more realistic than the “assumed" APF 
although typical sidelobes in real antenna patterns are not as severe. While the APFs used in this work are 
fixed, note that computational requirements to compute BG coefficients for a distributed architecture with 
variable APFs could be significant. 

 
Fig. 3 — Example of true and assumed Earth projected APF (single spacecraft). 

 
2.2.3 Performance Metrics 

The analysis in the next section varies a single parameter of interest (e.g., APF error) while holding 
all other parameters constant in order to show the effects of a single parameter variation on the overall 
reconstructed profile. Since small satellites are affected by multiple simultaneous errors during flight, 
understanding the effect of individual errors can help direct engineering efforts during the mission design 
process.  

These effects are quantified through the use of established statistical error metrics (standard 
deviation and r2) and also goodness-of-fit metrics, such as total relative absolute (TRA) error [14] and the 
Nash–Sutcliffe model efficiency (NSE) coefficient [25]. In this work, we refer to both statistical and 
goodness-of-fit parameters as performance metrics. 
 
3. MODELING 
 

Various types of errors were simulated in this work; sampling distance, noise, navigation, attitude, 
APF, etc. However, for brevity, only two scenarios are detailed in this report: (1) APF errors and (2) a 
combined case will all errors. For more detail on other errors, readers are referred to Himani et. al 2020. 

To show the effect of various errors, we first establish a baseline scenario (Table 1). The baseline 
configuration is defined as a 1-D 1400-km ground swath over which three nadir-pointed satellites orbit 
with a constant intersatellite spacing of 2.5 km. The three satellites each take a measurement every 30 km 
of the swath (defined as the ground sample distance), and these groups of measurements are used to 
reconstruct a single, enhanced measurement located at the center of their overlapping FoV. Ideally, this 
should result in roughly 46 reconstructed data points. However, resolution enhancement is not performed 
within 60 km of the beginning or end of the 1400-km swath in order to keep all radiometer measurements 
contained within the simulated scene (further outside these bounds and the radiometer FoV would be 
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outside of the simulated scene). This results in roughly 42 total reconstructed data points over the 1400-
km swath. Lines between the reconstructed data points use a simple linear interpolation. 

 
Table 1 — Spacecraft Parameters for Baseline Scenario 

 
Parameter Value 

Inter-Satellite Spacing 2.5 km 
Instrument Noise 0 K 
Instrument Bias 0 K 
Navigation Error 0 m 

Attitude Error 0 degrees 
APF Error None 

Ground Sampling Distance 30 km 
 
The baseline and remainder of Section 3 will focus on four separate scenes: step, multistep, hotspot, 

and sine. Fig. 4 shows results for each of these scenes using the baseline case. Linear interpolation is used 
in between derived estimates to reconstruct a full profile equal to the resolution of truth data. Note that 
BG has a difficult time with sharp transitions (such as the step), and depending on the sampling 
distribution around the zero-point ground location, reconstruction is not guaranteed to be symmetric over 
symmetric features (see hotspot in Fig. 4). 
 

 
 

Fig. 4 — Baseline: truth and reconstructed brightness temperature scenes using parameters from Table 1 for (Top Left) step, 
(Bottom Left) multistep, (Top Right) hotspot, and (Bottom Right) sine. 

 
3.1 Antenna Pattern Function Effects 
 
Next, we consider the effects of imperfect knowledge of an APF in a single spacecraft. While antenna 
patterns are typically well characterized before launch on flagship-class spacecraft, this characterization 
could be less stringent for high volume small spacecraft production used in constellations. To implement 
this mischaracterization, we replace G(x) in (2) with Gerror(x), where Gerror(x) is the “true” APF, as shown 
in Fig. 3. This gives a new set of equations used to derive antenna temperatures for three spacecraft along 
the entire 1400-km along-track path: 
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Note that only a single spacecraft has the mischaracterization, while the other two do not. Furthermore, 
the a vector calculation still uses the APFs from Fig. 2. 

Table 2 shows all error metrics and goodness-of-fit parameters for the baseline case and the APF 
error case for each scene. In general, reconstruction performance is worse for all metrics and scenes with 
the exception of standard deviation for the sine scene, where the APF error case slightly outperforms the 
baseline case. 

 
Table 2 — Error Metrics and Goodness-of-Fit Parameters For All Scenes For Baseline, APF Error, and 

Combined Error Cases 
 

Scene & Error Type NSC Std. Dev [K] TRA r2 
Step (Baseline) 0.9801 1.724 179.9 0.9810 
Step (APF) 0.9752 1.734 546.5 0.9761 
Step (Combined) 0.9681 1.774 746.0 0.9689 
Hotspot (Baseline) 0.6988 2.467 361.9 0.8185 
Hotspot (APF) 0.6655 2.481 709.0 0.7977 
Hotspot (Combined) 0.5939 2.550 914.0 0.7611 
Multi (Baseline) 0.8770 2.287 448.6 0.9036 
Multi (APF) 0.8625 2.297 730.0 0.8919 
Multi (Combined) 0.8429 2.327 886.7 0.8751 
Sine (Baseline) 0.9903 1.112 346.3 0.9918 
Sine (APF) 0.9857 1.102 559.8 0.9879 
Sine (Combined) 0.9711 1.154 721.8 0.9807 
 
3.2 Combined Effects 
 
In order to show how these errors combine to degrade reconstruction performance, we now combine 
multiple errors. The errors are representative of current small satellite capabilities: 

1) ±0.5 degree random pointing error magnitude on all spacecraft; 
2) 1 K instrument bias on two spacecraft; 
3) 1 K random noise on all TA measurements;  
4) APF mischaracterization on single spacecraft. 

Note that, since many of these errors are random, the example shown may not represent a worst case 
scenario (e.g., all errors cause bias in the same direction). Also, due to the high TRL and flight heritage of 
GPS receivers, navigation knowledge is assumed to be perfect. Fig. 5 shows the combined error example 
for all scenes, and Table II shows performance metrics for the reconstructed scenes. As expected, 
reconstructed scenes in Fig. 5 show both an overall bias and noise on measurements. 

The consequences of these combined effects are most prominent in the last step of the multistep 
scene. The sharp decrease in brightness temperature looks closer to a gradual ramp down around the 400-
km mark. As noted earlier, the BG reconstruction has difficulties around sharp transitions but performs 
well for flat or constantly varying scenes, even in the presence of multiple combined errors. 
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Fig. 5 — Truth and reconstructed brightness temperature scenes using three spacecraft sampling every 30 km with 1 K noise, 1 K 

bias on two spacecraft, ±0.5° random pointing error, and single spacecraft APF mischaracterization. All other parameters from 
Table 1 remain constant. 

 
3.3 Subfootprint Scale Features & Time-Varying Brightness Temperatures 
 

With the high sampling density achievable through small spacecraft constellations, we now explore 
the applicability of the BG method to resolve subfootprint scale features. The resolution, in this case, can 
be defined as the ability to resolve two closely spaced objects [21]. In the baseline case, the footprint of 
each sensor APF is 70 km. Fig. 6 shows the original hotspot scene and a dual-hotspot scene (both features 
now equal in width to the footprint of a single sensor’s FoV) estimated using the baseline configuration. 
From inspection, it is not obvious to detect that subscale features exist in either scene (although a 
magnitude difference is apparent). 
 

 
 

Fig. 6 — (Top) Hotspot and (Bottom) dual-hotspot scenes. All parameters taken from Table 1.  
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Fig. 7 shows the same scenes estimated using a sample distance of 5 km. The dual-hotspot scene 
now shows distinct features compared with the hotspot (even if the magnitude of the dual hotspot is 
lower). While the reconstructed feature does not prove that two hotspots exist in the scene, it does imply 
that the feature is more diverse than a low magnitude single hotspot. The difference between Figs. 6 and 7 
shows the potential of using a high sampling density to extract information about subresolution brightness 
temperature variations. Operationally, this could lead to improvements in target tasking. For example, 
small satellite sensors could better identify specific areas to target with high-resolution flagship sensors. 
 

 
 

Fig. 7 — (Top) Hotspot and (Bottom) dual-hotspot scenes with 5 km sampling distance. All other parameters taken from Table 1 
 
4. CONCLUSIONS 

A novel distributed geometry was implemented for the well-established BG resolution enhancement 
reconstruction algorithm. Simulation results show that a distributed architecture is feasible in the 1-D case 
even in the presence of errors typical of small satellites. These errors affect the reconstruction process in 
important ways and were quantified through the first known use of NSE for a BG reconstruction. 
Increasing sampling distance, in general, leads to decreased reconstruction performance. However, this 
decrease is not monotonic with sampling distance and can be scene-dependent. Adding random antenna 
temperature noise degrades overall performance. For measurement bias, adding a constant bias to each 
sensor is the worst case scenario and can be mitigated if sensor bias is random with a constrained 
magnitude. Although not shown in the above work, navigation and attitude pointing knowledge error tend 
to shift the reconstructed profiles in the direction of net error magnitude. In both cases, performance 
degrades monotonically with increasing knowledge error. The mischaracterization of instrument antenna 
patterns can degrade the performance of reconstruction, with positive and negative errors dependent on 
the value and magnitude of the integrated gain ratio, RG . A combined case was presented with multiple 
errors typical of a small satellite platform. The results for the combined case show that scene portions 
with low-magnitude sharp transitions (e.g., last step in the multistep scene) are significantly degraded. 

Potential avenues for distributed spacecraft architectures were also explored. Because the nature of 
spacecraft constellations allows for significantly higher sampling densities, subfootprint scale features can 
be determined to exist, even if they cannot be completely resolved. Time-varying brightness temperature 
on the order of minutes was shown to damp the performance of reconstruction. Both these avenues could 
be explored further during potential mission designs. 
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5. PRELIMINARY WORK FOR 6.1 NEW START 
 

During the second year of the fellowship, Mr. Himani was a Co-I on a 6.1 New Start proposal titled 
“Fusion of Reflectometry and Radiometry for Satellite Remote Sensing of Surface Soil Moisture” which 
has since been funded. The goal of the project is to provide a time-series algorithm for surface soil 
moisture (SSM) retrieval with high temporal resolution and moderate spatial resolution using the Cyclone 
Global Navigation Satellite System (CYGNSS) constellation. The first year work described in the prior 
section both aids in the development of this 6.1 and helps extend the prior work using real datasets. The 
same type of parameters that were modeled and accounted for in the earlier section (attitude, navigation, 
etc.) will also need to be accounted for when processing CYGNSS data. Specifically, pointing 
requirements translate into incidence angle corrections that are necessary for physical land parameters 
(i.e., soil moisture) to be accurately measured. The following sections outline the creation of a data 
processing pipeline and preliminary results to achieve these types of corrections.  
 
5.1 Data Processing Pipeline 
 

In order to compare the results from the new time-series algorithm derived from the CYGNSS 
mission, the project needed the capability to process large sets of both CYGNSS data and in-situ 
validation data. The CYGNSS data is hosted on the NASA Jet Propulsion Laboratory’s (JPL) Physical 
Oceanography Distributed Active Archive Center (PO.DAAC) and the in-situ validation data is hosted by 
the USDA’s Agricultural Research Service (ARS). The ARS data was downloaded locally. Because the 
CYGNSS dataset is quite large, a processing pipeline was developed such that it can downloaded subsets 
of the full data set, process the subset to create necessary data products, and delete the raw data. This 
method saves memory and allows the code to be platform independent.  

A MATLAB script was developed to perform this process on CYGNSS Level 1 Normalized 
Bistatic Radar Cross Section (NBRCS). Since this data product was primarily designed for ocean remote 
sensing, the NBRCS data needs to be angle-corrected in order to account for the effects of vegetation for 
surface based soil moisture retrievals [30]. An initial test for the pipeline was to extract NBRCS data over 
a selected in-situ site (e.g., Walnut Gulch), process it with the angle-correction, plot for a month long 
time-series. An outline/pseudocode of the processing pipeline is shown below: 

 
1. Pull all data from PO.DAAC server for all 8 satellites for a given day via preferred method 
2. Select a satellite and extract all data within specified lat/lon and time bounds. These bounds are 

obtained based on available data for a specific in-situ site (e.g., Walnut Gulch) 
3. Filter necessary data products (lat/lon of specular point, incidence angle, Fresnel coefficients, 

NBRCS, etc.) 
4. Determine time/location of minimum incidence angle 
5. Determine Fresnel coefficients and NBRCS at time/location from Step 4 
6. Normalize Fresnel coefficient and NBRCS at all times by minimum value derived in Step 5. The 

process of normalization is outlined in [31] 
7. Perform basic data verification process to ensure time and lat/lon of derived quantities are in the 

bounds outlined in Step 2 
8. Export dataset as table and .mat file 
9. Repeat 2 through 8 for all satellites in the constellation 
10. Delete raw data extracted  in Step 1 
11. Repeat 1 through 10 for all days of interest 

 
Note that the pseudo-code shown above only applies for the CYNGSS data taken from PO.DAAC 

and not the in-situ data given by ARS. The process to obtain and process the ARS data is not shown here 
for brevity.  
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5.2 Initial Results 
 

Fig. 8 below shows the NBRCS time-series for over the Walnut Gulch site for the first CYGNSS 
satellite for January 2019 using reflections from the three different GPS satellites.  
 

 
 

Fig. 8 — CYGNSS satellite 1 incidence angle normalized NBRCS values  
 
 

Fig. 9 shows the Fresnel coefficients for the first CYGNSS satellite for January 2019 with 
incidence angle-normalized and non-normalized values. Note that all the values above 0.7 are all 
normalized. Also, certain normalized NBRCS values are above 1, which typically should not occur. This 
issue is still being worked on but may be a results of CYGNSS land data collection methods not being as 
well calibrated compared to ocean retrievals. While no analysis was performed on this data with regard to 
creating a time-series algorithm, the creation and proof of concept of the processing pipeline is a 
necessary first step to ensuring the project can start ingesting and processing large sets of CYGNSS data 
without needing large memory storage systems. 

 
 

 
 

Fig. 9 — CYGNSS satellite 1 incidence angle normalized Fresnel coefficients 
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