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Section I:  Project Summary 

1. Overview of Project 
 
Abstract: 
The problem of undesirable RF coupling to wires and electronics has been receiving high interest 
for several decades. Coupling can be unintentional, originating from nearby radiators, especially in 
the rising congestion in the wireless spectrum, or due to the rising threat of High Power Microwave 
(HPM) weapons. In this work, we develop a combined experimental and modeling approach to 
quantify coupling to realistic wire systems and we also develop general guidelines to protect wires 
and electronic circuity from unintentional and intentional interference. 
 
Objective: 
The objective of the proposed work is to develop rules-of-thumb to predict HPM source dependent 
effect coupling parameters, for any arbitrary collection/geometry of wires/traces/wire-bonds, in a 
dielectric or metallic enclosure. Such studies are directly applicable to unmanned aerial vehicles 
(UAVs) or circuits composed of PCB’s/wire-bundles. The work is a combined experimental, 
simulation and theory effort. 
 
The underlying physics is based on the fundamental modes or eigen-currents induced in sections 
of wire(s) from impinging RF, and their nearest neighbor interactions. This may be viewed as 
charge flowing through a scatterer, which can be decomposed into a weighted summation of 
fundamental modes. It is the support and strength of these modes that form the basis for their 
frequency-dependent coupling and primary/secondary induction. 
 
The current-state-of-research in RF effects/coupling work focuses on the prediction of the statistical 
coupling properties, which can be set up within arbitrary enclosures. Such efforts do not address 
the actual coupling to the electronics within these enclosures, although that is the future-art in 
development. 
 
Introduction: 
 
Electromagnetic weapons in the radio frequency range (700-MHz to 95-GHz) at on-target power 
densities that induce tenths- to ones-of-volts onto a printed circuit board trace, free wire, or other 
integrated circuit input (hereafter high-power microwaves or HPM) represent a single event effect 
(SEE) threat to microelectronics and their downstream applications. Developing a deeper 
understanding of how HPM couple to wires, traces, chasses, integrated circuits, and/or their 
enclosures, as a function of the source properties, is the objective of this proposed effort. A stretch 
objective is to understand further the secondary and tertiary coupling effects, including direct and 
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inductive coupling. At the conclusion of this work, the vision is a balance of empirical- and 
simulation-derived results that will drive a generally applicable and pragmatic model (i.e., rules-
of-thumb) that may be used to inform both the offensive and defensive side of HPM design and 
electronics and their enclosures. 
 
Since at least the mid-1960s through today, electronic warfare – and to a lesser extent HPM – 
testing has been a staple for what is now MIL STD 464C. Empirical testing has been, and will 
likely continue to be, used as there is no current ability to generate sufficient (i.e., simple, but 
mostly accurate) models. This effects testing has been employed against assets ranging from motor 
vehicles to desktop computers to unmanned aerial vehicles to smartphones to instrument landing 
systems. While with enough detail and empirical feedback data, some models have been developed, 
but the models are not generalizable. Of those models that seek to be generalizable, they are too 
complicated to set up, inaccurate and/or ill-pragmatic. A new approach, which stands on the 
shoulders of this previous work, but harnesses the utility/power of new capabilities, is needed. 
 
These new capabilities, whose confluence will take the above work to a new level, include the 
ability to: (a) map or predict the three-dimensional layout of complex electrical structures (e.g., 
wiring harness but not necessarily multilayer printed circuit boards); (b) automatically transfer the 
physical maps into simulation; (c) automatically approximate the complex 
permittivity/permeability of the materials; (d) run multi-source-parameter permutations on 
supercomputers inexpensively (through the ability to parallelize and run on an order-of-magnitude 
more cores/memory than two years earlier); (e) validate simulations through automated empirical 
measurements; and, (f) most of all, use machine learning methods to extract trends that the humans 
cannot. 
 
In this work, we will design, build and test, an empirical measurement and simulation system 
capable of demonstrating the new capabilities described above to develop a predictive capability 
that is both simple and accurate enough to be useful for HPM effects and design needs. 
 
Background: 
 
One of the main techniques for predicting interference in metallic enclosures is the Random 
Coupling Model (RCM). The RCM addresses enclosures or cavities that are much larger than the 
wavelength of concern. Under this condition, the wave propagation inside the cavity is chaotic, 
meaning that any small change in the cavity or its components will lead to profoundly different 
outcomes. Based on the properties of the enclosure or cavity, such as its quality factor, statistical 
information about the voltages generated at the ports can be induced. In RCM, the ports can 
represent apertures in the enclosures or the input ports of devices and electronic circuitry inside the 
enclosure. Therefore, RCM aims to quantify the statistics of the interactions between the enclosures 
and its constituents. There are a number of other models (e.g., Dynamical Energy Analysis) and 
their predecessors that are important and form the basis for the work proposed here. We refer the 
reader to an exhaustive compilation of these works if greater background is desired 
(http://anlage.umd.edu/RCM/) as it is important that we shift gears to describe the background of 
the new effort proposed here.  

The main goal of this work is to develop a joint computational/experimental approach to predict, 
quantify, and prove the coupling of microwaves to any arbitrary collection/geometry of 
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wires/traces/wire-bonds in different surroundings. The computational approach is based on the 
Characteristic Mode Analysis (CMA) and the Equivalent Circuit Approach (ECA). 

If a scatterer is excited by an incident plane wave, currents are excited on its surface based on its 
conductivity. The CMA decomposes this excited current on the scatterer in terms of a set of 
fundamental modes [1]. These fundamental modes are independent of the excitation and they only 
depend on the shape, size, material, and the environment of the scatterer. Moreover, CMA provides 
the Modal Significance (MSn) spectrum and the radiation characteristics of each mode. The MSn 

spectrum quantifies the importance of each mode at every frequency. The radiation characteristics 
of each mode identify the optimum directions to excite the mode of interest. Therefore, the 
knowledge of the MSn and the radiation characteristics of the modes allows the prediction of the 
optimum frequencies and incident directions to maximize the coupling and interference to a 
Devices Under Test (DUT). 

The ECA approach is based on the fact 
that any antenna in the receiving mode, 
or in our case a wiring system through 
which back-door RF coupling can 
occur, can be replaced by the classical 
Thevenin circuit shown in Fig. 1 [2]-
[5]. The Thévenin equivalent circuit 
involves two main components defined 
at the receiving port of the antenna or 
the wiring system: (i) the open-circuit 
voltage, Voc, and (ii) the input 
impedance Zin [2].  The input 
impedance Zin is typically replaced by 
an equivalent circuit as shown in Fig. 
2. For typical antennas, the equivalent 
circuit consists of a series of parallel 
RLC circuits. Typically, one RLC 
circuit is needed for each resonance in 
the frequency band of interest. The Voc 
can be calculated by simulating the 
receiving antenna or the wiring system 
terminated with a very large load, 
ideally infinite. If a frequency-domain 
solver is used, the time domain Voc can 
be easily achieved via an inverse 
Fourier Transform.  

 

The advantages of the equivalent circuit approach in Fig. 1 and Fig. 2 are:  

1. It provides physical insight into the response of the wiring system. For example, if the 
equivalent circuit of a wiring system contains larger capacitance values, then it will quickly 
discharge the currents and voltages generated by a short pulse high power electronic 
microwave (HPEM) excitation preventing the buildup of energy in the nonlinear devices.  

 

Fig. 1: Thévenin equivalent circuit of coupling to a wire 
system [1]. 

Voc

Zin

ZL

 

Fig. 2: (a) Dipole-like wire system and (b) the circuit that 
l i i i d [1]
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2. The above approach involves performing one full-wave simulation to calculate the Voc and 
Zin of the wiring system. After that, we can use much faster circuits simulations to simulate 
RF coupling to hundreds of possible nonlinear loads that can be connected to the wiring 
system. These simulations will be much faster when performed using a circuits solver such 
as LTSPICE than if they were performed using a full-wave solver. Also, this will allow us 
to simulate, in a feasible computational time, practical electronics and microcontrollers 
which tens of components.  

3. The equivalent circuit approach allows the simulation of excitation of long duration that is 
infeasible to accomplish using full-wave solvers that enforce a small time step  

In this work, we will use a novel approach that hybridizes the CMA and the ECA to predict RF 
coupling to wiring systems with nonlinear loads in realistic environments. All modeling and 
computational predictions are validated with unique experimental coupling measurements inside a 
Gigahertz Transverse Electromagnetic (GTEM) cell. 

 

Activities and Accomplishments 
 
2. Activities and Accomplishments 

Coupling to an individual unterminated wire with arbitrary shape: A Characteristic Mode Analysis 
(CMA) Approach 

Practical wiring systems typically exhibit 
non-straight wires or metallic traces. 
Therefore, the effect of wire shapes needs 
to be quantified to accurately assess the 
field-to-wire coupling and crosstalk in 
practical wiring systems. One of the 
approaches of constructing these arbitrary 
wires is the Random Walking Chains 
(RWC) model [6]. In RWC, each wire is 
divided into equal segments with a pre-
defined length. Each segment changes its 
direction, by randomly varying its 
alignment angle β as shown in Fig. 1. By 
controlling the length of the segments and 
the range of variations in the angle β, a large variety of random wire shapes with varying waviness 
or curvature can be generated. These angles could be solid angles, with arbitrary orientations, in 
order to have realistic 3-D shape variations. We started by simulating unterminated wires in free 
space. We chose 11 different β ranges, which correspond to 11 different levels of waviness, and for 
each β range, 100 different shapes were generated. For small variation in (β) the wires are very 
close to being straight whereas they become more crumpled as the β variations increased.  

To explain the variations in the field to wire coupling, we performed the Characteristic Mode 
Analysis of the wires decomposing the response into the first three fundamental modes. At low 
frequencies, where the incident wavelength is much larger than the size of the wire, the first mode 
dominate the response. As the frequency of the incident wave increases, higher order modes start 

 

Fig.3: RWC for generating realistic wire shapes  
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to contribute to the overall response. We focused on the first 3 modes since they showed similar 
behavior as the wires became more-wavy due to the increase in β in the RWC model. The results 
showed that as the wires became more crumpled, there was a slight increase in the average 
resonance frequency of the wire, a significant decrease in the bandwidth of each mode, an increase 
in the amplitude of each modal current. Therefore, CMA explains why, on average, crumpled wires 
have larger coupling currents than straight wires. 

To validate that unterminated nonstraight crumpled wires 
exhibit higher coupling on average than straight wires of the 
same size we simulated the two cases in Fig. 4 which shows 
a straight wire versus a C-shaped wire with a high curvature. 
Both wires in Fig. 4 have exactly the same length (1 m), radius 
(0.25 mm), and both are assumed to be perfectly conducting. 
We showed in Fig. 5 that the average coupling current to the 
C-shaped wire in Fig. 4b is higher than the coupling current 
to the straight wire in Fig. 4a since the C-shaped wire has a 
larger waviness level. Both wires were excited using plane 
waves incident at multiple directions with different electric 
field polarizations. A total of 1296 angles, 36 
azimuth angles and 36 elevation angles, were 
simulated and the average coupling current 
calculated. Fig. 5 shows the average coupled 
current to C-shaped wire versus the average 
coupled current to a straight wire. At the first 
resonance frequency, ~ 150 MHz, the average 
coupled current of a C-shaped wire with high 
curvature is 37.5% higher than that of a straight 
wire as shown in Fig 5. This can be explained by 
CMA showing that the modal currents of a wire 
with a higher curvature are larger in amplitude than 
that of a straight wire. For C-shaped wires, the 
resonances have a narrower bandwidth than that of 
a straight wire and the resonances occur at slightly 
higher frequencies. Again, this follows directly 
from the CMA which shows that the average 
resonance frequencies of the modes increases 
slightly and the average bandwidths of the modes decreases with the increase in the waviness of 
the wires. The simple example in Fig. 4 – Fig. 5 shows the usefulness of the CMA in predicting the 
general trends of coupling to wires with arbitrary shapes.  

 

Use CMA to optimize coupling to an unterminated wire 

To clarify the advantages of the CMA, we studied a simple but novel electromagnetic coupling 
problem. In this problem, the object of interest is a single perfectly conducting straight wire and 
the goal is to identify the optimum electromagnetic excitation to induce a specific current profile 
on this wire. The straight wire is a highly simplistic structure, but the optimization can be extended 

 

Fig. 4: (a) straight versus (b) C-shaped 
wire with 1 m length and 0.25 mm 
radius. 

 

Fig. 5: The Average magnitude of the coupled 
current of an unterminated 1 m C-shaped wire 
versus straight wire in free space. 
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to a more practical distribution of wires in a realistic environment. The goal of the optimization is 
to calculate, in a computationally efficient manner, the optimum: (i) frequencies, (ii) amplitudes, 
and (iii) phases of the electromagnetic waves needed to generate the required current distributions 
on the wire.  

We will assume that the incident plane waves always are always incident at an angle of 45° with 
respect to the wire as shown in Fig. 6. This angle can arise in a practical configuration where the 
location of the antenna relative to the wire causes the incident waves to fall on the wire at an angle 
of 45°. The dimensions of the wire are: length L = 20 cm and radius a = 0.25 mm. Our optimization 
test will be to find the optimum 
electromagnetic excitation that 
maximizes the current on the wire 
segment confined between the 2.4 
cm and 6.9 cm and minimize the 
current elsewhere on the wire. 
Therefore, the ideal current profile, 
Jopt, is shown in Fig. 7.  

The CMA provides the 
fundamental modes of the structure. 
That is, it will calculate the only 
current modes that can be supported 
by the structure. Therefore, to 
generate the current profile in Fig. 7 
in an efficient manner, the first step is 
to decompose the desired current as a 
summation of the fundamental modes 
of the wire. For a straight wire, the 
current of the first mode can be 
approximated as sin(πx/L), the 
current of the second mode can be 
approximated by sin(2πx/L), and the 
third mode can be approximated by 
sin(3πx/L). Higher order modes also 
show similar behavior, and they can 
also be approximated by sin(nπx/L) 
[1]. The advantage of the sinusoidal 
approximation is that we can leverage the well-established Fourier Sine Series analysis to 
decompose the desired current distribution in Fig. 7 as a weighted sum of the modes. If the wiring 
configuration is not as simple as the single wire in Fig. 6, the currents can be more complicated 
than the sinusoidal approximations. In this case, the decomposition of the desired current into a 

 

Fig. 6: Straight perfectly conducting wire and the incident 
electromagnetic wave.  

 

Fig. 7: Desired current profile, Jopt, to be obtained. 
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weighted summation of the modes can be calculated using similar expressions based on CMA 
theory [1].  

A superposition of an infinite number of modes is necessary to capture the exact shape of Jopt. 
However, if a sufficiently high enough number of modes is included, a satisfactory approximation 
of Jopt can be achieved. The challenge with using higher order modes, is that they are only 
significant at higher frequencies as will be detailed later in this section. Therefore, given a certain 
maximum frequency, as prescribed by the available antenna system or other practical 
considerations, CMA can identify the number of modes that are significant and therefore CMA can 
identify the number of terms that can be used in the summation in (1a). Fig. 8a shows the Fourier 
Series decomposition of Jopt using the first 3 modes whereas Fig. 8b shows the Fourier Series 
decomposition of Jopt using the first 20 modes. Clearly, using 20 modes provides a better 
representation of the square-shaped Jopt. However, to excite 20 modes on the wire will require an 
incident pulse with ~ 20/3 larger bandwidth than the 3 modes incident pulse.  

To simplify the mathematical analysis, we will focus on the 3 modes representation of Jopt. The 
goal is to use CMA to calculate the optimum excitation that will excite the first three modes with 
coefficients/amplitudes matching the desired values in Fig. 9. Fig. 10 shows the magnitude of the 
modal significance |MSn| of the first 3 modes versus frequency. The graph shows that up to 0.7175 
GHz only Mode 1 is significant and therefore this is the only mode that can be excited on the wire 
regardless of the incident electromagnetic excitation. In the frequency band up to 1.46 GHz, only 
Mode 1 and Mode 2 are significant and those are the two only modes that can be excited in this 
frequency range. Higher order modes will only be significant at higher frequencies and they will 
require incident wave with higher frequencies to be excited. Our goal was to excite the first three 
modes with weighted coefficients, b1, b2, and b3, matching the optimum values in Fig. 9b. Since 
three coefficients are available, we need a system of three equations to deterministically generate 
these optimum values. Therefore, we will opt for an excitation composed of three incident plane 
waves at three different frequencies. Each plane wave will have an electric field with a different 

 

Fig. 8: Fourier series decomposition of the desired current Jopt in terms of (a) 3 modes and (b) 20 modes 
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amplitude and phase 𝐴
థ . The 

system of equations can be solved 
to calculate the desired unknowns 
{A1, 𝜙ଵ}, {A2, 𝜙ଶ}, and {A3, 𝜙ଷ}. 
The resulting current on the wire 
due to these three plane waves can 
be shown in Fig. 11 which 
compares the desired Jopt with the 
achieved CMA optimized current. 
It is clear that the CMA optimized 
current shows excellent agreement 
with the 3 modes decomposition of 
Jopt shown in Fig. 9a and it is a 
good approximation to the desired 
Jopt. A closer match to Jopt can be achieved by additional modes. It is important to emphasize that 
the optimization procedure outlined above comes at no additional computational cost. That is, this 
is a deterministic optimization and requires no trial and error or computationally expensive 
iterations. 

 

 

Experimental Verification of CMA Predictions 

Numerous simulations and measurements are typically required to quantify the electromagnetic 
interference statistics of a device due to radiation at different angles of incidence, polarization, and 
frequency. CMA has the potential to reduce the number of necessary measurements and simulations 
by revealing the device’s modal behavior, which allows the prediction of the variations in the 

 

Fig. 10: Modal Significance of the first 3 
modes of the straight wire 

 

Fig. 11: CMA optimized current versus Jopt 

 

Fig. 9: (a) Desired current Jopt and (b) the weighted three 
modes. 
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interfering current. To validate the 
CMA predictions, multiple wire-like 
DUTs were placed inside an EMCO 
5317 GTEM excited by a Rohde & 
Schwarz ZVA 24 vector network 
analyzer (VNA). The wave propagates 
from the narrow end to the wide side of 
the GTEM, where pyramidal foam 
absorbers are placed to absorb the 
incident radiation and prevent 
reflections. The BCP-512 Broadband 
Current Probe with a frequency range 
of 1 MHz – 1 GHz was positioned at 
different points of interest to sample 
the local coupled current.  The output 
of the current probe is connected to the 
second port of the VNA. The VNA S21 
measurements are then collected and 
transformed into the actual coupled 
current values using the impedance 
response of the probe.  
 
Fig. 12 shows the modal significance 
of an unterminated wire pair. Within a 
specific frequency range, the modes of 
the wire pair are double that of a single 
wire of the same dimensions. That is, 
each mode of a single wire splits into 
two modes when the wire is placed in 
a pair. Fig. 13 shows that the first Mode 
of a single wire splits into two modes 
for a wire-pair: in-phase Mode 1 and 
out-of-phase Additional Mode 1. Fig. 
13 shows that for Mode 1 and 
Additional Mode 1, both wires carry 
currents that have a sin(πx) behavior 
where x is the normalized length of each 
wire. However, for Mode 1, the currents 
in the two wires are in phase, whereas 
for Additional Mode 1, the currents in 
the two wires are 180◦ out of phase. 
Notably, the additional out-of-phase 
modes have narrow bandwidths as 
shown in Fig. 12. CMA predicts that at 
normal incidence in the azimuth and 
zenith directions, (θ = 0◦ and ϕ = 0◦), the 
additional out-of-phase modes cannot 
be excited. However, for oblique 

 

Fig. 12: Modal significance of the unterminated wire-pair 
in Fig. 1a. 

 

Fig. 13. (a) A wire pair showing two straight wires of radius 
a, length L, and inter-wire separation d, (b) The current 
distribution of in-phase Mode 1 and (c) the out-of-phase 
Additional Mode 1.  

 

Fig. 14. The coupled current at the center of wire 1 for two 
different incident field angles: a) normal incidence (b) 
oblique incidence. 
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incidence, for example (θ = 45◦ and ϕ = 45◦), the additional modes can be excited and their 
expression in the total current of the wires is predicted to be clear due to their sharp resonances. 
We tested these predictions both numerically and experimentally for multiple DUTs and the results 
will be discussed in the following section. In summary, Fig. 12 and Fig. 13 show the versatility of 
CMA in predicting the coupling current at different values of θ and ϕ without the need to explicitly 
measure the current at these values. Moreover, we demonstrated that CMA could guide 
experimental measurements by predicting the frequencies and excitations where RF coupling is 
maximum. 
 
Fig. 14 shows the total coupled 
current to the center of one of the two 
wires in Fig. 1a at normal incidence (θ 
= 0◦ and ϕ = 0◦) and at oblique 
incidence (θ = 45◦ and ϕ = 45◦). Both 
cases show excellent agreement 
between the simulations and the 
experimental measurements. 
Moreover, in agreement with the 
CMA predictions, the case of oblique 
incidence shows additional sharp 
resonances, e.g. at 0.3 GHz, 0.45 
GHz, and 0.7 GHz, which correspond 
to the additional modes in Fig. 12. 
Due to this narrow bandwidth, an 
unguided experiment or simulation of 
this DUT might miss the effects of 
this mode by not selecting the enough frequency points in the region where it is significant or by 
not selecting the correct angles of incidence where this mode can be expressed in the total coupled 
current.  
 
For the oblique incidence case, there is a slight discrepancy between the simulated and measured 
current in the central frequency range between 0.4 GHz and 0.7 GHz. To investigate this 
discrepancy, we repeated the simulations for θ and ϕ values that are slightly different from the exact 
value of 45 degrees and plotted the results in Fig. 15. The central region of the coupled current 
became much closer to the measurements and the other regions of the coupled current stayed 
insensitive to this small θ and ϕ variations as shown in Fig. 15. This indicates that there was a slight 
misalignment in the direction of the incident field with respect to the DUT. We hypothesize that 
this misalignment was caused by a shift in the DUT orientation or by the slight inhomogeneity of 
the electric field inside the TEM cell itself. Moreover, this analysis shows that some frequency 
regions are more sensitive to the orientation of the DUT than others, and therefore will require a 
finer step size in varying θ and ϕ, which can help guide the RF coupling analysis and experimental 
measurements. 
 

 
CMA of RF Coupling to load-terminated wire systems: 

In practical configurations, wire systems are terminated with linear or nonlinear loads. Therefore, 
in this section, we discuss the CMA predictions of coupling to terminated wire systems. Fig. 16 

 

Fig. 15. Sensitivity analysis of the coupled current to 
variations in θ and ϕ. 
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shows a 1 m wire, 3 mm in radius, and at the 
height of 0.1 m above an infinite ground 
plane. The wire is terminated at both of its 
ends by 50 Ω loads labeled as Load 1 and 
Load 2, respectively. Moreover, a third 50 
Ω load, Load 3, is attached to the middle of 
the wire. In spite of the simplicity of the 
configuration in Fig. 16, it has practical 
relevance in a wide range of studies [7] –
[9]. The goal is to show how CMA can be 
used to simplify the coupling analysis to 
specific loads in a wire system similar to 
what is shown in Fig. 16. 

The CMA of the wire configuration in Fig. 
16 is performed using the commercial 
electromagnetic solver FEKO [10]. The 
components of the CMA are threefold: (i) 
the modal significance spectrum (Fig. 17), 
(ii) the modal current distribution (Fig. 
18), and (iii) the modal fields also termed 
the radiation characteristics of each mode 
(Fig. 19). In the context of electromagnetic 
interference, the modes represent all 
possible pathways for the external 
electromagnetic radiation to couple to the 
wire configuration in Fig. 16. The modal current distribution and the modal significance are 
completely independent of the external 
excitation. The modal fields represent the 
coupling between the incident field and the 
modes. That is, the modal field patterns can 
be defined as the map of the electric field 
directions that minimize/maximize the 
coupling between the incident radiation and 
a particular mode. 

CMA provides the current distribution of 
the fundamental modes of the structure, 
allowing the prediction of the response at 
different wire locations. For example, Fig. 
18 shows that only the even modes, Modes 
2, 4 and 6, have nonzero currents at the 
middle of the wire. Thus, RF coupling to the 
middle load, Load 3, is determined by the 
even modes and is entirely independent of 
the odd modes.  

Starting with Mode 2, Fig. 19 shows that Mode 2 is more efficiently excited by a plane wave 
incident at an angle of θ = 90ᵒ and Φ = 45ᵒ (the green curve). Fig. 17 shows that Mode 2 resonates 

 

Fig. 16. Terminated wire above perfectly conducting 
ground plane.  

 

Fig. 17. Modal Significance of the wire configuration 
shown in Fig. 1. 

 

Fig. 18. Modal currents of the first 6 modes of the wire 
configuration. 
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at 0.3 GHz. Therefore, Mode 2 should be 
strongly expressed in the coupled current to 
Load 3 at 0.3 GHz for an incident plane 
wave at angles of incidence θ = 90ᵒ and Φ = 
45ᵒ.  On the other hand, Fig. 17 shows that 
Mode 6 resonates at 0.9 GHz and Fig. 19 
shows that Mode 6 can be most efficiently 
excited at angles of incidence θ = 50ᵒ and Φ 
= 0ᵒ. Therefore, at angles of incidence θ = 
50ᵒ and Φ = 0ᵒ maximum coupling should 
occur at 0.9 GHz which is the resonance 
frequency of Mode 6.  

To test this hypothesis, Fig. 20 shows the 
coupled current to Load 3 for two different 
excitations. The current coupled to Load 3 
is maximum at 0.3 GHz when θ = 90ᵒ and 
Φ = 45ᵒ, due to the strong excitation of 
Mode 2, and the current coupled to Load 3 
is maximum at 0.9 GHz when θ = 50ᵒ and Φ 
= 0ᵒ, due to the excitation of Mode 6. A 
similar analysis can be performed for the 
coupling to Load 1 and Load 2.  

In summary, a simple wire configuration 
with three loads was studied to predict and 
control the coupling to each load 
individually at different frequencies. 
Characteristic Mode Analysis (CMA) was 
applied to identify all the modes of the 
structure and the possible ways to 
maximize/minimize coupling to each mode 
and thereby controlling coupling to specific loads. This study demonstrates that, for an identified 
and a well-characterized DUT, CMA can be used to predict the optimum frequency and angle of 
incidence to target a specific load in a multi-load wire system.  

 

Big Data Acceleration of the Characteristic Mode Analysis 

The implementation of CMA involves the evaluation of a large method of moments (MoM) 
complex impedance matrix at every frequency. In this work, we use different open-source software 
for the GPU acceleration of the CMA. This open-source software comprises a wide range of 
computer science numerical and machine learning libraries not typically used for electromagnetic 
applications. Specifically, we explored different Python-based libraries to optimize the 
computational time of the matrix operations that compose the CMA algorithm. Based on our 

 

Fig. 19. Modal fields of the first 6 modes of the wire 
configuration shown in Fig. 16. 

 

Fig. 20. Induced current on Load 3 for different field 
orientations. 
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computational experiments and optimizations, we showed that a Graphics Processing Unit (GPU) 
platform is able to achieve up to 16× and 26× speedup for the CMA processing of a single 15k×15k 
MoM matrix of a perfect electric conductor scatterer and a single 30k×30k MoM matrix of a 
dielectric scatterer, respectively. In addition to improving the processing speed of CMA, our 
approach provided the same accuracy as independent CMA simulations. The speedup, efficiency, 
and accuracy of our CMA implementation will enable the analysis of electromagnetic systems 
much larger than what was previously possible at a fraction of the computational time. 
 

Coupling to a wire system with nonlinear loads attached: An Equivalent Circuit Approach (ECA) 

We started by using the ECA, shown in Fig. 1 and Fig. 2, to simple nonlinear loads connected to 
the simple wire system shown in Fig. 21. The equivalent circuit of the wire-system in Fig. 21 was 
calculated as shown in Fig. 1 and Fig. 2. For the load, we used the nonlinear Schottky diode model 
similar to [11]. The Schottky diode was connected to one side of a 10.5 cm × 10.5 cm wire loop 
that has a radius of 0.25 mm, as shown in Fig. 21, and a 1 MΩ load was attached to the opposite 
side.  

 
 
 

  

 

Fig. 21: Wire loop loaded by one diode and a high impedance load opposite to the diode. 
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Typically, the properties of nonlinear devices vary significantly, even for simple components like 
a diode. Therefore, in Fig. 22 we studied two different diode models: (i) An ideal diode and a 
practical (ii) 1N4148 diode. In both cases, the diode was attached to the wiring system shown in 
Fig. 21. The orientation of the electric field and the magnetic field are shown by the green and the 
blue arrows, respectively, in Fig. 21, and for both diode models, a double-exponential pulse was 
used to excite the structure.  

The results in Fig. 22 illustrates the validity of the approach for the ideal as well as practical diodes. 
More importantly, Fig. 22 shows the significant differences between the response of an ideal diode 
and a practical diode. An ideal diode assumes a zero resistance for forward bias and infinite 
resistance for reverse bias. These assumptions cause a sharp transient increase in the voltage across 
the diode, up to ~ -600 V, as shown in Fig. 22a. Moreover, it takes a long time for the voltage across 
the diode to discharge back to zero. A practical diode will, however, have a finite reverse resistance 
and a parallel junction capacitance. Therefore, the maximum transient voltage for a 1N4148 diode 
is only -350 V versus -600 V for an ideal diode. After 500 ns, the voltage across a 1N4148 diode 
is less than 30 V, as shown in Fig. 22b, whereas for an ideal diode, the voltage perseveres to more 
than 230 V, as shown in Fig. 22a. The difference in the maximum voltage and in the buildup voltage 
may affect the operation status of the device. Therefore, the accurate equivalent circuit of nonlinear 
devices needs to be incorporated in RF coupling studies and not just the ideal representation.  

Next, we will summarize the effect of different excitation pulses on the coupling to the loop 
configuration shown in Fig. 21. The configuration in Fig. 21 is a 10.5 cm×10.5 cm loop with a 1 
MΩ load connected at one side of the loop and a nonlinear Schottky diode connected on the 
opposite side of the 1 MΩ load [1]. The electric field direction is perpendicular to the loop edge 

 

Fig. 22: Induced voltage across the nonlinear diode calculated using the full-wave solver (CST) and the 
Thévenin circuit approach (Spice) for (a) ideal diode. (b) practical diode (1N4148). 
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that carries the diode. The input impedance of the loop, as seen from the diode port, is shown in 
Fig. 23. 

 

Fig. 23: Input impedance of the loop seen from the diode port in the loop shown in Fig.21. 

The six pulses shown in Fig. 24 are used to excite the loop configuration shown in Fig. 21. The 
pulses in Fig. 24 were calculated using analytical formulas, that is, they do not correspond to a 
specific source, but they differ in duration, shape, rise time, and the corresponding frequency 
content. A Pulse Repetition Frequency (PRF) of 1 MHz is assigned to all six pulses. We performed 
the Fourier Transform of the incident pulses to study their frequency content and compared the 
frequency content of each pulse with the input impedance/admittance Zin/Yin of the loop. The 
voltage coupled to the wire configuration is divided between the input impedance, Zin, of the wire 
configuration itself, and the impedance of the load ZL, as shown in Fig. 1. Therefore, the lower the 
magnitude of Zin, the higher the portion of the voltage that goes to the load according to the voltage 
divider concept. That is, the frequencies where Zin is minimum, i.e., Yin is maximum, are the 
frequencies where the coupling to the load, ZL, will be maximum.  
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Fig. 24: 6 different pulses used to excite the loop configuration shown in Fig. 21. 

 
Fig. 25: comparison between the spectrum content of the 6 excitation pulses and the input admittance 

of the loop. 
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We performed the Fourier transform of the six pulses in Fig. 24 and the frequency spectrum of each 
pulse is plotted in Fig. 25 alongside the input admittance, Yin, of the wire configuration in Fig. 21. 
The pulses which have the largest magnitude at the resonance frequencies of Yin are predicted to 
couple the maximum voltage to the load. For example, focusing on the main resonance of Yin in 
Fig 25, 0.35 GHz, we can predict that Pulse 2 and then Pulse 1 will generate the largest voltage 
across the diode. Fig. 26 shows the induced voltage across the diode for the 6 excitation pulses 
shown in Fig. 24. Fig. 26 confirms the predictions that Pulse 2 will couple the largest voltage to the 
diode followed by Pulse 1. This predictive capability shows the advantage of the equivalent circuit 
approach in providing additional insight into the RF coupling process to a particular wire 
configuration. 
 
Another important feature of the results in Fig. 26 is the voltage buildup. Note that the polarity of 
the voltage shown in Fig. 26 depends on which port of the diode’s two terminals is designated as 
positive and which is designated as negative. Therefore, we will focus mainly on the magnitude of 
the voltage shown in Fig. 26. If the induced voltage after 3000 ns is compared for the 6 pulses, 
Pulse 2 will still have a significant voltage across the diode, followed by Pulse 1 and then Pulse 5. 
The other three pulses will die out fast and have no voltage build up after the 3000 ns period. The 
analysis in Fig. 26 shows that different pulses will result in different maximum transient voltages 
and different voltage buildup. These voltage differences can be correlated consequently with 
varying effects on the nonlinear components. 
 
The predictive capability of the equivalent circuit approach motivated us to apply the same concept 
to three practical pulses generated by actual sources. The three pulses are shown in Fig. 27. A train 
of pulses is applied with 1 MHz PRF to excite the loop structure. The frequency contents of the 
three pulses are compared with the input admittance of the loop in Fig. 28. 

 

Fig. 26: The induced voltage across the diode in Fig.14 for the 6 different pulses in Fig.17 used to 
excite the loop. 
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Focusing again on the resonance frequency of Yin, 0.35 GHz, we can predict from Fig. 28 that Pulse 
3, the yellow curve, will couple the highest voltage to the diode because it has the highest magnitude 
at this frequency. Pulse 2, the red curve, will result in the lowest induced voltage across the diode 
since it has the lowest value at 0.35 GHz. The induced voltage across the diode was then calculated 

 

Fig. 27: the three sponsor pulses used to excite the loop configuration shown in Fig.14. 

 
Fig. 28: comparison between the spectrum content of the sponsor three excitation pulses and the input 

admittance of the loop. 

 

Fig. 29: The induced voltage across the diode in Fig. 21 for the three sponsor pulses in Fig. 27. 
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using a full-wave electromagnetic solver and presented in Fig. 29 validating our predictions. The 
computational experiments presented in this section, prove the validity of the equivalent circuit 
approach to predict the optimum pulse, out of a set of pulses, which couples the maximum voltage 
across a nonlinear device connected to a wire system.  

 

Equivalent Circuit Approach (ECA) Prediction of Coupling to a Wiring System 

Consider the configuration in Fig. 30 to test the voltage buildup across a nonlinear electronic 
component connected to a wire/trace system. The same configuration was studied computationally 
using CST full-wave simulations and the Equivalent Circuit Approach (ECA). We highlight the 
predictive capability of the ECA to identify the optimum incident waveform to create the desired 
effect on the nonlinear electronic component of interest. The configuration consists of a square 
trace printed on an FR4 substrate connecting a 1 MΩ resistor and an RB886CST2R Schottky diode 
in Fig. 30a similar to [3]. The thickness of the FR4 substrate was 1.7 mm, and its dielectric substrate 
had a relative dielectric permittivity εr = 4.8 and a loss tangent of 0.017. The square trace measures 
10.5 cm by 10.5 cm, and the thickness of the trace was 1 mm. We can predict the waveform 
properties that will require the least amount of incident power to maximize the coupling to the 
diode. The steps of the ECA predictive capabilities are: 

1- Remove the diode from the circuit in Fig. 30a and calculate the input impedance seen at the port 
where the diode is to be connected. The input impedance, Zin, should be calculated over the 
frequency bandwidth of interest using a full-wave electromagnetic solver. Fig. 30b shows the input 
impedance of the system in Fig. 30a calculated using the full-wave solver FEKO. 

2- Represent the input impedance calculated in (1) with an equivalent circuit composed of a series 
of RLC networks. One RLC series is needed for every resonance in the input impedance, Zin, over 
the frequency range of interest. As the frequency range of interest increases, additional RLC or 
different circuit representations needs to be added. But it is important to emphasize that this step is 
not an approximation. No loss in accuracy will be experienced as long as sufficient circuit elements 
are used to match the input impedance, Zin, obtained from the full-wave solver. Fig. 30c shows the 
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equivalent circuit and Fig. 30b shows the 
close agreement achieved between the 
impedance calculated from the full-wave 
solver and the input impedance 
calculated from the equivalent RLC 
circuit.  

3- Use the full-wave electromagnetic 
solver to calculate the open-circuit 
voltage at the port where the diode is to 
be connected versus frequency. This 
open-circuit voltage will be calculated 
due to a waveform at a particular incident 
direction. The open-circuit voltage due 
to different incident directions can be 
efficiently calculated using the 
Characteristic Mode Analysis as 
discussed in the previous sections.  Fig. 
30d shows the open-circuit voltage 
versus frequency for the system in Fig. 
30a, and it shows that not all frequencies 
couple equally to the trace system.  

4- The voltage across the electronic 
component, the RB886CST2R Schottky 
diode, can be expressed using the circuit 
voltage divider as (VocZL)/(ZL+Zin), 
which can be readily calculated using a 
SPICE solver since it is affected by the 
electronic component, in this example, 
the diode. Fig. 30e shows this factor 
which acts as the transfer function from 
the incident wave to the diode.  

5- The transfer function obtained from 
step 4 shown in Fig. 30e, provides a 
plethora of physical insight into the 
coupling problem. The resonance 
frequencies in Fig. 30e are the ideal 
frequencies to couple energy into the 
electronic component, which is the 
diode. The main resonance is achieved at 0.477 GHz. Therefore, exciting the system with a pulse 
centered around this frequency will couple more than any other pulse centered around a different 

 

Fig. 30. A representation of the ECA approach to highlight its predictive 
capabilities (a) An example electronic system showing a square trace 
connecting a diode and a 1 MΩ load, (b) the simulated Zin at the diode 
port, (c) the RLC equivalent circuit, (d) the frequency domain open 
circuit voltage Voc, (e) the transfer function representing the frequency 
domain coupled voltage to the diode. 

 

Fig. 31. A comparison between the voltage coupled to the diode in Fig. 
2 due to two different Gaussian Sinusoidal pulses centered around 0.477 
GHz and 0.7 GHz.   
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frequency. Fig. 31 shows two different 
incident waveforms, each a Gaussian 
Sinusoidal pulse. The first pulse is 
centered around 0.477 GHz, and the 
second pulse is centered around 0.7 GHz. 
Both pulses had the same amplitude of 1 
V/m and a bandwidth of 5%.  Fig. 31 
shows the coupled voltage across the 
diode due to the two different incident 
waveforms and clearly confirms the ECA 
predictions that the 0.477 GHz Gaussian 
sinusoidal pulse will maximize coupling. 
The maximum voltage coupled to the 
diode for the 0.477 GHz Gaussian 
sinusoidal pulse was 1.26 V, whereas it 
was 0.118 V for the 0.7 GHz Gaussian 
sinusoidal pulse. For the 0.7 GHz, to 
induce the same maximum voltage on the 
diode, its incident power needs to be 
increased by at least 20 dB.  Therefore, 
the previous example show that the ECA 
can reduce the power required to create 
the desired disruptive effect on the diode 
by at least 20 dB just by identifying the 
optimum frequency. 

The ECA can also predict the minimum 
Pulse Repetition Frequency (PRF) of the 
incident waveform to create the desired 
effect. In between pulses, the voltage buildup across the diode discharges. The ECA can help 
predict how fast the diode discharge will be, i.e, the time constant of the discharge process, such 
that we can make sure that the next pulse will arrive soon enough before the voltage across the 
diode drops significantly. That is, by knowing the discharge time constant of the diode, τ, we can 
predict the minimum PRF to cause the voltage buildup across the diode to continue to increase.  

In between pulses, the incident field drops to zero, and therefore, we can remove the voltage source 
in Fig. 30c [11]. All the inductors in Fig. 30c can also be replaced with a short circuit during the 
discharge phase [11]. Therefore, the equivalent circuit can be reduced into the 4 components shown 
in Fig. 32. The CJ and Rr components represent the junction capacitance and the reverse resistance 
of the diode, respectively. The C0 and R0 components are exactly the same as the ones in Fig. 30c 
and they physically represent the DC or the low-frequency limit of the resistance and capacitance 
of the square trace to which the diode is connected. Therefore, C0 and R0 can easily be measured 

 

Fig. 32. Reduced equivalent circuit to represent the diode discharge in-
between pulses.    

 

Fig. 33. Coupled voltage to the diode in Fig. 1 after one incident pulse 
to highlight its discharge time constant for two different reverse 
resistance, Rr, values.  
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or calculated for a complex wire system using low-frequency techniques. The reduced equivalent 
circuit in Fig. 32 is much simpler than the one in Fig. 30c and yet completely quantifies the 
discharge of the diode. For example, the time constant of the discharge τ can be expressed using 
the following simple expression [11]: 

𝜏 ൌ ൫𝐶  𝐶൯ ቀ
ோೝோబ
ோೝାோబ

ቁ    (1) 

To clarify this predictive capability, we repeated the simulation in Fig. 30 but we boasted the 
amplitude of the pulse to 10 V/m to clarify the discharge process. Fig. 33 shows the discharge of 
the diode after one pulse for two different values for the reverse resistance of the diode Rr = 4 MΩ 
and Rr = 0.4 MΩ. For both cases, a diode junction capacitance CJ = 0.28 pF was used. As expected, 
the diode discharges slower for the larger Rr value since it leads to a larger time constant according 
to Equation 1. We measured the time constant from the simulations highlighted in Fig. 33 and found 
that for Rr = 4 MΩ, τ1 = 1.45 μs, and that for Rr = 0.4 MΩ, τ2 = 0.53 μs, in perfect agreement with 
the values achieved from Equation (1) above. To ensure that the voltage across the diode builds up 
with every consecutive pulse, the PRF needs to obey the following relation: 

𝑃𝑅𝐹 
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In summary, the minimum PRF that maximizes the probability of effect by ensuring that the voltage 
across the diode builds up with every consecutive pulse can be predicted using the ECA as follows: 

1- Identify the junction capacitance and reverse resistance of the diode, CJ and Rr, by direct 
measurements or from the diode’s datasheet 

2- Measure, simulate, or calculate the equivalent resistance, R0, and capacitance, C0, of the wiring 
system connected to the diode at the low-frequency limit. 

3- Set the minimum PRF according to (2). 

Experimental Validations of the ECA Predictions 

We developed the experimental setup in Fig. 34 to test the voltage buildup across the configuration 
in Fig. 30 that was studied computationally using the Equivalent Circuit Approach (ECA). The goal 
is to correlate the voltage buildup with any effects caused by the incident pulsed waveforms on the 
diode. The diode was soldered to a square wire loop at one end, and the other end of the wire loop 
was attached via a coaxial cable to an oscilloscope. The oscilloscope’s input impedance was varied 
to create different effective impedances, through the coaxial cable, to the wire loop. The GTEM 
was excited by a waveform generator followed by an amplifier to boost the incident field to the 
desired level. In the experiments below, the waveform generator was programmed to generate a 
Gaussian Sinusoidal pulse centered around 777 MHz with a 10% bandwidth. We varied the electric 
field amplitude over a range that varied from 100 V/m to 1600 V/m and the Pulse Repetition 
Frequency (PRF) from 1 kHz to 2.5 MHz. This exhaustive parameter scan aims to identify the 
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waveform properties that will cause an effect on the diode, i.e. change its operating status, and 
correlate the effect and parameters with the voltage buildup across the diode.  

Fig. 35a and Fig. 35b show the coupled voltage across the oscilloscope load, set to 1 MΩ, at incident 
electric fields of amplitudes 800 V/m and 1600 V/m, respectively. The PRF was varied from 1 kHz 
to 100 kHz for both incident field levels in Fig. 35. Increasing the PRF was found to increase the 
voltage buildup as expected. For example, PRF below 10 kHz caused insignificant voltage buildup. 
Once the PRF reached 50 kHz, significant voltage buildup was achieved for both incident field 
levels in Fig. 35. In Fig. 35a, the voltage buildup reached 5 V after 900 μs at a PRF of 50 kHz, 
whereas the voltage buildup reached 8.5 V after 900 μs at a PRF of 100 kHz. Of equal importance, 
the oscillations or “spikes” around the steady state voltage buildup increased with the PRF. In Fig. 
35b, the incident field was increased to 1600 V/m and the voltage buildup reached 7.5 V after 900 
μs at a PRF of 50 kHz (the dark green curve in Fig. 35b). When we increased the PRF to 100 kHz, 
the steady-state voltage buildup decreased to 2.5 V and did not increase as we expected (the light-

 

Fig. 34: Experimental setup to measure the voltage buildup across a diode connected to a 10.5 cm × 10.5 cm square 
wire loop due to a Gaussian Sinusoidal pulse excitation. 
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green curve in Fig. 35b). Upon investigating the diode, we found out that it was damaged. To 
validate that the diode's operation status was changed, we repeated the measurement with the same 
trace/diode configuration, but we decreased the PRF back to 50 kHz (the yellow curve in Fig. 35b). 
Clearly, the dark green and the yellow curves in Fig. 35b are different even though they were 
recorded at the same incident field level and the same PRF, indicating that the diode's operation 
status was changed between the 2 measurements. Therefore, in conclusion, a PRF of 100 kHz and 
an incident field level of 1600 V/m were capable of changing the diode's operation status when it 
was connected to the square trace in Fig. 34. However, the steps employed in varying the incident 
field level and the PRF were coarse.  

The experimental measurements were limited in the sense that we cannot measure the voltage 
directly across the diode and could only measure the voltage across the 1 MΩ opposite to the diode. 
Therefore, we used simulations to investigate the voltages and currents at different 
components/locations, especially across the diode. The experimental measurements in Fig. 35 show 
that the voltage and currents reached steady-state only beyond 800 μs. However, a time-domain 
full-wave solver might take a few days to reach the saturation response for a nanosecond’s 
excitation pulse. Moreover, to perform parametric studies to quantify the effect of different 
waveforms properties and the effect of various parasitic, the simulations need to be repeated 
multiple times, requiring a huge computational time in the order of weeks and maybe longer. 
However, the ECA can perform such simulations in minutes without any accuracy loss. Therefore, 
another advantage of the ECA is that it allows the simulation of systems and incident waveforms 
with relatively long Times To Effects (TTE). 

We have automated the data collection of RF coupling using the experimental setup in Fig. 34. That 
is, to verify the ECA predictions for a particular configuration, we can now automatically expose 
it to hundreds of different pulses of different PRF, center frequency, pulse width whilst keeping the 
power per waveform constant. So far, the experimental setup can only measure the voltage across 

 

Fig. 35: Experimentally measured voltage buildup across a diode connected to a 10.5 cm × 10.5 cm square wire 
loop due to a Gaussian Sinusoidal pulse excitation at different PRF and different peak amplitudes. 
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the 1 MΩ load and not the diode. However, the voltage across the diode and the 1 MΩ load are 
correlated. Examples of the test points collected from the automated data collection are shown in 
Fig. 36 from the same diode/trace configuration.  

 

Fig. 36: Experimental RF coupling measurements from the diode trace configuration in Fig. 1a due to different incident 
waveforms. (a) the coupled maximum voltage versus the center frequency of the incident pulse, (b) the coupled maximum 
voltage versus the field strength of the incident pulse, (c) the coupled maximum voltage versus the pulse width of the 
incident pulse. All pulses in the previous 3 subplots had the same power. 

 

Extending the Equivalent Circuit Approach to a Complex Wiring System: An unmanned aerial 
vehicle (UAV) Case Study 

Sadraey et al. classified UAVs according to their sizes, where the size is defined as the longest 
dimension of the UAV [12]. For quadcopters, the size of the UAV is measured from the opposite 
corner motors. In this work, we studied a quadcopter 54 cm in size. We created a full-wave model 
of the complete UAV system with all the wires and IC components to use as a numerical platform 
for studying the RF coupling to the system. The MakerBot Digitizer Desktop 3D scanner was used 
to scan the Commercial off-the-Shelf (COTS) quadcopter shown in Fig. 37. It uses laser scanning 
technology to scan the object. Using the MakerBot Digitizer scanner, we developed an accurate 
representation of the quadcopter, as illustrated in Fig. 37b. 

The effect of the frame is negligible since it is composed of a low permittivity dielectric. Thus, we 
removed the frame and retained the same wire distribution as shown in Fig. 37c and Fig. 37d, which 
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show two different views of the UAV 
wiring system.  In Fig. 37c and Fig. 
37d, the wires' lengths and diameters 
match the values in the actual scanned 
UAV, and all the IC components are 
represented by blue ports to which an 
arbitrary impedance can be assigned. 
Twenty-four loads were connected to 
the wiring system to act as a rough 
representation of the various UAV 
devices. Four loads are added at the 
center of the UAV to represent the input 
impedance between the pins and the 
rectangular ground plane of the 
controller. The controller generates at 
these four pins the signal that controls 
the speed of the four motors. The 
rectangular ground plane is assumed to 
be 85 mm × 48.5 mm.  Without loss of 
generality, we select the load under test 
(LUT) to be one of the four loads at the 
controller, as shown in Fig. 37c. 
However, the LUT can be varied to be 
any of the twenty-four loads in the 
system. Additional loads can be added 
to the wiring system to better 
approximate the actual UAV devices. 
However, the system in Fig. 37 
represents a compromise between 
simplicity and accuracy in representing 
the UAV. The electromagnetic 
compatibility of the proposed model 
will be examined using the ECA in the 
following subsections. 

As shown in Fig. 1, the input 
impedance, Zin, is a vital parameter in 
calculating the coupling to the LUT. 
Therefore, the accuracy of the circuit 
representation of the input impedance is an important factor to be considered. The input impedance 
can be represented by different circuit topologies. In this work, we studied two circuit topologies 
for the input impedance representation. The two representations are categorized as (i) Circuit 1: In 

 

 

Fig. 37: (a) UAV picture, (b) UAV quadcopter wiring diagram above a 
dielectric frame, (c) The top view of the proposed model of the UAV wiring 
system in (a) and (b), (d) side view of the proposed model of the UAV 
wiring system showing the UAV model orientation with respect to the 
angles θ, ϕ, and η. 

 

Fig. 38: RLC circuit representation of Zin at the load of interest (a) Circuit 
1 (b) Circuit 2. 
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this circuit representation, each parallel RLC branch of the network shown in Fig. 38a is developed 
to represent a single resonance of the input impedance of the system [11] (ii) Circuit 2: In this 
circuit representation, the input impedance is modeled as a summation of N arbitrarily weighted 
poles. Poles typically exist in conjugate pairs. Each pair can be represented by a Second Series-
Equivalent-Circuit (SSEC) branch consisting of an inductor, a capacitor, and two resistors 
connected Fig. 38b [13].   

The differences between the two circuit topologies are illustrated as follow: 

(i) Circuit 1: the RLC components' values can be calculated from the input impedance of 
the system by solving the following two equations [11]. 
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where 𝑓 is the resonance frequency of the ith peak of the input impedance response, 𝐵.𝑊 is the 

bandwidth of the ith peak of the input impedance response, 𝑅  is the peak value of the input 
impedance at the ith resonance. By solving (3) and (4), the corresponding RLC values of the entire 
input impedance response can be calculated. Next, the parallel RLC branches can be connected in 
series, as illustrated in Fig. 38a, to form the overall input impedance representation of the system.  

 

(ii) Circuit 2: Antonini et al. illustrated that the rational function F(s) of any given 
response could be written as follows [14]: 
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where N is the number of poles,  𝑠 ൌ 𝑗𝜔 is the complex frequency, 𝑟 and 𝑝  are the residues and 
poles, respectively. The parameters 𝑟 and 𝑝 can be estimated using the vector fitting technique 
detailed in [13]-[14]. The values of Ri1, Ri2, Li, and Ci in Fig. 3b can be calculated using the values 
of 𝑟 and 𝑝 as described in detail in [14]. It is worth mentioning that this method might generate 
negative impedance values, which can be replaced by an equivalent positive impedance and a 
parallel current-dependent-current-source (CDCS). That is, Circuit 2 is, in general, more complex 
than the Circuit 1 representation. However, unlike the representation in Circuit 1, the value of N 
can be smaller or larger than the number of Zin peaks in the frequency range of interest. Moreover, 



U // Distribution A 

31 
 

N can be increased progressively to achieve 
the desired level of agreement between the 
Zin calculated using the full wave solver 
and the Zin calculated using the Circuit 2 
representation in Fig. 38b.   

For the UAV wiring system shown in Fig. 
37c, Fig. 39a and Fig. 39b show the 
magnitude and phase, respectively, of Zin at 
the port of the LUT. Fig. 39a and Fig. 39b 
show a comparison between the magnitude 
and phase of Zin calculated using the Full-
wave solver, FEKO [10], and the 
corresponding values calculated using the 
two different equivalent circuit 
representations in Fig. 38. Since there are 
six peaks in the response shown in Fig. 39a, 
the Circuit 1 representation will consist of 
six RLC network branches to represent the 
full-wave input impedance of the UAV 
model. For a fair comparison in terms of 
circuit complexity, we also used 6 branches 
for the Circuit 2 representation in Fig. 39a 
and Fig. 39b. Figure 39a illustrates that 
Circuit 1 agrees better with the full-wave Zin 
at low frequencies than Circuit 2. For 
example, at the first resonance 0.15 GHz, 
the relative differences between the 
magnitude of the full-wave Zin compared to 
the Circuit 1 and Circuit 2 representations are 1.4 % and 74.4 %, respectively. Moreover, at the 
intermediate frequency range, between 0.3 to 0.6 GHz, Circuit 2 missed two consecutive peaks 
while Circuit 1 response perfectly matched the full-wave Zin. Contrastingly, at the high-frequency 
range > 0.6 GHz, Circuit 2 provides a better match to the full-wave response.  

Since the Circuit 2 representation is based on the fitting technique, the value of N and the number 
of branches can be increased to improve the Zin representation. Increasing N increases the 
complexity of the SPICE simulations, but it is still orders of magnitude faster than the full-wave 
solvers. Figure 39c and 39d show the comparison between the magnitude and phase of Zin 
calculated using FEKO, and Circuit 2 when using four RLC branches/resonance, i.e., a total of 6×4 
= 24 circuit branches connected as shown in Fig. 38b. The response of the improved circuit 
representation of Circuit 2 perfectly matches the full-wave Zin. In summary, when the same number 
of branches are used, Circuit 1 can be better than the Circuit 2 representation up to a certain 

 

Fig. 40: The induced load voltage across the LUT calculated using 
different circuit topologies. 

 

Fig. 39: Comparison between the magnitude and phase of Zin 
calculated using FEKO, Circuit 1, and Circuit 2 when using: (a) 
single RLC branch/ resonance, (b) 4 RLC branches/ resonance. 
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maximum frequency value, e.g., 0.6 GHz in Fig. 39. However, the Circuit 2 representation is much 
better than the Circuit 1 representation in agreeing with Zin, especially when the number of circuit 
branches is increased.  

An accurate representation of Zin is required to ensure better accuracy in calculating the coupled 
voltage to the LUT. For example, we set all the loads of the UAV wire system to be 10 Ω. The 
UAV is, then, excited by a 1 V/m plane wave excitation. The excitation angle of incidence is chosen 
to be θ = 45 ˚ and φ = 45 ˚, and the polarization angle is chosen to be η = 45˚. Figure 40 shows the 
load voltage at the LUT calculated using the two-circuit representation according to (1). Figure 40 
illustrates that VL calculated using the Circuit 2 representation with 24 branches provides perfect 
agreement with the full-wave VL. On the other hand, using Circuit 2 representation with 6 branches 
provides the worst representation of the full-wave Zin leading to the worst estimation of VL. Hence, 
an accurate representation of Zin of the system is essential. However, the ECA evoked in this work 
indicates that both the input impedance and the open-circuit voltage are important in estimating the 
electromagnetic compatibility of the UAV. In the next section, the effect of the open-circuit voltage 
Voc is discussed in detail.   

 

This section expands the study to show that the open-circuit voltage plays a significant role in 
estimating the coupling to the system. To highlight this role, we set all the loads of the UAV wire 
system to be 10 Ω, and we varied the center frequency of the incident pulsed excitations. That is, 
all the blue dots in Fig. 37 are set to be 10 Ω. Figure 41 shows the comparison between the time-
domain load voltage for a Gaussian excitation with two different center frequencies 0.15 GHz, the 
first peak of Voc and Zin, and 0.35 GHz. The two Gaussian pulses have the same peak amplitude, 1 
V/m, and the same bandwidth of 10 MHz. The excitation angle of incidence is chosen to be θ = 45 
˚ and φ = 45 ˚, and the polarization angle is chosen to be η = 45˚. The magnitude of the induced 
voltage at the load under test is higher when the Gaussian pulse excitation is centered around 0.35 
GHz and not 0.15 GHz. That is, the maximum coupling does not occur at the maximum of Voc or 

 

 

Fig. 41: (a) The frequency domain of the gaussian pulse excitation 
resonates two different resonance frequencies. (b) the corresponding 
time domain load voltage due to the gaussian excitation in (a) Fig. 42: The normalized values of the open circuit 

voltage, the input admittance, and the ratio between the 
two (TF). 
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Zin, but it occurs at the maximum of the voltage-divider Transfer Function, TF = VocZL/(ZL+Zin). 
Figure 42 shows the normalized Zin, Voc, and the TF Clearly, the maxima of the TF do not 
necessarily correspond to the maxima of Voc or Zin, indicating the importance of calculating the TF 
to predict the critical frequencies that maximize the coupled voltage to a LUT.  

As illustrated in the previous section, ECA is 
an efficient approach to predict the frequencies 
where the coupling to a load of interest will be 
high/low based on its TF. However, the load 
values may also significantly impact the ECA 
components: Zin, Voc, and TF Therefore, in this 
section, we will study the effect of different 
loads on predicting the frequency ranges of 
high/low coupling to a particular load of 
interest. Table I summarizes the load variations 
in the studied cases. To increase the load variability, the loads were divided into 2 categories: (i) 
Loads at the input of the controller and (ii) all other loads. In all studied cases, the LUT is fixed to 
10 Ω, whereas all other loads are changed as described in Table I. Figure 43a shows the input 
impedance of the system for the four studied cases. Clearly, the input impedance is sensitive to the 
load selection. For example, comparing the response of Case 1 with Case 2 shows that the resonance 
frequencies are quite different because in Case 2 the high load impedances act as open circuits, 
which shorten the electrical length of the system. However, comparing Case 1 and Case 3 shows 
no variations in the resonance frequencies but rather on the magnitude of the input impedance. 
Therefore, the loads representing the UAV devices play an important role in the coupling problem.  

Similarly, the load selection can affect the Voc across the LUT. To test the effect of the load 
selection on Voc, the UAV is excited by a 1 V/m plane wave.  The excitation angle of incidence is 
chosen to be θ = 45 ˚ and φ = 45 ˚, and the polarization angle is chosen to be η = 45˚.  Figure 43b 
shows the Voc of the system for the four studied cases. Clearly, the Voc is also sensitive to the loads. 
It is worth mentioning that Voc depends on the excitation angle. That is, changing the direction of 
the incident wave or the polarization will vary Voc.  However, Zin is completely independent on the 
excitation. 

Similar to the analysis in the previous section, the TF for all 4 studied cases is calculated. Again, 
the TF for the 4 studied cases confirms our observation that, for complex wire systems and load 
distributions, the TF response does not necessarily show the same peaks as the Voc or Zin, and 
therefore, the TF needs to be explicitly calculated. For example, in Case 1 and Case 3, Zin in Fig. 
43a and Voc in Fig. 43b peak at 0.15 GHz, but the TF does not. On the other hand, at 0.7 GHz the 

TABLE I 
LOAD DISTRIBUTION OF THE PROPOSED UAV WIRING SYSTEM   

Case Controller Input 
Load 

All the Other Loads 

1 10 10 

2 10 2500 

3 2500 10 

4 2500 2500 
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magnitudes of both Zin in Fig. 43a and 

Voc in Fig. 43b are minimum. However, 
the TFs of both cases show peaks at this 
frequency, as shown in Fig. 43c. 
Similarly, The TF for Case 2 and Case 4 
peaks at 0.9 GHz while the magnitudes 
of both Zin in Fig. 43a and Voc in Fig. 43b 
are minimum. 

An interesting feature of the input 
impedance response of the 4 Cases is the 
low magnitudes at the frequency range 
between 0.2 and 0.4 GHz. For low 
values of Zload, the TF can be simplified 

to: 𝑇.𝐹 ൎ  
ౙ


. Hence, the TF will peak 

at the frequencies where Zin is minimum. 
That is, the frequency range between 0.2 
and 0.4 GHz is the most critical 
frequency range of the system because 
the TF will always peak at this range. 
Since Zin is independent of the 
excitation, this frequency range can be 
predicted to cause the maximum 
coupling to the LUT on average when 
the excitation direction is varied. This 
prediction was achieved based on the 
ECA TF with no trial and error, which 
shows the usefulness of this technique.  

To test the ECA TF predictions, the 
UAV model was excited by a 1 V/m 
plane wave. Moreover, 325 different 
angles of incidence, θ, and ϕ were tested 
where θ varies from 0˚ to 180˚ in 15˚ 
steps and ϕ varies from 0˚ to 360˚ in 15˚ 
steps. The polarization angle is fixed at 
45˚. The induced voltage across the load 
is averaged over all the incident angles 
and plotted in Fig. 44. Clearly, all the 
four studied cases show at least one peak 

 

Fig. 43. The input impedance of the system for all 4 studied cases, (b) 
the magnitude of the open-circuit voltage across the load for all 4 studied 
cases, (c) the magnitude of the induced voltage across the load (T.F) for 
all 4 studied cases. 
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within the critical frequency range 
predicted by the input impedance of the 
system shown in Fig. 43a.  

The average magnitude of the induced 
voltage is not the only figure of merit to 
validate the observations of the ECA. 
That is, the induced voltage across the 
load for certain incident angles might 
dominate the average. Therefore, we 
tested the probability of the induced 
voltage exceeding a certain threshold 
when the direction of the incident wave 
was varied as previously described. 
Figure 44b shows the probability of the 
load voltage exceeding an arbitrary 
threshold of 5 mV for the four studied 
cases. The threshold can be tuned to 
match the value needed to create the 
desired effect. Each of the four load 
distribution cases show a maximum 
probability of exceeding this threshold at 
a different frequency range. For example, 
Case 1, shows the highest probability at 
~0.25 GHz, Case 2 and Case 4 show the 
highest probability at ~0.9 GHz, and the 
highest probability of Case 3 is at ~0.35 
GHz. However, all four cases have a 
significant probability at the critical 
frequency range, 0.2 GHz to 0.4 GHz, as predicted by analyzing the Zin of the wires. That is, the 
wires are acting as a bandpass filter in this frequency range. Hence, regardless of the load 
impedance, the load voltage has a very high chance to peak at the critical frequency range. 

3. Findings and Conclusions 

Over the last few years, we developed a wide range of computational tools to quantify and predict 
RF coupling to a wide range of wires/traces configurations. These computational tools can be 
classified into 2 main categories: 1- Characteristic Modes Analysis (CMA) and 2- Equivalent 
Circuit Approach (ECA). The developed computational tools are combined into a single package 
for the general benefit of ONR and its contractors. The package is titled “PECNEC: Predictive-
package for Electromagnetic Coupling to Nonlinear-electronics using Equivalent-circuits & 
Characteristic-modes”. The objective of PECNEC is to predict the waveform envelop that will 
cause electronic upset, by maximizing the coupled voltage and power, to permutations of 

 

Fig. 44: (a) The average magnitude of the induced voltage over all 
angles of incidence, (b) The probability of the load voltage, for the four 
studied cases, to exceed 5 mV. 
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linear/non-linear loads in any wire topology/geometry. To the best of our knowledge, such a 
package does not exist and there is a strong need for accurate effects-prediction tools, with a low 
computational burden, to feed into JREM-like software.  

The proposed PECNEC is a hybrid package that combines ECA with CMA to determine the RF-
induced overvoltage conditions on linear/non-linear circuit elements using SPICE solvers. ECA is 
~ 100x faster than full-wave simulations with no loss in accuracy. ECA can also predict the 
optimum waveform to effect, or the overvoltage conditions on a circuit due to a given waveform. 
On the other hand, CMA can predict the optimum incident angles (θ, ϕ) and polarization (η) for the 
excitation. The first version of the package will handle a maximum of two nonlinear/linear loads 
to demonstrate the art-of-the-possible. 

Briefly, PECNEC involves three main modules: the Input Module, the Processing Module, and the 
Output Module, as shown in Fig. 45. The Input Module involves defining the wire geometry, the 
load characteristics, and the excitation pulse properties. The package will handle arbitrary-shaped 
wire loops. Thus, wires can be of different types (regular, twisted pair, etc), different sizes 
(millimeter to meter range), and different shapes (straight, curved, random). The Processing 
Module involves performing two full-wave simulations for the ECA. After that, much faster circuits 
simulations can be used to simulate RF coupling to the user-defined nonlinear loads that will be 
connected to the wiring system. CMA as part of the processing module allows us to predict 
optimum incident angles (θ, ϕ) and polarization (η) to maximize the coupling to the load. In the 
Output Module, PECNEC can calculate the coupling quantities (voltage, current, power, energy, 
etc.) if the user provides a specific excitation. If the user specifies a threshold and/or the “Absolute 
Maximum Ratings” specified in the loads’ datasheet, PECNEC will predict the following 
characteristics for the incident pulsed excitation: Optimum center frequency, Optimum angles of 
incidence/polarization, and a tradeoff between the excitation amplitude and excitation PRF to 
achieve the desired threshold. The optimization process is computationally efficient since it will 
require a maximum of 2 full-wave simulations and use instead several highly accelerated equivalent 
circuits simulations in SPICE. 

The user will also be able to add a “Tolerance Level” that will be used to perturb the load 
characteristics. This will prevent the user from getting false conclusions that will only be valid for 
a specific unrepeatable configuration. 

In terms of the software that the user must have in order to execute the first version of PECNEC, 
the user is required to have a MATLAB license, A FEKO license, and LTspice (Open Source). The 
PECNEC package is currently being updated to allow for different solvers and to support more 
complex wiring configurations. 
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Fig. 45: Flowchart of PECNEC 

 
4. Plans and Upcoming Events  

The following improvements are currently planned for PECNEC: 
1. Expand the number of solver options based on users’ feedback. 

a. Full-wave solver options: FEKO, CST MWS, COMSOL, and an in-house MOM 
solver for Arbitrary Thin Wires (ATW) 

b. Circuit solver options: LTspice, Multisim, etc. 
2. Study different equivalent circuits for the ECA to improve the accuracy of the Zin 

representation. 
3. Expand the number of wires and loads 
4. Add the effect of the environment e.g. ground planes, enclosures, etc. 
5. Build an electronics library compatible with PECNEC by developing black-box equivalent 

circuits for common electronics. The S-parameters of each component will be measured, 
translated to impedance/admittance, converted to an equivalent circuit using the black-box 
macromodeling and the vector-fitting technique [15].  

 
5. Transitions and Impacts  

The platform developed in this work, PECNEC, will be augmented with adequate Graphical User 
Interfaces (GUI) and documentations and presented for the general use of ONR and its defense 
contractors, e.g. Verus Research (http://www.verusresearch.net/). Moreover, the results generated 
in this work were used as preliminary results for a DARPA WARDEN grant.  
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