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Abstract

We present a novel acquisition device to capture high resolution 4D re-
flectance fields of real scenes. The device consists of a concave hemispher-
ical surface coated with a rough specular paint and a digital video projector
with a fish-eye lens positioned near the center of the hemisphere. The scene is
placed near the projector, also near the center, and photographed from a fixed
vantage point. The projector projects a high-resolution image of incident illu-
mination which is reflected by the rough hemispherical surface to become the
illumination on the scene. We demonstrate the utility of this device by cap-
turing a high resolution hemispherical reflectance field of a specular object
which would be difficult to capture using previous acquisition techniques.
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1 Introduction

Image-based relighting has been a popular research topic in recent years (e.g., [3,
15, 21, 25, 33]). A key element in the image-based relighting process in the notion
of a reflectance field [3]. This reflectance field is an 8D function, describing the
relation between incident and exitant illumination on a bounding volume surround-
ing the scene.

One of the most popular techniques for acquiring such a reflectance field is by
capturing the scene under different illumination conditions. Due to the linearity of
light transport, a relit image can be created by combining the captured photographs
weighted proportionally to the contribution of the illumination condition in the de-
sired incident light field.

Capturing this 8D function completely is currently still impractical. Therefore,
a number of simplifications are commonly applied to the 8D reflectance field. First,
a fixed vantage point is assumed. This reduces the dimensionality of the exitant il-
lumination to a 2D field (i.e., a photograph of the scene) instead of the 4D original
exitant light field. Secondly, we assume that incident illumination originates from
a distant source, effectively reducing the incident illumination to directional illu-
mination, a 2D field [3]. Recently, this second restriction has been relaxed [19] at
the cost of an increase in acquisition complexity.

Current reflectance field acquisition devices either sample the incident light
field (e.g., the Light Stage [3]), or use a dense sampling device, such as a CRT
monitor (e.g., [35]), that only covers a small portion of the entire incident domain.

In this report we present a novel device for capturing 4D reflectance fields of
real scenes, which consists of a rough specular hemispherical mirror, that reflects
controlled illumination emitted from a projector equipped with a fish-eye lens onto
the scene. This device has the following properties with respect to the captured
reflectance fields:

• No moving elements: an acquisition device without moving elements has
a number of advantages over devices which require mechanical movement.
For one, the acquisition can potentially be completed in less time, since no
time is spent moving parts around. Also, a device without moving parts is in
general easier to design, construct, and calibrate.

• Hemispherical incident illumination: a 4D reflectance field is character-
ized by a direction (i.e., spherical) incident light field. The presented de-
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vice can sample half of the sphere of incident directions without mechanical
moving parts, and could be easily extended to capture the whole sphere by
rotating the camera and scene by 180 degrees and acquiring a second dataset.

• Continuous, high-resolution reflectance fields: are needed to capture scenes
containing glossy and specular materials. Methods relying on sampling are
limited, due to Nyquist’s theorem, in the kinds of materials they can accu-
rately capture (e.g., materials exhibiting BRDFs with high frequency com-
ponents are notoriously difficult to sample without aliasing).

The remainder of this report is organized as follows. First previous presented
acquisition devices are briefly investigated in section 2. Next, the new acquisition
device is described in detail (section 3). Calibration issues and some results are
discussed in section 4. Finally, section 5 concludes this report.
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2 Previous Work

Two principal approaches have been used in image-based relighting to acquire re-
flectance fields.

The first one, and probably the most well-known, are the techniques based on
sampling. These methods include the different Light Stage devices [3, 4, 6, 9, 12,
13, 14, 16, 17, 18, 19, 20, 23, 31], that basically sample the incident light field from
a spherical bounding volume, by either moving a light source over this bound of
the volume [3], or by switching discretely placed light sources on the surrounding
sphere on or off [4]. The former is also used in Masselus et al. [19] to capture
6D reflectance fields. In this case, however, the single light source is replaced by
a projector, enabling angularly varying control of the incident illumination control
for each lighting direction.

Sample-based techniques generally suffer from aliasing when capturing high
frequency reflectance functions. Mohan et al. [22] and Fuchs et al. [7] solve this
problem by pre-filtering the reflectance functions. Pre-filtering is achieved by us-
ing (overlapping) extended area light sources. The extended area light source is
obtained by aiming a light source at a (sufficiently large) diffuse surface, which
in turn reflects the illumination on the scene. Both Mohan et al. and Fuchs et al.
implement this by using the surrounding bounding volume (i.e., room) as a diffuse
reflector, and place (and move) the light source inside the volume. Pre-filtering can
reduce aliasing effects in the captured reflectance field, at the cost of smoothing
out high frequency details in the reflectance functions.

An interesting variant on the sampling approach, are the dual methods [10, 29].
These methods build on the generalized reciprocity principle to swap the position
of the camera and the light source. Sen et al. [29] use this principle to parallelize
the acquisition of 6D reflectance fields by positioning multiple cameras around
the scene and illuminate it from a single projector at a fixed position (i.e., the
dual camera), and consequently suffer from the same aliasing problems as other
sample-based methods. Hawkins et al. [10], however, use this principle to acquire
high resolution, continuous reflectance fields. They use a laser and a galvanome-
ter instead of a projector, but instead of capturing the exitant light field directly
as Sen et al., they first reflect it off a diffuse sphere surrounding the scene, before
capturing it with a single camera equipped with a fish-eye lens. Two dimensions
of the incident light field are integrated out due to the diffuse reflection. The reso-
lution of the two remaining dimensions are only limited by the camera resolution.
A disadvantage of this setup is the need to compensate for the significant amount
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of light interreflected within the sphere, the loss of the polarization of the incident
illumination (shown to be useful for reflectometry in [3]), and the fact that only a
small percentage of the exitant illumination is reflected towards the camera.

A second approach for capturing reflectance functions uses a high resolution,
semi-continuous, controllable light source such as a CRT or an LCD projector. Be-
cause of the large number of (very small) light sources it is impractical to turn on
each light source individually. Various techniques have been developed to over-
come this problem [1, 21, 26, 27, 32, 34, 35]. A disadvantage of using a CRT
monitor as controllable light source is the relatively small fraction of the sphere of
directions that is easily covered (for example, one sixth). Furthermore, the size of
the scene is also limited by the size of the emitter.

Other notable acquisition devices in different domains in computer graphics
are the mirrored half-dome used by Ward [30] to capture BRDFs (Bidirectional
Reflectance Distribution Functions), and the concave parabolic mirror used by
Dana [2] to capture BTFs (Bidirectional Texture Functions). Ward projects a mov-
ing collimated light source onto a flat material sample sitting near the center of a
half-silvered hemisphere. The full hemisphere of radiant light reflected from the
sample is reflected by the half-silvered mirror back toward the center where it is
imaged using a camera with a fish-eye lens, yielding a 2D slice of the BRDF. They
note that the device is not accurate enough to capture highly specular surfaces due
to the limited extent of the collimated beam, and due to the inaccuracies in shape
of the mirror. Dana uses a parabolic concave mirror to view and illuminate a single
surface point of a textured sample. Different surface points are sampled by trans-
lating either the mirror or the sample. This design requires that the incident and
exitant illumination directions follow the same optical path which is achieved us-
ing a beam splitter. However, this device does not cover the complete hemisphere
of viewing and lighting directions.

5



3 Device Description

We set two goals when designing the apparatus:

1. The device should be able to generate a high resolution continuous incident
light field on a scene of reasonable size.

2. The device should be able to generate incident illumination from as much of
the sphere of directions as possible.

Ideally we would like to have a spherical emitter that can send different inten-
sities from a specific direction. This is the approach followed by the Light Stage
devices [3]. However, constructing a continuous incident field of illumination in
this manner is difficult. As shown in the previous section, the most successful con-
tinuous acquisition devices are based on display technologies. It it thus logical to
base our novel device on such a technology.

We assume that the incident illumination is only directional and not spatially
varying across the scene, as is the case when a small scene is lit by a distant en-
vironment. Our approach, as a general overview, uses a concave hemi-ellipsoidal
mirrored surface to reflect light emitted from a fisheye video projector at one of its
foci focus back in toward the scene (such as a small object or a human face) placed
at its other focus. In this arrangement, any illumination emitted from the projector
will reflect back toward the scene due to the geometry of the ellipse.

Because spherical displays are not readily available, we resort to a similar setup
as Ward et al. [30]. We use a concave spheroid mirror-like surface (e.g., an el-
lipsoid, with two identical axes, and a third longer axis), and place a projector
equipped with a fish-eye lens at one focus. The scene is placed at the other focus
(see Figure 1).

A video projector with a fisheye lens behaves similarly to a point light source
(though its illumination generally varies with angle). With a perfectly specular
ideal ellipsoid mirror, light emanating from the projector would focus to a small
point at the other focus, which would not be enough spatial extent to illuminate
a small scene. To broaden the area that is illuminated by the projector, we use a
rough specular paint to cost the inside of the spheroid mirror (also seen in Figure 1.
This rough specular surface will ensure that incident illumination from the projec-
tor is projected in a small solid angle in the direction of the focus point, but without
reflecting too much illumination towards other points on the mirror (which would
cause undesirable interreflection). A diffuse coating, such as used in the Dual Light
Stage [10], would exhibit a larger degree of interreflection relative to the albedo of
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Figure 1: A diagram showing the path of light in the reflective light stage.

the material. Furthermore, the rough specular surface maintains additional proper-
ties of the incident illumination such as polarization, which is potentially useful for
performing reflectance measurements on specular and diffuse reflectance indpen-
dently as in [3]). The rough specularity also reduces focusing problems that arise
from a mirror surface that deviates from a true spheroid shape. The spheroidal sur-
face in this work was formed using an acrylic material with a bumpy mesostructure
to add additional roughness to the specular reflection.

The size of the major axis of the spheroid can be easily computer given de
desired distance of the foci, and the length of the minor axis:

a2 = c2 +b2,

where a is the length of the major axis, b is the length of the smaller axis, and
c is the distance from a focus point to the center. For example, when a minor axis
of 1 meter is desired, and a focal distance of 0.25 meter, then the major axis has a
length of 1.03 meter.

It is somewhat easier to build a hemispherical surface than an hemiellipsoidal
surface, in that acrylic blow-molding companies frequently have circular molds
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and apertures available. If we look at the ellipsoid case above, we see that the
major and minor axes only differ 3% in length. Given the fact that we also use a
rough specular mirror, some deviation from the perfect spheroid can be tolerated
without introducing significant artifacts. Since the difference between the axes for
this typical case is very small, we opted for using a hemispherical mirror.

Figure 2 shows our acquisition device of approximately one meter in diam-
eter. In order to photograph the scene, a hole is drilled through the top of the
hemisphere. The hemisphere is constructed by inflating heated acrylic into a hemi-
spherical shape. The acrylic used contains a bumpy texture, which helps to roughen
the specular reflections. The hemisphere is coated by a thin layer of silver car-paint,
itself a rough specular material with high reflectivity, without the usual gloss layer
to avoid mirror-like reflections. A sample of this material is shown in figure 3.

Figure 2: Photographs of our setup. Left: the camera, scene and projector are
marked. Right: only hemisphere is shown.
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Figure 3: The inside of the hemisphere has a bumpy texture, coated with a thin
layer of silver car-paint, a sample of which is shown above.
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4 Results and Discussion

We demonstrate the usefulness of the reflective light stage by capturing a reflectance
field of a shiny object. The reflectance field is captured by subdividing the incident
hemisphere of illumination into a 20× 15 set of discrete solid angles that com-
pletely cover the hemisphere, but do not overlap. An HDR photograph [5] is cap-
tured while illuminating each of the solid angles individually. We create this set of
solid angles by regularly discretizing the projector image plane into square regions.

Due to the fisheye lens, the exact mapping between projector pixels and in-
cident directions does not fit a common projection model. To calibrate for this
mapping, we emit horizontal and vertical stripe patterns on a mirrored sphere po-
sitioned at the location of the sphere. From the observed reflections of the stripe
patterns, it is straightforward to determine the mapping between the projector pix-
els and incident illumination directions. In Figure 4 the resulting calibration is
shown for the setup depicted in Figure 2. The black spot (Figure 4(a)) in the center
is the camera (a hole in the spherical reflector). Because our projector has a 4 : 3
aspect ratio, the bottom part of the hemisphere is not covered. The direction in the
mapping corresponding to the projector is also marked (Figure 4(b)).

Figure 4: The mapping between projector pixels and incident illumination direc-
tions illustrated in a latitude-longitude parameterization; red and green intensity
indicate the vertical and horizontal index of the lighting condition corresponding
to each direction. (a) A hole in the spherical mirror allows the camera to photo-
graph the scene. (b) The direction of the projector lens.

10



Figure 5: The test object used to demonstrate our acquisition device.

Once the mapping between projector pixels and incident illumination direc-
tions is known, it is straightforward to create a relit image in a similar manner
to [3]. To illustrate our technique, we capture a shiny teapot wind-up toy (Fig-
ure 5). This reflectance of this scene would be difficult to capture well using any
of the previous sampling methods, and it would not be possible to capture such
a large portion of the reflectance field with any of the other (CRT based) acquisi-
tion methods. The results in Figure 6 show that we are able to obtain relit results
with a continuous specular reflection even with the moderate sampling resolution
of 20×15.

As long as the incident illumination resolution is limited (as it is in this report),
the acquisition duration is still reasonable. However, to capture very high resolu-
tion reflectance fields, more sophisticated methods will be required such as using
wavelet noise [27]. Other illumination patterns such as (hemi)spherical harmonics
and multiplexed illumination [28] merit further investigation for use with this de-
vice.
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(a)

(b)

(c)

Figure 6: Relit images of the scene computed from a reflectance field captured
with the reflective light stage. Three different illumination conditions are used to
generate the relit images: (a) uniform white illumination, (b) the Grace Cathedral
light probe image, and (c) the Galileo’s Tomb light probe image.

12



5 Conclusions and Future Work

We have presented a new device to acquire high resolution, alias-free reflectance
fields for image-based relighting. The device consists of a rough specular hemi-
spherical mirror, a projector equipped with a fish-eye lens, and a digital camera.
The device has no moving parts and is able to acquire the reflectance response of a
scene from the full hemisphere of incident illumination.

The effectiveness of the device was demonstrated on a small scene containing a
shiny teapot for which a hemispherical reflectance field was captured. This exam-
ple also shows the need to develop new sampling methods that capture the response
of the object to higher resolution incident illumination conditions and that are able
to capture the reflectance field with sub-linear acquisition complexity.

Currently, our setup acquires only 4D reflectance fields. Extending the system
to the capture of 8D reflectance fields could be done by using a sharp (as opposed
to rough) concave mirror surface and aiming a video projector and camera through
a lenslet array [11, 24] placed at one of the foci as in Figure 7. In this system, the
projector and camera receive the same view of the lenslet array using a half-silvered
mirror in a manner similar to [8]. In this arrangement, the lenslet array transforms
the 2D image from the projector and camera into 4D excitant and incident light
fields with both spatial and angular variation. The hemispherical surface further
reflects the emitted field of illumination toward the subject as a hemispherical in-
cident light field, and then returns the reflected light back toward the lenlet array
so that its angular and spatial variation can be imaged by the camera. Since both
projectors and cameras are already exist at resolutions exceeding 8 million pixels,
useful sampling resolution in all eight dimensions could be attainable, allowing
for spatially- and angularly-varying illumination to be simulated on the scene for
any virtual viewing position. Clearly, a sublinear acquisition complexity method
as in [29] or [27] would be required to capture such an 8D dataset in a reasonable
amount of time. This system presents an alternative approach to the kaleidoscopic
8D reflectance field acquisition system proposed in [8].
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Figure 7: An 8D reflectance field could be captured with a reflective light stage
by placing a lenslet array at one focus and using a sharp (as opposed to rough)
mirrored surface for the reflection.
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