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Setting the Stage
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Today, thosebasicphysical,
digital,and biological
technologiesare
intersecting.
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Whichis drivinglarge
scalesystems
transformationsin many
industries.
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We are collectivelyfaced with
designingthe systemsofthe

futureaccommodating both

technology AND people.
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Whatkind of worlddo
youwantto design?

—
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“There is no book of
spells, there's just magic.”
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“There is no book of
spells, there's just magic.”

... of course, Al isnt magic.
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“There is no book of
spells, there's just magic.”

... of course, Al isnt magic.

We believe there are best practices,
processes, tools, and frameworks that
can improve deployment of Al and enable
trust and confidence — our Al engineering

work aims to define and share them.
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Why Al engineering?

Organizations realize that Al hold great promise and power.

It is hard to get Al right.

Many organizations aren’t prepared and don’t have the
needed expertise.

We are part of CMU — a world leader in Al.

Most work is a race to Al capability.

~85Y0

of Al deployments wilfl faif
through 2022

[1) Gartner, “Gartner Says Nearly Half of C10s Are

Planning to Deploy Artificial Intelligence " 2018
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What factors cause Al system “Incidents”?

Failures in...

Specification: the system's behavior did not align with the true
intentions of its designer, operator, etc.

Robustness: the system operated unsafely because of features
or changes in its environment, or in the inputs the system
received

Assurance: the system could not be adequately monitored or
controlled during operation

Source: https://incidentdatabase.ai/taxonomy/cset
Credit to Partnership on Al and the Center for Security and Emerging Technologies (CSET)
at Georgetow n University

B Specification ™ Robustness B Assurance B Unknown/unclear

74 total incidents
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https://incidentdatabase.ai/taxonomy/cset

Al Engineering Pillars

Scalable Al

Accommodate the size,
speed, and complexity of

mission needs

Robustand Secure Al
Operate reliably when faced

with uncertainty or threat

Human-Centered Al
Designed with the goal of

workingwith, and
for, people

Scalable management of data and models
Enterprise scalability of Al development and deployment
Scalable algorithms and infrastructure

Robustness of Al components and systems
Designing for security challenges in modern Al systems
Testing, evaluating, and analyzing Al systems

Understand context of use, sense changes over time
Scope and facilitate human-machine teaming
Methods, mechanisms, and mindsets for critical oversight
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Al Engineering Pillars

Scalable Al

Accommodate the size, + Scalable management of data and models

speed, and complexity of * Enterprise scalability of Al development and deployment
mission needs » Scalable algorithms and infrastructure

Robustand Secure Al

©lelcifziie Sl A zle s o Robustness of Al components and systems
with uncertainty or threat « Designing for security challenges in modern Al systems
Testing, evaluating, and analyzing Al systems

Human-Centered Al

Designed with the goal of Understand context of use, sense changes over time
working with, and + Scope and facilitate human-machine teaming

for, people Methods, mechanisms, and mindsets for critical oversight
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How can teams harness the power
of Al systems and design them to
be valuable to humans?

lllllllllll



Advancing human-centered Al

* Designers and systems must understand the
context of use and sense changes overtime.

* Methods, mechanisms, and mindsets to engage
in critical oversight.

* Development of tools, processes, and practices to
scope and facilitate human-machine teaming.
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Where to Start with Al

Understand the context of use
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Responsible, intentional design

* What problem are you solving?

* Forwhom?

e  What will help them?

* What kind of improvements are expected?
* What might a machine do better or faster?
* What happensifthe Al systemis notused?

» What is not going to be improved (out of scope)?
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Mindset... comfortable with testing
unfinished ideas in order to make the best
result possible.

-Kathryn McElroy

Prototyping for Designers: Developingthe Best Digital and Physical Products
by Kathryn McElroy, IBM Design Thinking:
https://www.ibm.com/design/thinking/principles/restless-reinvention
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Where to Start with Al

Engage in critical oversight
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Ethics

Ethics are standards of expected behaviorthat guide the correct course of action.

« Based on well-founded standards of right and wrong
* Necessaryto constantly examine one's standards to ensure that they are reasonable and well-founded

« “Ethical considerations are an inseparable part of research, design, and deployment for DoD Al systems.”
-Defense Innovation Board

* What impact does my work have?
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Team alignment on
technical ethics...

* Improves consistency

* Provides goals and direction
* Builds on existing ethics

e Countersindustry pressure

* Provides expectation and explicit
permission to consider and question
breadth of implications
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Coalesce on a shared set of technical ethics

Department of Defense Ethical ETHICAL
Principles for Artificial Intelligence ABN'THLE(!EIC@L

e Equitable

) Responsible
* Responsible I I__,—. Reliable
, ,

 Traceable

* Reliable

Equitable ! :
._ﬁ o——=o Governable
* Governable I
Traceable
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Integrate your technical ethics with the development process

Phase |l: Development

Have you created a plan to prevent
the intentional or unintentional
manipulation of data or model outputs
and identified who is responsible for
implementing this plan?

traceable, reliatle, yovernable

Have you developed an appropriate
plan/interface to verify individual
outputs of the system?

traceatie, govermatie

DEFENSE
INNOVATION UNIT

Have you defined procedures and Have you designated roles/persons
reporting processes for system with the power to make and certify
performance and post deployment necessary changes to the capability?
monitoring, and identified who is

responsible for implementing

these procedures?

equitable, reliable. govematie responsibile, sovermable

Have you defined and assigned

roles/positions for government

and/or third-party system audits? PROCEED TO
DEPLOYMENT

equitable, tracentie

Jared Dunnmon, Bryce Goodman, Peter Kirechu, Carol Smith, Alexandrea Van Deusen. "Responsible Al Guidelines in Practice: Lessons Leamed
fromthe DIU Al Portfolio." Defense Innovation Unit. https://www.diu.mil/
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Start conversations by asking questions

 What do we value?
*  Who could be hurt?
* How will we track our progress?

* What are potential unintended or unwanted
consequences?

Incorporate user experience (UX) research and
human-computer interaction (HCI) methods to start
conversations

 |dentify problems inthe design
* Uncoveropportunities toimprove

* Leamaboutthe targetuser's behaviorand
preferences
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Test application of ethics frequently

» Pick a setof ethics that works well for you and your team, adjust
as necessary

 Reducerisk and unwanted bias

e Supportinspection and mitigation planning
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Where to Start with Al

Facilitate human-machine teaming
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Al Systems and Human-Machine Teaming

1. Focus on user needs

o w ﬁ; Data Management
18 | | |
. Algorithms and Models 2. Align on technical ethics

Operations
Governance

3. Make Al interpretable,
understandable, verifiable

Challenge

Veriﬁéaiidn
and Validation
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Build confidence in Al systems

Al capabilities should be interpretable

Build confidence and trust for people using Al systems

Technology and methodologies should be explained appropriately
* Accessto details
* Rationale for decisions and recommendations

Data should be understandable and explainable

* Provenance
» Curator's motivation, composition, and collection
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Datasheets for Datasets provides transparency and clarity on sources
of data

Datasheet: Your Dataset Name Here

Author: Your Name MHere

Organzaton: Your Qrganization Heve

Motivation

The questions in this section are prmarly iIntencad 1o encowrage daraser craators to clearly articufate thay reasons
for creating the dataset and fo promote transparency about funding nterests

1. For what purpose was the dataset created? Was there & specific task in mind? Was thare a specific gap that
neaded 10 be filled? Plaase provide a description

Your Anpwer Horo

|l

Who created this dataset (e.g. which team, research group) and on behalfl of which entity (e.g. comparny,
nstitution, organization)?

Your Answer Heve

3. What support was neaded to make this datass? (&g who funded the craation of the dataset? If there ig an
associated grant, provide the name of the grantor and the grant name and number, or If it was supported by a
company or govarmmant agancy, give those datalis |

Your Answer MHere

le

Any other commants?

Your Answer Here

Timnit Gebru, Jamie Morgenstem, BrianaVecchione, Jennifer Wortman Vaughan, Hanna Wallach, Hal Daumé I1l, and Kate Crawford. 2020. Datasheets for Datasets. arXiv:1803.09010
[cs] (March 2020). Retrieved November 12, 2021 from http://arxiv.org/abs/1803.09010
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Designing Al systems to team with humans

* Considerhow humans team with Al, and are able
to monitor systems and control risk

« Designate responsibility to humans for critical
decisions and outcomes

 Significant decisions made by the Al system
should be:
* Appealable
* Ableto beoverridden
* Reversable
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Development and deployment of human-centered Al systems is
challenging
» State of the artin Al technology is continuously evolving

* Intended level of interdependence between humans and machines leads to trust and transparency
challenges

« Al systems will be deployed alongside humans in unfamiliar and unpredictable operational contexts

* Guidelines and heuristics are needed for understanding and implementing the level of oversight needed
to create and maintain ethical Al systems
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Empowerdiverseteamsin
inclusive environments.

Encourage deep conversations, speculation, and imaginative
thinking.
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