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What is AI?

“AI refers to the ability of machines to 

perform tasks that normally require 

human intelligence – for example, 

recognizing patterns, learning from 

experience, drawing conclusions, 

making predictions, or taking action –

whether digitally or as the smart 

software behind autonomous 

physical systems.”

“Artificial intelligence enables 

computers and other automated 

systems to perform tasks that have 

historically required human cognition 

and what we typically consider 

human decision-making abilities.”

“The theory and development of 

computer systems able to perform 

tasks normally requiring human 

intelligence, such as visual 

perception, speech recognition, 

decision-making, and translation 

between languages.”

“It is the science and engineering of 

making intelligence machines, 

especially intelligent computer 

programs.”
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Why AI Engineering?

Traditional Software

- Analytical

- Explicit instructions given by 

programmer

- Reducible and decomposable

- Deterministic

Machine Learning

- Empirical

- Behavior learned from data or 

experience

- Opaque (and lots of math)

- Unpredictable

“Teaching, not micromanaging” – Peter Norvig

Traditional software and system engineering are critical to building reliable AI 

systems, but there are important differences and gaps. 

Many modern AI systems are built using machine learning.
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Why AI Engineering?

It is hard to get AI right.
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74 total incidents

Source: https://incidentdatabase.ai/taxonomy/cset

Credit to Partnership on AI and the Center for Security and Emerging Technologies (CSET) 
at Georgetown University 

What factors cause AI system “Incidents”?

Failures in…

Specification: the system's behavior did not align 

with the true intentions of its designer, operator, etc.

Robustness: the system operated unsafely because 

of features or changes in its environment, or in the 

inputs the system received

Assurance: the system could not be adequately 

monitored or controlled during operation

https://incidentdatabase.ai/taxonomy/cset
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Problems in ML Safety

28 September 2021
https://arxiv.org/abs/2109.13916

“… we cannot rely exclusively on 

previous hardware and software 

engineering practices to create 

safe ML systems.”

https://arxiv.org/abs/2109.13916
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Getting ML Models into Production

Source: Continuous Delivery for Machine Learning, Martin Fowler

https://martinfowler.com/articles/cd4ml.html
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Source: https://www.cityscapes-dataset.com/

Moving Beyond Accuracy: An Example

Image Segmentation

Metrics: 

Pixel Accuracy (pixAcc)

Intersection over Union (IoU)

Motivating use case courtesy of: 
Martial Hebert

Dean, School of Computer Science

Carnegie Mellon University

https://www.cityscapes-dataset.com/
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Moving Beyond Accuracy

Source: Continuous Delivery for Machine Learning, Martin Fowler

Need to understand the tradespace of: 

• Task accuracy

• Business/mission case

• Robustness

• Computational cost of training

• Computational cost of inference

• Deployment form factor (CSWaP)

• Risk/threat/resilience

• Interpretability/explainability

• …

https://martinfowler.com/articles/cd4ml.html
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AI Engineering Pillars

Scalable AI
Accommodate the size, 

speed, and complexity of 
mission needs

• Scalable management of data and models

• Enterprise scalability of AI development and deployment

• Scalable algorithms and infrastructure

Robust and Secure AI
Operate reliably when faced 
with uncertainty or threat

• Robustness of AI components and systems

• Designing for security challenges in modern AI systems

• Testing, evaluating, and analyzing AI systems

Human-Centered AI 
Designed with the goal of 
working with, and for, people

• Understand context of use, sense changes over time

• Scope and facilitate human-machine teaming

• Methods, mechanisms, and mindsets for critical oversight

Based on 2019 AI Engineering for Defense and National Security Workshop
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Mapping the needs for AI Engineering

Robust and Secure AI

Scalable AI

Human-Centered AI

Specification

Robustness

Assurance

Robustness

External Safety

Alignment

Monitoring

Partnership on AI & CSET AI Engineering Pillars Hendrycks et al.
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Chapter 7: Establishing Justified Confidence in AI 

Systems

1. Robust and Reliable AI

2. Human-AI Integration and Teaming

3. Test and Evaluation, Verification and 

Validation

4. Leadership 
5. Accountability and Governance
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Human-Centered AI

Pair Checklist with Ethical Principles

Reduce risk and unwanted bias

Support inspection and mitigation planning

Checklist and Agreement - Downloadable PDF: 
https://resources.sei.cmu.edu/library/asset-view.cfm?assetid=636620

Et hical AI

1.Accountable 
to humans

1.Speculative

Respectful 
and secure

1.Honest 
and usable

https://resources.sei.cmu.edu/library/asset-view.cfm?assetid=636620
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Phase 1:

Planning

Phase 2:

Development

Phase 3:

Deployment

Human-Centered AI

Authors: Jared Dunnmon (DIU), Bryce Goodman (DIU), Peter Kirechu (DIU), 

Carol Smith (CMU/SEI), Alex Van Deusen (CMU/SEI)

https://www.diu.mil/responsible-ai-guidelines

https://www.diu.mil/responsible-ai-guidelines
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Robust (and Human-Centered) AI

Training Set

Real-world data

Data in the Wild
Classifier Calibration: The ability for a 

classifier to output confidences that reflect 

the likelihood of correct class prediction.

The right metrics provide tools to evaluate 

classifier calibration in ways that more 

closely represent use case deployment. 

(Heim, et al., Forthcoming)
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Secure AI

Train / Verify Learn Do Reveal

Learn

Do

Reveal

Stop Warning Speed limit

Learn the wrong thing

(Gu et al., 2017)

Do the wrong thing

(Adhikari et al., 2020)

Reveal the wrong thing

(Fredrickson et al., 2015) (VanHoudnos, et al., 2020)
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Robust (and Scalable) AI
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Scalable AI

3.4-month
doubling

10 days of compute

100 days of compute

OpenAI: AI and Compute, May 2018.
https://openai.com/blog/ai-and-compute/

Thompson et al., ”The Computational Limits of Deep Learning,” 
2020. https://arxiv.org/pdf/2007.05558.pdf

Black Hornet Nano

https://openai.com/blog/ai-and-compute/
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Scalable (and Human-Centered) AI

https://www.oreilly.com/library/view/machine-learning-design

https://arxiv.org/abs/2107.00079

https://www.oreilly.com/library/view/machine-learning-design
https://arxiv.org/abs/2107.00079
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Advocate for 

AI Engineering

Collaborate to Build 

the Discipline

Support the 

Research Agenda

https://www.sei.cmu.edu/our-work/artificial-intelligence-engineering/

https://www.sei.cmu.edu/our-work/artificial-intelligence-engineering/get-involved.cfm

