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Whatis Al?

R
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ARTIFICIAL INTELLIGENCE
RESEARCH AND DEVELOPMENT

STRATEGIC PLAN: 2019 UPDATE

“Al refers to the ability of machines to
perform tasks that normally require
human intelligence — for example,
recognizing patterns, learning from
experience, drawing conclusions,
making predictions, or taking action —
whether digitally or as the smart
software behind autonomous

physical systems.”

“Artificial intelligence enables
computers and other automated
systems to perform tasks that have
historically required human cognition
and what we typically consider
human decision-making abilities.”

The Oxford
English

Dictionary

“The theory and development of
computer systems able to perform
tasks normally requiring human
intelligence, such as visual
perception, speech recognition,
decision-making, and translation
between languages.”

“It is the science and engineering of
making intelligence machines,
especially intelligent computer
programs.”
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Whatis Al?

Autonomy

Planning & Acting

Decision Support

Modeling

Machine Learning

Massive-Data Management

Device Layer

Computing Layer

CMU Al Stack
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Why Al Engineering?

Traditional software and system engineering are critical to building reliable Al
systems, but there are important differences and gaps.

Many modern Al systems are built using machine learning.

Traditional Software Machine Learning

- Analytical - Empirical

- Explicit instructions given by - Behavior learned from data or
programmer experience

- Reducible and decomposable - Opaque (and lots of math)

- Deterministic - Unpredictable

“Teaching, not micromanaging” — Peter Norvig
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Why Al Engineering?

It is hard to get Al right.

-85%0

of Al deployments will fail
through 2022,

[1] Gartner. “Gartner Says Nearly Half of CIOs Are
Planning to Deploy Artificial Intelligence." 2018.
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What factors cause Al system “Incidents™?

Failures in...

Specification: the system's behavior did not align
with the true intentions of its designer, operator, etc.

Robustness: the system operated unsafely because
of features or changes in its environment, or in the
Inputs the system received

Assurance: the system could not be adequately
monitored or controlled during operation

B Specification ™ Robustness M Assurance B Unknown/unclear

74 total incidents

Source: https://incidentdatabase.ai/taxonomy/cset
Credit to Partnership on Al and the Center for Security and Emerging Technologies (CSET)
at Georgetown University
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Problems in ML Safety

Unsolved Problems in ML Safety

Dan Hendrycks Nicholas Carlini John Schulman Jacob Steinhardt
UC Berkeley Google OpenAl UC Berkeley

Abstract
111 . Machine learning (ML) systems are rapidly increasing in size, are acquiring new capabilities,
e We Ca n n Ot re I y eXCI u S Ive I y O n and are increasingly deployed in high-stakes settings. As with other powerful technologies,
safety for ML should be a leading research priority. In response to emerging safety challenges
1 h d d f in ML, such as those introduced by recent large-scale models, we provide a new roadmap for
p reVI O u S ar Ware an S O tware ML Safety and refine the technical problems that the field needs to address. We present four
problems ready for research, namely withstanding hazards (“Robustness”), identifying hazards

i I I (“Monitoring™), steering ML syst (“Ali t”"), and reducing risks to how ML systems
e n g I n ee rl n g p raCtI Ces to C reate are l?:r:d(l);ldn(g“Ex:c:;nSgafcly"s)? ?I'(}:llrxtl)sughOl:tgir::f:ccnlarif;:ac;lcp‘:;)?fn:‘l: r:lozva(t)i\:n and&p};'&o:ir::
7
safe ML systems.

concrete research directions.

f ) .
b Robustness Create models that are resilient to adversaries, unusual situations, and Black Swan events.
- d

—_—
ect malicious use, monitor ctions, iscover unexpected model functionality.
onitoring Detect malici itor predictions, and di pected model functionality
S— d
|
SHE A]ig]]]]]ent Build models that represent and safely optimize hard-to-specify human values.
e ]
e —
External Safety Use ML to address risks to how ML systems are handled, such as cyberattacks.
e -

28 September 2021
https://arxiv.org/abs/2109.13916
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Getting ML Models into Production
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Getting ML Models into Production

Where is Test and Evaluation, Verification and Validation (TEV&V)?
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Getting ML Models into Production

Where is Test and Evaluation, Verification and Validation (TEV&V)?
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Getting ML Models into Production

Where is Test and Evaluation, Verification and Validation (TEV&V)?
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Getting ML Models into Production

Model Building
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Getting ML Models into Production
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Moving Beyond Accuracy: An Example

Image Segmentation

Metrics:
Pixel Accuracy (pixAcc)
Intersection over Union (loU)

Motivating use case courtesy of:
Martial Hebert

Dean, School of Computer Science
Carnegie Mellon University

Source: https://www.cityscapes-dataset.com/
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Moving Beyond Accuracy

Need to understand the tradespace of:
« Task accuracy
« Business/mission case

Model Evaluation
and
Experimentation

Productionize Manitoring and
Model Observability

* Robustness
s B & WEﬂl « Computational cost of training
o et ! ! el il X « Computational cost of inference
g 8 8 88 88— « Deployment form factor (CSWaP)
e * Risk/threat/resilience
3 :w‘!:z @ -g W%!;w « Interpretability/explainability

Source: Continuous Delivery for Machine Learning, Martin Fowler
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Al Engineering Pillars

Scalable Al
Accommodate the size,
speed, and complexity of
mission needs

Robust and Secure Al
Operate reliably when faced

with uncertainty or threat

Human-Centered Al
Designed with the goal of
working with, and for, people

Scalable management of data and models
Enterprise scalability of Al development and deployment
Scalable algorithms and infrastructure

Robustness of Al components and systems
Designing for security challenges in modern Al systems
Testing, evaluating, and analyzing Al systems

Understand context of use, sense changes over time
Scope and facilitate human-machine teaming
Methods, mechanisms, and mindsets for critical oversight

Based on 2019 Al Engineering for Defense and National Security Workshop

Carnegie Mellon University © 2021 Carnegie Mellon University
Software Engineering Institute
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Mapping the needs for Al Engineering

Scalable Al

Specification

Robust and Secure Al

Robustness

Assurance Human-Centered Al

Partnership on Al & CSET Al Engineering Pillars

Robustness

Monitoring

Alignment

External Safety

[ N N NS

Hendrycks et al.
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THE NATIONAL SECURITY COMMISSION
ON ARTIFICIAL INTELLIGENCE

Ik

Chapter 7: Establishing Justified Confidence in Al

Robust and Reliable Al

Human-Al Integration and Teaming
Test and Evaluation, Verification and
Validation

Leadership

Accountability and Governance

N =

$1818261

w

o B
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Carnegie Vellon University

Al Engineering;
11 Foundational Practices

Recommendationsfor decision makers from experts in software
engineering, cybersecurity, and applied artificial intelligence

A besemmprran, Aoctrms Wntioaer s s b Ortmi

Authors

Angela Horneman, Analysis Team Lead
Carnegie Mellon University Software Engineering Institute

Andrew Mellinger, Sr. Software Developer
Carnegie Mellon University Software Engineering Institute

Ipek Ozkaya, Principal Researcher

assetid=633647 Carnegie Mellon University Software Engineering Institute

For more information, write to info@sei.cmu.edu

Available for Download Today
Al Engineering:
11 Foundational Practices

“Developing viable and trusted

Al systems that are deployed to
the field and can be expanded
and evolved for decades requires
significant planning and ongoing
resource commitment.”

Carnegie Mellon University © 2021 Carnegie Mellon University

Software Engineering Institute
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Human-Centered Al

Pair Checklist with Ethical Principles
Reduce risk and unwanted bias

Support inspection and mitigation planning

1.Accountable

to humans

1.Honest Ethical Al 1.Speculative

and usable

Respectful

and secure

Carnegte Mellon University
Software Er gineerng instiute
Designing Ethical Al Experiences: Checklist and Agreement

USE THIS DOCUMENT TO GUIDE THE DEVELOPMENT of accountabie derabied, respectun, selure,
)

Hemmit, and usebhe actiiciad intellggencn |AL systarms with & dawese e dignwd o sy

iretial version st this dooumat was peesemiod weth the paper Degpreg Trstwartiy Al

Teawsing Framwwavk 20 Guide Deeeiyomend try Sk Smith, avalable o futpeofaosv ungiabe? 1310035 5

We will desgn oor Al system Ve work 10 ypeculatively We valum transparency with
WALK the toBoming in mind ety the hall ronge of the goal of engender ing trust
reskt and Senefils :

v
re Al

Team Sgnanires and Daee

About the SEI Coreact Us

Checklist and Agreement - Downloadable PDF:
https://resources.sei.cmu.edu/library/asset-view.cfm?assetid=636620
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Human-Centered Al Dhase 1 ——

. Have you evakuated owrership Are ond users, stakehalders, and
quantitative performance metrics, of, access (o, provenance of, PESPCOsibio mEssion
. aﬁamwmﬂz’: avﬂnkvmo;damlm owner idetifed?
evaluate 2 data/models
Planning STy . e
Have you conducted harms Have you identified the process
DE F E N S E mnmd::'mummw mg:moﬂbxku;.;mv PROCEED TO
INNOVATION UNIT DEVELOPMENT
At praemaiee senpuastie, aovermatee
Phase 2: Have you created a plan to prevent Have you defined procedures and Have you designated roles/persons
ARTIFICIAL INTELLIGENCE PORTFOLIO m%::,“:ﬁm' "m"":;,‘;",’zf““j bmidaroahebbprasactint
Develo pm ent e nifed who s responsibe fo monloring, and identified whois
> Implementing this plan? responsible for implementing
Responsible Al s ,.
p foodentee. robetie goaetnonl SO et grnvernodi b, aveniate
Guidelines
Have you developed an appropriate Hawve you defined and assigned
mamm ?wwmﬂ:yfmmmw PROCEED TO
Operationalizing DoD's Ethical Principles for Al DEPLOYMENT
PN OV DN POuTIOA, ool
Phase 3: mim;eﬂmmMW¢mww ommwuuw“ Are Lasks $till properly defined?
Are data i itativel i
De IO ment What Is post-deployment manitaring and auditing a'f“,";mmwm?,':;,’{,:r’ iy
. p y telling you? L vendenns interference/manipulatian”
Authors: Jared Dunnmon (DIU), Bryce Goodman (DIU), Peter Kirechu (DIU), _
Carol Smith (CMU/SEI), Alex Van Deusen (CMU/SEI) e e
Harm Assessment and Functional Testing
Quakity Control
e aatate rddise
oAt Srami mieoe

https://www.diu.mil/responsible-ai-guidelines

I= the capability still meeting the desired function goals?

Are performance deviations identifiable and rectifiable?

Do processes exist to roliback malfunctions?
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Robust (and Human-Centered) Al

Real-world data
Training Set Data in the Wild

Classifier Calibration: The ability for a
classifier to output confidences that reflect
the likelihood of correct class prediction.

Calibration Error - Training Time Methods

0.14
0.12
0.10 mm (ECE(uni=15),)
W (full GECE,)
0.08 m (topk=1 GECE ,)
0.06 B (topk=25 GECE )
s (topk=5 GECE ,)
0.02
0.00
2 o\ D N
F & //Q’} " 2
% \& v
& N & . .
& &F & (Heim, et al., Forthcoming)
N
0‘00 QQ"
0«3%
R

The right metrics provide tools to evaluate
classifier calibration in ways that more
closely represent use case deployment.

Carnegie Mellon University
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Secure Al

Learn the wrong thing

(Gu etal., 2017)

Do the wrong thing

(Adhikari et al., 2020)

Reveal the wrong thlng
“7; T n B j; ,ut;

L | e |

(= W= S W~ < Ware WEs s W

AR

(Fredrickson et al., 2015)
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(VanHoudnos, et al., 2020)
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Robust (and Scalable) Al 2

Carnegio Mellon University
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Automated Framework for Training, Comparing, and
Evaluating Machine Learning Models

Library/Notebook/REPL APIs

Juneberry
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Scalable Al

Two Distinct Eras of Compute Usage in Training AI Systems

ctatlop/s-day
100 days of compute
AlphaGoZero

*  3.4-month

10 days of compute doubling

Neural Machine ~
Translation _

s *TI7 Dota 1vl

VGG _ 3

o
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Deep Bellef Nets and
layer-wise pretraining 4 o 78
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u

TD-Gammon v2.1. ®
BILSTM for Speech

©
LeNet-5

NETtalk.
ALVINN
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RNN for Speech

Perceptron ¢ First Era  Modern Era
.

Black HornetNano

OpenAl: Al and Compute, May 2018.
https: nai.com/bl i-and-com

Thompson et al., "The Computational Limits of Deep Learning,”

2020. https://arxiv.org/pdf/2007.05558. pdf

Carnegie Mellon University © 2021 Carnegie Mellon University

Software Engineering Institute

[DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution.

26


https://openai.com/blog/ai-and-compute/

Scalable (and Human-Centered) Al

OREILLY

Machine Learning
Design Patterns

Solutions to Common Challenges in Data
Preparation, Model Building, and MLOps

Vallioppa Lakshmanan,
Sara Robinson & Michael Munn

arXiv.org > cs > arXiv:2107.00079 rodd

Melp | Advanceg Search

Computer Science > Machine Learning

{Submutred on 40 Jun 2021

Using AntiPatterns to avoid MLOps Mistakes

Nikhil Muralidhar, Sathappah Muthiah, Patrick Butler, Manish jain, Yu Yu, Katy Burne,
Weipeng LI, David Jones, Prakash Arunachalam, Hays 'Skip' McCormick, Naren Ramakrishnan

We describe lessons learned from developing and deploying machine learning models at scale
across the enterprise In a range of financlal analytics applications, These kessons are presented in
the form of antipatterns. Just as design patterns codify best software engineesing practices,
antipatterns provide a vocabulary to describe defective practices and methodologles. Here we
catalog and document numerous antipattems in financial ML operations (MLOps), Some antipatterns
are due to technical errors, while others are due to not having sufficient knowledge of the
surrounding context in which ML results are used, By providing a commaon vocabulary Lo discuss
these situations, our Intent s that antipatterns will support better documentation of issues, rapid
communication between stakeholders, and faster resolution of problems. In addition to cataloging
antipatterns, we describe solutions, best practices, and future directians toward MLOps maturity.

Subgects: Machine Learning (cs.LG)
Cite an X 2102 73 feaa)
{or arkiv 2107 00078v1 fesAG) for thes wersian)

Submission history
Fram. Nikhil Muralidhar fwew email]
[v1] Wed, 30 jun 2021 20:00:52 UTC (906 K8)

Download:
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