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1. Introduction

The nascent surge in the US Army modernization is motivated by the threat ad-
versaries pose to the nation in multiple domains (e.g., land, sea, air, cyber, electro-
magnetic, and space),' which threatens the national interest in ways beyond con-
ventional warfare. It is expected that future battles will be fought in these complex
multi-domain environments,*® where artificial intelligence (AI) will guide the tac-
tics, techniques, and procedures (TTPs) of robotic agents working alongside human
Soldiers. Such robots will aggregate to form intelligent multi-agent teams coordi-
nating efficiently with human Soldiers to complete the mission.

The US Army Combat Capabilities Development Command (DEVCOM) Army Re-
search Laboratory’s (ARL) Essential Research Programs (ERPs) constitute a spe-
cific programmatic path for developing and implementing intelligent multi-agent
systems (MAS). Such Army programs provide US defense operations with answers
to critical research questions that converge to support the Army Futures Command
modernization efforts. Artificial Intelligence for Autonomous Maneuver and Mo-
bility (AIMM)’ and Emerging Overmatch Technologies (EOT) are example ERPs
that explicitly focus on enabling the Next-Generation Combat Vehicles with au-
tonomous sensing, learning, reasoning, planning, and maneuvering capabilities.
These future autonomous systems will predict and plan in collaboration with human
agents and provide support to the Soldier through autonomous maneuver (AIMM)
and protection (EOT) on the battlefield. This report focuses on the autonomous col-
laboration that needs to take place in order to have multi-agent systems (i.e., human,

agent, or human and agent) succeed in future military operations.

Integrated and coordinated MAS will require technological advancements focused
on collaborative strategic maneuvers beyond our current capabilities to effectively
deal with equivalently equipped adversaries (peer or near-peer). One immediate
challenge is to develop teams of agents that can work autonomously and intel-
ligently in a well-coordinated manner. This capability demands that agents ob-
serve, orient, decide, and act (OODA-Loop) alongside Soldiers in mission-critical
tasks. While novel efforts have contributed to a general understanding of intel-
ligence in multi-agent paradigms, the current interpretation of intelligence is not
well-defined.®” Recent literature suggests that Reinforcement Learning (RL)-based

approaches may provide a viable path towards such technological advances, evi-



denced by a body of work introduced here.

In this report, contributions in the RL. domain are presented along with their poten-
tial applications in military environments— specifically on coordination through
strategic team maneuver to inhibit adversarial coordination for battlefield over-
match. The minimization, limitation, or complete inhibition of coordination in ad-
versarial multi-agent behaviors is a means of exploring and executing strategic ma-
neuvers derived through RL experimentation in simulated situations. Moreover, col-
laborative strategic maneuvers can be learned by various RL approaches to inform
a defense force of potential avenues for creating windows of opportunity or superi-

ority.

To achieve MAS coordination through strategic maneuver with RL approaches in
simulation environments, we first introduce some of the most prominent RL imple-
mentations of recent years. These recent advancements in the RL domain (e.g., al-
phago!?) have facilitated the use of more complex multi-agent reinforcement learn-
ing (MARL) algorithmic approaches towards eventual real-world application. Fur-
ther, there have been some frameworks to implement multi-agent coordination in
recent years.!!"!> Together, these efforts may provide a path towards developing
and implementing multi-agent coordination for strategic maneuver in multi-robot

systems designed for the future battlefield.

In the following sections, a taxonomy and overview of salient RL approaches in
recent years are presented, and these approaches are shown to align with current
research and development programs at the DEVCOM Army Research Laboratory.
Specifically, this report focuses on determining the advantages and disadvantages
of select algorithmic approaches for strategic maneuver. Further, selected classes of
RL approaches are classified to give insight on potential implementations for strate-
gic maneuver with intelligence, surveillance, target acquisition, and reconnaissance
(ISTAR) tasks in mind.



2. Strategic Maneuver with Multi-Agent Systems in
Multi-Domain Operations

In simple terms, strategic maneuver can be interpreted as a set of agents coordinat-
ing their actions to achieve a common goal by overcoming an adversary. Disruption,
which is a special case of strategic maneuver, can be represented as the inhibition
of an adversary’s coordinated strategic maneuver. Therefore, the use of the terms
strategic maneuver implies that there exists at least two opposing or adversarial
sides that are in a dynamic struggle to gain superiority over each other by limit-
ing, inhibiting, or otherwise disrupting their opponent’s coordination or tactics, and

imposing their own coordinated tactics.

In this section, an adversarial engagement scenario is provided that is centered on
the use of selected long-range assets that inherently disrupt friendly force engage-
ment. A legend is shown in Fig. 1 to describe the military symbology for selected as-
sets and forces associated with the described Multi-Domain Operation (MDO) sce-
nario. According to MDO'¢ doctrine, in an armed conflict, adversarial long-range
anti-access and area-denial (A2AD) fire systems can be used to deny friendly forces
freedom of maneuver in a theater of operations (see Fig. 1). This is accomplished
by combining intelligence, surveillance, and reconnaissance (ISR) assets with both
lethal and nonlethal fires to attack friendly command structures, sustainment capa-
bilities, and troop formations in the Strategic and Operational Support Areas. These

areas are the traditional staging ground for assets (e.g., troops and equipment) oper-
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Fig. 1 Assets and resources for the friendly (BLUEFOR, left) and opposition (OPFOR, right)
forces. In the described MDO scenario, it is assumed that all assets are autonomy-enabled
formations for both BLUEFOR and OPFOR.
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Fig. 2 Adversarial forces (OPFOR) use long-range missile and rocket fire to disrupt or de-
stroy sustainment operations in the friendly (BLUEFOR) Strategic Support Area, which pre-
vents friendly forces from engaging enemy maneuver elements in the Close Area on favorable
terms. To counter this strategy, BLUEFOR conducts counterfire missions to destroy OPFOR
long-range fire systems located in the Deep Fires Area (blue arrow). The three-pronged arrow
emanating from the BLUEFOR SOF in the Deep Maneuver Area represents a ''Disrupt'’ tac-
tic which breaks up the adversary’s formation and tempo.!”

ating in the Close Area (see Fig. 2). The adversary’s ability to identify and engage
targets deep behind friendly lines causes those entities to be geographically sepa-
rated from the Tactical Support and Close Areas, which effectively raises the attri-
tion rate of friendly forces, referred to as stand-off. Given that the forward force is
separated from strategic and operational maneuver support, adversarial forces can

take advantage of this friendly force isolation and destroy them.

The MDO!® doctrine lays down a plan to defeat adversarial A2AD capability (i.e.,
stand-off) so that strategic and operational maneuvers can enable forward-deployed
friendly forces to engage the adversary on favorable terms (i.e., penetrate and disin-
tegrate A2AD systems to exploit freedom of maneuver). Here we focus only on the
penetration and disintegration portions of an engagement® with adversarial A2AD

systems by friendly (BLUEFOR) field army and corps that may entail the use of

“There are six joint functions from the doctrinal phases of a joint operation. These functions
are Command and Control (C2), Intelligence, Fires, Movement and Maneuver, Protection, and Sus-
tainment. Penetration and disintegration are part of the Fires and Movement and Maneuver joint
functions.
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Fig. 3 Suppressing (S) or neutralizing (N) the enemy long-range fire systems and ISR as-
sets enables friendly forces to penetrate the adversary’s A2AD umbrella. This allows friendly
forces to defeat the enemy in the Close Area and gives the maneuver commander the ability
to exploit their success by rapidly moving forces into the Deep Maneuver Area to destroy (D)
vulnerable enemy assets and pursue retreating enemy forces. The F indicates ""Fix'"' which ef-
fectively slows the adversary’s movement. The thick arrows represent the direction of troop
movements.!’

autonomous MAS in future battles. Further, it is speculated that all of the symbols
shown in Fig. 1 for both friendly (BLUEFOR) and adversary (OPFOR) forces will
contain autonomy-enabled formations (e.g., Robotic Combat Vehicles, automatic
targeting systems, ground and aerial robotic ISR assets). Scenario diagrammatics
for strategic maneuver utilizing this symbology with the autonomy-enabled forma-
tions are shown, respectively, in Figs. 2 and 3.

The adversarial A2AD fire systems create stand-off by attacking the Strategic and
Operational Support Areas as shown in Fig. 2. The friendly fires and air defense
forces receive targeted intelligence from space and high-altitude surveillance (not
shown) to strike high-value targets (i.e., Multiple Launched Rocket System [MLRS])
within narrow time windows to reduce adversarial position adjustments. In addition
to surveillance, strategic stimulation-see-strike can be employed to penetrate and

disintegrate adversarial long-range fire systems.'®

MARL can be used to strategically illuminate and track the locations of adver-

sarial targets in ISTAR tasks by exploiting adversarial doctrine and local observa-



tions from adversarial actions. Further, MARL-trained autonomy-enabled forma-
tions with a combination of highly mobile and distributed air and ground fires can
begin to overwhelm adversarial long-range air defenses. Friendly forces may utilize
MARL approaches trained to exploit adversarial TTPs for strategic maneuver of air-
defense and ground fires. These autonomy-enabled formations choose geographic
locations based on surveillance data collected from strategic air-based stimulation.
As adversarial long-range fire systems are neutralized, strategic and operational
support units are able to advance (maneuver) towards the forward OPFOR (see Fig.
2).

Adversarial forces identify friendly assets in the Operational Support Area using
ISR assets and engage friendly forces with long-range fire systems (i.e., MLRS)
from the Operational Deep Fires Area. These hostile fires disrupt the friendly force’s
ability to conduct traditional support operations in that area, which in turn causes
such activities to take place farther back from the forward line of troops. This cre-
ates geographical stand-off by extending the battlefield and straining supply lines.
Further, this permits the hostile maneuver forces to engage friendly forces in the
Close Area on terms favorable to the adversary fait accompli.* According to MDO
doctrine, to eliminate stand-off, friendly artillery systems must identify, engage, and
destroy hostile fires and ISR assets before they can be deployed. Friendly SOF assist
this effort by disrupting supply and command and control (C2) nodes and provid-
ing targeting data for Joint Fires. This creates gaps in the enemy A2AD umbrella,
which can be exploited by maneuver commanders. Under this coverage, friendly
maneuver penetrates and then exploits gaps in the Close and Deep Maneuver
Areas.

Strategic formations of joint forces in the Close and Deep Areas, starting from
the Operational Area, may be autonomous-enabled formations (i.e., MAS) utilizing
MARL-trained policies to exploit adversarial TTPs (from doctrine), local obser-
vations, and ISR-gathered information. Joint forces will coordinate between their
ISR and long-range precision fires capabilities to provide support for the forward
deployed BLUEFOR forces as shown in Fig. 2. With support from strategic and
operational units, forward forces with autonomous-enabled formations can coordi-

nate in Close and Deep Areas to isolate and defeat adversarial assets. This leads to

*fait accompli is a term used here to describe an event that has already been decided before those
affected hear about it, leaving them with no option but to accept it.



the elimination of the adversarial forward-maneuvering forces (OPFOR), leaving
long-range fire systems vulnerable to ground attack (disintegration), as shown in
Fig. 2.

Joint Fires (i.e., friendly forces or BLUEFOR) suppress or neutralize adversarial
long-range fire systems, allowing friendly Maneuver Forces to move in and defeat
OPFOR in the Close Area (see Fig. 3). Friendly Maneuver Forces then exploit this
advantage by destroying adversarial enablers in the Deep Maneuver Area (see D
in Fig. 3). This causes the remaining adversarial maneuver formations to withdraw
from the Close Area and establish a new front in the Deep Maneuver Area. This
process repeats until strategic objectives are met or OPFOR 1is defeated. These co-
ordinated activities could in theory be achieved in a collaboration between human
Soldiers and an autonomous multi-agent system. Further, given that there is active
research in the development and deployment of such autonomous systems, it is ex-
pected that battlefields of the future will need to consider scenarios like this for

planning of strategic maneuver.

This section has provided a scenario where autonomous-enabled formations trained
by MARL approaches can be applied; however, the specific RL approaches to per-
form in such complex MDO environments have not been tested or may not yet exist.
The following section illuminates some of the challenges associated with utilizing

RL approaches to train MAS for future MDO engagements.

3. Challenges

In this work, we narrow our focus to RL approaches that can guide a MAS to over-
come the challenges associated with strategic maneuver in military defense MDO.
Technically, RL is a branch of machine learning (ML) that goes beyond building
accurate predictions from data by demonstrating learning with the production of
actions in an environment. This demonstration of learning can be considered a form
of decision-making but is more accurately described as strategic action selection

through state-space exploration.

RL agents learn (or are trained) based on a reward function that ultimately deter-
mines which is the best action for an agent to select given the current situation (i.e.,
state of that agent situated in an environment). For example, an RL agent can in-

teract with an environment to produce experiences that are tied to rewards, which



will result in a learned policy (i.e., a series of state-action pairs). However, in later
sections it is highlighted that current RL approaches may not yet be mature enough
to overcome the challenges associated with human-like adaptability for intelligent
decision-making in novel situations or environments. Although RL algorithms have
their shortcomings,'® they appear to be one of the most promising avenues mov-
ing forward towards achieving coordinated MAS performing strategic maneuver in
military defense MDO.

Coordination is typically ill-defined in multi-agent tasks and is often used to in-
dicate that a group of agents has performed successfully in some cooperative task
domain.” In prior work, various novel methods were developed and employed to
measure the interdependence between agent actions while performing cooperative
tasks, to confirm that these agents had in fact learned to coordinate.'*-?® The confir-
mation of coordination is a precursor to establishing that a MAS is capable of work-
ing with its partners instead of simply taking actions that result in some measure of
optimality. Whereas optimal behavior may be desirable in some circumstances, an
agent that is simply acting optimal may result in catastrophic losses on a battlefield
if the mission has changed in some unforeseen way. Therefore, it is critical that

MAS for future defense operations has the capability to explicitly coordinate.

For the remainder of this section, some of the challenges associated with developing
MAS capable of strategic maneuver are described, where timescales, capabilities,
and local goals may be vastly different (e.g., MDO), but some level of coordination
is required. Further, it is assumed that a greater degree of flexible coordination can
result in improved (e.g., faster, less losses, nonintuitive strategies, effectively handle

changing capabilities/team composition) mission execution.

As an environment changes in response to a dynamic battlefield, the two (at least)
adversarial sides may need to reuse plans and predictions in order to either 1) keep
up with, or 2) stay ahead of the planning and predictions of an opponent. An RL-
trained MAS may be able to learn this dynamic planning and prediction cycle. Al-
ternatively, this can be achieved if the learning agents build an appropriate model
of their opponent’s coordinated actions and then take actions to disrupt that coordi-

nation.

*More explicitly, coordination is a measurable quantity that describes the interdependent rela-
tionship between two or more entities, whereas cooperation is inferred and describes the alignment
of goals in a given task domain.



In an ideal case, an algorithm selected to guide behavior of a MAS would learn
to deal with changes in the environment, adversary tactics and capabilities, own
capabilities (gain new ones or lose previous ones), team composition (e.g., chang-
ing out cooperative partners), and local goals. However, most state-of-the-art (sota)
approaches are limited by experiences (as is the case with many RL approaches).?’
Moreover, team capabilities and composition are typically fixed in most simulations
and do not provide sufficient data for an algorithm to operate on and handle any of
the aforementioned feature changes. Therefore, in selecting an algorithm to guide
behavior of a MAS, intended for producing strategic maneuver, it is important that

novel or dynamic events, behaviors, assets, and entities be considered.

In summary, current algorithmic approaches fall short of the required capability in a
complex military defense MDO environment. Current shortcomings can be divided
into three categories: 1) data requirements, where either data is limited due to the
novelty of a situation, a data set is insufficient to produce accurate predictions, or the
data is polluted in some way (e.g., noisy, dirty, or adversarial alteration), 2) limited
computational resources, and 3) algorithms do not generalize to situations other
than what was encountered during training (e.g., different goals, altered capabilities,

or modified team composition) resulting in a narrow or brittle MAS solution.

In the next section, we address RL shortcomings in greater detail to illuminate how
overcoming such issues may produce solutions for military defense MDO environ-
ments. To do so, an existing taxonomy of RL algorithms is introduced. This effort
should provide a better insight into promising RL techniques that may help deter-

mine viable avenues for eventual application in US defense MDO.

4. RL Techniques and Approaches

Scalability of a learning algorithm is one of the major concerns for military tasks in
MDO, especially since such tasks may require a large number of agents to complete
an objective. In addition, military tasks can involve multiple subtasks each with their
own subgoals, further complexifying the scenario. In MDO, it is expected that a
subgoal consists of a myriad of complex strategic maneuvers that would require fast
computation for MAS, and an optimal (or at least sufficient) strategy with the use of
minimal computational resources (e.g., computing at the tactical edge). Therefore,
a scalable RL algorithm must account for 1) environmental and task complexities

and 2) number of agents (partners and adversaries) so each agent can properly select



actions as experiences are collected through the RL learning process.

Environmental complexity (i.e., the size of an agent’s state and action spaces) can
refer to the number of states available in an environment’s state space along with
the number and actions available to agents in that environment. Scalability of an
RL algorithm is the capability of computing an optimal policy within reasonable
time and computational power for a sufficiently complex state and action space®.
Environmental complexity also entails the inclusion of additional agents (e.g., ex-
panding to a MAS), where the state space is scaled up to account for the extra

agents, and the size of the action space is multiplied by that number of agents.

It is not practical to tackle the scalability issue in RL by using a table for state-action
pairs because continuous domains would make the table untenable, and simultane-
ously updating the entries of a table for all agents is infeasible within a reasonable
amount of time. Even with sufficiently large computational resources (e.g., exces-
sive computer memory) to contain all states, learning across each state-action pair
would be too slow. In contrast to utilizing a table for tracking state-action pairs, a
solution is to use a nonparametric function approximator (e.g., deep neural network
where the weights are the parameters) that approximates values across the entire
state space. However, a function approximator must be differentiable, such that a

gradient can be calculated to provide the direction of parameter adjustments.

There are two approaches to train value function approximators: 1) incremental
methods and 2) batch methods. Incremental methods use a stochastic gradient to
adjust the approximator’s parameters in the direction of the gradient to minimize
the error between the estimated and target values. However, the incremental ap-
proach is not sample efficient, and therefore does not lend itself to scalability. In
contrast, batch methods save the data from a set of experiences and use them to
compute the error between function approximator estimation and the target value.
Batch methods share commonalities with traditional supervised learning, where the
outcome is known (e.g., data is labeled) and an error is calculated between the ap-
proximator’s estimate value and the actual outcome value. This type of batch learn-
ing is typically referred to as experience replay. Repeating this process will lead
to a least-square error solution. A recent successful example of experience replay

)28

was demonstrated with deep Q-networks (DQN)~° playing Atari games. Although

*Sufficiently complex is used here as an arbitrary term that can be identified post-hoc through
trial and error methods (e.g., varying state or action spaces).

10



function approximator methods have shown success in complex environments, it is
unlikely that this approach alone will be sufficient to train a MAS for MDO scenar-
ios without accounting for the inclusion of additional agents (i.e., non-stationarity

or partial-observability).

Compared to value function approximation, policy learning methods rely on pol-
icy gradient (PG) calculations to explicitly optimize a policy rather than indirectly
on a value function. PG has better convergence properties over function approxi-
mator methods*. The main reason PG methods are used over value approximation
methods is their ability to be effective in high dimensional and continuous action
spaces (i.e., scalable in complex environments). In Monte Carlo (MC) policy gra-
dient (e.g., REINFORCE algorithm?®), the actual return (from selecting an action)
is multiplied with a score function to calculate the gradient. That gradient is used
for policy adjustment (by changing the values of parameters) to find the greatest re-
warding action. An MC policy gradient has high variance and is slow to converge,
since it uses the entire trajectory of an agent’s state-action pairs across time to get a
return value. An alternate solution that may surpass the shortcomings of traditional

function approximator methods is to utilize Actor-Critic approaches.

With Actor-Critic approaches, a PG equation is modified to use the value func-
tion approximation instead of using the true action-value function multiplied by the
score (as is done with the REINFORCE algorithm?®). This indicates that the actor
adjusts the policy in the direction that the critic is pointing so that total cumulative
rewards can be maximized. This policy evaluation step by the critic can be done
by using combined value approximation methods (i.e., MC, Temporal Difference -
TD(0) and TD())). To reduce the variance in the policy gradient, an advantage func-
tion can be used.*® The advantage function tells us how much better one action is
over another (Q-value) compared to a general state value function. This implies that
the critic must estimate the Q-value. An efficient way to do this is to use TD-error,
which is an unbiased sample of the advantage function where the critic approxi-
mates one set of parameters. TD()\) eligibility traces can also be used for the critic
to estimate the value across different time steps. Interestingly, MC (high variance)
and TD methods can be used with the actor to modify the policy over time (i.e.,

collected experiences).

“Policy convergence is an important property that implies an algorithmic approach reaches a
stable level of reward and performance after a sufficient number of training iterations.

11



Since MDO involves military tasks where an RL algorithm must have the capability
to coordinate with many other agents for optimal strategic maneuvers, an algorithm
for MAS must be able to scale with a large number of agents and heterogeneous
assets. Another important capability of an algorithm is the ability to process the
vast observations of complex state-spaces (i.e., many agents) and multi-domain en-
vironments. In the next sections, we discuss the implication of using different kinds

of RL algorithms in MDO for strategic maneuver.

Model-free algorithms can be divided into off-policy and on-policy algorithms where
state-action space can be either continuous or discrete. In this section, the strengths
and weaknesses of the model-free algorithms are discussed, along with how they
might align with strategic maneuver, leading to the goals of MDO. The purpose
of this analysis is to provide direction towards finding potential algorithmic ap-

proaches that may achieve strategic maneuver in MDO environments.

4.1 Deep Q-Network

Deep Q-Network (DQN)? is a single RL agent algorithm that was trained to play
Atari 2600 games’! where the action space was discrete and the state space was
continuous. DQN uses a convolutional neural network trained with Q-learning?? to

learn from high-dimensional input (sequential images).

The DQN algorithm is a sample efficient approach since it makes use of all the col-
lected experiences to extract the maximum amount of information possible. DQN
is robust enough to be trained using the same hyperparameters” to play six different
Atari games, where the agent performed better than human experts in three of these

games.

However, a drawback with DQN is that there are no theoretical guarantees of a
trained neural network achieving a stable Q-Value prediction (i.e., potentially high

variance in the trained policies across independent models).

Given that DQN is inherently a single RL agent model, it should be insufficient
for strategic maneuver in MDO. In MDO, multi-agent RL algorithms may be more
suitable due to the typical decentralization of the agents during execution time, al-

lowing for agents to operate independent from one another. In addition, the original

“In machine learning, a hyperparameter is a parameter whose value is used to control the learning
process. By contrast, the values of other parameters (typically node weights) are derived via training.
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implementation of DQN only utilizes a sequence of four observations to learn the
Q-value, which is insufficient for strategic maneuver in MDO. Strategic maneuvers
of multiple assets cannot typically be captured within such short time intervals. In
fact, this is the primary reason that DQN did not perform well compared to humans
in three of the Atari games evaluated (i.e., Q*bert, Seaquest, and Space Invaders).

However, there exist some variations of DQN to address this and other weaknesses.

Bootstrap DQN?? is one such variation that learns an ensemble of Q-Networks to
improve sample efficiency and overcome the shortcomings of traditional DQN. Ac-
tion elimination is another method used with DQN to tackle large action spaces.**
DQN with a type of memory (i.e., recurrent neural network) can be used to han-
dle partial observability as well.*> This approach is particularly useful if an agent
needs to navigate an environment for task completion. Alternatively, distributional
DQN?3%37 returns a distribution that can be used to evaluate policy risk and to reduce

variance or noise around an optimal solution.

Although DQN and its modified variants are promising for tackling tasks more com-
plicated than simple Atari games, the DQN method inherently lacks a multi-agent
prediction mechanism to conduct coordinated tactics, which are required for strate-
gic maneuver in MDO. Further, DQN is most often too computationally intensive to
be used in militarily relevant environments. Finally, DQN algorithmic approaches
lack sufficient adaptability for unseen examples (e.g., novel behaviors of partners

or entities/obstacles emerge in an environment).

4.2 Deep Deterministic Policy Gradient

In the real world, most regular tasks involve continuous state and action spaces.
However, DQN only considers discrete state spaces and low-dimensional action
spaces. An alternative approach to DQN, where continuous state and action spaces
are handled, is the Deep Deterministic Policy Gradient (DDPG) method. DDPG ad-
vances the progress from DQN approaches by combining value function approxi-
mation and deterministic policy gradient (DPG).*® DDPG utilizes an actor-critic ap-
proach,*® which can overcome the complexities of continuous spaces. This model-
free, off-policy prediction and control algorithm can perform physical control tasks

(e.g., cart pole, dexterous manipulation, legged locomotion, or car driving).

Another approach that uses a deep neural network is trust region policy optimiza-
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tion (TRPO). This method constructs a stochastic policy directly*’ without the need
for an actor-critic model (not to be confused with an environment model which
would make this a model-based approach). Similar to TRPO, guided policy search
(GPS)*! is void of an actor-critic model and uses trajectory-guided supervised pol-
icy learning along with some additional techniques (e.g., reduction of dimension
from visual features, additional information on robot configuration dynamics at the
first layer of the network). As a result, GPS is data-efficient and can be adapted to
DDPG if required. PILCO,* on the other hand, learns a probabilistic model first,
then finds an optimal policy. PILCO is highly data efficient in some problem do-
mains; however, it is computationally demanding. Further, D4PG* proposed some
improvements over the DDPG algorithm: distributional critic update, distributed
parallel actors, N-step returns, and prioritization of the experience replay to achieve

a more stable and better solution for a different category of tasks.

From the perspective of strategic maneuver, the primary drawback of the DDPG
algorithm is that it was designed as a fully decentralized single agent algorithm
(i.e., independent learners). As such, the DDPG algorithm does not facilitate coor-
dination in multi-agent scenarios. Consequently the resulting strategic maneuvers
using DDPG will not result in coordinated team behaviors. Moreover, DDPG is
not equipped to handle role-based tasks with multiple objectives, which might be a

requirement for strategic maneuver in military operations.

4.3 Multi-Agent Deep Deterministic Policy Gradient

RL agent interaction is crucial to Al systems for strategic maneuver where differ-
ent agents may need to form teams to effectuate strategic collaboration against an
adversary or inhibit the adversary’s coordination. Q-Learning and PG approaches
alone suffer from nonstationarity” and high variance, respectively. To overcome
these issues, the Multi-Agent Deep Deterministic Policy Gradient (MADDPG)*
algorithm extends an actor-critic approach, which allows it to work for multi-agent
systems by centralizing agent training. The MADDPG framework adopts a central-
ized critic for training and deploys decentralized actors during test time. A critic
(one for each agent) receives the policy of every agent, which allows for the de-

velopment of dependent policies with potentially different reward functions (e.g.,

“Nonstationarity generally refers to an environment where sudden concept/goal/task drift can
occur due to dynamic and unknown probability data distribution functions associated with other
agents taking actions that change local goals.
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MADDPG permits training of adversarial teams with opposing reward functions).
Conversely, the actors (i.e., policy networks) only have local knowledge during
training and testing. The actor improves the policy iteratively (through training)

in a direction consistent with the critic’s evaluation.

A major weakness of MADDPG is that the input to the Q-function increases with
the number of agents of the environment (not scalable). This poses a problem for
strategic maneuver in MDO. If agents need to be replaced, added, modified, or
removed, retraining may need to take place. In strategic maneuver, agents may need
to switch roles or change capabilities periodically, which poses a major challenge
towards adapting MADDPG to military domains. In addition, frequent retraining
would make rapid strategic maneuver unlikely. Reducing training time will reduce
the computational load on the edge and make rapid strategic maneuver possible.
MADDPG cannot accommodate such extreme cases. For military applications, a
robust model of opponents or agents is desired so that the operational period is

maximized (i.e., enough time to execute strategic maneuver).

A potential modification to MADDPG to address its scalability issues is to form
clusters of agents and learn a policy for the clusters instead of each agent individu-
ally. In the case of a new event, the need for retraining can be postponed because,
in theory, a cluster of agents would have a set of variable capabilities to handle
dynamic situations. Further, this would avoid increasing the input space for the Q-
function as agents are modified or new agents are introduced. However, the question
arises: How can we decompose a task into partially independent subtasks with min-

imum degradation of an optimal group policy?

While MADDPG can lead to a set of heterogeneous multi-agent policies capable
of diverse tasks, this approach does not scale well beyond a dozen agents. As the
number of agents grows, the variance of the policy gradient grows exponentially.
Therefore, this approach is not well suited for strategic maneuver in MDO where
more than 40 heterogeneous agents must be accounted for in adversarial contexts.
A method for overcoming this scalability issue is the Mean Field Multi-agent RL
algorithm,* which computes a mean estimation for the neighborhood agents’ Q-
value that may result in high error margin when the nearby interaction between
agents gets complex. Further, the Evolutionary Population Curriculum*® algorithm

was designed to make MADDPG scalable by combining genetic algorithmic ap-
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proaches with RL. With advances upon MADDPG and the successes shown with
the approach, it is conceivable that these algorithmic advances could lead to robust

demonstrations of strategic maneuver within MDO in simulation experiments.

Distinct from MADDPG, the Counterfactual Multi-Agent (COMA)*’ approach uses
a single centralized critic for all agents but is designed for discrete action spaces.
COMA is more scalable than MADDPG, but it may result in a homogeneous set of
policies that could fail with sufficiently different agent capabilities, different local
goals, or different reward functions. Similar to MADDPG, Minmax Multi-Agent
DDPG (M3DDPG)* adds an improvement over the original version of MADDPG
by allowing agents to develop more robust policies against adversaries (i.e., com-
petitive games with opposing reward structures). However, M3DDPG is still unable

to handle scenarios when heterogeneous agents are introduced into the system.

Implementing algorithms into environments with continuous state and action spaces
sometimes requires utilizing common techniques to manipulate the inputs or out-
puts, such as discretizing the state and action spaces or converting the discrete pol-
icy output to a continuous output. One example of converting the policy output is
the implementation of MADDPG in the OpenAl Multi-Agent Particle Environment.
In this example, the discrete policy components are utilized to compute continuous
actions. In another perspective, the multi-agent transformer soft double Q-learning
algorithm® discretizes the continuous action space into a set of velocity and an-
gular velocity controls which can then be used in a motion model. Although these
techniques permit the use of such algorithms in continuous environments, these al-
gorithmic approaches do not train with continuous information, which could limit

their efficacy in physical environments for strategic maneuver.

4.4 Value Based

A recent family of value-based MARL algorithms>® has proven to be quite success-
ful in the very complex Starcraft 2 simulation environment’ where a centralized
joint action-value (), is learned based on the agents’ local (), values. A decen-
tralized policy is then extracted from the (), by taking the linear argmax opera-
tor. This very simple but efficient factorization approach avoids learning the joint
action-value which, does not scale very well. If new agents are added or agents are
replaced with new capabilities, retraining still has to be done. However, it is more

scalable compared to MADDPG because the individual Q-values are learned from
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local observation only which avoid learning the joint-action value by learning a
factorized ;. Still, the scalability of this family of algorithms can be challenged
when there are more than 40 agents. To make it more scalable, the role-based algo-
rithm RODE?! has been proposed where the agents’ roles are determined by cluster-
ing their actions based on their effect on the environment. The algorithm has shown

very promising results for a large number of agents.

For strategic maneuver, the RODE algorithm is very promising since groups of
agents can be assigned to different roles, where roles can be based on their action
and effects on the environment or any other fixed behaviors (for ally or even enemy).
The algorithm then can be used for strategic role switching for different groups.
Since the action space of different roles is restricted, the algorithm converges very
quickly. This algorithm is also fit for strategic use of role-based techniques, which
may be investigated in future work. Even though RODE is very scalable, it is not
clear how we can adapt it for when new agents will be added to the environment; a

centralized policy needs to be learned for optimal coordination.

In contrast to the RODE algorithm, a scalable multi-agent reinforcement learning
method® deploys an entropy-regularized off-policy method for learning a stochas-
tic value function policy that has been experimentally shown to be able to scale to
over 1000 agents. As discussed previously, scalable RL algorithms are concerned
with the complexity of the environment—the more agents in the system or team, the
larger the state space. RODE is limited as it uses a centralized policy that must be
retrained when more agents are introduced into the environment. The algorithm,
multi-agent transformer soft double Q-learning, is a centrally trained off-policy
learning algorithm (i.e., sharing a central experience replay buffer) with decentral-
ized execution (i.e., each agent makes its own control decisions based on its local
observations) not from a central controller. Due to this decentralization scheme,
when agents are added or removed from the system, the team is unaffected and

continues to execute their policy.

With respect to scalability, training a large MAS (i.e., many agents) is difficult,
and it has been shown that even state-of-the-art algorithms fail to learn performant
policies for complex MARL tasks. Multi-agent transformer soft double Q-learning
alleviates this scalability issue by utilizing a heuristic during training that allows for

the policy to be trained on a smaller set of agents (e.g., four agents tracking four
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targets in a target-tracking scenario), and the policy has been shown to work with
many more agents in execution without any adaptation needed (i.e., tested and eval-
uated with 1000 agents). The heuristic used during training and execution allows
the algorithm to address a dramatic distribution shift in the number of agents: it
essentially scales down the large complex observation space at test time into some-
thing that is close to what the agent policy was originally trained for. In the military
perspective, this formulation is ideal for strategic maneuver as agents in the field
might be lost or gained in-situ and might have to account for additional strategic
information. A flexible and scalable algorithm provides the capabilities needed to
be robust in MDO.

5. Insights and Conclusions

US adversaries are becoming more advanced due to a number of factors, including
scientific and technological progress made through proxy conflicts that test novel
technologies. Coordinated strategic maneuver can be used by defense forces to give
certain advantages over an adversary in future MAS autonomous warfare. In this
article, some of the most prominent RL algorithms were discussed to uncover vi-
able candidates for training MAS that can effectively perform strategic maneuver
towards opening windows of opportunity in potential future military operations. A
taxonomy of RL approaches was described with an overview for the most promi-
nent RL algorithms. It was found that most RL algorithms lack the capability of
handling the complexities associated with potential future conflicts due to differ-

ences in training and test factors.

DEVCOM ARL ERPs provide a programmatic path for developing and implement-
ing intelligent MAS. Given that Army research programs provide US defense opera-
tions with answers to critical research questions, the AIMM and EOT ERPs specifi-
cally enable research that can provide a path towards coordinated autonomous MAS
that can overcome the challenges associated with 1) an environment, 2) adversary
tactics and capabilities, 3) own capabilities (i.e., gain new capabilities, lose previ-
ous capabilities, or have capabilities altered), 4) team composition (e.g., adding,
removing, or swapping of teammates), 5) strategic team positioning, entry, navigate
(maneuver) to support forces and overwhelm an adversary, and 6) mission objec-
tives. Recent work in this domain by the AIMM and EOT ERPs has illuminated a

means of measuring coordination in MAS!?19:20.22-24 an{ allowed the development
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for a framework that trains and tests the coordination of MAS performing various
tasks, in addition to evaluating novel algorithmic approaches utilizing an array of

centralized training techniques.®

Further, additional investigation is needed to illuminate military strategy that fa-
cilitates the utilization of MAS in ISTAR tasks and other engagement scenarios.
In obvious cases, it is desirable to send fully autonomous MAS into high-risk sit-
uations (i.e., where expected causality rates are high); however, it is insufficient
to simply expect that a MAS will be capable of achieving the mission in the ab-
sence of human oversight or intervention due to current technological limitations.
Therefore, in future work, research to identify a robust set of engagement scenar-
10s will be pursued. Finally, this line of work will lead to the eventual integration
of autonomous MAS for coordinated strategic maneuver where possible in future

military operations.
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TD
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Artificial Intelligence
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Army Research Laboratory

Command and Control

Counterfactual Multi-Agent

Deep Deterministic Policy Gradient

US Army Combat Capabilities Development Command
Deterministic Policy Gradient

Deep Q-Network

Emerging Overmatch Technologies

Essential Research Programs

Guided Policy Search

Intelligence, Surveillance, and Reconnaissance
Intelligence, Surveillance, Target Acquisition, and Recon-
naissance

Minmax Multi-Agent Deep Deterministic Policy Gradient
Multi-Agent Deep Deterministic Policy Gradient
Multi-agent Reinforcement Learning

Multi-agent System

Monte Carlo

Multi-Domain Operation

Machine Learning
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Policy Gradient

Reinforcement Learning

Special Operations Forces
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Trust Region Policy Optimization

Tactics, Techniques, and Procedures
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