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1.0  SUMMARY 

Social engineering is a subtle, highly effective attack strategy where an attacker misleads and 
manipulates humans to achieve a desired end, e.g., to ask users to wire money to the attacker’s 
account or to ask users to provide their account credentials. Far more insidious than simple email 
spam, the technique has been used to steal millions of dollars from high-profile tech companies 
like Google and Facebook. In fact, social engineering is already the most common way in which 
computer systems are initially breached. The prevalence and sophistication of such attacks can 
only be expected to increase as machine learning frameworks make powerful models for 
knowledge discovery and interactive dialogue more accessible to end users (and thus to 
attackers), making it hard, if not impossible, for end users to detect such attacks and prevent 
damages from happening. Accordingly, there is an urgent need for artificial intelligence (AI) and 
security researchers to proactively create intelligent systems to mitigate such threats posed by 
sophisticated attackers and the misuse of other AI systems. 

In this project, we (University of California Berkeley (UC Berkeley), University of Illinois at 
Urbana-Champaign (UIUC), University of Chicago (UChicago), Stanford University, Georgia 
Institute of Technology (GaTech) proposed the design and development of an automated attack 
detection and attacker identification system. We dub this system LASER. The LASER system 
combines techniques from machine learning (ML), security, natural language processing (NLP), 
data/text mining, and knowledge graphs, and is designed to address challenges in two technical 
areas: attack detection using passive and active detection engines (TA1), and proactive adversary 
engagement and identification (TA2). Responding to both TA1 and TA2, LASER performs both 
passive detection and active detection from multiple dimensions, as well as a scalable, highly 
available, and fault tolerant system architecture that is specially designed for active social 
engineering defense (ASED). LASER is able to respond to heterogeneous types of social 
engineering attacks, including emails, LinkedIn messages, and short message services (SMS). 
Specifically, for TA1 passive attack detection, LASER collects evidences from multiple 
dimensions such as message body and meta data, and uses a combination of ML (XGBoost) and 
deep learning (DL) (DistillBERT, RoBERTa) approaches to determine if an incoming message is 
a friend or a foe, as well as its motive category. Furthermore, LASER extracts useful entities and 
relations from the message body and stores the information in a local knowledge base, in order to 
have a better understanding of the incoming message and facilitate later response generation 
tasks. For TA2 active attack detection, LASER (by collaborating with the CMU team) adopts a 
combination of template-based and learning-based approaches to generate proper and natural 
responses based on the extracted information to facilitate the dialogue conversion. Furthermore, 
LASER provides a fake document cloud component which acts as a honey pot to further collect 
sensitive information from a possible attacker, as well as an unanswerable question generation 
component to determine whether the other end is a human or a bot. For the system design and 
architecture, LASER adopts a micro-service design style to support hot upgrade. LASER is also 
stateful, so that it can resume to process the remaining messages after the accidental shut down. 
Specifically, for the TA1 classification, LASER has a plugin style classification framework so 
that different types of extractors and models can be easily declared and integrated in the system, 
and the dependency flow between components can be automatically computed. The system 
architecture has several major optimizations so that it is highly reliable and available, and can 
achieve high throughput in processing a large volume of incoming messages. Overall, LASER 
enables automatic detection and active investigation of a wide range of social engineering 
attacks, benefiting both individuals and organizations. 



2 
Distribution A.  Approved for public release; distribution unlimited. 

AFRL-2021-0470; Cleared 19 Feb 2021 
 

Throughout the one and a half years of the ASED program, the LASER team has participated in 
all engagements, workshops, dry-runs, and two major system evaluations organized by Defense 
Advanced Research Projects Agency (DARPA). The proposed LASER system has demonstrated 
its performance in handling high volumes of social engineering attack messages, processing 
heterogeneous types of social engineering attacks, and achieving reasonable results. Papers that 
were supported by the ASED funding were also published in premier cybersecurity and AI 
conferences, including Institute of Electrical and Electronics Engineers (IEEE) Security and 
Privacy (S&P), Computer and Communications Security (CCS), Network and Distributed 
System Security (NDSS), International Conference on Learning Representations (ICLR), 
Empirical Methods in Natural Language Processing (EMNLP), International Joint Conference on 
Artificial Intelligence (IJCAI), and International Conference on Machine Learning (ICML). 

The LASER project is a collaboration among UC Berkeley, UIUC, UChicago, Stanford,and 
GaTech. UC Berkeley has acted as the prime contractor while other organizations were sub-
contractors to UC Berkeley. For ASED evaluations, the LASER team partnered with the Purdue 
team on TA1 classifier design and the CMU team on TA2 classifier design. This report only 
contains the work done by the LASER team led by UC Berkeley. 

 

  



3 
Distribution A.  Approved for public release; distribution unlimited. 

AFRL-2021-0470; Cleared 19 Feb 2021 
 

2.0  LASER SYSTEM DESIGN 

2.1  Overall System Architecture 
 

 
 

Figure 1.  The LASER System Architecture. 

Figure 1 shows the overall architecture of LASER. Each square in the figure represents a 
component in the system. Each component is an individual containerized web server that 
supports a specific set of Application Programming Interfaces (API). Some components can also 
actively reach out to collect information and send out bundles (e.g., CMU TA2 component). If 
the component needs access to Internet, databases or other components, access behaviors are 
failure-tolerant and the endpoints (e.g., website/database Uniform Resource locator [URL]) are 
configurable in the docker environment variables. 

2.1.1 Input 

There are three categories of input to LASER. 

 Kafka: All messages will be pushed to kafka and picked up by our Kafka input 
manager. They will be processed through the pipeline and saved in the databases. 

 Direct inbox access: This functionality means if we have direct access to the 
(email) inbox, we can directly connect to them and scan their content. 

 Internet services: Some of the component may need Internet access to achieve 
better performance or use extra functions (e.g., CMU TA2 component may need 
access to fake document cloud component to get information of attackers). 
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2.1.2 Output 

There are two categories of output of LASER. 

 Evaluation Endpoint: Structured Threat Information Expression (STIX) bundles 
will be submitted to reflect the judgement of our system. For TA1, all classifiers 
will first submit their results to the investigation manager and the combined 
classification result (through voting) will be sent to the endpoint. For TA2 
dialogue system, CMU TA2 component will handle this part itself. 

 Graphical User Interface (GUI) dashboard: All the components in LASER support 
automatic status reporting through a frontend GUI to help run diagnosis. 

2.1.3 Message Access & Storage 

We provide message access in two styles. 

 Passive: The component will receive an API call whenever a new message comes 
into the system. A response that contains the judgement within several seconds is 
expected. 

 Active: The system will provide API for component to query the entire message 
history and the detailed information of each message. The component itself is 
responsible for submitting their results to both the evaluation endpoint and our 
system. 

2.1.4 Unit Test & Internal Dry Run Support 

Skeleton code (including Software Development Kit [SDK]) and container-level unit tests are 
provided to check the correctness of the component. For all types of API requirements, we 
designed dummy cases and tested the efficiency of the responses (e.g., classifier should respond 
to the request within three seconds). For the active components and the components that require 
outbound access, we also provided dummy service during the test. Once all (or a necessary set 
of) components passed the unit tests, they were integrated in the system and the system was 
deployed on the Kubernetes infrastructure. An internal dry run was also conducted to reduce the 
possibility of failure during the official ASED evaluation. 

2.1.5 Summary & Highlights 

In summary, the LASER system supports the processing of heterogeneous social engineering 
sources (emails, LinkedIn messages, SMS), and it modular and extensible. Following are key 
highlights of the system. 

 Unified representation of heterogeneous social engineering attack messages 

 Unified representation of account-level/identity-level relationships in form of 
graphs 

 Better storage model: efficient access to message thread and communication history 

 Service-based model that support hot upgrade and horizontal scaling 

 Stateful design with the database porter which maintains the state of the system so 
that it can resume to process the remaining messages after the accidental shut down. 
Separate records of all submitted bundles are also maintained. 
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 Separation between features and classification method, a plugin-style 
classification framework that supports the easy integration of multiple feature 
extractors and classification method and further enable AutoML techniques 

 Delayed task and regularly recurring task are supported. 

Overall, the system is highly scalable and available, as can be demonstrated from the results of 
DARPA ASED official evaluation. 

2.2  LASER SYSTEM User Interface (UI) 
 

 
Figure 2.  The LASER System UI. 

To ease the easy monitoring of system component status and diagnose possible failures, LASER 
system comes with an informative UI. As shown in Figure 2, the user can interact with the UI 
control panel to view the status of different components. The UI is specially designed to have all 
sensitive Personally Identifiable Information (PII) removed. 

The status of the micro-services is labeled on the left-hand side. During the evaluation, this 
feature is used to confirm whether our deployment is successful and will reflect the input status 
changes from the evaluation team. There is also more detailed access to database status (statistics 
for different message types), sampled messages (only hash value, PII removed) and classifier 
log, which can be accessed by clicking on those tabs. For example, in the porter tab, we can 
access the status of Kafka queue and see how many messages are actually loaded to our system. 
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To check the aliveness for external services like fake document cloud, we also maintain their 
status on our dashboard. By observing the dashboard, it’s easy to tell whether the system is 
working as expected. 

2.3  TA1 Component 

2.3.1  TA1 Classifiers 

LASER adopts a hybrid approach that collects evidence of an incoming message (email, 
LinkedIn message, SMS) from multiple dimensions, trains different ML and DL models, and 
vote the final classification result based on the results of individual models. In the latest version 
of LASER, three classifiers are adopted: 

 XGBoost metadata classifier: We extract features from the metadata such as 
headers and their value, message mime type sequence, keyword existence in the 
eml file, and train a XGBoost classifier to make the classification. 

 DistilBERT semantic classifier: We remove all metadata and structural 
information from the email message and train a DistilBERT model. 

 RoBERTa classifier with adversarial training: We leverage state-of-the-art 
adversarial training techniques on a RoBERTa classifier to help it generalize to 
unknown examples.  

Note that the XGBoost classifier and the RoBERTa classifier are only used for classifying 
incoming emails, as they require additional information from the eml file such as meta data. The 
DistilBERT is trained only using the message body part of emails, and is used to make predictions 
for all three types of incoming messages. 

2.3.1.1 Details on Classifier Development 

We present the details on how we train the three types of classifiers. We use data from five 
sources (apwg, JPL Abuse 2017, JPL historic, Classified Volunteer Emails and Enron) to train 
our model and evaluate the model on both the original dataset and the dry-run data. The detailed 
characteristics and statistics of these different sources are discussed in the internal evaluation 
section in Section 3.1. 

2.3.1.2 Classifier Ensembling 

Once we trained all classifiers, for an incoming message, the TA1 component of LASER 
aggregates individual prediction results to make a final prediction. The current scheme for 
ensembling is through majority voting.  

During ASED official evaluation, as our TA1 component is combined with Purdue TA1 
component, our classification result was further aggregated with the result of Purdue’s 
component to make a final decision on the label of an incoming message. 

2.3.2  Adversarial Training 

We further provide some background on the details of our RoBERTa, which we leveraged 
adversarial training.  

The main challenge of passive detection is that the data distribution of the phishing email and the 
general email is sparse. That is, the number of phishing email is very small compared to the 
number of general benign emails, and it might be difficult to know the exact distribution of an 
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enterprise and obtain enough training data that meets such distribution accurately. If the model is 
only trained using the training datasets provided by ASED (details in Section 2.3.1), the model 
might not be able to effectively identify the labels of unknown data distribution. As a result, high 
false alarm rate may occur when evaluating the system against unseen phishing emails. 
Therefore, we need to improve the generalization of the model to unknown distributions. 

Recent work has proposed to use adversarial training to improve the generalization of language 
understanding models [11]. The basic principle of adversarial training is to construct the 
adversarial samples by adding perturbations to the original samples to improve the robustness of 
the model when it encounters the adversarial samples. At the same time, it can also improve the 
model's performance and generalization ability to a certain extent.  

The ICLR)2018 paper titled “Towards DL Models Resistant to Adversarial Attacks” proposes a 
technique called Projected Gradient Descent (PGD) [11]. The PGD method is widely regarded as 
the most effective method to defend against adversarial samples. It trains model parameters by 
constructing adversarial samples through several steps of inverse gradient descent in the epsilon 
range. However, PGD's k-step adversarial sample generation needs to increase the original 
network training time by k times, which is difficult to scale up to large-scale data. A more 
advanced model (“FreeLB: Enhanced Adversarial Training for Natural Language 
Understanding” in ICLR 2020) proposes further optimizations of PGD [12]. By accumulating 
gradients, the time consumption of multiple gradient descents is avoided. This makes it take 
almost no extra time to generate k-step adversarial samples. 

In the current version of the LASER system, we have implemented PGD-based text 
representation learning adversarial training and applied it to the RoBERTa model. On our local 
training / verification set of passive detection, the accuracy of the original RoBERTa is 91.4%, 
and 91.7% after using PGD. Note that the training / validation set for this dataset is from the 
same distribution. When dealing with real data with unknown distribution, such as the high false 
alarm rate caused by unknown distribution, it can be expected that this method will have a more 
significant improvement. 

In terms of other ways to improve the generalization capability of the model, multi-task learning 
and transfer learning are two typical methods that can be considered. However, due to the large 
difference in data distribution between different email datasets, according to the past study, 
multi-task learning or transfer learning can easily lead to negative transfer. Therefore, in LASER, 
we leveraged adversarial training to improve the generalization capability of the model. 

2.3.3  Email Knowledge Base 

We constructed an email knowledge base that contains the extracted useful information from a 
collection of email message bodies. In this project, we leveraged Enron email dataset to develop 
our automated knowledge extraction tool. Our tool was built on top of Spacy [13] and Open 
Information Extraction (IE) [14]. The extracted knowledge from emails can be roughly 
categorized as a set of entities (e.g., person name), entity properties, and entity relations. For 
entity recognition, we used Spacy Part of Speech (POS) tagging to extract nouns. For property 
extraction, we first used a set of heuristics to preprocess the emails to only retain “entity words.” 
We then used Latent Dirichlet Allocation (LDA) to compute a set of topics from the given email 
dataset in the form of word-topic matric. Finally, we assigned the entities to the topics with 
largest probabilities. For relation extraction, we used Open IE tools to extract the binary 
relations. The constructed email knowledge graph structuralizes the information in the 
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unstructured email corpora, which is useful to empower a wide range of downstream applications 
such as question & answer (QA), dialogue generation, and spam detection. 

2.4  TA2 Component 

2.4.1  Dialogue System 

The dialogue system component was mainly developed by the CMU team by calling the SDK 
provided by our LASER system. The component leverages a combination of template-based and 
learning-based approaches to generate proper response of an incoming message. In the template-
based approach, the system will extract information from each turn of the input of the attacker 
into a structured representation. This representation is used to update the dialogue state. Given a 
dialogue state, the dialogue policy module will conduct actions which will be later rendered into 
natural language sentences by filling relevant information into templates prepared in advance. 
Learning techniques (like disfluency detection) are used to make the output more natural. By 
continuously interacting with the potential attacker using this procedure, we are actively 
gathering information from the attacker as well as wasting their effort. 

Besides system infrastructure support, our LASER team further proposed the design and 
development of two components to facilitate the active attacker identification, which we will 
present next. 

2.4.2  Fake Document Cloud 

We designed a fake document cloud component which serves as a honey pot to trick the attacker 
and extract further sensitive information. When a particular pattern occurs in an incoming email, 
a link to the fake document cloud service is generated and embedded in the natural language 
response to the incoming message. When the sender clicks the link, he/she will access our hosted 
fake document cloud website, which mimics a genuine financial service website. Our fake 
document cloud website uses various techniques to extract information from attackers, including 
Internet Protocol (IP) address, user agent, language, browser fingerprint. Tor/Virtual Private 
Network (VPN) users are “blocked for security reasons, please disable.” The attacker needs to 
create an account, fill in the form (name, location, etc.) to get what they thought should be in the 
honeypot. 

2.4.3  Unanswerable Question Generation 

We designed an automated Turing test engine that could identify if human or an autonomous bot 
sent the email. From the development set for the SQUAD2.0 dataset [15], which focuses on 
automatic QA, we isolated 200 examples on which 111 models had very low average overlap 
with the correct answer. We used these examples to test if the attacker is a bot based on the 
answer that was selected. 

For example, current QA models perform poorly on questions such as “in what country is 
Normandy located?” given a paragraph of text description about the Normans. If the attacker can 
successfully answer these questions, at least we can tell the reply is not an automated procedure. 
In the context of social engineering attack, questions related to knowledge about owner of the 
email address can be generated and included as a part of the email. And to prove the message is 
not from a bot, the potential attack needs to reply with answers that contains specific knowledge 
about their target (such as relations between the victim and a third person). 
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3.0  RESULTS AND DISCUSSION 

3.1  Internal Evaluation Results 

3.1.1 Dataset 

Table 1. Dataset Statistics – Number of Emails 

 

 

 

 

 

 

 

 
We use data from five different sources to train our models to make it robust (see Table 1). For 
each source, we split the instance into training set (80% instances), dev set (10% instances), and 
test set (10% instances). After the 19 Fall dry-run, we also include the dry-run data as part of the 
dev set and consider it as one of our metrics. 
 

Table 2.  Dataset Statistics – Number of Instances for each Motive 

Source #instance 
malicious 1,476,473 
benign 528,679 
acquire_credentials 1,320 
acquire_pii 178 
annoy_recipient 1,559 
build_trust 1,190 
install_malware 3,053 

 
In addition, to support motive classification, we also tag all the instance with their motive labels. 
Considering that one email could contain multiple labels, we formulate the task as multiple 
binary classification problems and build pretrained embedding based model for it. 

Source #instance 
APWG 1,502,372 
JPL Abuse 2017 12,209 
JPL historic 3,245 
Volunteer Emails 7,591 
Enron 517,401 
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3.1.2 Evaluation Results 

Table 3.  Performance of Biodirectional Encoder Representations from Transformers 
(BERT)-Based Model. 

 

Considering the meta-data of emails from the test environment might be different from our 
observation, we first test our BERT-based model for text classification on the test set mentioned 
above. As we can see in the Table 3, our model performs very well on the “friend or foe” 
classification. For motive prediction, although the size of training instances is relatively small, 
the model still managed to provide reasonable performance. 

3.2  ASED Fall 2019 Official Evalution Results 

The LASER team participated in the ASED Fall 2019 Official Evaluation in August 2019. In this 
section, we present the evaluation results and discussion. 

For TA1 classification, the LASER team led by UC Berkeley, partnered with the Purdue team: 
each team proposed a classifier, and the final prediction result was determined by the final 
aggregated score (average of the scores of the two classifiers) compared with the 0.5 threshold. 
In this evaluation, the BERT classifier trained using the message body of emails was submitted 
by our team. 

3.2.1 Evaluation Results 

Here are the evaluation results. In total, the LASER system received 2,034 total messages, which 
is the number of messages in the message ledger. Among them, there were 78 attack messages in 
total, and 50 of them were successfully identified as foe by the LASER system. For friendly 
messages, there were 1,804 messages whose STIX bundles matched the message IDs in the 
ledger. Among them, 394 were identified as foe by the LASER system. In summary, the recall of 
the aggregated TA1 classifier was 50/78 = 64%, and the false alarm rate was 394/1804 = 22%. 

3.2.2 Discussion 

During the evaluation, there were some glitches and incorrect operations by of our system by the 
evaluation team (i.e., JPL), which made our system only respond to a subset of attack messages 
that we received. As demonstrated by the k8s running status report, our system skipped almost 
all emails before the last week of evaluation due to an incomplete restart. Although we provided 
necessary documentation and scripts to restart the system correctly from the first email and rerun 
all classification logics, there was a misunderstanding in operations of the evaluation team that 
led to an incomplete restart. This eventually affected the recall metric of our TA1 classifier. 

Besides, the classifier proposed by our team was integrated with the classifier from the Purdue 
team. Due to the issues in format compatibility of submitted bundles, some of the final STIX 
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bundles were rejected by the format checking procedure, which also affected the metrics of our 
combined classifier. 

Furthermore, there was a significant distribution gap between the dataset we used to develop the 
classifier and the attack emails provided by Thomson Reuters Special Services (TRSS) to 
evaluate the classifier. As demonstrated in our internal evaluation results in Section 3.1, our 
classifier could achieve more than 90% accuracy and more than 90% F1 score, which were both 
significantly higher than the metrics we achieved in the fall evaluation.  

3.3.  ASED Winter 2020 Official Evaluation Results 

The LASER team participated in the ASED Winter 2020 Official Evaluation in January 2020. In 
this section, we present the evaluation results and discussion. 

For TA1 classification, the LASER team led by UC Berkeley partnered with the Purdue team. As 
described in Section 2.3.1, our team proposed three classifiers: XGBoost, DistillBERT, and 
RoBERTa, and our classifiers were combined with Purdue classifier via majority voting.  

3.3.1 Evaluation Results Released by JPL 

Here are the evaluation results on the official metrics slides released by JPL. In total, the LASER 
system received 50785 email messages. Among them, there were 524 total foe messages (True 
Positive [TP]+False Negative [FN]), and 5,0261 total friendly messages (False Positive 
[FP]+True Negative [TN]). The LASER system made 11,167 total foe predictions (TP+FP), and 
221 of them were correct foe predictions (TP). The LASER system made 10,946 incorrect foe 
predictions (FP). For final metrics, the combined TA1 classifier achieved 2% precision, 42% 
recall, 22% false alarm rate, and 0.04 F1 score. 

For LinkedIn messages, the LASER system received 5,389 total messages, and all of them were 
total foe messages (TP+FN). The total foe predictions of the LASER system were 16, and all of 
them were correct foe predictions. Thus, the system achieved 100% precision, 0% recall, and 
0.01 F1. 

For SMS messages, the LASER system received 163 total messages, and all of them were total 
foe messages (TP+FN). The total foe predictions of the LASER system were 39, and all of them 
were correct foe predictions. Thus, the system achieved 100% precision, 24% recall, and 0.39 
F1. 

3.3.2 Discussion 

It is important to note that the metrics described in the previous section were from the combined 
classifier, which we partnered with the Purdue team. We next present the detailed analysis of the 
classifier proposed by our team led by UC Berkeley (i.e., Berkeley classifier in short). 

For emails, the metrics slides show that LASER has 42% recall (called “accuracy” in the last 
evaluation) and 22% false alarm rate (FAR). We would like to note that this is for the combined 
classifier. For our Berkeley classifier, we achieved 64.9% recall and 9.6% FAR. The reason for 
the performance degradation for the combined classifier is because we did voting with Purdue 
classifier in a non-ideal way. 

Furthermore, for emails, our recall calculation was largely affected by a possible infrastructure 
breakdown on 02/25. In total, we received 524 attack emails, including 420 initial emails and 
104 route back emails. During that breakdown period, the STIX bundle submissions for 
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incoming route back messages of all teams failed. However, given that we have the largest 
number of route back messages due to our prolific TA2 component (e.g., 104 messages for us 
v.s. 4 messages for PIRANHA team), our team was affected the most. In particular, there are 76 
route back messages for which our bundle submissions were rejected. Furthermore, including 
those route back messages in the recall calculation does not seem to be a very fair baseline to us, 
as teams that receive more such messages will have a larger numerator (e.g., 524 for us, 424 for 
PIRANHA). If we only consider the initial 420 attack messages that are the same across all 
teams, the recall of our Berkeley classifier then improves from 64.9% to 81.0%. 

For SMS, the combined classifier achieved 24% recall, which is the highest among all teams. 
This result came from our Berkeley classifier, particularly the DistillBERT sub-classifier (Purdue 
classifier didn’t make predictions for SMS and LinkedIn). Furthermore, since we have no 
training data for SMS, our DistillBERT sub-classifier was trained on the message body of emails 
only. Such results demonstrate that our deep learning-based approaches have certain capability to 
generalize to other unseen domains, and we can definitely do better if we have training data for 
SMS for the next round. 

We admit that, due to the lack of training data (both friend and foe) that resembles the evaluation 
data distribution, our false alarm rate is not ideal. To mitigate the issue, we have been exploring 
the use of adversarial training and transfer learning techniques to improve the model 
generalization and robustness. Our RoBERTa classifier with PGD -based adversarial training has 
demonstrated certain capability in this evaluation, and we will explore more along this direction. 

The evaluation results demonstrate that the LASER system architecture that our Berkeley team 
has built is highly reliable and available, and achieved high throughput. Our system can easily 
support hot upgrades, Continuous Integration (CI)/ Continuous Delivery (CD), and horizontal 
scaling. During the evaluation, CMU TA2 component has requested the upgrade multiple times 
with more computation resources, and the restart of these components does not affect the running 
status of other parts of the system. Our system adopts a micro-service design style and is stateful, 
so that it can resume to process the remaining messages after the accidental shut down. 
Furthermore, we adopt a plugin style design to support TA1 functionalities, so that multiple 
feature extractors and different classifiers can be easily implemented and integrated via policy 
specifications. 
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4.0  RESEARCH OUTCOMES 

During the course of this work, besides the design and development of the LASER system and 
relevant techniques, the LASER team has also published a collection of papers in premier venues 
in cybersecurity and AI, including IEEE S&P, CCS, NDSS, ICLR, EMNLP, IJCAI, and ICML 
[1-10]. 
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5.0  CONCLUSIONS 

The LASER team has researched and developed a suite of technologies to harden enterprise 
security against social engineering attacks. We proposed the design and development of an 
automated attack detection and attacker identification system that answers both TA1 and TA2 
responsibilities. The team has participated in all engagements and evaluations in Phase I 
throughout the program with success. Through DARPA ASED evaluations, we have 
demonstrated the practical efficacy of our system in scaling to large volume of data, accurately 
predicting labels for incoming messages, and generating high-quality natural language responses.  
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7.0 LIST OF ACRONYMS, ABBREVIATIONS AND SYMBOLS 

AI Artificial Intelligence 

API Application Programming Interface 

ASED Active Social Engineering Defense 

BERT Biodirectional Encoder Representations from Transformers 

CCS Computer and Communications Security 

CD Continuous Delivery 

CI Continuous integration 

CMU Carnegie Mellon University 

DARPA Defense Advanced Research Projects Agency 

DL Deep Learning 

EMNLP Empirical Methods in Natural Language Processing 

FAR False Alarm Rate 

FN False Negative 

FP False Positive 

GaTech Georgia Institute of Technology 

GUI Graphical User Interface 

ICLR International Conference on Learning 

ICLR International Conference on Learning Representations 

ICML International Conference on Machine Learning 

IEEE Institute of Electrical and Electronics Engineers 

IJCAI International Joint Conference on Artificial Intelligence 

IP Internet Protocol 

JPL Jet Propulsion Laboratory 

LASER Learning to Automate Social Engineering Resistance 

LDA Latent Dirichlet Allocation 

ML Machine Learning 

NDSS Network and Distributed System Security 

NLP Natural Language Processing 

Open IE Open Information Extraction 

PGD Projected Gradient Descent 

PII Personally Identifiable Information 

POS Part of Speech 
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QA 

S&P Security and Privacy 

SDK Software Development Kit 

SMS Short Message Service 

STIX Structured Threat Information Expression 

TA Technical Area 

TN True Negative 

TP True Positive 

TRSS Thomson Reuters Special Services 

UC Berkeley University of California Berkeley 

UChicago University of Chicago 

UI User Interface 

UIUC University of Illinois at Urbana-Champaign 

URL Uniform Resource Locator 

VPN Virtual Private Network 


