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compromised.



- Three journal papers and a conference paper (invited talk) where published as a result of the investigations that 
were made possible by the system that was acquired. Two more journal papers are under review.



The final hardware that was acquired in composed of:



- Ten nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 768GB of memory, 10Gb and 100Gb 
EDR interfaces.

- Two nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 1.5TB of memory, 10Gb and 100Gb 
EDR interfaces.

- A file server with two Intel Xeon Gold 6248 processors, each with 20 cores, 256GB of memory, 10Gb and 
100Gb EDR interfaces, and 97TB of solid state storage.

- A 36-port EDR 100Gb InfiniBand switch.



The system has been installed in a rack within the main server room in the BU campus and uses the main 
communication backbone of the room, the redundant power and connectivity. This approach does allow the system 
to be operational during power line and network maintenance. The system has had 100% availability since the 
installation and acceptance test were completed at the end of August 2019.
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throughput.  The students have also been able to present their work at several high-profile conferences (SPIE 
Photonics West, Defense, Security + Sensing, Optics and Photonics) where it is possible to engage researchers 
from various DoD organizations.
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Summary 

The computational platform acquired with the DURIP 2019 funding has enabled the 

Computational Electronics Group at Boston University to investigate and answer a number of 

fundamental questions related to semiconductor materials and devices of interested for DoD and 

the ARMY. 

 

- We have investigate the nature of InAs1−xSbx alloys that are important for the design of a 

variety of infrared detectors. Specifically we have theoretically determined the behavior of the 

energy gap of these alloys as a function of the composition and shown that it is similar to what 

was measured by the group of S. Svensson at ARL. 

 

- We have computed the band offsets of AlxGa1-xN alloys that are very important for a number 

of critical applications of interest to the ARMY. The knowledge of the band edge (valence and 

conduction) offsets is critical to the device design. 

 

- We have shown that the presence of disorder, regardless its nature and cause, introduces 

fundamental limitations to the vertical carrier transport properties of gallium free strained 

balanced InAs/InxAs1-xSb type-II superlattices. These limitations become particularly severe 

at low operating temperature that are normally required to reduce noise and dark current. 

Furthermore, when holes are the minority carrier that contribute to the device photocurrent, the 

degradation of their transport coefficient is so dramatic that the operation of detector may be 

compromised. 

 

- Three journal papers and a conference paper (invited talk) where published as a result of the 

investigations that were made possible by the system that was acquired. Two more journal 

papers are under review. 

 

The final hardware that was acquired in composed of: 

 

- Ten nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 768GB of memory, 

10Gb and 100Gb EDR interfaces. 

- Two nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 1.5TB of memory, 

10Gb and 100Gb EDR interfaces. 

- A file server with two Intel Xeon Gold 6248 processors, each with 20 cores, 256GB of 

memory, 10Gb and 100Gb EDR interfaces, and 97TB of solid state storage. 

- A 36-port EDR 100Gb InfiniBand switch. 

 

The system has been installed in a rack within the main server room in the BU campus and uses 

the main communication backbone of the room, the redundant power and connectivity. This 

approach does allow the system to be operational during power line and network maintenance. The 

system has had 100% availability since the installation and acceptance test were completed at the 

end of August 2019. 
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1 – Introduction 

 

Electronics and optoelectronics devices based on semiconductor materials play a crucial role for a 

variety of applications and in systems currently employed by the Department of Defense (DoD). 

While the development of silicon electronics has reached a high level of sophistication enabled by 

well-developed and accurate simulation tools, for other semiconductor material systems the 

situation is significantly less mature. These advanced simulation tools are necessary to gain insight 

into new physical phenomena and exploit novel electronic, photonic and spintronic materials to 

enhance device functionalities and performance. Furthermore, these simulation programs have 

become invaluable instruments to probe future directions for materials and device development. 

Many DoD related applications, for example those in the electro-optical area, employ 

semiconductor materials for which simulation and design tools are much less developed and the 

technology associated to device fabrication is less understood. This introduces a significant risk in 

the development process. 

 

These new software tools rely on the availability of modern computer hardware that, with its 

flexibility and power, has made it possible to tackle complex numerical simulation problems. One 

of the key issues to be considered is the development of efficient simulation methodologies to 

investigate physical phenomena at different spatial and temporal scales. Indeed the development 

of multi-scale simulation methodologies is an area of active research and numerous groups are 

actively working on this topic. The development of computationally efficient and truly multi-scale 

simulation methodologies would lead to a unprecedented understanding of materials and devices’ 

properties and ultimately be valuable approach to mitigate technology development risks. 

 

To better understand these risks, Bajaj and co-authors have surveyed the development process of 

several technologies that are relevant for the ARMY and their transition to systems. They have 

pointed out that a novel approach is necessary to improve the ability of the science and technology 

community to develop novel semiconductor devices and transition into specific system 

applications. Specifically, they emphasized that the timely technology transition with minimal risk 

requires an understanding of fundamental and technology limitations of material synthesis, device 

operation and design controllable parameters. However, this knowledge-based approach requires 

substantial investment of resources in the Science and Technology (S&T) stage of development. 

For low volume niche semiconductor technologies of DoD relevance, industry alone cannot justify 

these investments simply because there is no significant return on investment. As a result, 

technology transition from S&T to product development is often expensive, delayed, and carries 

risks. To address this challenge, the Computational Electronics Group at Boston University led by 

Prof. E. Bellotti and a team from the Army Research Laboratory led by Dr. M. Reed have worked 

to establish the Center for Semiconductor Modeling (CSM). The CSM immediate scientific focus 

will be to develop robust and predictive models to minimize risk in developing new technology. 

The CSM will focus on the theory, simulation and the experimental validation of the models. 
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2 – Scientific and Engineering Achievements Enabled by the Acquired Computational 

System 

 

The computational platform acquired with the DURIP 2019 funding has enabled the 

Computational Electronics Group at Boston University to investigate and answer a number of 

fundamental questions related to semiconductor materials and devices of interested for DoD and 

the. ARMY in particular. 

 

2.1 Explained the energy gap bowing of In1−x AsxSb alloys. 

 

We have investigate the nature of InAs1−xSbx alloys that are important for the design of a variety 

of infrared detectors. Specifically we have theoretically determined the behavior of the energy gap 

of these alloys as a function of the composition and shown that it is similar to what was measured 

by the group of S. Svensson at ARL. We have computed the band gaps and structural properties 

of InAs1−xSbx alloys using both the modified Becke-Johnson exchange potential and hybrid 

functional calculations. We have found that a good agreement between the two approaches. We 

have estimated a value of 0.85eV for the bowing parameter enables the use InAs1−xSbx in long 

wavelength infrared (LWIR) applications. Furthermore, we have also obtained a value of 0.29 eV 

for the bowing parameter is obtained for the structures yielding the largest band gaps, 

demonstrating the strong nonlinearity of the band gap versus the composition for this system. 

Figure 1 presents the calculated values of the energy gap. 

 

 
Figure 1 - Band gap values obtained by the PBE- modified Becke-Johnson exchange potential 

calculations for the different atomic configurations using supercells of up to 16 atoms. The 

color map illustrates the different bowing parameters as a guide to the eye. 

 

2.2 Determined the band edge offsets of Al1−xGaxN alloys. 

 

AlxGa1-xN alloys are very important for a number of critical applications of interest to the ARMY. 

Among these, they are used in UV emitters (lasers and light emitting diodes) and detectors for 

non-line of sight communication, power electronics devices for electric vehicles. The knowledge 

of the band edge (valence and conduction) offsets is critical to the device design.  We have used 

first-principles calculations to study of the band offsets of AlxGa1−xN alloys, taking into account 
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their composition and atomic configuration. Specifically, the band offsets are obtained using PBE, 

PBEsol, Heyd, Scuseria, and Ernzerhof (HSE), and modified Becke–Johnson calculations, 

comparing the results and discussing the advantages and disadvantages of each functional. The 

band alignments are performed using the branch point energies of the materials as their common 

reference level. HSE calculations predict a valence band offset of 0.9 eV between GaN and AlN. 

Regarding the alloys, a conduction band edge bowing parameter of 0.55 eV and a practically zero 

bowing for the valence band edge is predicted on average. The different atomic configurations 

affect mainly the valence band edges, where deviations from linearity by more than 0.1 eV are 

observed.  Figure 2 presents a summary of the calculated values of the band edge offsetts. 

 

 
Figure 2 - The band offsets of the alloys obtained by (a) HSE calculations, as well as mBJ 

calculations with (b) an optimal and (c) a species-specific c parameter. The legends indicate 

the bowing parameter of the valence and conduction band edges. The valence band edge of 

GaN is set to 0 eV for convenience. 

 

2.3 Explained the nature of carrier transport in LWIR Type-II Superlattices. 

 

Type-II superlattices are of critical importance for the new generation of high temperature infrered 

detectors. In spite of the initial promising results, a number of issues are still holding back strain-

balanced InAs/InxAs1-xSb T2SLs from achieving their full potential. While in the MWIR spectral 

region, imaging devices based on InAs/InxAs1-xSb T2SLs  T2SLs have delivers performance 

comparable to conventional indium antimonide cameras, but at higher operating temperatures, for 

the LWIR spectral band, a number of problems still remain. Specifically, the reduction of the 

operating temperature, necessary to reduce noise, results in a degraded quantum efficiency (QE) 

due to incomplete carrier collection. Conversely, higher operating temperatures, where QE is 

higher, lead to excessive dark current that degrade the image quality. QE degradation at low 

temperature is likely the results of a combination of degraded mobility and/or recombination 

processes. In fact, based on recent experimental investigations, carrier (holes in particular) 

mobility in T2SLs decreases with temperature, instead of increasing, and it is strongly anisotropic. 

This behavior is typical of hopping conduction rather than diffusive transport. Moreover, the 

anisotropic transport properties, namely the large different of carrier mobility in the directions 

parallel and perpendicular to the growth axis, also lead to a degradation of the modulation transfer 
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function (MTF) of the imaging array, resulting in a compromised image quality and resolution. 

 

 
 

Figure 3(a) – Calculated hole mobility as a 

function of the temperature (yellow line). 

Measured hole mobility for a similar LWIR 

Type-II SLS (green line). 

Figure 3(b) – Calculated hole mobility as a 

function of the temperature for three different 

random SLS configurations. 

 

We have shown that the presence of disorder, regardless its nature and cause, introduces 

fundamental limitations to the vertical carrier transport properties of gallium free strained 

balanced  InAs/InxAs1-xSb  type-II superlattices. These limitations become particularly severe at 

low operating temperature that are normally required to reduce noise and dark current. 

Furthermore, when holes are the minority carrier that contribute to the device photocurrent, the 

degradation of their transport coefficient is so dramatic that the operation of detector may be 

compromised. Figure 3(a) and (b) presents a summary of the calculated values of hole mobility 

and a comparison with experimental data. 
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3 - Hardware Acquisition 

 

Because of the experience gained with the computational system that was built using the funding 

from FY2014 DURIP, we performed extensive benchmarks on the various architectures to identify 

the best platform for a given specific task. We considered both our current production computing 

system and other computational platform such has the DoD HPC that we have been using because 

of our involvement in the Army Research Laboratory (ARL) Multi-scale Electronic Material 

Simulation (MSME) Collaborative Research Alliance (CRA).  Based on performance evaluations 

of the systems acquired using the 2014 DURIP program, four specific criteria were used to 

determine the type of computational architectures targeted for acquisition, which are listed below: 

 

 Use only on type of machines for all nodes, including file servers. Instead of focusing on 

specific processor configuration, large number of cores or speed, we have selected the best 

performance type of processor that can be used in all applications. We have selected node 

configurations with two Intel Xeon Gold 6248 20C/40T 2.5Ghz.  

 

 Maximize the amount of memory in each node. Each node 768GB of memory except for two 

that have 1.5TB. 

  

 Use highest performance interconnect. Specifically, we have selected a redundant 10Gb 

Ethernet for NFS and a 100Gb EDR InfiniBand for MPI applications. 

 

 Use a high speed storage to minimize the IO time. We have acquired a SSD disk arrays with 

a total capacity of 97TB. 

 

We have also designed the overall system to be integrated with existing backup facilities and in 

such a way that power and connectivity redundancy are provided by existing infrastructure at 

Boston University. 

 

The final hardware that was acquired in composed of: 

- Ten nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 768GB of memory, 

10Gb and 100Gb EDR interfaces. 

- Two nodes with two Intel Xeon Gold 6248 processors, each with 20 cores, 1.5TB of memory, 

10Gb and 100Gb EDR interfaces. 

- A file server with two Intel Xeon Gold 6248 processors, each with 20 cores, 256GB of 

memory, 10Gb and 100Gb EDR interfaces, and 97TB of solid state storage. 

- A 36-port EDR 100Gb InfiniBand switch. 

 

The system has been installed in a rack within the main server room in the BU campus and uses 

the main communication backbone of the room, the redundant power and connectivity. This 

approach does allow the system to be operational during power line and network maintenance. The 

system has had 100% availability since the installation and acceptance test were completed at the 

end of August 2019. 
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Figure 4(a) and 4(b) show the system as it is installed in the rack. The 36-port EDR 100Gb 

InfiniBand switch has been placed in the middle with six servers above and six below. The file 

server is at the top of the stack. The Ethernet switches are located at the top of the rack and provide 

redundant connectivity. 

 

 

  
Figure-4(a)  Front view of the cluster installed 

in the rack. Form the top we have: the file 

server, six compute nodes, the EDR 100Gb 

InfiniBand switch, and six more computer 

nodes. 

Figure-5(b) Rear view of the cluster installed 

in the rack. The blue cables are for the 10Gb 

Ethernet, the black cable on the right of the 

servers are for the EDR InfiniBand. 

 

4 – Performance Evaluation for Selected Software Applications 

 

The computing cluster acquired using DURIP-2019 has been connected to shared Boston 

University resources to enable access to a wide variety of software.  We have carried out an 

extensive performance evaluation and compared the results with other computing platforms 

including the DoD HPC resources that we have access to. We will show the scaling results across 

different computational architectures from four software packages used routinely in our research: 

VASP density functional theory (DFT) for evaluating the electronic structure of semiconducting 

materials. EPW a code that computes carrier-phonon interaction starting from DFT calculations. 

Synopsys EMW, a finite difference time domain for electromagnetic scattering and absorption, 

and Synopsys SDEVICE for finite element solutions of the drift-diffusion semiconductor device 

equations. These applications have been chosen as they cover wide spatial scales, from the 

quantum to classical, and demonstrate the needs of multi-scale simulation hierarchies. 
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4.1 - Density Functional Theory Benchmark 

 

For the DFT benchmark, we have compared sever different computing platforms: 

 

1. The new system obtained by FY19 DURIP award 

a. 12 nodes (10 nodes with 768 GB memory + 2 nodes with 1.5 TB memory)  

b. CPU: 40 cores Intel Xeon Gold 6248 (Cascade Lake) 2.50 GHz 

c. Memory: DDR4-2933 768 GB/1.5 TB 

d. Interconnect: Infiniband EDR 100 Gbps 

 

2. DoD HPC Cray XE6m system (Copper) 

a. 460 nodes 

b. CPU: 32 cores AMD Interlagos Opteron 2.30 GHz 

c. Memory: DDR3 64 GB 

d. Interconnect: Cray Gemini 

 

3. DoD HPC Cray XC40 system (Gordon) 

a. 1,523 nodes 

b. CPU: 32 cores Intel Xeon E5-2698v3 (Haswell-EP) 2.30 GHz 

c. Memory: DDR3 128 GB 

d. Interconnect: Cray Aries / Dragonfly 

 

4. DoD HPC Cray XC40/50 system (Onyx) 

a. 4,810 nodes 

b. CPU: 44 cores Intel Xeon E5-2699v4 (Broadwell) 2.80 GHz 

c. Memory: DDR4 128 GB 

d. Interconnect: Cray Aries 

 

5. DoD HPC SGI 8600 system (Gaffney) 

a. 704 nodes 

b. CPU: 48 cores Intel Xeon Platinum 8168 (Skylake) 2.70 GHz 

c. Memory: DDR4 192 GB 

d. Interconnect: Intel Omni-Path 

 

6. BU Cluster of three servers obtained in 2018 

a. 3 nodes 

b. CPU: 44 cores Intel Xeon E5-2699Av4 (Broadwell) 2.40 GHz 

c. Memory: DDR3 256 GB 

d. Interconnect: Infiniband FDR 40 Gbps 

 

7. BU Cluster subsystem obtained by FY14 DURIP award 

a. 4 nodes 

b. CPU: 20 cores Intel Xeon E5-2690 v2 (Ivy Bridge-EP) 3.00GHz 

c. Memory: DDR3 256 GB 

d. Interconnect: Infiniband FDR 40 Gbps 
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4.1.2 - Scaling of VASP – Electronic Structure Calculation Code 

 

We have analyzed both raw speed and scaling for the platform above using VASP. The latest 

version (version 5.4.4, patch.5.4.4.16052018 was applied) of VASP was used. Two different 

model systems were used for the tests that were performed: 

 

1. A carbon doped GaN system with 96 atoms (48 Ga, 47 N and 1 C atoms), 8 k-points, at least 

565 bands and 3 ionic steps in PBE functional. 

 

2. A carbon doped GaN system with 192 atoms (96 Ga, 95 N and 1 C atoms), 4 k-points, at 

least 1140 bands and 5 ionic steps in PBE functional. 

 

 

 
Figure 5 – Execution speed for a 96 atom system. Speed up in CPU time (in seconds) with 

increasing the number of nodes. 

Figure 5 is for the raw speed of the calculations. The new system obtained by DURIP FY 2019 

(black solid line) shows the speed almost as good as one of the fastest machine (Gaffney, ranked 

123rd in the supercomputer 500 list, light blue solid line) among the DoD HPC supercomputers. 
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Table 1 - Execution speed for a 96 atom system. CPU time (in second) with increasing number 

of nodes. 

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 744.094 667.424 1240.130 1037.536 

2 379.708 344.945 635.192 516.568 

4 198.449 182.657 330.665 272.492 

8 113.573 98.844 175.139 152.304 

12 85.866 74.675 146.797 115.816 

 

 

 Figure 6 – Scaling for a 96 atom system with increasing the number of nodes. 

 

Figure 6 presents the results for scaling as a function of the number of nodes. All systems show 

relatively good scaling. Copper shows the best scaling, but, as can be seen in Figure 2, it is in 

general much slower than other systems. All other systems show very similar scaling 

performance. 
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Table 2: Scaling for a 96 atoms system. Scaling with increasing the number of nodes.  

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 1 1 1 1 

2 1.96 1.93 1.95 2.01 

4 3.75 3.65 3.75 3.81 

8 6.55 6.75 7.08 6.81 

12 8.67 8.94 8.45 8.96 

 

 

Figure 7 – Execution speed 192 atom system. Speed up in CPU time (in seconds) with increasing 

the number of nodes 

 

Figure 7 presents the raw execution speed for 192 atom system. Once again, the new system 

obtained by DURIP FY 2019 shows the speed almost as good as Gaffney. 
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Table 3: 192 atom system. CPU time (in second) with increasing number of nodes. 

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 2905.523 2565.254 5217.710 4170.904 

2 1479.933 1315.357 2643.105 2067.860 

4 758.022 697.890 1340.120 1084.784 

8 402.263 377.208 733.762 556.052 

12 304.535 275.964 493.727 423.124 

 

 

Figure 8 – Scaling for a 192 atom system with increasing the number of nodes. 

 

Figure 8 presents the scaling results for a 192 atom system. All systems show relatively good 

scaling, but Gaffney's scaling is not as good as other systems. Cray’s interconnect (Gemini in 

Copper and Aries in Gordon and Onyx) shows slightly better scaling behavior, compared to the 

scaling of Infiniband EDR used in the new system obtained by DURIP 2019. Also, Cray’s 
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interconnect and Infiniband EDR shows improved scaling in 192 atoms system comparing to 96 

atoms system, whereas the scaling of Intel Omni-Path in 96 atoms system and 192 atoms system 

are almost the same. 

 

Table 4: 192 atoms system. Scaling with increasing the number of nodes. 

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 1 1 1 1 

2 1.96 1.95 1.97 2.02 

4 3.83 3.68 3.89 3.84 

8 7.22 6.80 7.11 7.50 

12 9.54 9.30 10.57 9.86 

 

4.1.3  Scaling of EPW – Carrier-Phonon Interaction Calculation Code 

 

We have analyzed both raw speed and scaling for the platform above using EPW version 5.0.0 

included in Quantum Espresso version 6.3. Electron self-energies of GaN due to the electron-

phonon interactions were computed with very coarse 25x25x25 k- and q-point meshes. 

 

 

Figure 9 - EPW calculations.  Speed up in CPU time (in seconds) with increasing the number of 

nodes. 
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Figure 9 presents the raw speedup for the EPW calculations. Again, the new system obtained by 

DURIP FY 2019 shows the speed almost as good as Gaffney. The speed of the new system with 

8 nodes (21532.95 seconds) is almost the same as that of Gordon with 16 nodes (24209.11 

seconds). In addition, the speed of the new system with 10 nodes (17955.63 seconds) is almost 

the same as that of Onyx with 16 nodes (17093.23 seconds). 

 

Table 5: EPW calculations. CPU time (in second) with increasing number of nodes. 

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 14710.43 118078.04 325549.35 201538.44 

2 73712.99 60934.16 160656.61 103652.63 

4 38728.59 31874.25 84545.72 54462.00 

8 21532.95 17524.65 45301.71 31111.68 

10 17955.63 -- -- -- 

12 -- 12650.40 30424.40 -- 

16 -- 10265.56 24209.11 17093.23 

 

Figure 10 - EPW calculations. Scaling with increasing the number of nodes. 

Figure 10 presents the scaling results for the EPW calcualtion. Copper and Gordon show similar 

and better scaling and Gaffney, Onyx and the new system obtained by DURIP FY 2019 show 

similar and worse scaling. It is not clear why there is difference between Gordon and Onyx (both 
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systems use Cray’s Aries interconnect). In general, Cray’s interconnect (Gemini in Copper and 

Aries in Gordon and Onyx) shows slightly better scaling behavior, comparing to the scaling of 

Infiniband EDR used in the new system obtained by DURIP 2019. This is the same trend as in 

the case of VASP calculations. 

 

Table 6: EPW calculations. Scaling with increasing the number of nodes. 

Nodes DURIP FY 2019 Gaffney Gordon Onyx 

1 1 1 1 1 

2 1.92 1.94 2.03 1.94 

4 3.66 3.70 3.85 3.70 

8 6.58 6.74 7.19 6.48 

10 7.89 -- -- -- 

12 -- 9.33 10.70 -- 

16 -- 11.50 13.45 11.79 

 

The new system obtained by DURIP FY 2019 award shows the speed almost as good as the 

fastest machine (Gaffney, ranked 123rd in the supercomputer 500 list) among the DoD 

supercomputers. In addition, the new system shows the same (EPW) or slightly better scaling 

(VASP) than Gaffney with increasing the number of nodes. 

 

4.2 - Finite Difference Time Domain 

 

The Computational Electronics group frequently uses the finite-difference time domain (FDTD) 

method (implemented in Synopsys EMW) to determine the electromagnetic response of 

optoelectronic devices.  The FDTD method uses a direct-time approach to solve Maxwell’s curl 

equations by splitting them into three scalar partial differential equations and replacing the partial 

derivatives with first order central differences.  The result is a set of six algebraic update equations 

at each spatial point on a structured grid.  The update equations are used with a time-stepping 

algorithm to propagate a solution through a simulation domain.  The efficiency of the FDTD 

algorithm is directly related to the computational mesh; an update equation must be solved at each 

grid point the FDTD method is therefore O(N) where N is the number of points in the grid.  

Furthermore, a physical steady-state solution must causally link one side of the domain to the other 

causing additional scaling with ntot, the number of time steps.  In three-dimensional simulations, it 

is assumed that ntot is proportional to the third root of the mesh size causing overall O(N4/3).  Figure 

8 shows the wall clock time required for a steady-state solution as a function of the number of 

cores used. Since the Synopsys EMW code is based on a share memory-programming model, it is 

only possible to perform a test on a single node of the cluster.  Figure 12 presents the speedup 

performance for a steady-state solution as a function of the number of cores used. 

 

4.3 - Finite Element Drift Diffusion Code 

 

We have performed a similar analysis of the scaling of the finite element method (FEM) used for 

solving the drift-diffusion formulation of the semiconductor device equations, the results of which 

are shown in Figure 11 and 12.  Unlike the previous FDTD simulations, the FEM method uses an 

unstructured mesh, which must be carefully designed with consideration of the physics of the 
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device.  In general, the computational requirements (both CPU hours and memory) scale linearly 

with the size of the domain, but there is some problem-to-problem variation depending on the 

specific physics of the device under consideration.   

 

 

 
Figure 11 - Wall clock time required for a steady-state solution as a function of the number of 

cores used. 
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Figure 12 - Speedup performance for a steady-state solution as a function of the number of 

cores used. 

 

 

5 - Educational Activity 

 

The equipment purchased through the 2019 DURIP award to the Boston University Computational 

Electronics group has supported the ongoing research activities of two post-doctoral associates 

and five PhD students actively involved in DoD funded programs. Besides supporting their 

ongoing research, the acquisition of the new computational resources provided impetus to 

investigate the development of computationally efficient software. For example, the increasing 

availability of machine time across the cluster led to the use of MPI and OpenMP to distribute 

programs across a number of physically separate compute nodes.  These techniques have been 

integrated into existing software. Additionally, having removed the machine availability 

bottleneck, a significant effort was devoted towards developing codes and methods for automating 

designs to increase overall throughput.  The students have also been able to present their work at 

several high-profile conferences (SPIE Photonics West, Defense, Security + Sensing, Optics and 

Photonics) where it is possible to engage researchers from various DoD organizations. 
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The band gaps and structural properties of InAs1−xSbx alloys are investigated using both the modified Becke-
Johnson exchange potential and hybrid functional calculations. A good agreement between the two approaches
is observed for the alloys. The estimated value of 0.85 eV for the bowing parameter enables the use of InAsSb in
long wavelength infrared (LWIR) applications. Furthermore, a lower limit of 0.29 eV for the bowing parameter
is obtained for the structures yielding the largest band gaps, demonstrating the strong nonlinearity of the band
gap versus the composition for this system.

DOI: 10.1103/PhysRevMaterials.4.014603

I. INTRODUCTION

The alloys of InAs and InSb exhibit the smallest band gaps
among all III-V semiconductors [1], attracting attention both
for fundamental research and relevant applications. Specifi-
cally, the pure phases of InAs and InSb exhibit band gaps of
0.415 and 0.235 eV, respectively, while their ternary alloys
demonstrate strong positive (downward) band gap bowing
[2,3]. InAs0.91Sb0.09 can be grown lattice matched to GaSb
[4], enabling this material to be used in mid-wavelength
infrared (MWIR, i.e., 3–5 μm) applications [5]. However,
reaching even longer wavelengths requires significantly lower
band gaps. Although the use of InAsSb in long wavelength
infrared (LWIR, i.e., 8–12 μm) optoelectronic applications is
of particular importance and has been discussed in literature
for decades [6–8], the adaptation of this material for such
applications has met with limited success. The main reasons
for that are the widely accepted values of the band gap bowing
parameter which do not predict the absorption wavelength to
be adequately long and the absence of high quality substrates
which enable the epitaxial growth of the material at relevant
compositions [6].

Regarding the absence of suitable substrates, a typical ap-
proach has been the use of thick monolithic buffer layers that
allow the relaxation through threading and misfit dislocations.
In order to minimize the vertical propagation of the mismatch
related defects into the active region, various techniques such
as grading schemes [9,10] and blocking layers [11] have
been developed. These techniques are successful in greatly
reducing the defect densities but lead to some residual strain
which affects the band gap and other optical properties of
the material [5,6]. Over the last few years, further improve-
ments to the quality of the samples has been achieved by the
combination of compositional grading and a virtual substrate
(VS) with the interfacial misfit (IMF) approach [5,6,12–14],

*akyrtsos@bu.edu

resulting in unrelaxed and unstrained materials with inherent
lattice constants and band gaps.

Early experimental data by Yen et al. [3] on samples grown
on InAs substrates by molecular beam epitaxy indicated a
bowing parameter of 0.685 eV. Later, Fang et al. [2] reported
data on samples grown using organometalic vapor phase
epitaxy on InAs substrates in which the bowing parameter
was 0.672 eV. Such values for the bowing parameter are
prohibitively small for LWIR applications. However, in a
second paper by Yen et al. [15], the authors reported a pho-
toluminescence peak at 10 μm for a sample of InAs0.39Sb0.61

grown on GaAs substrate. Furthermore, the development of
methods to produce high quality substrates has led to materials
with reduced band gaps [6,13] where the bowing parameter
reaches 0.87 eV, thus enabling the use of InAsSb as a lower
cost, III-V alternative to HgCdTe, which is currently primarily
used in LWIR applications.

Compared to binary compounds, ternary alloys introduce
an additional degree of freedom which is the atomic configu-
ration of each structure at any given composition. The atomic
configuration is known to affect the physical properties of
the material significantly. Nonetheless, the numerous different
configurations render the theoretical investigation of ternary
systems more challenging and computationally expensive.
The alloys are typically treated theoretically using either the
virtual crystal approximation (VCA) [16,17] or the coherent
potential approximation (CPA) [18–21]. These approaches,
though, impose an artificially high symmetry and are unable to
describe the effects of the local atomic environment in alloys.
Even though the InAsSb system has been studied theoretically
in the past using both first principles [22] and empirical pseu-
dopotentials [23,24], a comprehensive theoretical study of the
band gap dependence on composition taking into account the
atomic configuration is still missing. The aim of this work is
to employ first-principles calculations in the context of both
standard and hybrid density functional theory (DFT) [25,26]
in order to study the band gaps of the InAsSb system with
respect to its stoichiometry and atomic configuration.
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II. METHOD

Our DFT calculations employ the projector augmented
wave (PAW) [27,28] method as implemented in the Vienna
ab initio simulation package (VASP) [29]. Both standard and
hybrid functional approaches were used for the treatment
of the exchange-correlation (xc) energy. In the former case,
the generalized gradient approximation (GGA) in the flavors
of PBE [30,31] and PBEsol [32] was used. One of the
known shortcomings of standard DFT is the underestimation
of the band gap [33], which becomes particularly important
in narrow gap systems where standard DFT produces even
negative band gaps. A common approach for improving the
description of the band gap along the standard DFT scheme
is the use of meta-GGA functionals. In this work we employ
the Tran-Blaha modified Becke-Johnson (mBJ) [34,35] meta-
GGA functional, which is able to produce band gaps with
an accuracy similar to hybrid functional or GW calculations
and very good agreement with experimental data [36,37]. A
species dependent c parameter was used for the mBJ calcula-
tions with a value of 1.220, 1.139, and 1.226 for In, As, and
Sb, respectively, in order to reproduce the experimental band
gaps of the pure phases.

Hybrid functional calculations were performed using the
parametrization introduced by Heyd, Scuseria, and Ernzerhof
(HSE) [38,39] in order to compare the results to the ones
obtained by the semilocal approach. In the case of the HSE
calculations we employed a composition dependent mixing
parameter for the Hartree-Fock exchange, which changes
linearly from a = 0.286 for pure InAs (x = 0) to a = 0.264
for pure InSb (x = 1). The use of a variable mixing parameter
for the study of the electronic properties of different mate-
rials relies on the fact that the reference levels used for the
alignment of the energy eigenvalues of each system are not
dependent on the mixing parameter [40,41]. In this work the
vacuum level and the average electrostatic potential obtained
by slab calculations were used to verify this condition.

The different atomic configurations were generated using
the ATAT code [42,43]. Supercells of up to 16 atoms were
investigated, yielding 692 distinct atomic configurations. A
cutoff energy of 350 eV was used for the plane-wave basis
set and the Brillouin zone was sampled using �-centered k
meshes with a density of 1000 k points per reciprocal atom.
In the case of the GGA calculations the volume of each
supercell was optimized with a force criterion of 10−2 eV/Å.
Further atomic-only relaxations were performed with a crite-
rion of 10−3 eV/Å. In the case of the HSE calculations, the
force criterion for the volume and atomic relaxations was set
to 10−2 eV/Å. Furthermore, the indium 3d electrons were
treated as valence electrons and spin-orbit coupling (SOC)
was taken into account for the band gap calculations in both
cases. Finally, in order to reduce the computational cost of
the HSE calculations, a subset of 290 configurations was used
and the PBEsol structures were used as a starting point for the
atomic relaxations.

III. RESULTS AND DISCUSSION

The crystallographic parameters of zincblende InAs and
InSb were obtained using both the PBEsol and HSE

TABLE I. Crystallographic parameters and band gaps of InAs
and InSb obtained by the GGA and HSE calculations. The GGA
lattice constants are obtained by the PBEsol functional while the
band gaps are obtained by the PBEmBJ functional.

Method a (Å) Eg (eV)

GGA 6.083 0.415
InAs HSE 6.084 0.415

Expt. 6.058a 0.415b

GGA 6.513 0.235
InSb HSE 6.509 0.236

Expt. 6.479a 0.235b

aReference [44].
bReference [2].

functionals. In the case of InAs the lattice constant ob-
tained from the PBEsol and HSE calculations was 6.083 and
6.084 Å, respectively, while for InSb the obtained lattice con-
stant was 6.513 and 6.509 Å. Compared to the experimental
lattice constants of 6.058 and 6.479 Å for InAs and InSb,
respectively [44], the calculations overestimate the values by
approximately 0.5%, indicating an excellent agreement for
both functionals. Table I summarizes the results, including
the band gaps obtained by GGA and HSE calculations, where
GGA refers to the mBJ coupled PBE calculations (PBEmBJ),
in structures optimized with the PBEsol functional.

In a solid solution following Vegard’s law [45], the lat-
tice constant changes linearly between the two constituents
according to the rule of mixtures. In order to assess the agree-
ment with Vegard’s law, the lattice constants of the InAsSb
alloys for different compositions are presented in Fig. 1, both
for PBEsol and HSE calculations. A straight line connecting
the lattice constants of the pure phases using the PBEsol
functional is drawn to guide the eye. The small variations of
the lattice constant at each composition are due to the different
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FIG. 1. The lattice constants of the InAsSb alloys for different
compositions obtained by calculations using the PBEsol and HSE
functionals.
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FIG. 2. Comparison of the band gaps obtained by the HSE and
PBEmBJ calculations in a subset of 290 atomic configurations.

atomic configurations. The maximum variation is less than
0.26% compared to the average value for each composition.
Evidently, an excellent agreement with linearity is observed
for both functionals.

In a system such as InAsSb, where including SOC is
essential [46], managing the increased computational cost
becomes even more important. Previous studies have demon-
strated an excellent agreement between hybrid functional and
mBJ calculations [35,47], where the latter are performed at a
fraction of the computational cost of the former. In this work,
the large number of atomic configurations requires the use of a
computationally efficient, yet reliable scheme. Therefore, the
band gaps of the various configurations at different compo-
sitions were obtained using the PBEsol optimized structures
and the mBJ functional.

Figure 2 presents the comparison of the PBEmBJ band
gaps versus the results obtained by HSE calculations in the
subset of 290 structures. The dashed line is used as a guide
to demonstrate the case of perfect agreement. The results
indicate that, typically, the HSE band gaps are systematically
larger compared to the semilocal approach, especially in the
lower range of values. The agreement seems to improve
significantly for larger band gaps. This can be attributed to the
fact that small band gaps are more sensitive to the comparison
between the two approaches, since the difference becomes
comparable to the value of the band gap itself. Nonetheless,
an overall good agreement is observed between the two
functionals.

For a given compound of constituents A and B, the compo-
sition dependent band gap can be expressed as

EA1−xBx
g = xEB

g + (1 − x)EA
g − bx(1 − x), (1)

where EA
g and EB

g are the band gaps of each constituent,
respectively, and b is the bowing parameter. Large positive
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FIG. 3. Band gap values obtained by the PBEmBJ calculations
for the different atomic configurations using supercells of up to 16
atoms. The color map illustrates the different bowing parameters as
a guide to the eye.

values of the bowing parameter indicate strong downward
deviations of the band gaps from linearity, implying longer
absorption wavelengths. As mentioned earlier, the matter of
the bowing parameter in the InAsSb system has been dis-
cussed extensively for decades [2,6,8]. Experimental findings
[6] have demonstrated the existence of InAsSb alloys capable
of reaching the LWIR regime with larger bowing values than
previously proposed. Based on Eq. (1), reaching the beginning
of the LWIR regime at 8 μm requires a bowing parameter of
at least 0.63 eV at a composition of 64% Sb content.

Figure 3 presents the band gaps obtained by the different
atomic configurations using PBEmBJ calculations. It also
includes a color scheme to visualize the different values of
the bowing parameter as a guide to the eye. One immediate
observation is the strong nonlinearity of the band gap versus
the composition, since even the largest band gaps, shown with
magnified diamonds in Fig. 3, deviate from linearity. Using
these values, one can obtain the lower limit of the bowing
parameter to be 0.29 eV. However, only few atomic config-
urations exhibit so large band gaps. In fact, the majority of the
different atomic configurations yield band gaps in the LWIR
regime and even approach 0 eV. This can be observed by the
density of points in Fig. 3. Additionally, Fig. 4 illustrates the
above remark through a histogram of the band gap values for
the cases of 37.5%, 50%, and 62.5% of Sb content.

An estimate for the bowing parameter can be obtained by
fitting Eq. (1) using the arithmetic mean of the band gaps
for each of the compositions of 37.5%, 50%, and 62.5%
of Sb content, since most of the data points lie in these
compositions. The obtained value of 0.85 eV is shown with
the solid curve in Fig. 3, and is in excellent agreement with
previous experimental results by Svensson et al. [6] where the
bowing parameter was 0.87 eV. A different approach would
be to use the formation enthalpy of each configuration and
employ an averaging scheme based on the Boltzmann distri-
bution. This scheme yields a weighted average for the band
gap of each composition. The assumptions of this approach
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FIG. 4. The frequency of the band gaps for the compositions of
37.5%, 50%, and 62.5% of Sb content.

should be mentioned though. First, this approach is valid
under the assumption that bulk thermodynamics determines
the likelihood of each configuration. However, this might not
be necessarily true, particularly in epitaxial growth where
kinetics and surface phenomena play an important role in the
formation of the material. Second, at high temperatures the
likelihood obtained by the Boltzmann distribution approaches
the simple arithmetic mean. In our case specifically, the results
of the bowing parameter obtained by both approaches were
identical at a temperature of approximately 700 K, which is
relevant during growth.

Furthermore, two examples of configurations with
band gaps in the LWIR regime for x = 0.625 are the
(InAs)3/(InSb)5 superlattices along the [100] (CuAu

ordering) and [311] directions with band gaps of 0.10
and 0.12 eV, respectively. It should be noted that Fig. 3 shows
the range of possible band gaps obtained by the various
atomic configurations. Experimentally, though, not all the
atomic configurations might be accessible.

At this point, it is worth mentioning a recent development
regarding the InAsSb system, which is the fact that structures
exhibiting CuPt ordering, i.e., ordering along the [111] di-
rection, are able to produce topological semimetallic phases
in InAsSb. Investigating such effects in alloy systems is not
a trivial matter, especially in the case of large supercells.
On the one hand, the E versus k relationship becomes too
complicated in large supercells due to the folding of the bands.
On the other hand, traditional approaches such as the VCA
or the CPA fail to capture the important effects of the local
atomic environments in alloys by imposing an artificially
high symmetry. Hence, in both cases, valuable information is
concealed.

The above mentioned problems can be mitigated with the
use of the effective band structure (EBS) [48,49] method
which is a supercell approach capable of restoring the E
versus k band dispersion of the alloy into the primitive Bril-
louin zone. Figure 5 shows the band structures of the CuPt-
ordered alloys for 25%, 50%, and 75% Sb content, obtained
by PBEmBJ calculations in a region close to the � point (|k| �
0.25 Å−1) and towards the X and L points. The unfolding
has been performed using the BandUP code [50,51]. Theo-
retical evidence of the semimetallic behavior of CuPt-ordered
InAsSb was reported previously by Wei and Zunger [52].
Recently, Winkler et al. [53] expanded the discussion on this
matter including the CuPt-ordered structures of InAs0.67Sb0.33

and InAs0.33Sb0.67 in addition to InAs0.5Sb0.5, demonstrating
the topological semimetallic phases of these structures. The
band structure presented in Fig. 5 is in excellent agreement
with previous results [53].

Typically, monolayer superlattices tend to increase the
band gap due to quantum confinement. However, in the case
of zincblende InAsSb, the ordering along the [111] direction
reduces the Td symmetry of the crystal to C3v , where the
L point folds into the center of the Brillouin zone. This

FIG. 5. The effective band structures obtained by the PBEmBJ calculations for the CuPt-ordered alloys with 25%, 50%, and 75% Sb
content, around the � point (|k| � 0.25 Å−1). The spectral weights are normalized to one.
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folding causes a repulsion [54] of the �-like states at the band
edges, which reduces the band gap significantly. Furthermore,
the crossing in the band structure causing the semimetallic
character, shown in Fig. 5, appears due to the band inversion
between the �4,5 and �6 bands and is topologically protected
by the C3-rotational symmetry of the crystal [53].

IV. CONCLUSION

In conclusion, the band gaps of 692 distinct atomic con-
figurations of InAsSb alloys, obtained by supercells of up
to 16 atoms, were investigated using the PBE formalism
coupled with the mBJ exchange potential and supported by
hybrid functional calculations. The smallest bowing parame-
ter of 0.29 eV, corresponding to the largest calculated band
gap of each composition, is indicative of the nonlinearity
of the band gap for this system. Furthermore, the existence
of multiple configurations capable of producing band gaps
in the LWIR regime was theoretically verified for a wide
range of compositions and a bowing parameter of 0.85 eV
was obtained by averaging the band gaps of the different
atomic configurations with compositions of 37.5%, 50%,

and 62.5% of Sb content. Additionally, a comparison of the
PBEmBJ calculations versus more computationally expensive
HSE calculations revealed the good agreement of the two
approaches, demonstrating the efficiency and accuracy of the
former for the study of the InAsSb alloy system. Finally,
the EBS approach was used to illustrate the band structure
of some configurations exhibiting CuPt-type ordering, which
give rise to topological semimetallic phases.
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Abstract
First-principles calculations are employed for the study of the band offsets of AlxGa1−xN
alloys, taking into account their composition and atomic configuration. Specifically, the band
offsets are obtained using PBE, PBEsol, Heyd, Scuseria, and Ernzerhof (HSE), and modified
Becke–Johnson calculations, comparing the results and discussing the advantages and
disadvantages of each functional. The band alignments are performed using the branch point
energies of the materials as their common reference level. HSE calculations predict a valence
band offset of 0.9 eV between GaN and AlN. Regarding the alloys, a conduction band edge
bowing parameter of 0.55 eV and a practically zero bowing for the valence band edge is
predicted on average. The different atomic configurations affect mainly the valence band
edges, where deviations from linearity by more than 0.1 eV are observed.

Keywords: density functional theory, alloys, band offset, AlGaN
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1. Introduction

Group III-nitride semiconductors have demonstrated their
technological importance in various applications such as opto-
electronics [1, 2], power electronics [3], and photovoltaics
[4]. In particular, wurtzite AlxGa1−xN alloys, hereafter called
AlGaN for the sake of brevity, feature a wide range of band
gaps ranging from 3.4 to 6.2 eV [5] for pure GaN and
AlN, respectively, spanning the ultraviolet (UV) and deep UV
spectrum. Typical examples of applications in this spectrum
involve free space communications, identification of biochem-
ical agents, counterfeit detection, disinfection, and medical
diagnostics.

In general, a miscibility gap is observed in group III-nitride
mixed crystals in temperatures well above growth tempera-
ture [6, 7]. Specifically, phase separation has been observed
in InGaN and InAlN alloys in a wide range of compositions
[8–15], while the same has been observed in the case of BGaN

3 Author to whom any correspondence should be addressed.

and BAlN as well, where the boron incorporation is typically
less than 3% [15–18]. The spinodal decomposition occurring
in the above mentioned cases acts as a strain relief mechanism
driven by the internal strain due to the excessive lattice mis-
match caused by the presence of indium or boron. AlGaN, on
the other hand, is an exception in III–V semiconductors due to
the relatively small lattice mismatch between GaN and AlN.
The critical temperature for the appearance of the miscibility
gap in the case of the AlGaN system has been shown to be
much lower than the typical growth temperatures of this mate-
rial [15, 19]. Hence, excellent solubility is achievable for this
system at any composition.

Although pure GaN and AlN have been investigated fairly
extensively, the electronic properties of the alloys pose a
greater challenge due to the plethora of different atomic con-
figurations and their effect on the properties of the material.
Therefore, many discrepancies appear in the reported results
for wurtzite AlGaN alloys. For instance, the reported values
for the band gap bowing parameter range from −0.8 (upward
bowing) to+2.6 eV (downward bowing) [20–31], even though
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the early findings of an upward bowing have not been repro-
duced [26, 28]. Furthermore, experimentally measured values
for the valence band offset between GaN and AlN range from
0.15 to 1.4 eV [32–35], while theoretical calculations estimate
the valence band offset between 0.34 and 1.6 eV [36–47].

The technological importance of AlGaN requires the com-
prehensive investigation of the electronic properties of this
system. However, such an investigation imposes certain chal-
lenges from a theoretical point of view. Typical theoretical
approaches for the investigation of alloys include the virtual
crystal approximation (VCA) [48] and the coherent poten-
tial approximation (CPA) [49]. In the VCA, a virtual atom
is employed, for which the potential is averaged based on
the ionic weights of the atoms in the corresponding alloy,
while in the CPA the alloy is replaced by an ordered effec-
tive medium where the configurational averaged properties of
the real system are calculated using the Green’s functions for-
malism. Even though these methods are computationally inex-
pensive and have been used extensively in various systems,
both of them rely on an averaging scheme and are unable to
capture the effects of the various atomic configurations on the
properties of the alloys.

It is the aim of this work to investigate the band offsets
of the wurtzite AlGaN system over the whole composition
range, elucidating the effects of the various atomic configura-
tions by first-principles calculations. Specifically, we employ
both standard and hybrid density functional theory (DFT) [50,
51] calculations, including different commonly used func-
tionals in order to compare the results. Furthermore, a dis-
cussion is provided aiming to present the advantages and
disadvantages of each approach and develop a methodology
for the treatment of the band offsets of alloy systems by
considering their atomic configurations explicitly.

The manuscript is organized as follows. In the following
section (section 2) we describe the method and the details of
the calculations. Section 3 presents the results of our calcu-
lations, followed by a discussion on the implications of the
results and a comparison with the available data in literature
in section 4. Finally, section 5 summarizes and concludes the
manuscript.

2. Method

Both standard DFT and hybrid functional calculations were
employed using the Vienna ab-initio simulation package
(VASP) [52]. Specifically, the standard DFT approach refers to
calculations with the PBE [53, 54] and PBEsol [55] general-
ized gradient approximation (GGA) functionals. Hybrid func-
tional calculations were performed in the parameterization by
Heyd, Scuseria, and Ernzerhof (HSE) [56, 57]. Finally, the
Tran–Blaha modified Becke–Johnson (mBJ) [58, 59] meta-
GGA functional was also employed and compared to the
computationally more expensive HSE calculations.

The alloys were studied considering the exhaustive set
of wurtzite atomic configurations in supercells of up to
16 atoms generated by the ATAT code [60, 61]. A total
number of 401 distinct atomic configurations in 13 differ-
ent compositions including the binaries were employed. For

consistency purposes, Γ-centered k-point meshes with a den-
sity of at least 1000 k points per reciprocal atom were used for
all the supercells throughout the calculations. Furthermore, all
the calculations were spin polarized with an energy cutoff of
500 eV for the plane-wave basis set, while the gallium 3d elec-
trons were treated as valence electrons. The supercells were
optimized using both atomic and volume relaxations, with a
force criterion of 10−3 and 0.02 eV Å−1 for the standard DFT
and hybrid functional calculations, respectively. Specifically,
PBE, PBEsol, and HSE results correspond to structures opti-
mized with their corresponding functional, while mBJ results
correspond to structures optimized with the PBEsol functional.

Although standard DFT calculations typically underes-
timate the band gap of semiconductors significantly [62],
they remain popular due to the considerably lower compu-
tational cost compared to other approaches such as hybrid
functional or GW calculations. An improved description of the
band gap at almost the same cost as standard DFT calculations
arises from the mBJ [58, 59] meta-GGA functional, which
yields band gaps with an accuracy similar to hybrid functional
or GW calculations and in very good agreement with experi-
mental data [63, 64]. The mBJ potential by Tran and Blaha [58]
is a modification to the Becke–Johnson (BJ) [59] potential and
is given by

vmBJ
x,σ (r) = cvBR
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where vBR
x,σ (r) is the Becke–Roussel (BR) [65] potential, ρσ (r)

is the electron density, and tσ (r) is the kinetic energy density.
For c = 1 the original BJ [59] potential is recovered. Parameter
c in equation (1) is defined as

c = α+ β
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whereα and β are empirically determined parameters and Ω is
the volume of the supercell. The typical values of α = −0.012
(dimensionless) and β = 1.023 bohr1/2 are obtained by min-
imizing the mean absolute relative error for the band gap
of the solids listed in table 1 of reference [58]. In general,
the optimal value copt which yields perfect agreement with
the experimental band gaps lies in the range of 1.1–1.3 and
1.4–1.7 for small and large band gap materials [58], respec-
tively and is typically different from the self-consistent value
obtained by equation (2).

The experimental band gaps of GaN and AlN are repro-
duced with HSE calculations using a Hartree–Fock (HF)
mixing parameter of 0.28 and 0.32, respectively. Regard-
ing the alloys, a linear interpolation between the values of
0.28 and 0.32 was employed for the study of the alloys, as
described elsewhere [36]. Similar to the HSE calculations, a
single c parameter of the mBJ potential is not able to repro-
duce the band gaps of both GaN and AlN at the same time.
In the case of mBJ calculations though, there are a few differ-
ent ways to treat parameter c. First, parameter c can be deter-
mined self-consistently by the electron density as shown in
equation (2), whereα andβ are empirical parameters. An other
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way is to set parameter c to a value that reproduces the band
gap of the given material, in which case it is usually referred
to as optimal c. Finally, the last approach is to set a species-
specific ci parameter. In this case, the mBJ potential at point
r is calculated using the parameter ci belonging to the atomic
species which is nearest to the position r.

In general, the electronic properties of alloys, such as the
band gap and the band offsets, change in a non-linear fash-
ion with respect to the composition. In such cases, a quadratic
behavior is typically assumed. Therefore, a quantity Q of a
compound A1−xBx can be expressed as

Q = (1 − x)QA + xQB − bx(1 − x), (3)

where QA and QB refer to the given quantity of the pure
constituents A and B, respectively. The factor b is com-
monly called the bowing parameter of the given quantity
and determines the degree of nonlinearity. Positive values of
the bowing parameter result in convex behavior (downward
bowing), while negative values indicate concave behavior
(upward bowing). Equation (3) can be applied to the conduc-
tion and valence band edges independently, giving rise to the
bowing parameters bc and bv, respectively. Furthermore, the
total bowing parameter of the band gap can be expressed in
terms of bc and bv by the relationship bg = bc − bv. In this
work, the constituents A and B refer to pure GaN and AlN,
respectively.

Various methods for aligning the band edges of dif-
ferent materials are available through first-principles cal-
culations. Some of the most commonly used methods are
the alignment with respect to the vacuum level follow-
ing Shockley–Anderson’s electron affinity rule [66–68] and
the alignment using the heterostructure approach [69, 70].
These methods use the average electrostatic potential along a
certain direction as a reference level by employing a super-
cell of specific orientation. Moses et al [37] have shown that
the average electrostatic potential is sensitive to the stoichiom-
etry of the alloy in each layer perpendicular to the chosen
direction in which the electrostatic potential is averaged. This
finding imposes an insurmountable challenge for alloy sys-
tems, since very few atomic configurations fulfill this condi-
tion. The conditions become even more stringent in the case of
wurtzite AlGaN because non-polar directions should be used
in order to avoid polarization fields that affect the alignment.
Therefore, the above mentioned techniques are unpractical for
a comprehensive study of the band offsets in alloy systems.

A different approach which is more suitable for alloy sys-
tems is the alignment with respect to the branch point energy
of each material [71, 72]. The branch point energy or charge
neutrality level of each material is given by [71]
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1
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∑
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i
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1
NVB

NVB∑
i

εVB
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]
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where Nk refers to the total number of k points on which
the summation is performed. A number of NCB and NVB

of the lowest and uppermost conduction and valence bands,
respectively, are included in the calculation of the EBP.

Furthermore, εCB
i (k) and εVB

i (k) refer to the energy eigenval-
ues of the chosen conduction and valence bands. Since the
number of bands increases with the number of atoms in the
supercell, for consistency purposes, two conduction and four
valence bands per primitive cell were employed4 in the calcu-
lation of the branch point energy in the alloy supercells. Once
EBP is determined by equation (4), the valence band maximum
(VBM) and conduction band minimum (CBM) obtained by the
bulk calculation may be referenced to the branch point energy
as ε∗VBM = εVBM − EBP and ε∗CBM = εCBM − EBP, respectively.
As a result, the band edges of different structures can be
aligned using ε∗VBM and ε∗CBM.

At this point it is also useful to mention that not all the
401 configurations employed in this study are equally likely to
occur in reality. Furthermore, the present work does not exam-
ine the occurrence likelihood of each configuration. Instead,
the aim is to rely on a reasonably large number of configura-
tions in order to infer the possible variation of the band gaps
and band offsets of the alloys due to the atomic configuration.
A more detailed discussion about the formation energies of
these structures, and the fact that they alone are not sufficient
to provide a definite answer for the occurrence frequency of
each configuration is provided elsewhere [36].

3. Results

The band gaps were obtained using the PBE and PBEsol
GGA functionals, the HSE hybrid functional, and the mBJ
meta-GGA functional using three different approaches for
the determination of parameter c. Figure 1 shows the band
gaps obtained by the PBE, PBEsol, and HSE calculations. As
expected, the GGA functionals underestimate the band gaps
of the binaries and the alloys. Specifically, the values of 1.72
and 1.91 eV were calculated for the band gap of GaN using
PBE and PBEsol, respectively. In the case of AlN the band
gaps from PBE and PBEsol were 4.07 and 4.12 eV, respec-
tively. The minor differences between the PBE and PBEsol
results are attributed to the fact that the latter is optimized for
solid calculations and that these two GGA functionals pre-
dict slightly different lattice constants. On the other hand, the
HSE functional is able to reproduce the correct experimental
band gaps for the pure GaN and AlN using an appropriate HF
mixing parameter and, therefore, it provides a better descrip-
tion of the band gaps of the alloys. Nonetheless, standard
DFT calculations are in good qualitative agreement with the
more expensive HSE calculations, except for the systematic
underestimation of the band gap of each structure.

The mBJ calculations were performed following the three
different methods discussed earlier for the determination of
parameter c. The atomic structures were optimized using the
PBEsol functional before performing the calculation with the
mBJ potential for the determination of the band gap. In the
case of the self-consistent determination of c, its value is
obtained by equation (2) using the charge density and the

4 For instance, in the 16-atom supercell one would need four times more
valence and conduction bands compared to the primitive cell.
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Figure 1. The band gaps of the alloys obtained by HSE, PBE, and
PBEsol calculations.

default values of α and β. The values of c = 1.335 and
c = 1.297 with corresponding band gaps of 3.00 and 5.49 eV
were obtained for GaN and AlN, respectively. This is already
a significant improvement over the standard DFT approach at
only marginally higher computational cost. The band gaps of
all the atomic configurations obtained with a self-consistent
parameter c are shown as blue triangles in figure 2. These val-
ues are still smaller than the experimental data and a larger c
is necessary to achieve a better agreement.

A much better agreement between the mBJ and HSE cal-
culations is observed in the other two cases. Regarding the
case of an optimal c parameter, the values of cGaN

opt = 1.498
and cAlN

opt = 1.526 yield values of 3.44 and 6.15 eV for the
band gaps of GaN and AlN, respectively. Similar to the HSE
calculations, the value of c for the alloys was varied linearly
between the values of the binaries. The results of this approach
versus the HSE band gaps are shown as green circles in
figure 2. The last case refers to the use of a species-specific
parameter ci. A parametric study of ci was performed with
respect to the band gaps of pure GaN and AlN, revealing that
the results are mainly affected by cGa and cAl. The values of
cGa = 1.50, cAl = 1.54, and cN = 1.47 were obtained by the
best fit to the parametric study and were eventually used in
the alloy calculations. The results for the species-specific c
parameter are presented in figure 2 with purple diamonds.

The alignment of the band edges of alloys of different
compositions and atomic configurations was facilitated by
the use of their branch point energies as the common refer-
ence level. The advantage of this approach is that it does not
require the use of an interfacial supercell, whether it is with
vacuum or a different material, where various stringent con-
ditions need to be met. Instead, the bulk supercell of each
structure may be used directly. Therefore, all the different

Figure 2. The mBJ values of the band gaps obtained by a
self-consistent, optimal, and species-specific c parameter, compared
to the values obtained by HSE calculations.

atomic configurations can be investigated without exception.
Naturally, the investigation of the band offsets requires the
accurate description of the band gaps. In that respect, PBE,
PBEsol, and mBJ calculations with a self-consistent c param-
eter yield band gaps that are typically smaller than the experi-
mental data. Therefore, these calculations might not be suit-
able for the investigation of the band offsets, unless an ad
hoc correction is applied in order to account for the underesti-
mation of the band gap. Approaches such as HSE and mBJ
calculations with variable mixing parameters provide a bet-
ter description of the band gaps. Consequently, these methods
appear to be more suitable for the study of the band offsets.

The results of the band offsets obtained by HSE calcu-
lations, as well as mBJ calculations with an optimal and a
species-specific c parameter are presented in figures 3(a)–(c),
respectively. The VBM of GaN is set to zero in all cases for
convenience. The mean value and the standard deviation of the
conduction and valence band edges at each composition are
shown with diamond markers and shaded areas, respectively.
The solid lines represent the least squares fit of equation (3)
for the valence and conduction band edges separately.
In the case of the HSE calculations, shown in figure 3(a), the
valence band offset between GaN and AlN is 0.90 eV, while in
the mBJ calculations, shown in figures 3(b) and (c), the valence
band offset is 0.93 eV. The conduction band offset between
GaN and AlN is 1.81 and 1.77 eV obtained by HSE and
mBJ calculations, respectively. The mBJ results using the self-
consistent value of the c parameter yield a valence and con-
duction band offset between the binaries of 0.80 and 1.69 eV,
respectively. Consequently, a good agreement between HSE
and mBJ is observed for the band offsets of the pure binaries.
The results are listed in table 1.
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Figure 3. The band offsets of the alloys obtained by (a) HSE calculations, as well as mBJ calculations with (b) an optimal and (c) a
species-specific c parameter. The legends indicate the bowing parameter of the valence and conduction band edges. The valence band edge
of GaN is set to 0 eV for convenience.

Table 1. The band gaps for pure GaN and AlN, the valence and conduction band bowing parameters for
the alloys, and the valence (ΔEv) and conduction (ΔEc) band offsets between the binaries, obtained by
the four different functionals. The units of all the values are in eV.

mBJ
Property HSE PBE PBEsol optimal c Species-specific c Self-consistent c

EGaN
g 3.44 1.72 1.91 3.44 3.45 3.00

EAlN
g 6.15 4.07 4.12 6.15 6.15 5.49

bv +0.01 −0.02 +0.04 −0.43 −0.39 −0.28
bc +0.55 +0.58 +0.55 +0.79 +0.84 +0.75
ΔEv 0.90 0.77 0.73 0.93 0.93 0.80
ΔEc 1.81 1.58 1.48 1.77 1.77 1.69

The striking difference between the two approaches lies
in the results of the alloys. The mean values of the valence
band offsets obtained by HSE calculations yield a valence band
bowing of 0.01 eV, indicating a practically linear change of
the valence band offsets throughout the whole composition
range. The conduction band bowing parameter was 0.55 eV
according to the HSE calculations. On the other hand, mBJ
calculations yield a valence band bowing of −0.43 and
−0.39 eV for an optimal and a species-specific c parame-
ter, respectively. This negative bowing can also be seen by
the concave behavior of the valence band offsets in figures 3(b)
and (c). Furthermore, the conduction band bowings are 0.79
and 0.84 eV resulting in a total band gap bowing of 1.22 and
1.23 eV, respectively. Additionally, the mBJ calculations with
a self-consistent c parameter yield the values of −0.28 and
0.75 eV for the valence and conduction band bowing param-
eters, respectively. Apparently, the total band gap bowing
parameter obtained by the mBJ calculations is much larger
compared to the HSE calculations. This is not surprising, since
it was evident from figure 2 that even though HSE and mBJ
calculations agree on the values of the binaries, the latter
systematically underestimate the band gaps of the alloys.

It was mentioned earlier that standard DFT faces cer-
tain limitations on the description of the band offsets due
to the underestimation of the band gap. This is true when
one considers the full picture where both the band edges and
the band gaps should be described properly. However, one
might examine the alignment of the conduction and valence
band edges separately, focusing only on their correspond-
ing offsets and bowing parameters without considering the
correct value of the band gap. Figure 4 shows the band off-
sets of the alloys, obtained by the PBE and PBEsol func-
tionals. Although the band gaps are significantly smaller than
the experimental values, the results are in good agreement
with HSE calculations. Specifically, the valence band offset
between GaN and AlN obtained by PBE and PBEsol calcu-
lations is 0.77 and 0.73 eV, respectively. Also, the valence
band bowing parameter is −0.02 and 0.04 eV. Regarding the
alignment of the conduction band edges, PBE and PBEsol cal-
culations yield an offset of 1.58 and 1.48 eV between GaN
and AlN, with corresponding conduction band bowing param-
eter of 0.58 and 0.55 eV. Therefore, the bowing parameters
obtained by standard DFT calculations are in excellent agree-
ment with the ones obtained by HSE calculations. Table 1
summarizes the results.
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Figure 4. The band offsets of the alloys obtained by PBE and
PBEsol calculations. The legends indicate the bowing parameter of
the valence and conduction band edges. The valence band edge of
GaN is set to 0 eV for convenience.

A common characteristic which is captured by all the dif-
ferent calculations is the fact that the valence band edges
of the alloys exhibit larger standard deviations compared to
the conduction band edges. The variations of the valence
band edges are caused by the different atomic configura-
tions. On the other hand, the conduction band edges are less
sensitive to the various atomic configurations. This result can
be discussed on the basis of the information derived by com-
bining figures 1 and 3(a). The results presented in figure 1
indicate that the total bowing parameter takes non-negative
values. Specifically, there are structures whose band gap lies
on the straight line connecting the binaries yielding zero bow-
ing and others that indicate a total bowing parameter that
reaches large positive values. This can be explained in terms
of the results presented in figure 3(a) regarding the valence
band edges. Although a zero valence band bowing is calcu-
lated by the mean values of the valence band edges, the large
deviations allow for large positive or negative values of the
valence band bowing parameter. Hence, a large downward
deviation of the valence band edges (bv > 0) counteracts the
conduction band bowing, which is less sensitive in changes
due to the various atomic configurations, yielding a total zero
bowing for the band gap. Similarly, an upward deviation for the
valence band edges (bv < 0), further increases the total bowing
parameter of the band gap.

A closer inspection of the atomic configurations that cause
large deviations from linearity for the valence band edges
in different compositions reveals certain trends. In general,
structures where the cations are homogeneously mixed, were
found to exhibit downward deviation from linearity. On the
other hand, structures where the cations are poorly mixed,
such as superlattices, exhibited an upward deviation of their
valence band edges. This result is consistent with a previ-
ous work [36] for the AlGaN system as well, where the
alignment with respect to the vacuum level was employed to

study the band offsets between the binaries and Al0.5Ga0.5N
alloys.

4. Discussion

The main goal of this work is to employ DFT calculations
and demonstrate different approaches for the investigation
of the electronic properties of alloy systems. In this effort,
standard DFT, hybrid functional, and mBJ calculations were
performed. In the case of HSE and mBJ calculations a variable
HF mixing parameter and c parameter were utilized, respec-
tively. Therefore, it is essential to discuss the use of a variable
mixing parameter and its effects on different properties of the
material before commenting on the results of this work. The
mBJ calculations with a variable c parameter are similar to
HSE calculations in many respects, since the mBJ potential can
be viewed as a kind of hybrid potential where the amount of
exact exchange is given by c [58]. Therefore, the term mixing
parameter will be used interchangeably for both functionals in
the discussion that follows.

Although the thermodynamic properties of the AlGaN
alloys are beyond the scope of this work, it is worth men-
tioning the effects of a variable mixing parameter on these
properties for completeness. These properties rely on the
comparison of the total energies of different structures. The
mBJ functional is a potential-only functional. Therefore, the
calculations are not self-consistent with respect to the total
energy and the total energies obtained by this functional cannot
be used for the study of thermodynamic properties, regard-
less of the value of c. Instead, this functional is intended only
for the description of the electronic properties of the system.
Regarding the HSE calculations, the mixing parameter affects
the total energy and, consequently, a comparison of the total
energies of different alloys with the total energies of the pure
binaries in order to obtain their formation enthalpies would
be detrimental when a variable mixing parameter is used. A
different functional such as PBE or HSE with constant mix-
ing parameter for all the involved structures would be more
suitable in this case.

The effects of the mixing parameter on the electronic prop-
erties of the system depend on the specific property under
investigation. For instance, the band gaps are obtained as
the difference of the eigenvalues of the CBM and the VBM.
Even though the mixing parameter of both HSE and mBJ sig-
nificantly affects these eigenvalues the band gap is an inherent
property of each material and is independent of the band gap
of different structures. Therefore, an optimized mixing param-
eter may be utilized in order to describe the band gap of each
structure independently. Contrary to the band gaps, the band
offsets are given as a relative quantity among the structures.
Regardless of the method of choice for obtaining the band off-
sets, the band edges of each structure are aligned with respect
to a chosen reference level. Therefore, it is essential to exam-
ine the effect of a variable mixing parameter on the reference
level of choice in order to verify the validity of the results.

Using the Shockley–Anderson’s electron affinity rule
[66–68] the alignment occurs with respect to the vacuum
level. In a previous work [36] it was shown that a variable
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mixing parameter in HSE calculations does not affect the
reference level in the AlGaN system using this method of
alignment. Furthermore, in the heterostructure approach [69,
70] the band edges are aligned with respect to the average elec-
trostatic potential at each side of the interface between the two
materials. Alkauskas et al [70] showed that varying the mix-
ing parameter in HSE calculations only marginally affected
the reference levels and therefore a variable mixing parame-
ter was justified in the case of the heterostructure method as
well. In our case, the branch point energies of the alloys were
used as the common reference level for the alignment of their
band edges. The mixing parameter of the HSE calculations
ranges between 0.28 and 0.32. In this range, the branch point
energy of pure GaN, AlN, and the alloy structures was found
to remain practically constant versus the HF mixing parame-
ter. Specifically, the maximum deviation of the branch point
energy of each structure was less than 0.04 eV, while in most
cases the deviation was of the order of 0.02 eV. In the case
of the mBJ calculations, the c parameter was found to greatly
affect the branch point reference level by more than 0.17 eV.
Figure 5 demonstrates the effect of a variable mixing param-
eter in HSE and mBJ calculations for the case of GaN by
showing the band gap and the branch point energy in a range
of mixing parameters that were relevant for the calculations
in both schemes. The branch point energy obtained by the
smallest mixing parameter in each scheme is set to zero for
convenience.

As mentioned above, HSE calculations with a varying mix-
ing parameter maintain a constant reference level and are
suitable both for the study of band gaps and the band off-
sets. On the contrary, even though mBJ calculations improve
the description of the band gaps compared to standard DFT
calculations, the effect of a varying mixing parameter is detri-
mental since the reference level varies significantly, hence
making this functional unsuitable for the band offsets. Addi-
tionally, one of the known [73] shortcomings of the mBJ func-
tional is its limited success on the description of the effective
masses, which is directly related to the accurate determina-
tion of the energy eigenvalues in the Brillouin zone. However,
since a good description of the eigenvalues is essential for the
determination of the branch point energy, the use of the mBJ
potential is further exacerbated5.

A comparison of the calculated and experimental band
gaps and band offsets of GaN and AlN is possible due to the
uniqueness of these structures. However, in the case of alloys,
the comparison is not straightforward due to the plethora
of different atomic configurations. Therefore, other macro-
scopic indicators such as the bowing parameter should be
employed in order to facilitate a comparison with experimen-
tal data. The experimental values for the band gap bowing
parameter of the AlGaN system range from −0.8 eV to
+2.6 eV [21–31]. However, the early reports of an upward
(negative) bowing have not been reproduced [26, 28]. Figure 1

5 It is important to note that the results for the mBJ functional were not affected
by the choice of the PBEsol-relaxed structures. The results were the same
as well for the HSE-relaxed structures with appropriately optimized mixing
parameters.

Figure 5. The effect of a variable Hartree–Fock mixing (HSE) and
c (mBJ) parameter on the branch point energy of GaN. The first
branch point energy of each method is set to 0 eV for convenience.
The blue and gray boxes indicate the difference from the branch
point energy to the conduction and valence band edge, respectively.

indicates a non-negative bowing parameter supporting the
experimental results. A detailed comparison of the effect of
the different atomic configurations of the alloys on the bowing
parameter was presented in a previous work [36], where it was
shown that the PBE and HSE calculations yield the same total
bowing parameter. In the case of mBJ calculations, although
the band gaps of GaN and AlN are in excellent agreement with
experimental data, the alloys exhibit a larger bowing parameter
than HSE, as shown in figure 2.

The band offsets obtained in the present work refer to
the natural or unstrained band offsets. Therefore, the results
could be compared to results obtained by the ionization poten-
tials (IP) and electron affinities (EA) of unstrained materials.
The IP is defined as the VBM referenced to the vacuum level,
while the EA corresponds to the CBM referenced to the vac-
uum level. The experimental values of the EA of GaN range
from 2.6 to 3.5 eV [74–77]. In the case of AlN, the experimen-
tal values of the EA range from 0 to 1.9 eV [76, 78]. Therefore,
the conduction band offset between GaN and AlN ranges from
0.7 to 3.5 eV according to the experimental data. It should
be noted that the wide discrepancy of the experimental val-
ues is caused by the challenging task to accurately determine
the EA due to surface contamination and oxidation of the sam-
ples. Our results indicate a conduction band offset of 1.81 eV,
which is in reasonable agreement with the experimental data.
Furthermore, the branch point energies of GaN and AlN were
found to be 2.37 and 3.27 eV above the VBM, respectively,
according to the HSE calculations. Hence, the valence band
offset between the binaries is 0.9 eV. These results are in
excellent agreement with the results obtained by Schleife et al
[71], where they calculated branch point energies of 2.37 and
3.33 eV for GaN and AlN, respectively, yielding a valence
band offset of 0.96 eV.

Finally, it should be noted that the methods of align-
ment with respect to the vacuum level or the branch point
energy should in principle yield similar results since they both
refer to the natural band offset. Previous [36, 37] calculations
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employing the vacuum level as the reference level reported a
valence band offset between GaN and AlN of 0.40–0.46 eV.
These values are nearly half the ones reported here and else-
where [71] by the method of alignment with respect to the
branch point energies. Evidently, even though both methods
yield values that are within the range of experimental results
and are consistent with other similar calculations, there seems
to be a discrepancy. A reasonable explanation for this discrep-
ancy is not available. Nevertheless, both methods agree to the
fact that the various atomic configurations mainly affect the
valence band offsets rather than the conduction band offsets.
This may be seen in figures 3 and 4, where the standard devia-
tions of the valence band edges of each composition are much
larger compared to the conduction band edges. The deviations
arise from the different atomic configurations of the alloys.

The above mentioned effect was previously demonstrated
[36] using two different kinds of structures and only for
Al0.5Ga0.5N, due to the stringent requirements of the vac-
uum level approach regarding the atomic configurations.
The first structure was representative of atomic configura-
tions where the cations are poorly mixed, such as superlat-
tices, while the second structure represented the cases where
the cations are homogeneously mixed. It was found that in
the former case an upward deviation from linearity appears
for the valence band offsets, while a downward deviation was
observed for the latter. In this work, the chosen method for
the alignment of the band edges allows for the inclusion of all
the different structures in all compositions without exceptions.
Therefore, a much larger sample of atomic configurations
can be examined. The results obtained by the comprehensive
study among all the different structures are in excellent agree-
ment with the previously reported data. Combining the infor-
mation provided in figures 1–3, the variation of the band gaps
arises mainly by the different position of the valence band
edges. Specifically, alloys with a homogeneous distribution of
cations yield larger band gaps and a downward valence band
bowing, while the opposite applies for poorly mixed alloys,
such as superlattices.

5. Conclusion

The band offsets of AlGaN alloys were investigated employing
different levels of theory. Specifically, standard DFT, hybrid
functional and mBJ calculations were performed on all the
possible atomic configurations generated by supercells of up
to 16 atoms in order to investigate the effect of the various
atomic configurations of the alloys on their band offsets. The
band alignment relied on the branch point energies of the alloys
as their common reference level, allowing for the investigation
of all the structures at a small computational cost.

Standard DFT calculations underestimated the band gap of
the binaries and the alloys but the band gap bowing parameter
was in excellent agreement with HSE calculations. Regard-
ing the mBJ calculations, excellent agreement with the HSE
calculations was observed only for pure GaN and AlN. The
band gaps of the alloys obtained by mBJ calculations exhib-
ited smaller values compared to HSE calculations, yielding an
overall larger bowing parameter.

The valence band offset between GaN and AlN was 0.90
and 0.93 eV, obtained by HSE and mBJ calculations, respec-
tively, while PBE and PBEsol calculations predicted a value
of 0.77 and 0.73 eV. Therefore, the band offset between GaN
and AlN obtained by mBJ calculations was in better agree-
ment with HSE calculations. Nevertheless, mBJ calculations
failed to yield the same level of agreement for the alloys.
Instead, standard DFT was in excellent agreement with HSE
calculations for the valence and conduction band bowing
parameters of the alloys, regardless of the poorer description
of the band gaps. Overall, the mean values of the valence band
edges were found to change linearly versus the composition
of the alloy while a conduction band offset bowing of 0.55 eV
was calculated for the composition dependence of the conduc-
tion band edges. Nonetheless, it should be noted that a minimal
variation of the conduction band edge was observed for the
alloys, while a large spread of more than 0.2 eV was observed
in the valence band offsets due to the different atomic configu-
rations. Specifically, homogeneous mixing of the cations was
found to yield a downward deviation of the valence band off-
set from linearity, while poorly mixed configurations such as
superlattices caused an upward deviation.

Finally, we discussed the effects of a variable mixing
parameter in HSE and mBJ calculations on the electronic prop-
erties of the materials. Such practice is certainly beneficial
for the description of the band gaps but might be detrimental
for the band offsets. Thus, the impact of the variable mixing
parameter on the reference level used for the band alignment
should always be carefully examined. The mBJ calculations
were found to be unsuitable for the study of the band offsets
of the alloys since the reference level of the band edges was
inconsistent versus a variable c parameter. On the contrary,
HSE calculations were found suitable both for the description
of the band gaps and the band offsets.
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Theoretical investigations of carrier transport in type-II superlattice detectors have been mostly
limited to simplified semiclassical treatments, due to the computational challenges posed by quan-
tum kinetic approaches. For example, interband tunneling in broken-gap configurations calls for a
multiband description of the electronic structure, and spatially indirect optical transitions in su-
perlattice absorbers require fully nonlocal carrier-photon self-energies. Moreover, a large number
of iterations is needed to achieve self-consistency between Green’s functions and self-energies in the
presence of strongly localized states not directly accessible from the contacts. We demonstrate an
accurate, yet computationally feasible non-equilibrium Green’s function model of superlattice de-
tectors by formulating the kinetic equations in terms of problem-matched maximally localized basis
functions, numerically generated from few modes representing the main conductive channels of the
nanostructure. The contribution of all the remaining modes is folded in an additional self-energy to
ensure current conservation. Inspection of spatially- and energetically-resolved single particle prop-
erties offers insight into the complex nature of carrier transport in type-II superlattice detectors,
and the connection to semiclassical approaches enables the interpretation of mobility experiments.

I. INTRODUCTION

The nearly lattice-matched 6.1 Å semiconductor fam-
ily, which includes GaSb, AlSb, InAs and their related
compounds, offers a viable alternative to the state-of-the-
art infrared imaging technology based on bulk HgCdTe,
see Ref. 1 for a comparative study. The tunability of the
detection wavelength over most of the technologically-
relevant infrared spectrum, the possibility of even real-
izing different energy-band alignments, from type-I to
type-II broken-gap (misaligned, or type III) superlat-
tices, the band structure flexibility in controlling con-
duction and valence band edges independently through
adjustment of the constituent layer compositions and/or
thicknesses, have led to the development of new device
concepts and architectures with potentially suppressed
Auger generation rates, lower dark currents and conse-
quently higher operating temperature.[1] Whether this
technology will reach its potential depends on technolog-
ical parameters such as Shockley-Read-Hall (SRH) life-
times, but also on the understanding of the underlying
physics. Theoretical investigations based on simple band-
structure arguments have not been conclusive, probably
because carrier transport in type-II superlattices (T2SLs)
is not quite fitting a single picture, but rather involves the
combination and possibly the transition between differ-
ent mechanisms, from miniband (coherent) transport, to

∗ francesco.bertazzi@polito.it

(incoherent) sequential tunneling, or even Wannier-Stark
hopping, depending on built-in and/or applied fields. A
self-consistent description of carrier transport and opti-
cal absorption in T2SLs can be obtained by a quantum-
kinetic framework based on a non-equilibrium Green’s
function (NEGF) approach. The present implementation
includes acoustic scattering in the equipartition approx-
imation, inelastic polar optical scattering, and carrier-
photon scattering,[2–4] described by fully nonlocal self-
energies computed in the self-consistent Born approxima-
tion (SCBA).[5]

The electronic structure of T2SLs has been described
using a variety of theoretical approaches such as the
empirical tight-binding method,[6] the empirical pseu-
dopotential method,[7] and multiband k·p models within
the envelope function approximation.[8–10] With the in-
clusion of the first conduction band, heavy-hole, light-
hole, and spin-orbit split-off bands, the multiband 8× 8
k·p model seems a good compromise between accuracy
and computational efficiency. The non-locality of the
carrier-photon interaction, the slow convergence of the
self-consistent calculation of Green’s functions and self-
energies in the presence of strong confinement,[11] and
the large number of unknowns needed for spatial res-
olution in realistic devices, can easily lead to a stag-
gering computational effort. Moving to a mode space
basis [12, 13] is particularly advantageous in the anal-
ysis of supercell superlattice detectors such as graded-
gap M-, W-structure, complementary barrier detectors
with superlattice absorbers surrounded by electron- and
hole-blocking unipolar barriers (CBIRDs), and interband
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cascade IR photodetectors, in which the transport of
the photogenerated carriers is mediated by few discrete
states, possibly forming a miniband, rather than through
the coupling to the continuum spectrum of the bulk
layers embedding the active region of buried junction
detectors.[14]

II. THEORY

Consider a system evolving under the Hamiltonian op-
erator

Ĥ = Ĥ + Ĥep + Ĥeγ , (1)

where Ĥ is the exactly-solvable part of the super-
lattice Hamiltonian that contains the lattice and the
electrostatic potential, and Ĥep, Ĥeγ are the many-
body components that include carrier-phonon and
carrier-photon interactions, respectively. Carrier-carrier
interactions are included at the Hartree level through
coupling to Poisson’s equation. Electron-electron inter-
actions beyond the mean-field approximation may be
considered by explicit inclusion of dynamical screen-
ing through the GW formalism.[15, 16] In general,
electron-electron scattering may change the intraband
carrier dynamics by setting up a heated Maxwellian
distribution, redistributing the electron population

between subbands.[17] For example, in hot-carrier solar
cells, electron-electron scattering is responsible for the
fast photocarrier escape from the confined absorber
states to the extended quasi-continuum states via
thermionic emission.[16] The effect was observed at
high incident optical power densities, corresponding to
photon fluxes greater than 1019 photons/cm2/s.[18] Since
IR detectors operate at low injection levels, with photon
fluxes below 1014 photons/cm2/s in the long wavelength
infrared (LWIR) spectral range (the final photon flux
incident on the IR detector depends on many quantities
including, temperature of the target and spectral black
body curve, spectral band and accompanying atmo-
spheric transmission, f -number of the objective, and
transmission through the optics),[19] we don’t expect
electron-electron scattering to play a significant role. As
for the optical properties, the excitonic enhancement of
interband transitions (electron-hole interaction) is also
negligible, since the excitonic binding energy is small
(∼ 2 meV).[9]

A. Real-space analysis

The starting point is the eight-band Pidgeon-Brown or
Enders k · p Hamiltonian [20]

Hk·p(K ) =



Eg +Ac(k
2
x + k2y + k2z) iPkx iPky iPkz

−iPkx Lk2x +M(k2y + k2z)−∆/3 Nkxky − i∆/3 kxN+kz + kzN−kx
−iPky Nkxky + i∆/3 Lk2y +M(k2x + k2z)−∆/3 kyN+kz + kzN−ky
−iPkz kzN+kx + kxN−kz kzN+ky + kyN−kz Lk2z +M(k2x + k2y)−∆/3

0 0 0 0
0 0 0 −∆/3
0 0 0 −i∆/3
0 ∆/3 i∆/3 0

0 0 0 0
0 0 0 ∆/3
0 0 0 −i∆/3
0 −∆/3 i∆/3 0

Eg +Ac(k
2
x + k2y + k2z) iPkx iPky iPkz

−iPkx Lk2x +M(k2y + k2z)−∆/3 Nkxky + i∆/3 kxN+kz + kzN−kx
−iPky Nkxky − i∆/3 Lk2y +M(k2x + k2z)−∆/3 kyN+kz + kzN−ky
−iPkz kzN+kx + kxN−kz kzN+ky + kyN−kz Lk2z +M(k2x + k2y)−∆/3


,

(2)

written in the zone-center basis

S ↑, X ↑, Y ↑, Z ↑, S ↓, X ↓, Y ↓, Z ↓, (3)

where K = (kx, ky, kz) (in the following, upper-case let-
ters are for three-dimensional wavevectors and positions),
Eg is the fundamental gap of the unstrained material, ∆

is the spin-orbit splitting, P is the interband momentum
matrix element, the renormalized parameters Ac, L, M ,
and N are obtained from the conduction band effective
mass m∗c and the modified Luttinger parameters in which
the remote contribution of the conduction band has been



3

subtracted[21]

Ac =
~2

2m∗c
− 2P 2

3Eg
− P 2

3(Eg + ∆)
(4)

L = − ~2

2m0
(γ1 + 4γ2) (5)

M = − ~2

2m0
(γ1 − 2γ2) (6)

N = − ~2

2m0
6γ3. (7)

In principle, k·p parameters can be derived from full-
Brillouin-zone band structure calculations,[22] but here
we adopt the semi-empirical parameter set reported
in Ref. 9 and 10, with band offsets and bowing pa-
rameters from Ref. 23. InAs and GaSb are almost
lattice-matched, while InAs/InAsSb SLs require strain-
balancing techniques.[24] Strain was included in the k · p
Hamiltonian (2) as described in Ref. 20. In the atomic
basis (3), the spin-orbit part of the Hamiltonian is nondi-
agonal, but Burt-Foreman operator ordering can be more
easily defined.[21, 25] According to operator ordering, the
Kane parameter N is split into two asymmetric parts
N = N+ + N−, with N− = M − ~2/(2m0). The split-
ting is shown only for the matrix elements of (2) that are
linear in kz, assuming z as the only symmetry-broken
direction. Moving to the atomic-like basis set defined in
Refs. 26 and 27, within the axial approximation, the bulk
Hamiltonian block-diagonalizes with respect to the spin
components, i.e., the 8× 8 Hamiltonian decouples in two
4× 4 blocks, and the energy dispersion becomes isotropic
in the transverse wavevector, which simplifies the numer-
ical integration of the self-energies. Rewriting the bulk
k · p Hamiltonian as [28]

Hk·p(K ) = H2(k)k2z +H1(k)kz +H0(k), (8)

where k is the transverse component of K , and replac-
ing kz with the corresponding operator −i∂z, gives the
differential Hamiltonian operator

Hk·p(k , z) = −∂zH2(k , z)∂z +H1L(k , z)∂z

+∂zH1R(k , z) +H0(k , z). (9)

In the envelope function approximation, the nanostruc-
ture wavefunction includes a plane wave in the transverse
direction, the zone-center Bloch functions ua(R) listed
in (3), and the slowly-varying envelopes ζkα(z) that de-
scribe how the lattice-periodic functions are mixed to-
gether at every position in the symmetry-broken direc-
tion z

ψkα(R) =
1√
A
eik ·r ua(R) ζkα(z), (10)

where r represents the translational invariant directions
(x, y), R = (r , z), α = (a, i) is a compound index com-
bining indices a for band and i for space, and A is the
normalization area. Expanding the envelope functions in

first-order Lagrange polynomials, the finite-element pro-
cedure gives the steady-state Dyson and Keldysh equa-
tions in full matrix notation[2, 3, 29]

[
EM −H(k)− ΣR(k , E)

]
GR(k , E) = I (11a)

G≶(k , E) = GR(k , E)Σ≶(k , E)GA(k , E), (11b)

in which a contravariant representation is used for
Green’s functions and a covariant representation for self-
energies, the two representations being related by the
overlap matrix M . Σ = ΣB+Σeγ+Σep includes both the
boundary and the scattering self-energies.[3] The bound-

ary self-energies Σ
R≶
B reflecting the openness of system

are obtained from the complex band structure of the
reservoirs.[30]
The vibrational properties of antimonide-based SLs
are quite complex and still almost unexplored. The
InAs/GaSb system has the broken-gap type-II electronic
band alignment and overlapping optical phonon spectra
of the two constituents,[31, 32] while the InAs/InAsSb
system has staggered type-II electronic band alignment
and staggered overlapping optical phonon spectra,[33]
which produces in both cases a wealth of possible phonon
modes, including bulk-like (confined in one of the two
constituents or extended in both), and interface phonon
modes. The interaction with bulk-like modes is usually
reduced in short-period SLs, but this reduction is bal-
anced by the increasing contribution of interface modes,
[34] whose properties critically depend on technological
details such as interfacial bonding, compositional mod-
ulation, and alloy disorder.[35] Considering the uncer-
tainties in the phonon spectra (as-grown SLs may sig-
nificantly differ from design intentions),[35] we assume
electrons interacting with bulk phonon modes. We will
revisit this approximation in a future work. Coupling to
acoustic and polar optical phonons is considered within
the deformation potential and the Fröhlich formalism, re-

spectively, by means of fully nonlocal self-energies Σ
R≶
ep

computed in the self-consistent Born approximation[2]

[
Σ≶

ep(k , E)
]
αβ

=
∑
Q

|UQ|2eiqz(zi−zj)

[
M
(
NQG

≶(k − q , E ∓ ~ωQ) +

(NQ + 1)G≶(k − q , E ± ~ωQ)
)
M
]
αβ
, (12)

where α = (a, i) and β = (b, j). Phonon occupation
numbers NQ in the (3D) phonon wavevectors Q = (q , qz)
are computed according to Bose-Einstein statistics. Hot
phonons effects are negligible, since background doping
and photogenerated carrier concentrations in IR SL ab-
sorbers are too small to drive the phonon population out
of equilibrium by polar optical emission.[36] Neglecting
the principal part, which just leads to energy renormal-
ization, the retarded component of the self-energy reads
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[37] [
ΣRep(k , E)

]
αβ

=
∑
Q

|UQ|2eiqz(zi−zj)

[
M
(
NQG

R(k − q , E + ~ωQ)+

(NQ + 1)GR(k − q , E − ~ωQ)

+
1

2
G<(k − q , E − ~ωQ)− 1

2
G<(k − q , E + ~ωQ)

)
M
]
αβ
.

(13)

According to deformation-potential scattering theory, the
scattering strength UQ due to the interaction with acous-
tic modes is described by

UQ =

√
~D2

a

2V ρul
Q, (14)

where ul is the longitudinal sound velocity in the mate-
rial, Da = 8 eV is the deformation potential,[38, Chap-
ter 5] ρ is the semiconductor mass density, and V is the
normalization volume. Unless specified, material param-
eters are from Ref. 39. Assuming a dispersion-less lon-
gitudinal optical phonon with energy ~ωLO = 30 meV,
Fröhlich theory of polar optical scattering gives the in-
teraction strength

UQ =

√
e2~ωLO

2V

(
1

ε∞
− 1

εs

)
Q

Q2 + q20
, (15)

where εs and ε∞ are the static and optical dielectric con-
stants of the material, and q0 is the inverse of the Debye-
Hückel screening length (10 nm in all the simulations be-
low). The electron-photon self-energy components read
in full matrix notation[37, 40, 41]

Σ≶
eγ(k , E) =

∑
λQ

Mγ(k , λ)[NλQG
≶(k , E ∓ ~ωλQ)+

(NλQ + 1)G≶(k , E ± ~ωλQ)]Mγ(k , λ),

(16a)

ΣReγ(k , E) =
∑
λQ

Mγ(k , λ)[NλQG
R(k , E + ~ωλQ)+

(NλQ + 1)GR(k , E − ~ωλQ) +
1

2
G<(k , E − ~ωλQ)

−1

2
G<(k , E + ~ωλQ)]Mγ(k , λ)

(16b)

with

Mγ
αβ(k , λ) =

e

m0

√
~

2ε0V ωγ
[ελQ · pαβ(k)] (17)

where ελQ is the light polarization of the photon in mode

λ and wavevector Q , and the interband momentum ma-
trix element is[42]

p
αβ

(k) =
m0

~
∇KHαβ(K ). (18)

For a monochromatic illumination of energy ~ωγ and
light intensity Jγ , we replace NλQ with the number of

photons Nγ = φωγV /c̃, corresponding to the incoming
flux φωγ = Jγ/(~ωγ) of photons with energy ~ωγ and
velocity c̃.

B. Mode-space analysis

Inspired by the spectral decomposition of the Green’s
function, [43] the main idea behind mode space ap-
proaches is to transform the kinetic equations from the
original real space basis to a more convenient one defined
by few basis functions, which should be as close as pos-
sible to the eigenstates of the nanostructure. A possible
set of problem-matched basis functions can be obtained
by selecting the eigenstates of the noninteracting Hamil-
tonian Ĥ0 (i.e., without boundary and scattering self-
energies) with energies in a given energy range, represent-
ing all the relevant conduction channels of the nanode-
vice. In this representation, the number of basis functions
required for a given accuracy should be much less than
in the original space, reducing the computational effort
significantly. Reduced-order models are usually limited
to the coherent limit, since the extension to the dissipa-
tive case requires the scattering self-energies to be com-
puted directly in the reduced subspace. An efficient im-
plementation of scattering in mode space is based on the
use of localized basis functions obtained by diagonalizing
the position operator in the new representation.[44] For
field-periodic structures, e.g., quantum cascade lasers,
this procedure leads to the definition of maximally lo-
calized Wannier functions.[45, 46] Since every localized
basis function is associated with the corresponding eigen-
position, the scattering self-energies can be discretized
directly in mode space, by just replacing the node co-
ordinates of the mesh with these eigenpositions. The
effectiveness of any mode space approach obviously de-
pends on the number of basis functions needed to accu-
rately represent the self-energies, but a simple projection
scheme violates current conservation, even in the coher-
ent limit, due to the incomplete representation of the
boundary self-energies.[44]

In order to reduce the number of basis functions while
still satisfying conservation rules, we propose a partition-
ing technique in which the eigenstates of the nanostruc-
ture are divided in two sets, a near set including the
selected basis functions, and a remote set including all
the other eigenstates. Current conservation is recovered
by folding the influence of the remote modes in an addi-
tional self-energy, which is equivalent to the Hamiltonian-
folding procedure commonly employed in real space to
include the influence of the semi-infinite contacts with-
out actually including them in the simulation domain.[4]
More in detail, the numerical generation of problem-
matched basis functions proceeds as follows. The gen-
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eralized eigenvalue problem

H0ψi = EiMψi (19)

formulated in a finite-element overlapping basis is trans-
formed by means of Löwdin symmetric orthogonalization
to a standard eigenvalue problem with symmetrically or-
thogonalized functions, closest in the least square sense
to the original nonorthogonal functions, thus eliminating
the need for different contravariant and covariant repre-
sentations for Green’s functions and self-energies

M−1/2H0M
−1/2ψi = Eiψi. (20)

The solutions of (20) are classified as near or remote ac-
cording to the proximity of their respective eigenvalue Ei
to some value E0 lying in the middle of the energy range
considered. The position operator is then diagonalized in
the near and remote representations to obtain maximally
localized basis functions

Z̃αiψ
ML
αi = zαiψ

ML
αi , (21)

with Z̃α = T †αM
−1/2 ZM−1/2Tα, where Z is the finite-

element representation of the position operator, and
Tα = {ψαi}

nα
i=1 is the transformation matrix whose

columns are the near (α=n) or remote (α= r) modes.
Having defined the transformation matrix P = {Pn, Pr},
with Pα = {ψML

αi }
nα
i=1, the Dyson an Keldysh equations

for retarded and lesser components read in the complete
(near plus remote) space[

Ã(k)− Σ̃R(k , E)
]
G̃R(k , E) = I (22a)

G̃<(k , E) = G̃R(k , E)Σ̃<(k , E)G̃A(k , E), (22b)

where Ã = EI − H̃, and Green’s functions and self-
energies are given by

Σ̃ =P †T †M−1/2 ΣM−1/2TP (23a)

G̃ =P †T †M1/2GM1/2TP. (23b)

Folding the influence of the remote states, the final form
of the kinetic equations reads in block matrix notation[

Ãnn − Σ̃Rnn − Σ̂Rnn

]
G̃Rnn = Inn (24a)

G̃<nn = G̃Rnn

[
Σ̃<nn + Σ̂<nn

]
G̃Ann, (24b)

in which we have defined an additional self-energy Σ̂
representing the contribution of the remote modes to the
coherent solution (the parametric dependence on trans-
verse wavevector and energy has been dropped for clar-
ity):

Σ̂Rnn = Ãnr g̃
R
rrÃrn (25a)

Σ̂<nn = −Σ̃B<nr g̃
A
rrÃ
∗
rn − Ãnr g̃RrrΣ̃B<rn + Ãnrg̃

<
rrÃ
∗
rn,
(25b)

with g̃Rrr = Ã−1rr , and g̃<rr = g̃Rrr Σ̃B<rr g̃Arr. From this point
forward, the NEGF algorithm proceeds as usual, with the
scattering self-energies computed directly in mode space,
i.e., we replace in (12) and (13) node coordinates with the
eigenpositions zni .[44] Once self-consistency is achieved
between Green’s functions and self-energies, the scatter-
ing self-energies are transformed back to real space, and
the Dyson and Keldysh equations are solved in real space
to obtain the relevant one-particle properties.

The self-consistent solution of (24) may take a large
number of iterations to converge in the presence of
strongly localized states outside the spectral supports
of the contacts.[11] This limitation is not related to the
mode space representation but it is intrinsic to the SCBA
algorithm, which includes higher-order diagrams at each
iteration, regardless whether they are current-conserving
or not.[47] In fact, the slow convergence of the SCBA
inspired the concept of the lowest order approximation
(LOA), which is based on the idea to collect only current-
conserving diagrams at each scattering order. Several an-
alytic continuation techniques were applied to the LOA
series in order to reconstruct physical observables, prov-
ing that current conserving self-energies are not neces-
sarily obtained through a self-consistent scheme.[48–52]
These alternative approaches to the SCBA are compat-
ible with mode space approaches, but they will not be
treated here.
In addition to convergence issues, the SCBA is for-
mally valid only in the weak coupling limit. Due to
the computational complexity of Hedin’s equations for
the inclusion of vertex corrections,[53] the validity of the
SCBA is seldom, if ever, discussed. One notable ex-
ception is a NEGF study of inelastic electronic trans-
port in molecular devices, in which, depending on the
initial conditions, the SCBA was shown to give multi-
ple self-consistent solutions beyond a critical coupling
electron-phonon strength.[54] Part of the reason why
it is difficult to assess the limitations of the SCBA is
that the numerical instabilities disappear if the Hartree
part of the electron-phonon self-energy is neglected, as
in most NEGF studies (including this work) of carrier
transport in semiconductor nanostrutures. The applica-
bility of Fermi golden rule to III-nitrides despite their
strong electron-phonon coupling,[55] makes us confident
in the validity of the SCBA in T2SLs, even in the pres-
ence of nearly dispersionless holes in the growth direc-
tion, due to the weakly ionic nature of the 6.1 Å material
system and the strong anisotropy of the hole electronic
structure.[56, 57]

III. RESULTS

The accuracy of the proposed approach and its ap-
plicability to complex T2SL-based architectures is dis-
cussed in Section III A. Interband cascade IR photode-
tector (ICIPs) achieve high-temperature and high-speed
operation by employing a discrete absorber architec-
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FIG. 1. Local density of states of one stage of a mid-
wavelength infrared (MWIR) interband cascade photodetec-
tor shown for k = 0 (color maps). The arrows indicate the
direction of the electron and hole flow: the electron-hole pairs
photogenerated in the superlattice absorber diffuse along the
respective minibands, the electrons towards the hole barrier,
where they relax by polar optical transitions down a Wannier-
Stark ladder, until they reach the electron barrier, whereupon
they tunnel into the valence miniband of the adjacent stage.

ture, each single absorber interposed between quantum-
engineered electron and hole barriers to form a series
of interband cascade stages. At high temperatures, the
diffusion length is typically shorter than the absorption
depth of the IR radiation. While the total thickness of
the cascade can be comparable or even longer than the
diffusion length, the photogenerated electrons travel only
over one stage, which is significantly shorter than the
diffusion length, before they recombine with the holes
in the next stage. The structure considered here in-
cludes enhanced barriers, designed to suppress intraband-
tunneling current between stages, and p-doped type-II
InAs/GaSb superlattice absorbers.[58] Encompassing all
the possible carrier transport mechanisms, including in-
terband tunneling, ICIPs represent a good candidate for
the accuracy assessment of the proposed mode space ap-
proach. Section III B focuses on the nature of carrier
transport in LWIR SLs, and on the role of disorder.
The connection to semiclassical approaches is made for
the InAs0.97Sb0.03/InAs0.55Sb0.45 SL investigated exper-
imentally in Ref. 59.

A. Accuracy assessment: ICIPs

Fig. 1 shows the local density of states of the ICIP un-
der consideration. The hole and electron barriers also
serve as electron-relaxation and interband-tunneling re-
gions, respectively. The electron-relaxation region is de-
signed to facilitate the transport of photogenerated car-

riers from the conduction miniband of one stage to the
valence miniband of the next,[60]. For simplicity, the
structure is considered in flat-band conditions, as the in-
clusion of space-charge effects will not affect the assess-
ment of the proposed approach.[61]

Fig. 2 (a) shows the spectral photocurrent in one stage
of an ICIP illuminated by monochromatic light. In
the original real space representation, the device is dis-
cretized with a grid spacing of 0.5 nm, resulting, within
our multiband k ·p framework, in nt = 1160 finite-
element basis functions, while mode-space calculations
are performed with nn = 250 maximally localized basis
functions, i.e., the matrix rank is reduced to approxi-
mately 22% of the original space. The continuous stripes
in the current spectrum in the absorber region are indica-
tive of miniband transport of the photogenerated elec-
trons mediated by the extended states of the superlattice,
while the staircase behavior in the relaxation layer is the
signature of sequential tunneling. The interband tunnel-
ing through the type-II broken gap and finally the recom-
bination with the holes of the next stage is also clearly
visible. Upon convergence, the total energy-integrated
current (black solid line) is approximately conserved over
the whole device region, which is a very stringent test for
any NEGF model. Residual fluctuations in the coher-
ent current shown in panel Fig. 2 (a) (black solid line)
may be traced back to the incompleteness of the basis.
Neglecting the contribution of the remote modes results
in severe violation of current conservation (black dot-
ted line). Since the self-energies are additive, one can
separate their contribution to the total current (this is
an approximation, of course, because Green’s functions
determine self-energies and viceversa).[62] The radiative
generation spectrum in Fig. 2 (b) shows the photogener-
ation of carriers in the superlattice absorber, and, un-
expectedly, free carrier absorption in the valence band
of the electron barrier. The generation current obtained
from the integration of the local generation rate[63] (solid
line) is equal to the total current in Fig. 2 (a), as ex-
pected in the case of complete carrier extraction. A com-
prehensive simulation of type-II SLs requires the inclu-
sion of defect-mediated nonradiative recombination pro-
cesses, which determine the extraction efficiency. Re-
cently, a conserving SRH self-energy model fully compat-
ible with the rigorous treatment of electron-photon and
electron-phonon scattering within the NEGF formalism
was proposed by Aeberhard.[64] Fig. 2 (c) shows the spec-
tral scattering current (color maps) associated to the cou-
pling with polar optical phonons. The phonon-assisted
cascade of the (minority) electrons from the conduction
miniband of the superlattice absorber across the graded
superlattice (relaxation region) is clearly visible.

Encoding the contribution of the remote modes in
the self-energy (25) improves significantly the conver-
gence with respect to conventional projection-based ap-
proaches. Due to memory limitations of our parallel
OpenMP implementation, a convergence analysis with
respect to the partition of the modes in near and remote
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FIG. 2. (a) Spatially resolved photocurrent spectrum under a monochromatic illumination of 1 W/m2 with Eγ = 0.3 eV
(color maps). The corresponding energy-integrated current (black solid line, right axis) is approximately conserved, save for
small oscillations due to the incompleteness of the basis set. Blue and red lines indicate electron and hole contributions,
respectively. A position-dependent energy threshold was defined according to the local density of states to separate electron
and hole contributions (solid blue and red lines, respectively). Current conservation is clearly violated if the contribution of the
remote modes is neglected (black dotted line). (b) Spatially resolved radiative generation spectrum (color maps). (c) Spectral
scattering current due to coupling to polar optical phonons,[53] showing the relaxation of the carriers (positive/negative values,
i.e., in/out-scattering of electrons, have a gradient from white to blue/red).
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FIG. 3. Standard deviation of the photocurrent fluctuations
normalized with respect to the mean spatial average, as a
function of nn/nt, with and without the contribution of the
remote modes.

sets is practicable only for the InAs/GaSb absorber, see
Fig. 3. Convergence is better assessed on current den-
sities, which are more sensitive to model-order reduc-
tion than other single-particle properties such as carrier
densities. The speedup in computation time is close to
(nn/nt)

3, as (25) is evaluated only once at the begin-
ning of the self-consistent cycle (a computational com-
plexity analysis of mode space approaches is presented in

Ref. 44).

B. Connection to semiclassical approaches and
experiments: LWIR T2SLs

We now turn our attention to the interpretation of the
NEGF results from a semiclassical perspective. As a gen-
uine quantum transport model, NEGF provides a com-
prehensive tool for the analysis of type-II SL photodetec-
tors, with transport and generation-recombination pro-
cesses encoded in energy- and momentum-dependent
scattering self-energies. Nevertheless, it is interesting and
useful to explore the connection between NEGF models
and semiclassical approaches successfully applied to bulk
MCT devices. Macroscopic quantities such as carrier mo-
bilities and lifetimes are admittedly not germane to the
NEGF formalism, but they represent critical ingredients
needed in quantum-corrected drift-diffusion (DD) models
[65]. A notable example is landscape localization theory,
in which coherent processes such as localization and tun-
neling effects are included by means of an effective poten-
tial derived from a (non-autonomous) Schroedinger-like
equation, while dissipative processes have to be described
by appropriate mobilities.[66, 67] A mobility study could
also be the starting point to develop fractional DD ap-
proaches, which may offer a unified description of car-
rier transport in disordered SLs, accounting for mem-
ory effects associated to trapping mechanisms, along the
lines of recent investigations on anomalous (non-Fickian)
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FIG. 4. k ·p subband structure of the SL considered in
Ref. 59, consisting in the alternating sequence of 10.26 nm
InAs0.97Sb0.03 and 1.89 nm InAs0.55Sb0.45, plotted versus
wavevectors along the in-plane (left panel) and growth direc-
tion (right panel). The in-plane dispersion for kz = 0 is shown
in black, while the blue curves are for equally spaced values
of kz up to the mini-Brillouin-zone boundary π/d (d is the
SL period). Bowing parameters of the Luttinger parameters
were computed as in Ref. 23.

transport in disordered organic semiconductors.[68]
Different techniques were proposed to extract the mo-

bility from quantum transport simulations. A disper-
sive, time-dependent diffusion coefficient was obtained
from Monte Carlo simulations of AlAs/GaAs disor-
dered SLs.[69] An “apparent” position-dependent mo-
bility was proposed in a study of diffusive transport
in fully-depleted silicon-on-insulator transistors, bridging
the gap between a Scharfetter-Gummel DD and NEGF
models.[70] An efficient method to extract an effective
mobility from NEGF and Kubo-Greenwood calculations,
while minimizing contact resistance contamination and
channel length misestimates, was discussed in the con-
text of thin silicon films.[71] In the context of type-II
SLs, electron and hole mobilities may be computed from
vn,p = µn,pF , where F is the electric field and vn,p are
the carrier velocities

vn,p =

〈
Jn,p
ρn,p

〉
(26)

obtained from the NEGF carrier densities ρn,p and cur-
rent densities Jn,p.

The electronic structure computed with periodic
boundary conditions[26] is shown in Fig. 4. The cut-
off wavelength was found to be 11.8µm, close to
the experimental value of 12.5µm extracted from low-
temperature photoluminescence spectra.[59] The local
density of states shown in Fig.5 reveals that the con-
duction minibands width ∆ is larger than the gaps be-

tween them, while for the highest valence miniband, ∆
is smaller than 1 meV (this value was obtained directly
from the dispersion of the band structure along kz, and so
it does not include homogenous or inhomogeneous broad-
ening). The difference in ∆, which in part is due to the
relatively low conduction band offsets in InAs/InAsSb
SLs, has a profound effect on the electron and hole trans-
port properties. Although the spatially resolved spec-
tral current in both n- and p-type SLs looks similar for
small electric fields, see the continuous stripes crossing
the band diagrams in Fig. 5, the nature of carrier trans-
port for electrons and holes is very different. A closer in-
spection of the current components reveals that electron
transport is mainly a coherent process through extended
Bloch states at low fields, which can be expressed by the
familiar Landauer-Büttiker formula

Icoherent =
e

~
Tr{ΓB1 GRΓB2 G

A}(f1 − f2), (27)

where ΓB1,2 are the broadening functions of the two con-
tacts. On the other hand, hole transport is entirely non-
coherent even in the low field limit, meaning that the
holes, strongly localized in the weakly-coupled InAsSb
QWs, can move across the miniband only if assisted by
scattering mechanisms such as carrier-phonon interac-
tions to (Icoherent is negligible compared to the scattering
current).

Fig. 6 shows the electron and hole drift velocities as a
function of the electric field at T = 200 K. The veloci-
ties are almost linear for low fields, confirming that the
structure is long enough to reach the ohmic drift veloc-
ity regime. The critical field at which the electron drift
velocity peaks is approximately 4 kV/cm, which corre-
sponds to a potential drop per period eFd = 5 meV. From
a semiclassical perspective, beyond this critical field, the
electrons experience unscattered Bloch oscillations in the
mini-Brillouin zone, which do not contribute to the net
current. For higher fields, the Bloch oscillations should
eventually lead to the breaking of the miniband into a
ladder of Wannier-Stark (WS) levels, and carrier trans-
port is best described by hopping between the states of
the WS ladder rather than by miniband transport. How-
ever, due to the large width of the electron minibands and
their relative small separation in energy, this condition
is never reached. For higher fields, the electron veloc-
ity increases again because coherent tunneling between
minibands (interminiband transport) becomes possible.

In n-type LWIR T2SLs, a low hole velocity and there-
fore a low collection efficiency is expected from the large
band-edge hole effective mass in the growth direction,
and perhaps for this reason, most LWIR detectors have
been based on p-type absorbers; the experimental ev-
idence that hole mobility in T2SLs is not as poor as
expected was explained with the anisotropy and non-
parabolicity of the valence band away from the band
edge.[56] Our calculations indicate that the hole velocity,
although approximately one order of magnitude smaller
than the electron velocity, is significantly higher than ex-
pected. Esaki-Tsu theory[72] of superlattice transport in
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FIG. 5. Local density of states shown for k = 0, computed for the ordered (a) and disordered SL (c). The applied electric
field is F = 0.1 kV/cm. The first valence miniband (the sharp red peaks in the LDOS) is strongly localized in both energy and
space; energy alignments are severely disrupted by the disorder, while the wider conduction minibands are not visibly affected,
suggesting that hole transport is likely to be more sensitive to disorder. This is confirmed by the spatially-resolved current
spectrum shown in the ordered (b) and disordered (d) structure. The energy-integrated current drops by approximately one
order of magnitude in the presence of geometrical fluctuations at T = 200 K.
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FIG. 6. Electron (left axis, dashed blue curve) and hole (right
axis, solid red curve) velocity as a function of the applied
electric field (lower axis) and of the potential drop per period
eFd (upper axis), at T = 200 K.

terms of Bloch oscillations fails for such a narrow mini-
band, as eFd � ∆ for any realistic field F . Hole trans-
port is always dissipative. The spectral scattering rates
indicate that near the flatband condition, the holes move
across the superlattice by hopping up and down the mini-
band, emitting and absorbing polar optical phonons. At
higher fields, a WS ladder is clearly visible and electron
hopping in the valence band is mostly a downhill process

governed by the spontaneous emission of phonons.[73]

The velocity-field curves in Fig. 6 were computed for
an ideal SL, but the very concept of miniband becomes
questionable when ∆ becomes very small, due to crystal
imperfections and other departures from ideality. Experi-
mental investigations of vertical hole transport in type-II
antimonide-based SLs provide a clear indication of the
presence of hopping mechanisms between trap states,
with hole transport characteristics similar to those seen
in amorphous semiconductors displaying Anderson local-
ization. Olson et al. estimated the hole mobility by mea-
suring minority carrier lifetimes and the fraction of in-
jected holes that diffuse in the T2SL base region of a
bipolar transistor; different slopes in the Arrhenius plot
of the hole mobility were attributed by the authors to
distinct transport regimes, from miniband transport of
thermally activated carriers, to a regime dominated by
hopping within defect states above the miniband mobility
edge.[59] In a SL, the disorder may originate from crystal
defects, interface roughness, compositional and thickness
fluctuations of the layers. In order to investigate carrier
transport in disordered SLs, we have added/subtracted
randomly one ML to each layer, breaking the transla-
tional symmetry along the growth axis. The effect of
the disorder is particularly evident for the hole mini-
band, which appears to be severely disrupted, see the
local density of states shown in Fig. 5c, and the spectral
current densities in Fig. 5d. And in fact, the hole cur-
rent at T = 200 K is reduced by one order of magnitude
with respect to the ordered structure, while the electron
current is nearly unaffected at the same temperature.
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FIG. 7. Electron (left axis, dashed blue curve) and hole (right
axis, solid red curve) mobility of the disordered SL as a func-
tion of inverse temperature, computed for an electric field of
0.1 kV/cm.

Fig. 7 shows the electron and hole low-field mobility
(at F = 0.1 kV/cm) of the disordered SL as a func-
tion of inverse temperature. The electron mobility µn
shows the conventional phonon-limited temperature de-
pendence above 80 K, in which carrier-phonon scattering
slows down the electron velocity, which is typical of mini-
band conduction. At lower temperatures, the energy-
resolved current density becomes spectrally narrower, in-
volving mainly the less extended states near the bottom
of the conduction miniband, which results in a slight
decrease of µn. On the other hand, the hole mobility
is thermally activated in the whole temperature range.
The calculated hole mobilities are smaller than the ex-
perimental results obtained by Olson, especially at higher
temperatures, probably because the disorder is applied to
the whole SL, irrespectively of the lateral degree of free-
dom. In general, in a SL sample of macroscopic size, the
well/barrier thicknesses may fluctuate in the layer plane,
meaning that fully localized states along the growth axis
may coexist with miniband states sufficiently extended to

allow transport, so that percolative transport along high
conduction paths may even conceal the presence of lo-
calized states from mobility experiments. The activation
energy estimated from our calculations Ea = 17.1 meV
is very close the one reported in Ref. 59 for region 3
(Ea = 16 meV), in which transport was considered to
be dominated by hopping between localized states near
the mobility edge, in the exponential tail of the valence
miniband.

IV. CONCLUSION

Scaled on cluster architectures, the mode space ap-
proach, corrected to include the effect of the remote
bands, is an enabling tool towards the simulation of re-
alistic T2SL photodetectors. While it is difficult to com-
bine the two pictures at opposite ends of the possible
transport mechanisms – miniband transport and hop-
ping regime – in a semiclassical theory that is valid at
all fields and temperatures, the NEGF approach seam-
lessly describes situations in which the main ingredients,
e.g., miniband widths, localization effects due to elec-
tric fields, geometrical and compositional fluctuations,
and scattering-induced broadening determine a smooth
transition between transport regimes. This is the most
probable scenario in the realm of IR SL detectors.
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[3] U. Aeberhard, A Microscopic Theory of Quantum Well
Photovoltaics, Ph.D. thesis, Eidgenössische Technische
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genössische Technische Hochschule Zürich (2009).
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Abstract—This work presents the activities of the Center for
Semiconductor Modelling in the area of infrared imaging devices.
We outline a methodology that enables the study of large scale
infrared detector arrays to quantify their optical and electrical
performance. Furthermore, we present an approach to investigate
the quantum mechanical transport properties of superlattice
based detectors that are an emerging technology with potential
applications both in commercial and defense system.

I. INTRODUCTION

Electronics and optoelectronics devices based on semi-
conductor materials play a crucial role for a variety of ap-
plications and in systems currently employed in commercial
and defense areas. While the development of silicon elec-
tronics has reached a high level of sophistication, enabled
by well developed and accurate simulation tools, for other
semiconductor material systems the situation is significantly
less mature. These advanced simulation tools are necessary to
gain insight into new physical phenomena and exploit novel
electronic, photonic and spintronic materials to enhance device
functionalities and performance. Furthermore, these simulation
programs have become invaluable instruments to probe future
directions for materials and device development. Emerging
software tools rely on the availability of modern computer
hardware that, with its flexibility and power, has made it pos-
sible to tackle complex numerical simulation problems. Many
applications, for example those in the electro-optical area, em-
ploy semiconductor materials for which simulation and design
tools are much less developed and the technology associated
to device fabrication is less understood. The development
of computationally efficient and truly multi-scale simulation
methodologies would lead to a unprecedented understanding
of materials and devices’ properties and ultimately be valuable
approach to mitigate technology development risks.

Bajaj and co-authors [1] have pointed out that a novel
approach is necessary to improve the ability of the science
and technology community to develop novel semiconductor
devices and transition into specific system applications. They
emphasized that the timely technology transition with minimal
risk requires an understanding of fundamental and technology
limitations of material synthesis, device operation and design
controllable parameters. For low volume niche semiconductor
technologies, industry alone cannot justify these investments
simply because there is no significant return on investment. To

Fig. 1. Overview of modeling steps. Input and output of individual
steps include, but are not limited to (a) FDTD structured tensor mesh,
(b) optical generation rate saved onto FDTD mesh, (c) FEM unstruc-
tured mixed element mesh, (d) optical generation rate interpolated
from FDTD mesh onto FEM mesh and (e) hole current density.

address this challenge, the Computational Electronics Group
at Boston University and a team from the Army Research
Laboratory have established the Center for Semiconductor
Modeling (CSM). The CSM will focus on the theory, sim-
ulation and the experimental validation of the models.

II. MODELING APPROACHES

Modeling of large format infrared (IR) detectors arrays for
a variety of spectral ranges presents challenges at different
scales [2], [3]. Of particular importance is the study of arrays
of pixel detectors that are representative of an entire imaging
device. This is becoming more and more important due to the
effort to reduce pixel size and increase resolution. Modeling
of large format IR detectors presents challenges at different
scales. A detailed knowledge of the electronic structure of
the material is needed to determine the radiative and non-
radiative recombination rates. A realistic description of the
device geometry at the pixel and array level is necessary to
assess manufacturing issues. All these inputs play an important
role in physical device modeling of IR detector arrays. The
procedure to simulate the arrays that we have developed is
outlined in Fig. 1 [4]–[6]. The electromagnetic response is
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obtained by a finite difference time domain (FDTD) analysis
on a structured tensor mesh (Figure 1a) that is created based
on the optical properties of the materials being used. Unlike
the structured tensor mesh, the finite element mesh (Figure 1c)
consists of triangular prisms of varying dimensions. Solving
Maxwell’s equations at every node in the mesh at each point
in time yields the absorbed power density and the optical
generation rate, shown in Fig. 1b, is calculated in each pixel
of the array, as well as the total reflectance when the array
is illuminated with planewaves. Alternatively, the array can
instead be illuminated with a Gaussian beam to compute the
optical crosstalk by integrating the optical generation rate in
each pixel of the array. Subsequently, the electrical analysis
is performed using the FEM to solve the drift-diffusion equa-
tions. This requires solving self-consistently the electron and
hole continuity equations coupled with Poisson’s equation. The
optical generation terms in the electron and hole continuity
equations are included by interpolating the optical generation
rate evaluated from the FDTD simulations onto the finite
element mesh (Fig. 1d). The FEM simulations yield quantities
such as the hole current density (Fig. 1e) and currents at the
contacts from which the quantum efficiency (QE), crosstalk
and modulation transfer function (MTF) can be calculated
(Fig. 1 (bottom center box)). This approach has been applied
to the stude of a variety of IR detector arrays architectures
based on a number of semiconductor material systems.

A. Quantum Mechanical Transport Models of SLS Infrared
Detectors

The CSM is currently focusing on the performance im-
provement of IR detectors based on strained layer superlattices
(SLSs)[7], [8]. Their optimization requires novel approaches to
studying the carrier transport in these quantum structures. Our
hierarchical model of carrier transport and optical processes
in nanostructured materials includes a nonequilibrium Green’s
function (NEGF), a quasi-3D drift-diffusion code based on
an axisymmetric FEM basis functions coupled to a Poisson-
Schrödinger solver to account for quantum confinement, a heat
transfer model, and rate equations connecting carriers with
different dimensionalities (inspired by NEGF simulations) and
a density matrix tool for the calculation of the material gain.

The hierarchical approach implemented in the simulation
tools consist of two self-consistency loops, one that connects
the Green’s functions to the self-energies and, a second one
provides the update of the Hartree potential from the solu-
tion of Poisson’s equation. The boundary self-energies are
computed exactly (eigenvalue technique) from the fluctuation-
dissipation theorem. The scattering self-energies are com-
puted in the self-consistent Born approximation. We explicitly
include acoustic scattering in the equipartition approxima-
tion, inelastic polar optical scattering carrier-photon scattering
,ionized impurity scattering, and carrier-carrier interactions
included at the Hartree level through coupling to Poisson’s
equation. Using this newly developed simulation code we have
performed a preliminary studies of the carrier transport in type-
II InAs/GaSb superlattices (T2SLs). We have have employed

Fig. 2. Band diagram (left panel) of a nine-period InAs/GaSb superlattice, the
corresponding subband dispersion (center panel) as a function of the transverse
wavevector k, computed with periodic boundary conditions, and calculated
electrons, hole and total current (right panel).

our rigorous 8-band k·p model for zincblende crystals which
includes the correct operator ordering to ensure numerical
stability. With this tool, we have obtained preliminary results
of carrier transport in type-II InAs/GaSb superlattice absorbers
illuminated with monochromatic light. Figure 2 shows the
extraction of carriers photogenerated and transported by the
states of a five-period superlattice. The subband diagram
indicates a cut-off wavelength of 5.6µm. Upon convergence,
the total current (electron + hole) is approximately conserved
in the central region of the device.

The CSM is also developing a number of parallel collabo-
rative projects aimed at the validation of the simulation tools.
Among these, the measurement of vertical transport properties
of carriers in strained layer superlattices and the investigation
of noise and non-uniformity in dense detector arrays.

This work was supported by the ARL Center for Semi-
conductor Modelling under contract W911NF-18-2-0027,
managed by Dr. M. Reed. Computational resource were
provided by the DURIP Award W911NF1910161 to Dr. E.
Bellotti.
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