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ABSTRACT

Principles of THz Generation, Chapter 2 in "Semiconductor Terahertz Technology: Devices and Systems at Room-
Temperature Operation"

Report Title

The THz frequency range (100 GHz-10 THz) is situated between microwaves and infrared optics.

For a long time, it was called the “THz gap”, since there were no efficient sources and detectors

available in contrast to the neighbouring microwave and optical domains. In the mean time, a

multitude of means to generate THz radiation has been developed in order to close this gap. For

highest THz power levels, i.e. tens of Watt level average power and tens of J level pulse energies, factory hall sized 
free electron lasers and synchrotrons have been constructed. A heavily

accelerated, relativistic electron beam is guided into an undulator, a structure where the electron is

deflected back and forth by alternating magnetic fields. The acceleration of the relativistic electrons

perpendicular to their main direction of propagation results in dipole radiation along the

propagation axis. In free electron lasers, the undulator is usually situated inside a THz cavity,

The cavity field acts back on the electron beam, resulting in microbunching, i.e. dicing the electron

beam into packets. Constructive interference of all electron packets occurs, resulting in a laser-like

behaviour.
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to appear in Semiconductor Terahertz Technology: Devices and Systems for Room Temperature Operation, 

ed. by G. Carpintero, L.E. Garcia Munoz, H.H. Hartnagel, and S. Preu (John Wiley & Sons, Ltd., Chichester, 

PO19 8SQ, England) 

2.1. Overview 

The THz frequency range (100 GHz-10 THz) is situated between microwaves and infrared optics. 

For a long time, it was called the “THz gap”, since there were no efficient sources and detectors 

available in contrast to the neighbouring microwave and optical domains. In the mean time, a 

multitude of means to generate THz radiation has been developed in order to close this gap. For 

highest THz power levels, i.e. tens of Watt level average power and tens of J level pulse energies 

[1]-[3], factory hall sized free electron lasers and synchrotrons have been constructed. A heavily 

accelerated, relativistic electron beam is guided into an undulator, a structure where the electron is 

deflected back  and forth by alternating magnetic fields. The acceleration of the relativistic electrons 

perpendicular to their main direction of propagation results in dipole radiation along the 

propagation axis. In free electron lasers, the undulator is usually situated inside a THz cavity [4],[5]. 

The cavity field acts back on the electron beam, resulting in microbunching, i.e. dicing the electron 

beam into packets. Constructive interference of all electron packets occurs, resulting in a laser-like 

behaviour.  

Another source is the backward wave oscillator (BWO). It could be considered as the small brother 

of a synchrotron. It consists of a vacuum tube that houses an electron source, a Wien filter and a 

slow wave circuit (instead of an undulator). At resonance, a wave is built up in the slow wave 

circuit that propagates in the opposite direction of the electron beam, hence the name “backward 

wave” oscillator. In contrast to FELs, BWOs are table top sources. They provide power levels in the 

ange of mW (at 1 THz) to 100 mW (at ~100 GHz)  [6].  

True THz lasers are gas lasers, p-Germanium (p-Ge) lasers and quantum cascade lasers. Gas lasers 

use polar molecules as laser medium. The rotation spectra of basically all polar molecules 

(methanol, e.g.) are situated in the THz range and therefore suited as THz laser levels. The gas cell, 

set up within a THz cavity, is usually pumped with an infra-red laser, in most cases a CO2 laser [7]. 



2 
 

Only the THz wavelength that is in resonance with the cavity is amplified. Average power levels in 

the mW range can easily be achieved with record continuous-wave (CW) levels above 1 W [8]. 

However, the frequency is limited to the molecule-specific resonance frequencies. The p-Ge laser 

consists of p-type Germanium mounted in a crossed E and B-field. The laser transistions are either 

transitions from light to heavy hole valence subbands or transitions between cyclotron resonances 

[9],[10]. The laser cavity is the crystal itself or an external cavity [11]. So far, p-Ge lasers have to 

be operated in a cryogenic environment. Quantum cascade lasers (QCL) consist of a superlattice of 

quantum wells which is electrically biased [12]. Each superlattice period consists of several 

quantum wells of different width and barrier thickness. The upper and lower laser levels are 

extended over several suitably designed wells. Strong coupling through a narrow barrier allows for 

filling the upper laser level. In order to achieve population inversion, fast depletion of the lower 

level is ensured by resonant LO phonon assisted transitions to lower states and strong coupling to 

the neighboring “ground state” through a narrow barrier. This ground state represents the injector 

for the next period of the “quantum cascade” structure, which comprises of the order of N  100 

periods. Ideally, a single electron produces a THz photon for each sequence in the cascade. As the 

spontaneous radiative transitions between upper and lower laser level are competing with by orders 

of magnitude more efficient non-radiating phonon-assisted transitions, the dark current density in 

QCLs is high. With sophisticated design, it has become possible to achieve very high THz photon 

densities in high-Q laser cavities, such that ultimately the stimulated laser transitions largely 

outnumber the nonradiative processes. Although the threshold currents are high, the quantum 

efficiency above threshold becomes high and CW power levels in the tens of mW are available in 

the upper part of the THz range [13]. However, the tunability is limited by the linewidth of the THz 

resonator (usually the QCL chip itself), and it is very challenging to operate a QCL below 1 THz 

[14]. Both p-Ge lasers and QCLs require cryogenic operation. This often hinders commercial 

applications. 

Another very important optical method of THz generation is non-linear frequency conversion [15]. 

Many materials show non-linear components of the electric susceptibility, The polarization, P(t), 

of a crystal caused by incident light with field strength E(t) is given by 

...))(())(()()( 3)3(2)2()1(

0 tEtEtEtP , (2.1) 

where E(t) is the sum of all incident electric fields. The order of magnitude of the non-linear 

components (i.e. n
with n>1) strongly depends on the crystallographic structure of the material. 

For THz generation, the second order non-linearity, 2
, is most commonly used. For two incident 

lasers that slightly differ in frequency, this term contains a component of the difference frequency. 

P(t) then oscillates and emits photons at the difference frequency that can easily be chosen to be in 

the THz range. Since P
(2)

(t)~(E(t))
2
, high fields are required for efficient generation. Therefore, 

mostly pulsed laser sources are used, with a few CW examples also demonstrated. It also works for 

a single to few THz cycle pulses, since the pulses contain a broad frequency spectrum. The optical 

laser signal and the THz signal have to co-propagate through some length, l~0.5 mm, of the non-

linear crystal. The THz refractive index and the optical refractive index have to be matched in order 

to assure propagation at the same speed of light (“phase-matching”). Due to the Manley-Rowe 

criterion (simply speaking, one pair of optical photons can only generate one THz photon), 2  THz 

generation is very inefficient the further the THz frequency and the optical frequencies are apart (if 



3 
 

secondary photons are recycled, however, efficiencies above the Manley-Rowe limit are possible). 

Typical power efficiency values for THz generation with NIR lasers are in the range of 10
-5

 [15]. 

However, high available power of state of the art pulsed laser systems, high THz peak power (50 

kW in ref. [16]), the large frequency coverage, and room temperature operation make non-linear 

THz generation very attractive for a large share of applications.  

A detailed description of all these approaches is beyond the scope of this book. This chapter will 

therefore focus only on THz generation by photomixing and by electronic means.  

Much alike non-linear THz generation, photomixers down-convert optical photons to THz photons. 

In contrast to polarization of a crystal, where a pair of optical photons generates one THz photon, a 

pair of optical photons generates one electron-hole pair in a semiconductor. Each electron-hole pair 

can emit many THz photons. Therefore, THz generation via photogeneated electron hole pairs is 

typically much more efficient than non-linear generation, particularly at the lower end of the THz 

spectrum. This approach works well at room temperature and under ambient conditions, and offers 

an extremely large tuning range. These sources can be operated with a single few cycle pulsed laser 

(broadband operation), two pulsed lasers with pulse widths much longer than the inverse THz 

frequency (quasi-continuous-wave operation), and in the continuous-wave (CW) mode (requiring 

two CW lasers). They are very versatile and are used in a manifold of applications. In this chapter, 

we will develop the theoretical framework, the limitations, and provide various realizations of 

photomixers.  

In the second part of this chapter, we will discuss the fundamentals of electronic generation of THz 

radiation in Section 2.5. This includes electronic high frequency oscillators such as negative 

resistance devices (resonant tunnelling diodes, and Esaki diodes) and electronic up-conversion of 

microwave radiation to the THz domain using Schottky diodes and hetero-barrier varactors. Since 

microwave circuits offer high power levels and high efficiencies, electronic THz generation is very 

successful and offers a large amount of applications. Such applications range from astronomic 

applications on satellites to table-top applications in the laboratory. 

2.2. THz Generation by Photomixers and Photoconductors 

2.2.1. Principle of Operation  

For simplicity, we start with continuous-wave (CW) or quasi-continuous-wave photomixing. The 

formalisms are simpler to understand since all equations have to be derived for a single THz 

frequency only. However, most results will be valid and applicable for pulsed operation as well. A 

photomixer consists of a semiconductor that is excited with a pair of lasers with powers P1 and P2, 

and frequencies 2/2,1 THz , i.e. they differ in frequency by the THz frequency. The 

frequency of the lasers must be sufficiently high in order to generate electron-hole pairs in the 

semiconductor by absorption, that is hEG /2,1 , where EG is the band gap energy of the 

semiconductor (EG = 1.42 eV for GaAs, e.g.) and h is the Planck constant. The lasers with electric 

field strengths 10,1 ~ PE  and 20,2 ~ PE , are heterodyned, resulting in a total optical field strength 

of 

ititi THzTHz eEeEtEtEtE )2/(

0,2

)2/(

0,121 )()()(


, (2.2) 
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where i=2 i are angular frequencies, and  is the relative phase. The optical intensity is  

)cos(2)(~)( 0,20,1

2

0,2

2

0,1

2

tEEEEtEtI THzL





, (2.3) 

as illustrated in Fig.2.1 a and b. Expressing eq. (2.3) in terms of power yields 

),cos(cos2)( 2121 tPPPPtP THzL
 (2.4) 

where  is the angle between the electric fields (polarizations) of the lasers. An ideal semiconductor 

device (i.e. all light is absorbed, no losses) will generate a photocurrent  

),cos(cos2
)()(

)(
2121 t

h

PPe

h

PPe

h

teP
tI THz

Lid

Ph  (2.5) 

with a DC component of hPPeI id

DC /)( 21  and an AC amplitude of hPPeI id

THz /cos2 21
. 

The AC current is maximized for P1=P2=PL=1/2Ptot and  

 

Fig.2.1: Schematic of the photomixing process. a) Two lasers are heterodyned; b) Resulting electric field. c) Resulting 

power modulation with a beat node at the difference frequency; d) The heterodyned lasers are focused on a photomixer. 

It is connected to an antenna to radiate the THz signal. A silicon lens assists to couple out the THz beam to free space. 

=0, i.e. the two lasers have identical power and polarization, yielding idid

DCtot

id

THz IIhePI / , 

where Ptot=2PL is the total laser power. The total current reads  

)].cos(1[)( tItI THz

idid

Ph  (2.6) 

The AC current is usually fed into some kind of antenna with radiation resistance RA and an (ideal) 

THz power of 

2

2
2

2

1

2

1
totA

id

THzATHz P
h

e
RIRP  (2.7) 

is radiated. 
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To summarize, two lasers beams that differ in frequency by the THz frequency are absorbed by a 

semiconductor device. The device produces an AC current at the difference frequency of the lasers, 

namely the THz frequency. This current is fed into an antenna for THz emission. On a first glance, 

this seems to be a complicated scheme. However, the photomixing concept has several outstanding 

advantages:  

 It is very simple to tune a laser by 1 THz (see Chapter 7 for details). For 1550 nm (800 nm) lasers, 

this corresponds to a wavelength offset of 8 nm (2.2 nm). Most lasers are tunable by several nm to 

tens of nm, so photomixers are inherently tunable over an extremely wide range. This is 

particularly important for spectroscopic applications.  

 The linewidth of the THz radiation from a CW photomixer is determined by the linewidth of the 

lasers. Typical values are a few MHz to a few tens of MHz. This is sufficient for most 

applications. Long cavity lasers can offer linewidths in the 100 kHz range. For obtaining even 

narrower linewidths, it is also possible to stabilize the lasers [17]. 

 The interaction length of the laser beam with the semiconductor is short compared to the THz 

wavelength. In contrast to non-linear mixing, there are no phase matching problems.  

 Most importantly, photomixers can be operated at room temperature, but are not limited to that.   

For pulsed operation, the device absorbs a single, short optical pulse. By using some kind of 

radiating structure, such as an antenna, the photocurrent yields THz radiation. The emitted THz 

field is proportional to the first time derivative of the photocurrent, 

t

tI
tE Ph

THz

)(
~)(  (2.8)  

 

In order to obtain the frequency spectrum of the emitted signal, the THz field has to be Fourier 

transformed, yielding 

)(
)(

~)( Ph

Ph

THz Ii
t

tI
FTE , (2.9) 

where IPh( ) is the spectrum of the photocurrent. In the ideal case, the photocurrent spectrum is 

proportional to the optical pulse spectrum. According to the Fourier theorem, the spectral width, 

, is inversely proportional to the temporal width (current pulse duration),  i.e. 5.0 . 

Therefore, the optical pulse duration must be (much) shorter than the period of the maximum THz 

frequency to be obtained. In contrast to the CW case, the relation between photocurrent and optical 

power is more complicated: The photocurrent density at time t of a carrier density generated at time 

t’ is given by )'(v)'()',( tttenttjPh , with the carrier velocity v(t-t’). When an optical photon is 

absorbed close to the band edge, it generates an electron-hole pair that is at rest. The carriers are 

subsequently accelerated for instance by an applied DC bias. Thus, not only the carrier 

concentration (generation rate )(~/)( tPttn L ) but also the carrier velocity is time dependent. The 

THz pulse is thus temporally broader than the optical pulse and depends on the details of the carrier 

transport in the semiconductor. These broadening mechanisms will be discussed in the next section.  
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2.2.2 Basic Concepts and Design Rules    

There exist two kinds of photomixers: p-i-n diode based mixers and photoconductive mixers. In 

order to develop the limiting factors of photomixers at high THz frequencies, we will start with p-i-

n diodes and discuss photoconductive mixers subsequently. 

2.2.2.1 P-i-n diode based photomixers 

At DC and at low and intermediate RF frequencies, p-i-n diodes are implemented to generate 

photocurrent from incident light. For instance, p-i-n diodes are used in solar cells and also as 

receivers in communication electronics, where they act as optical to RF converters. A p-i-n diode 

consists of a p-doped semiconductor, followed by an intrinsic (undoped) part (i) and an n-doped 

semiconductor. For moderately n/p-doped samples, an electric field of strength iGi dEE / builds 

up in the intrinsic layer of length di, where EG is the band gap of the semiconductor. Electron-hole 

pairs generated in the i-region are efficiently separated by the built-in field. In order to suppress 

slow contributions due to diffusion of photogenerated electrons, from the field-free p-layer into the 

i-layer and the corresponding contributions due to holes generated in the field-free n-layer, the band 

gap of the doping layers is increased to energies exceeding the photon energy, by adding aluminum 

to GaAs or to In0.53Ga0.47As, e.g.. These “double-hetero” (DH) p-i-n diodes with carrier generation 

restricted to the i-region (see Fig. 2.1) can also be used at THz frequencies. Although each absorbed 

photon fully contributes an elementary charge e to the photocurrent, there are several mechanisms 

that limit the efficiency of the device. First, the semiconductor surface will reflect some of the laser 

power. This reflection (R) can be minimized by an anti-reflection coating. Second, not all optical 

power is absorbed within the i-layer. A real device has a finite absorption length (typically 1 µm) 

for an absorption coefficient  in the range of 10
4
 cm

-1
. In particular, typical materials used for 800 

nm (GaAs) and 1550 nm (In0.53Ga0.47As), exhibit an absorbance (55%)%67)exp(1 idA  

for a 1 µm absorption length and an absorption coefficient (close to the band edge) of 1.1x10
4
 cm

-1
 

(0.8x10
4
 cm

-1
) . The 

 

Fig. 2.2: Double hetero p-i-n diode structure as used in RF electronics or solar cells. The vertical arrows indicate the 

photon energy, h . Optically generated holes move towards the p-contact, electrons to the n-contact. Due to the larger 

band gap, absorption in the contact layers is not possible. 

reduction of both the AC and DC photocurrent with respect to the ideal photocurrent is summarized 

in the external quantum efficiency, 
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)]exp(1[)1( i

I

ext dR . (2.10) 

Since the THz power is proportional to the square of the photocurrent, the external THz quantum 

efficiency is 

22 )]exp(1[)1( iext dR . (2.11) 

At high frequencies, two further effects reduce the AC current amplitude: Any electronic device has 

a certain capacitance. In the case of a p-i-n diode, the capacitance is simply that of a plate capacitor 

with a plate spacing of di, the intrinsic layer thickness: 

i

rpin
d

A
C 0

, (2.12) 

where A is the cross section of the diode. This capacitance is parallel to the radiation resistance, RA, 

of the antenna as illustrated in Fig. 2.3. At high frequencies, the antenna is shorted by the 

capacitance, reducing the power delivered to the antenna according to 

2)2(1

1

THzpinA

RC
CR

. (2.13) 

This roll-off is called the RC roll-off. At high frequencies, the THz power decreases as 2 , the 3 

dB frequency (i.e. the frequency where the THz power is reduced by a factor of two) is 
1

3 )2( pinA

RC

dB CR .  

Another roll-off is attributed to the carrier transport inside the diode. Carriers that are generated at 

different times cause displacement currents while being transported to the respective n- or p-

contact. These currents interfere. We will discuss two extreme cases

 

Fig. 2.3: Simplified equivalent circuit of a THz emitter. The device capacitance, Cdev=Cpin is parallel to the radiation 

resistance of the antenna, RA. Real devices may further feature a finite conductance parallel to the current source. 

of diodes, namely a diode with a strongly confined absorption region and a diode with 

homogeneous absorption along the intrinsic layer. For a diode where a narrow absorption region is 

confined close to the p-contact, hole contributions are negligible since they remain stationary, and 

only electrons are transported. For simplicity, we assume for now that electrons are instantaneously 

accelerated to the saturation velocity, vsat, and then transported at that constant velocity. This is a 

reasonable approximation for diodes operated at high transport fields. More realistic cases will be 

treated later. The displacement current is 

')',(
1

)(
0

tr

dtItI
tr

, (2.14) 
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where tr =vsat/di is the transport time of the carriers and }1)]'({cos[)',( tItI id  is 

according to eq. (2.6)  the current at time t that has been generated at time '. Integration yields 

,
2

sinc
2

cos1)( trtrid tItI  (2.15) 

where sinc x = (sin x)/x. The AC current amplitude is thus reduced by sinc( tr/2), whereas the DC 

amplitude remains the same. The 3 dB frequency of the THz power, PTHz~I², is given by 

5.02/sinc2

tr . This yields a 3 dB frequency of tr

tr

dB /44.03 . The reduction of the THz 

power with increasing frequency due to the transport of the carriers is called transit-time roll-off. 

At higher frequencies, the THz power rolls off quickly. The nodes are attributed to our simplifying 

assumptions of identical carrier velocity and the same transit-time for all carriers. This is, of course, 

an unrealistic case for real diodes. The envelope function of the roll-off can be estimated by  

0.1 1

0.01

0.1

1

 

 

T
H

z
 p

o
w

e
r,
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o
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a

liz
e

d

Frequency (THz)

 b) Eq. [2.16]

 a) UTC p-i-n

a)

b)

a)

 

Fig. 2.4: (a) Approximate roll-off according to eq. (2.16). (b) THz power vs. frequency for a more realistic diode with a 

narrow absorption region close to the p-contact where carriers are quickly accelerated to the saturation velocity, vsat, and 

then transported across the intrinsic layer with vsat as calculated in ref. [18]. The nodes are due to neglecting the 

required acceleration period of the carriers and due to the narrow absorption region.  Below the 3 dB frequency, eq. 

[2.16] reproduces the roll-off well. Above, the envelope shows the same power law dependence. The exact frequency 

dependence, however, depend on the details of the carrier transport [18]. 

2)2(1

1

THztr

tr
. (2.16) 

This envelope is illustrated in Fig. 2.4. A saturation velocity of ~10
7
 cm/s (GaAs) and a transport 

length of 300 nm yield a 3 dB frequency of only 147 GHz. The THz power at higher frequencies 

will be strongly reduced. The envelope function decreases as 2  , similar to the RC roll-off. 

Obviously, the 3 dB frequency must be increased for efficient devices. One way would be to reduce 

the transport length. According to eq. (2.12), however, this increases the capacitance and therefore 

increases the effect of the RC roll-off. Our example of di = 300 nm yields for a fairly small device 

of 8 x 8 m², an antenna with a radiation resistance of 70 , and r = 13 an RC 3 dB frequency of 

only 93 GHz. Such a device is already strongly RC-limited at THz frequencies and thicker  intrinsic 
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layers are required, opposing the transit-time limitation. Reducing the device cross section may be 

an alternative. In this case, the power density within the device will increase for a given optical 

power, which, in turn, limits the maximum current due to thermal and electrical issues. Since the 

THz power is proportional to the square of the photocurrent, smaller cross sections strongly reduce 

the maximum THz power. Thermal limitation will be discussed in detail in Section 2.3.1 of this 

chapter. 

The transit-time performance can be improved without affecting the RC-time by optimizing the 

charge carrier transport within the diode. If the (average) velocity of the carriers can be increased, 

the same intrinsic layer length results in shorter transit-times and, hence, higher transit-time 3 dB 

frequencies. This requires a closer look on high-field transport in semiconductors on a short-time 

scale. In Fig. 2.5 a), the band structure of GaAs, a typical semiconductor with “direct band gap” at 

the -point, E , is shown. Apart from the -valley there are additional minima in the conduction 

band at the L-and the X-points of the Brillouin zone. As they are higher in energy by several 100 

meV, the L- and X-valleys are normally not occupied by electrons and, hence, don’t contribute to 

transport. The absorption of photons with energy h  larger than the band gap Eg results in the 

generation of electrons in the -valley, (and of holes at the top of the corresponding valence bands). 

Due to the very small effective mass (meff=0.067m0 for GaAs, e.g.) the accelation a of electrons by 

electric fields F, a = eF/m , is very efficient. For electrons at the bottom of the -valley, there exist 

no efficient mechanisms for scattering.  

  

Fig. 2.5: Bandstructure GaAs (a) vs Silicon (b) 

Therefore, they are “quasi-ballistically” accelerated, i.e. their velocity increases with time according 

to t
m

eE
atv

*
. This quasi-ballistic motion persists until the electrons reach the energy of the side 

valley, E L. Here, extremely efficient intervalley phonon scattering from the - into the L- side 

valley sets in. The effective masses in these valleys (reflecting the much smaller curvature of the 

band near the respective conduction band minima) is much larger. Further, very efficient phonon 

scattering between various side valleys randomizes their direction of motion, limiting the (average) 

drift velocity to the nearly field-independent saturation velocity vsat  10
7
cm/s. Particularly InGaAs-

based devices benefit from ballistic effects since the inter-valley energy of InGaAs of E L = 0.46eV 

[19],[20],[21] is more than 50% higher than that of GaAs (E L= 0.29 eV [19],[21],[22]) and the 

effective mass in the -valley is smaller (meff = 0.04 m0). For InGaAs, the maximum ballistic 
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velocity, vbal  2x10
8
cm/s (  10

8
cm/s in GaAs) is about ten times higher than the saturation 

velocity, vsat. Results of Monte-Carlo simulations of the transient velocity v(t) of an ensemble of 

electrons generated at t = 0 for InGaAs are depicted in Fig. 2.6 for different electric fields. With 

increasing field, the “velocity overshoot” approaches the maximum ballistic velocity. The left panel 

of Fig. 2.6 (b), depicting the distance covered by an electron within the time t, is particularly 

instructive. At a field of 20 kV/cm the electron travels over a distance of about 250 nm within less 

than 300 fs. At a field of 40 kV/cm the ballistic transport turns into propagation with saturation 

velocity already at about 150 fs and it takes several ps (!) before the electron will have covered the 

same distance of 250 nm. With increasing field the situation becomes even worse. 

 

Fig. 2.6: a)  Illustration of the electron transport in InGaAs (energy axis not to scale); in region I the electrons are 

accelerated with a=eE/m*. In region II, the electrons have surpassed a kinetic energy of ELO. LO phonon emission 

results in a somewhat reduced acceleration of the electrons. III: The electrons reached the inter valley energy E L. 

Scattering in one of the 6 equivalent L-valleys strongly reduces the average velocity of the electron ensemble. b) 

Monte-Carlo simulation of the covered distance and the electron velocity for InGaAs for electric field strengths form 1 

to 160 kV/cm. The regions I-III are indicated for the accelerating field of 10 kV/cm.  

In semiconductors with an indirect band gap, like silicon (Si), the bandstructure in momentum space 

is illustrated in Fig. 2.5 b). X valleys are situated at the bandgap energy above the top of the valence 

bands, whereas the -valley is found at higher energies. Therefore, the electrons always occupy 

these valleys, exhibiting a rather large effective mass, high scattering rates and, hence, much lower 

mobilities (  < 1400 cm
2
/Vs for Si) compared with direct gap semiconductors. The short-time high-

field transport exhibits no velocity overshoot. The high-field drift velocities do not exceed the value 

v = E at any time. For Si, e.g. the stationary velocity is < 10
7
cm/s, even at 100 kV/cm. Apart from 
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the unfavourable transport properties, indirect bandgap semiconductors exhibit very low absorption 

coefficients near the bandgap as absorption takes place only via second order phonon-assisted 

processes. For these reasons, the “standard semiconductor” Si is practically not used for THz 

photomixing, all work focuses on (direct gap) III/V semiconductors. 

Unfortunately, holes do not show any remarkable velocity overshoot. If electrons are quasi-

ballistically transported, holes are much slower. There is a great benefit to generate holes close to or 

in the p-contact such that their transport length remains short. This is achieved by implementing a 

semiconductor with a band gap hEG  at the p-contact where absorption and carrier generation 

can take place, followed with another, intrinsic semiconductor with hEG  such that no carriers 

are generated there. The latter is called the transport region or transport layer. Since only electrons 

are transported, such devices are called Uni-Travelling-Carrier (UTC) photodiodes. A typical band 

structure is illustrated in Fig. 2.7. Another way to restrict the hole transport to a small fraction of the 

intrinsic layer is just modifying the intrinsic layer of a DH – p-i-n diode (see Fig. 2.2) by a 

gradually increasing Al-content towards the n-layer. 

 

Fig. 2.7: Typical band structure of a Uni-Travelling-Carrier (UTC) photomixer. Photons are absorbed in the InGaAs 

absorption region and generate electron-hole pairs. The electrons are transported across the InP transport layer to the n-

contact, Holes drift to the p-contact. 

In order to get the optimum transport field, i.e. the field in the intrinsic layer where the electrons are 

transported ballistically as far as possible (see Fig. 2.6), a small external DC bias can be applied to 

the diode. Since quasi-ballistic electrons can reach peak velocities that are about a factor of 10 

higher than the saturation velocity, their average velocity is up to a factor of 3-4 higher. For our 

example with an intrinsic layer length of 300 nm, this yields a transit-time 3 dB frequency of about 

0.75 THz and increases the THz power at high frequencies by a factor of 25 according to eq. [2.16]. 

The RC roll-off can be improved by using smaller devices (which will ultimately limit the 

maximum photocurrent) or by using a series connection of p-i-n diodes as realized by the  

n-i-pn-i-p superlattice photomixer concept [23]. Various layouts of p-i-n diode based photomixers 

will be discussed in Section 2.4. 

2.2.2.2 Photoconductive mixers 
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The second type of photomixers is the photoconductive mixer. It consists of a highly resistive 

semiconductor that is covered with metal contact electrodes as illustrated in Fig. 2.8. The 

heterodyned laser beams are absorbed by the semiconductor in the electrode gap, leading to the 

generation of electron-hole pairs. Since there is no built-in field as in p-i-n diodes, an external DC 

bias is required in order to separate the carriers and generate a photocurrent. Typical bias levels 

range from a few Volts to ~100 V, depending on the electrode gap, wG. 

 

Fig. 2.8: a) Cross section of a photoconductor. The electric DC fields, due to biasing the electrodes, are indicated by the 

bowed lines. The gradient illustrates the amount of photo-generated carriers in the gap (logarithmic scale; bright: many 

carriers, dark:few carriers).  b) Top view of a photoconductive mixer with fingers for CW operation. c) Fingerless gap 

for pulsed operation. 

Fig. 2.8 a) shows the side view of the electrode structure. The electric field in the gap is 

inhomogeneous. The field lines become longer the deeper we look in the photoconductive material. 

The highest field strengths are at the surface in the vicinity of the electrodes. In addition, the 

electron-hole generation rate is highest at the surface. The absorption follows Lambert-Beer’s law 

according to eq. (2.10). Typical values of the absorption coefficient of 11 000 cm
-1

 (GaAs at 840 

nm wavelength) yield a 1/e penetration depth of 0.9 m. This value is roughly the required 

thickness of the photoconductive material for high absorption. The thickness of the active 

photoconductive layer and the inhomogeneity of the absorption may be reduced by growing a Bragg 

reflector below the photoconductor. Often, an anti-reflection coating (a transparent dielectric layer 

of width d= /(4n), where n  nsc  is the refractive index of the dielectric) is applied on top of the 

electrode structure in order to reduce reflection and to passivate the structure. The latter is very 

important since both carrier generation and electric fields are highest at the surface. The generated 

heat can lead to oxidation and finally to the destruction of the device. 

In most cases, an antenna is connected to the electrodes in order to emit THz radiation. Similar to p-

i-n diode based photomixers, photoconductors also show an RC roll-off towards high frequencies. 

The capacitance of a finger-like electrode structure as illustrated in Fig. 2.8 a) is [20] 

A
wwkK

kK
C

ge

r )1(

)'(

)( 0 ,  (2.17) 
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with ])(4/[(tan2

gee wwwk , 21' kk , and 

2/

0
22 sin1

)(
k

d
kK is the complete elliptic 

function of the first kind, wg is the gap width, we is the electrode width, and A is the total (square) 

active area. In order to assure efficient coupling of the lasers, the diameter of the electrode structure 

must be of the same order as the laser beam diameter. Typical values are 10 x 10 m². An electrode 

width of we = 0.2 m and an electrode gap of 1.8 m, requires 5 electrodes in order to cover 10 m. 

This yields a capacitance of 1.7 fF. For an antenna with 72 , the RC 3 dB frequency is 1.3 THz. 

We see that much smaller electrode gaps are not beneficial for RC-roll-off free operation below 1 

THz. Further, the area covered by the metal electrodes cannot be optically excited. Smaller gaps at a 

fixed, finite electrode width therefore reduce the optically active area. 

(a) CW operation 

Similar to p-i-n diodes, the transport of  carriers also results in a roll-off. For continuous-wave 

operation, the semiconductor is always populated with optically generated carriers. In p-i-n diodes, 

transport lengths of a few 100 nm already result in a transit-time 3 dB frequency below 1 THz. 

Typical gaps of (continuous-wave operated) photoconductors, however, are in the range of 2 m. In 

order to speed up the carrier transport, high biases have to be applied to the electrodes. For a close-

to break-down field of ~300 kV/cm for GaAs at the surface, a maximum bias of 60 V can be 

applied for a 2 m electrode gap. For high quality GaAs with a mobility of = 8 000 cm²/(Vs), 

carriers can easily reach the saturation velocity of ~ 10
7
 cm/s at such accelerating fields. This results 

in a transport time of tr 16 ps where the time for accelerating the carrier was even neglected. 

Velocity overshooting effects can be neglected at these time scales since they only play a role in the 

first few 100 nm of the transport and require lower fields. For intrinsic GaAs, the transit-time 3 dB 

frequency is only tr

tr

dB 2/13 31 GHz. Such a low value would result in a severe roll-off at THz 

frequencies since most carriers would need too much time to cross the electrode gap. Therefore, 

(continuous-wave) photomixers use materials with a short carrier lifetime, where carriers are 

trapped (and subsequently recombine with their counterparts) on their way to the electrode and do 

not contribute to the displacement current any more. In order to calculate the displacement current, 

we assume transport at the (constant) saturation velocity without any velocity overshoot (which 

does not play any role in short  lifetime material). We further simplify the transport by assuming a 

transport length of the electrode gap since most electrons are generated close to the surface. The 

number of charges are generated at time t’ within a time interval t’ by the beating of the lasers is 

N(t’) = I
ext

I
id

[1+cos( THzt’)] t’, according to eq. 2.6. They undergo exponential damping due to 

fast trapping and recombination within rec. At a time t > t’, only N(t’) exp(-[t-t’]/ rec) carriers 

have survived. In order to calculate the displacement current, all remaining carriers (i.e. are not 

trapped) have to be considered  to contribute to the current. The displacement current density is 

given by j=envdr, where vdr is the drift velocity, and en=N/V is the charge density per volume. The 

volume is spanned by the gap width, wG, along the x direction, the 1/e penetration depth of the 

laser, z0, and the length of the electrode, y0, yielding V=z0y0wG. The area A= z0y0 is the cross section 

of the current, I=jA. At time t, the current generated in the former time interval [t’,t’+ t’] the 

generated current is I(t,t’)= (t') vdr/wg exp(-[t-t’]/ rec). The term wg/vdr = tr is the transport-time 

of the carriers. The displacement current at time t is 



14 
 

')/]'[exp()]'cos(1[
1

)(

'
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IdI

ext

tr

, (2.18) 

where t-t’ is the transport time of a carrier after its generation. Since most of the carriers should be 

trapped on their way to the contact, we can assume that the transport time is much larger than the 

trapping/recombination time, tr>> rec, and therefore we can shift the upper integration boundary 

towards infinity with marginal error. For the same reason, we can also ignore the dependence of the 

transit-time with respect to the place of generation of the carriers with respect to the electrodes. 

Substituting t-t’=  and integrating eq. (2.18) yields 

1
)(1

)sin(
)(

2

recTHz

THz

tr

recidI

ext

t
ItI , (2.19) 

with )arctan( recTHz . We see that both the time-dependent (AC) and the DC part of the current 

are damped due to trapping by a factor of g= rec/ tr. Although this quantity is usually (much!) 

smaller than 1, it is called the photoconductive gain. The time dependent (AC) current is further 

reduced by a factor of 
1

2)(1 recTHz . Since the THz power is P~I², the power is reduced at 

high frequencies by  

2)2(1

1

recTHz

LT
, (2.20) 

where we replaced THz=2 THz. Mathematically, this life-time roll-off has the same form as the 

transit time roll-off for p-i-n diodes in eq. (2.16), however, with a 3 dB frequency of 

)2/(13 rec

LT

dB  that is formally a factor of  smaller than the transit-time 3 dB frequency. 

Compared to an ideal device, the emitted THz power of a photoconductor is reduced by  

2

2

)2(1 recTHz

PC

g
. (2.21) 

In order to obtain a flat frequency response of the device, short life-times, rec, are required. 

However, it should not be too small since the photoconductive gain is also proportional to the life-

time (the latter becomes important when we discuss thermal limitation of a photoconductor in 

Section 2.3.1). A low life-time reduces the mobility of the carriers, requiring higher fields in order 

to accelerate them. Particularly for CW operation, engineering of the carrier lifetime of the 

photoconductive material is of key importance for efficient operation. For a flat frequency response 

up to 1 THz, a life-time of 160 fs is required. Examples of materials with such a short carrier life-

time will be given in Section 2.3. Optimum values for both life-time and electrode gap for 

photoconductors have been calculated in ref. [24] for both a typical resonant antenna and a typical 

broadband antenna. 

 

(b) Pulsed operation 
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For pulsed operation, a short life-time is not so crucial for the photoconductor (or Auston switch, 

named after David Auston who first used photoconductors for generation of THz pulses). 

According to eq. (2.9), the (ideal) THz spectrum is proportional to the spectral width of the 

photocurrent. Even if the decay of the current is slow (i.e. on the time scale of 20 ps as for the case 

of intrinsic GaAs), the turn-on can be fast, providing high frequency components in the Fourier 

spectrum. Further, the material can relax on long time scales between two subsequent pulses - in 

contrast to the CW case where carriers are continuously generated.  

In order to derive the emitted THz spectrum under pulsed operation, the details of the photocurrent 

generation have to be investigated. The generated field by a radiating structure (such as an antenna  

or by any current) is proportional to the time-derivative of the current [25],[26],[27]. The 

photocurrent density at time t resulting from a carrier density, )',,( ttrn


at position r


, generated at 

time t’ at depth z with respect to the surface is given by  

)',,()',()',,( ttrnttrvettrjPh


,  (2.22) 

where )',( ttrv


 is the velocity of the carriers at time t. The photoconductor may feature a short 

carrier life-time, yielding )/]'[exp()',()',,( 0 rectttrnttrn


 as for the CW case. For the total 

current, holes and electrons have to be considered. Since the formulas are the same for both carrier 

types, we will restrict our treatment to electrons only. However, holes feature a larger effective 

mass and do not show any velocity overshoot, resulting in smaller values for )',( ttrv


. 

Consequently, the contribution of hole currents is usually smaller. Further, we will for now only 

treat the small-signal limit, neglecting any saturation effects which will be treated later in Section 

3.2. The electron-hole generation rate is proportional the optical power, 

 

 
h

tr
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trP

t

trn LL )',()',(

'
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

, (2.23) 

where A is the device cross section where the optical power, ),,()exp(),( 0, tyxPztrP LL


, 

is distributed, and  is the absorption coefficient of the photoconductor.  AtrPtr LL /)',()',(


  is 

the optical intensity. Substituting eq. [2.23] into eq. [2.21] and integrating over the photoconductor 

cross section yields for the local current 

dydzdtttrvtt
h

tr
etxI

xtt
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0'




,  (2.24) 

Where )',( ttrvT


 is the surface-tangential component of the velocity. In order to get the total 

displacement current, we have to summarize over all components generated at all coordinates x. 

Gw

Ph

G

Ph dxtxI
w

tI
0

),(
1

)(  (2.25)  

The same formula applies to the field generated by holes. The two contributions have to be summed 

up in order to provide the total field. 
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Since the carrier velocity depends on both the field strength of the accelerating DC field (see Fig. 

2.6 a) ) and the carrier dynamics in the semiconductor (ballistic acceleration vs. transport at the 

saturation velocity), eq. (2.25) can only be solved analytically by making a few simplifying 

assumptions. We are only interested in the temporal evolution. The majority of the carriers will be 

generated close to the surface. The fields at small penetration depths are very similar, resulting in 

little spatial variation of the carrier velocities. Since the electric field is proportional to the time 

derivative of the current, we are only interested in time-varying components. This means that either 

the pulse duration or the carrier life-time (or both) should be much shorter than the transit-time. We 

further assume a homogeneous illumination. Gaussian beams could also be considered. however, 

they make the derivations more complicated. Under these simplifying assumptions, the integrand 

does not possess any spatial dependence any more. The spatial integrals result in the total absorbed 

power. Dropping all other constants and substituting t-t’=   yields 

.)()(~)(
0

/
dvetP

t
tE

tr

rec

LTHz  (2.26) 

In order to investigate the influence of the optical pulse width and the life-time of the carriers, we 

will now focus on a few important special cases. The first case is that of a photoconductor with a 

long life-time. The exponential damping due to the life-time can be neglected. The transit-time 

should be long compared to the pulse duration. The transport shall be non-ballistic providing 

v( )=vsat=const. The device is excited with a very short Gaussian pulse, )/exp()( 22

0 plsL tPtP , 

where pls is the pulse duration. The THz-field becomes 

)(~)(~)(
0

tPvdvtP
t

tE LsatsatLTHz . (2.27) 

The generated electric field is then simply proportional to the optical pulse, 

)/exp(~)( 22

0 plsTHz tPtE  as illustrated in Fig. 2.9 a) with a power spectral density of  

),(~|)(~|)( 222

LsatTHzTHz PvEP  (2.28) 

with )4/exp()( 22

0 plsL PP . This calculated field, however, is not the emitted THz field. It is 

strictly positive and therefore contains also a DC component which cannot be radiated. In addition, 

any kind of THz setup has a cut-off frequency: At lower frequencies, implemented antennas and 

apertures must become larger (of the order of the wavelength at least) which ultimately will hit 

experimental limits. Often, low frequency components may also be suppressed by the used 

detection technique due to a detector cut-off or similar. Therefore, low frequency components are 

always filtered. Removing the low frequency components results in a single cycle THz pulse as 

obtained in experiments. Its frequency spectrum is shown in Fig. 2.9 b). It is of Gaussian shape, 

dropping fast at frequencies above plsdB 2/2ln3 . Here, no RC roll-off was taken into 

account. Similar to CW operation, the RC roll-off will reduce the power at higher THz frequencies. 

For most practical cases, the transit-time, tr, is orders of magnitude longer than all other involved 

time scales. For the following cases, the upper integration boundary of eq. (2.25) will therefore be 

shifted to infinity and explicit dependencies on the transit time of the carriers will be neglected. By 
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continuing the velocity, v( ) towards negative values of  by adding zeroes, i.e. setting  

v*( )=v( ) ( ), where ( ) represents the Heavyside step function, the lower integral boundary of 

eq. (2.25) can be set to - . With  

)()(v)/exp()( rech   (2.29) 

eq. (2.25) becomes a convolution of the pulse shape and the function h( ), 

)](*)([~)( thtP
t

tE LTHz , (2.30) 

where “*” represents the convolution. If both functions are integrable, the Fourier transformation of 

eq. (2.26) yields the simple result [28] 

),()(~)( HPiE LTHz  (2.31) 

With the power spectrum of [28] 

,|)(||)(|~)( 222 HPP LTHz  (2.32) 

 i.e. the product of the power spectrum of the laser, the power spectrum of the carrier dynamics 

(represented by the function H( )) and the term ². The term ~ ² can be identified with the 

Hertzian dipole radiation resistance 
2~H

AR  [29]. It needs to be replaced by the frequency 

dependence of the antenna radiation resistance if any is used. 

Eq. (2.32) is a powerful tool in order to calculate the emitted spectra since it separates the influence 

of the pulse shape and the carrier dynamics. If the device shows an RC roll-off, it can simply be 

multiplied to Eq. (2.32).  

We now focus on two further important cases by using Eq. (2.32): next, a photoconductive material 

with a short life-time, rec<1 ps. Since scattering dominates the transport in a low life-time material, 

no velocity overshoot has yet been reported. Therefore, the carrier velocity can be assumed to be the 

saturation velocity, v ( )=vsat=const. For typical accelerating fields, the time required to accelerate 

the carriers is very short. Therefore, the carriers are assumed to be moving at the saturation velocity 

for the whole transport, neglecting slower velocities right after carrier generation. Furthermore, the 

short lifetime assures that the dependence of the point of generation does not play any dominant 

role and the transit-time can be set to infinity. This results in the integrable function 

)(v)/exp()( satrech . The power spectrum is 

2

22
2

)(1

v
|)(|

rec

recsatH  (2.33) 
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The function |H( )| can be identified as the effective dipole responsible for THz generation, namely 

the covered distance of separated electrons and holes, lD=vsat rec, and a transit-time roll-off. 

The power spectrum according to Eq. (2.26) is 

)(
)(1

)(
~)( 2

2

2

L

rec

recsat

THz P
v

P . (2.34) 
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Fig. 2.9: a) Dashed line: Calculated field according to Eq. (2.28) for pls=100 fs. Solid line: pulse 

resulting from the dashed line by suppressing frequency components below 1 THz as ~ ². Line with 

symbols: An experimentally obtained THz pulse with a comparable pulse duration. b) Fourier spectra 

of the fields: solid line with points according to Eq. (2.28) for semi-insulating (SI) GaAs. Grey solid 

line: Response of a material with short lifetime according to Eq.(2.34). Dashed line: Spectrum of a 

material with ballistic transport according to Eq. (2.36). Inset: Assumed velocity trace for ballistic and 

non-ballistic transport. 
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It is also illustrated in Fig. 2.9. Note that the transit-time roll-off term in |H( )| does not prevent 

generation of high frequency components since PL( ) contains these frequencies. Above >(2 rec)
-

1
, the frequency dependencies of the prefactor in Eq. (2.34) cancel, resulting in )(~)( 22

LsatTHz PvP  

as in the case of semi-insulating (SI) GaAs with transport at the saturation velocity. 

The last case is that of a material with ballistic electron transport. Ballistic transport is not possible 

in a short  lifetime material. Therefore, the lifetime must be long, the exponential term in Eq. (2.23) 

has to be dropped. The electron velocity distribution shown in Fig. 2.6) is quite complex. We 

approximate the onset of the transport by a ballistic acceleration of DCmEea / , where EDC is the 

accelerating field resulting from the DC bias to the structure. This acceleration will prevail until the 

electron reached enough energy to scatter into the side valley. This happens after a ballistic flight 

time of  

22

*2

DC

L
bal

Ee

Em
 (2.35) 

Eq. [2.35] was obtained by equating the inter-valley energy E L to the kinetic energy of the electron. 

For simplicity, we assume that the deceleration due to scattering happens with an acceleration of 

a’= –a until the electron is at rest. According to Fig. 2.6 b), right panel, this is a rather realistic 

assumption. Of course, in the experiment the electron density will not be at rest but rather traveling 

with the saturation velocity. Due to the time derivative and the Fourier transformation, transport at a 

constant saturation velocity does not play any role. For an optimum accelerating field of 20 kV/cm 

and an effective electron mass of m*=0.067m0, the acceleration is a=5.25x10
18

 m/s²and the ballistic 

flight time is bal=0.24 ps. The power spectral density of the carrier dynamics, |H( )|² is then  

4
2max2

2
sinc|)(| bal

balbalvH , (2.36) 

where balbal av max  is the maximum ballistic velocity of the carriers. The power spectrum according 

to Eq. (2.28) generated by the electrons is shown in Fig. 2.9. Since holes do not show any 

remarkable velocity overshoot, their contribution will follow Eq. (2.25) and has to be summed up 

with the electron contribution. 

The derived spectra are the idealized cases only. We neglected contributions of carriers that are 

further away from the surface. The accelerating fields are lower, such that lower frequency 

components will be generated. Further, any device specific roll-offs and the frequency dependence 

of the antennas will alter the generated spectra. The latter, however, can simply be multiplied to the 

respective spectra (Eqs. (2.28), (2.34), and (2.36)).  

Comparing ballistic SI-GaAs (Eq. (2.36)) with non-ballistic low-temperature grown (LTG)-GaAs 

(Eq.(2.28)) shows that the emitted power is proportional to the square of product of the relevant 

transport time and the transport velocity, balbalbal vd max  for the case of ballistic transport and 

recsatLT vd for a short  life-time material. This is the length of the respective dipole that is 

responsible for THz generation. For the ballistic case, the dipole length can be as large as bald 300 

nm, whereas the dipole length for the short life-time material is only of the order of 20 nm (for a 
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life-time of rec=200 fs). For the specific example, SI-GaAs produces more than 200 times higher 

output power for the same biasing conditions and same electrode layout. In the next section, we will 

see that semi-insulating material has some draw backs in terms of damage threshold and biasing 

which levels the performance of both materials. 

We note that Eq. (2.28) is so general that it can also be used to derive the frequency response of the 

material under CW operation for a Hertzian antenna and for p-i-n diodes as long as the respective 

transport kinetics are taken into account. The spectral answer of the CW photomixer becomes 

,|)(||)(|)(~)( 22 HPrP L

H

ATHz  (2.37) 

where we used )6/(/)(~)( 3

0

22 clRr rD

H

A

H

A  for the radiation resistance of a Hertzian 

dipole normalized to its length. For CW lasers with a Gaussian linewidth, , the optical power is 

)/exp()( 22

0PPL . Typical values for the linewidth are in the few MHz range. The term 

|H( )|² for all discussed transport mechanisms is spectrally much broader, i.e. in the range of THz. 

The generated THz power spectrum is therefore dominated by the spectral characteristics of the 

lasers, the actual carrier transport only plays a minor role. From a Physics picture, the non-harmonic 

components of the current interfere away, only the components at the difference frequency of the 

lasers survive. 

2.2.2.3 Photoconductors as THz detectors 

Photoconductors can also be used as THz detectors. When no bias is applied, optically generated 

electron-hole pairs just recombine without generation of a displacement current. If, however, an 

antenna is coupled to the electrodes in order to receive a THz signal, a bias at the THz frequency 

will be generated. This bias  is proportional to the THz field strength. For a CW signal, the bias is 

)cos(~)( tEtU THzTHzTHz . If the electrode gap is excited with the same laser signal that was used 

to generate the THz signal, the carrier generation rate is modulated at the same THz frequency, 

)cos1()(~)( tPtPtn THzLL . The carrier velocity is modulated by the received THz field as well, 

since )cos(~)(~)(v tEtUt THzTHzTHz . The resulting current is proportional to the product of 

carrier velocity and carrier concentration, )cos()cos(~)()(~)( tttvtntI THzTHz  andthe device 

behaves like a homodyne mixer generating a DC component of 

cos~)()(~ LTHzLTHz PEtPtUI , (2.38) 

where the brackets stand for  the time average of the quantities. The phase, , is due to a finite delay 

(for instance by different optical path lengths, d, between the optical and the THz wave, i.e. 

dkTHz . The photoconductor is therefore a homodyne mixer where both field amplitude and 

phase are detectable.  

In a similar fashion, photoconductors can be used as detectors in pulsed systems. The optical pulse 

is used to scan the THz pulse by including a delay time, . The resulting DC signal is the 

convolution of the optical signal and the THz field,  

dttPtEI LTHz )()(~)( . (2.39) 



21 
 

The optical pulse therefore “samples” the electric field THz strength. Its Fourier transform yields 

the THz power spectrum. This technique is frequently applied in Terahertz spectroscopy and is 

called “Time domain spectroscopy”. Often, the understanding of the detection mechanism is that 

the THz pulse is sampled with a much narrower, optical pulse, similar to electronic sampling. Eq. 

(2.25), however, shows that the THz field can have the same spectral shape and same temporal 

width as the optical beam. It is easy to show that the same Gaussian pulse shape of optical and THz 

beam, Eq. (2.35), results in a broadening of the detected signal I(t) by a factor of 2. Other typical 

pulse shapes like sech²(t/ pls) result in similar factors. The measured signal appears temporally 

wider and spectrally narrower than the actual THz signal. On a first glance, this result may render 

spectroscopic data of TDS systems useless, since the measured spectrum differs from the spectrum 

of the actual THz signal. In spectroscopy, however, it is not the individual spectrum that is 

important but rather the ratio of the spectrum of a transmitted or reflected signal by a device under 

test, and the reference signal. The Fourier transform of Eq. (2.39) is  

)()(~)( LTHz PEI  (2.40)  

The transmission (or alternatively, the reflection) coefficient for a transmitted (reflected) signal 

)(MI and a reference signal )(RI  is 

)(

)(

)(

)(
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R

THz

M

THz

R

M

E

E

I

I
t . (2.41) 

The dependence on the spectrum of the optical pulse (and other experimental parameters) simply 

cancels out. The time domain data result in the correct THz spectra, independent of the optical pulse 

spectrum. 

2.2.3. Thermal Constraints 

The THz power of photomixers increases with the square of the laser power, 
2~ LTHz PP . Therefore, 

the highest possible laser power should be used, if reasonably large THz power is desired. This, 

however, leads to excessive heating with several unfavorable effects on the device performance. 

First, the increased phonon scattering rate at higher temperature reduces  carrier mobility as well as  

ballistic benefits.  The transit time increases and reduces the THz power at high frequencies, (

)3dB

trTHz . Second, the device ages faster, since high temperatures allow for (exponentially) 

increased dopant and trap migration, finally leading to break-down of the device. To estimate the 

effects due thermal dissipation, we look at the thermal conductivity of a semiconductor, which can 

be approximated by [30] 

c

thth TTTT /)()( 00 . (2.42) 

For most semiconductors, the exponent c is larger than 1, resulting in a reduced thermal conduction 

at higher temperatures. As an example, c=1.375 for InGaAs lattice matched to InP or  c=1.55 for 

InP. Further, the band gap shrinks with increased temperature, leading to a higher absorption 

coefficient, and increased optical power dissipation. Both effects may lead to thermal runaway of 

the device and, finally, its destruction. In this section, the maximum optical power and electric 
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fields for safe device operation will be estimated. Furthermore, we will discuss device design issues 

in order to reduce thermal effects. 

In the last section, the life-time roll-off for photoconductors was introduced in Eq. (2.19). An 

expansion of PC with respect to rec yields PC ~ rec)² for LT

dB3  and 2

THzPC for LT

dB3 . 

So it seems that short lifetimes reduce the output power at low frequencies and are of no use at high 

frequencies. The picture changes when we take thermal limitation into account. Any photomixer 

experiences two heat sources: 1.) Current under an external bias results in Joule heating 2.) 

Absorbed laser power, which is not directly converted into current. Photoconductors with small 

gain, g, generate very little external current, Iext=gIid, where Iid=ePL/h  is the ideal photocurrent due 

to absorbed optical power. The Joule heat is DCidDCext

J

H UgIUIP , with the external bias UDC. 

Joule heating can be reduced by using small gain values in order to reduce the external current. This 

fact explains why materials with a short life-time are so successful in the THz range as compared to 

materials with a long lifetime: they can tolerate much higher optical power levels due to reduced 

Joule heating. For p-i-n diodes, Joule heating is less dramatic than for photoconductors, since little 

external bias, UDC, is required during operation. Heating by absorbed laser power is more important. 

P-i-n diode-based photomixers are typically operated under reverse bias. Therefore, most of the 

optical power is transformed into heat since carriers emit phonons while relaxing to the band edge 

during transport to the respective contact. For photoconductors, just a small fraction of the laser 

power is extracted as current due to the low gain. In both cases, the heat produced by the laser is 

approximately given by the optical power, L

L

H PP . The total heat dissipated by the photomixer is 

given by [24] 

DC

L

LH U
h

e
gPP 1 , (2.43) 

Where g=1 for p-i-n diodes. A maximum temperature change  of Tmax=120 K has been 

determined empirically for GaAs photoconductors before damage occurs [31]. Given that there is 

sufficient lateral heat spreading (i.e. a constant temperature in the cross section), heat is transported 

as 

PH= Tmax A/d (2.44) 

In most cases, however,, the heat source due to absorption of the lasers can be identified as a thin 

disk (i.e. the absorbing semiconductor) on a thermal conductor (i.e. the substrate) [20]. This yields  

ATPH max . (2.45) 

For GaAs with a thermal conductance of =0.43 W/cm K, a device cross section of A=50 m² 

results in a maximum thermal power of  PH =65 mW according to Eq. (2.45).  

Since PL<PH this is also the maximum limit for the optical power. However, devices are illuminated 

with a laser that often features approximately Gaussian shape. The non-homogeneous optical power 

distribution may lead to a failure at (much) lower optical power levels. Typically, an absorbed 

optical power of the order of 50 mW for a photoconductor (A~50 m²) are considered to be safe for 

long term use in photoconductors. For UTC diodes, fabricated of mainly InP with a higher thermal 
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conductance of = 0.68 W/cm K, maximum current levels in the range of 100-150 kA/cm² have 

been reported [32],[33]. For the area of A=50 m² as used in the above calculation these current 

densities correspond to an absorbed optical power in the range of 70 mW at 1550 nm (note that 

usually only a fraction of the optical power is absorbed in p-i-n diodes; the used laser powers are 

typically much higher than the presented value). Eq. (2.45) predicts 100 mW for InP if limitations 

by the mesa (Eq. (2.44)) are neglected. For long term use, the optical power must be smaller in 

order to prevent rapid degradation of the device. This implies very similar values for the maximum 

optical power for photoconductors and p-i-n diodes. In order to obtain the maximum THz power 

from the given limit of optical power, three equations have to be optimized simultaneously: RC-roll 

off, Eq. (2.13), transit-time (CW p-i-n diodes only, Eq. (2.16)) or life time roll-off (CW 

photoconductors only, eq. [2.20]), and thermal dissipation (summarized by Eq.(2.43)-(2.45)). These 

equations are not independent. The thermal transport depends either linearly on the device cross 

section, A ((Eq.2.44)), or on A (Eq. (2.45)). The RC-roll-off depends on the device cross section 

and the transport distance (intrinsic layer length, di, for p-i-n diodes and electrode gap, wG, and 

number of electrodes for photoconductors). The transit-time or life-time depends on the transport 

distance and the recombination time of the semiconductor. For photoconductors, the thermal 

dissipation and the life-time roll-off further depend on the gain. The optimization has to be 

performed for a specific THz frequency, max, since transport- and RC roll-off are frequency-

dependent. Brown calculated the ideal parameters for photoconductors for both a resonant antenna 

with RA=215  and a broadband antenna with RA=72 in [24]. For operation at 1 THz with a 

broad band photomixer, the optimum parameters have been determined to wG = 0.99 m, rec=0.3 

ps, A = 73 m², 8 electrodes (in total). A minimum finger width of 0.2 m was assumed. 

Strategies to improve heat transport from the active area are of key importance for improving the 

maximum power. This is particularly difficult for devices operated at 1550 nm. The absorption 

layer is typically made from In0.53Ga0.47As, a ternary compound with very low thermal conductance 

of 0.05 W/cmK [22]. InP, a standard substrate for telecom devices, features a 12 times higher 

thermal conductance of 0.68 W/cmK [22]. In UTC diodes, the layers with low thermal conductance 

are kept as small as possible. The n-contact, p-contact and the transport layer are InP layers. Only 

the absorption layer with a length in the range of 50-100 nm is InGaAs. GaAs-based devices benefit 

from a relatively high thermal conductance of 0.43 W/cmK [21] as compared to In0.53Ga0.47As. 

Incorporation of AlAs heat spreader layers [34] further improves the performance. Transfer onto a 

substrate with higher thermal conductance has also been demonstrated [35]. 

Thermal effects are one of the main constraints of CW systems. For pulsed systems, the thermal 

power is mainly generated during the pulse duration (typically much below pls<1 ps). It scales with 

the average thermal power,
_

P , not the peak power, Ppk. Thermal limitations can therefore be 

mitigated by using lasers with low repetition rates, rep, since repplspkPP
_

. Electrical limitations, 

as being discussed next, are more detrimental and challenging for pulsed systems. 

2.2.4. Electrical Constraints 

Besides thermal limitations, also the carrier transport and other electrical effects show a power-

dependence. These effects play a particular role in pulsed operation where a high charge density is 
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generated within the semiconductor but only a moderate average thermal power is dissipated. In 

order to get insight into the physical limits, some simplifying approximations are necessary in order 

to get analytical expressions. For exact values, simulations are required, taking the time evolution of 

the carrier transport into account. Since p-i-n diodes and photoconductors perform very different, 

the two cases will be treated separately.  

2.2.4.1 P-i-n diodes 

We will see soon that p-i-n diodes are typically used in CW systems only. Therefore, this section 

specifically focuses on CW operation. The main results, however, are also valid for pulsed 

excitation. In order to minimize  the transit-time roll-off for CW generation, and to increase the 

effective dipole length for pulsed operation, carrier transport has to be optimized for operation in 

the THz range. This is especially the case for THz frequencies where transport at the saturation 

velocity already causes a roll-off, i.e. )2/()2( 1

isat

sat

trTHz dv . For all p-i-n diodes, there exists 

an optimum transport field since they benefit from ballistic transport: On the one hand, too low 

fields result in small carrier acceleration, */ meEa T . It simply takes too long to accelerate the 

carriers. On the other hand, too high transport fields (>40 kV/cm, see Fig. 2.6) are detrimental for 

ballistic transport. For efficient operation, it is of key importance to maintain the ideal transport 

field throughout the whole structure. The ideal field can either be the built-in field of the diode, Ebi, 

or being fine-tuned with an additional external field, Eext, via a DC bias. However, photo-carriers 

will alter the local fields within the diode. When optically generated carriers, (nph(z) electrons and 

the same amount of holes, hph(z)) are separated in an electric field, EDC= Ebi+ Eext, they generate a 

field, Eph, that opposes EDC. According to the first Maxwell equation, 

r

phph

ph

zhzne
zE

x 0

))]()([
)( . (2.46) 

Subsequently generated carriers experience a smaller acceleration of  

)(
*

)( zEE
m

e
za phDC , (2.47) 

Where the “+” sign is for electrons and the “-” sign for holes. In the small signal limit of low optical 

powers (i.e. small nph(z), hph(z)), the screening field is much smaller than the original accelerating 

field, |Eph(z)| <<|EDC|and the small perturbation of the carriers to the constant field EDC can be 

neglected. For intermediate power levels, the perturbation by the photogenerated carriers can, at 

least partially, be compensated with an external DC bias as shown in Fig. 2.10 for a photocurrent 

density of j=env=20 kA/cm². A small deviation from the linear band profile is visible but the 

accelerating field strength is still sufficient throughout the structure. At high power levels, the 

optical generated carriers can create field kinks in the range of  the built-in field, Ebi=EG/di, or even 

larger. Therefore, the band profile gets strongly distorted, even regions of a flat band profile 

between the  space charge accumulation can occur. In such situations, transport will be heavily 

restrained, leading to a saturation or even a decline of the THz power with increasing optical power. 
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Fig. 2.10: a) Band profile of an ideal UTC p-i-n diode with di=280 nm in the small signal limit (black). The band profile 

is unperturbed and linear. b) Intermediate optical power level: The carriers are mildly screening the built-in field (grey, 

shown here for 20 kA/cm²), particularly at the p-side of the transport layer. A small external bias can restore the original 

field strength (dotted, c)). d) High power limit (approximate solution according to Eqs. (2.51) and (2.52), shown for 

j=40 kA/cm²). Without external bias, the carriers screen the built-in field so strongly that a region with very low 

accelerating fields is formed at the p-side of the intrinsic layer. In this limit, a self-consistent calculation would be 

required to calculate the exact band profile. A strong reverse bias has to be applied (e) to restore the transport field at 

the p-side of the intrinsic layer to its original value but the transport field is no longer homogeneous  and shows strong 

warping. 

We will estimate the critical current densities and the corresponding optical power where the strong 

screening sets with a few simplifying assumptions. For exact solutions, self-consistent calculations 

are required. This goes beyond the scope of this book.  

From Fig. 2.6 we can extract that efficient ballistic transport can be maintained for fields within 

10opt

balbal

opt

balpin EEEE  kV/cm, where  opt

balE  is the optimum ballistic field. opt

balE  is slightly 

dependent on the intrinsic layer length and on the material of the transport layer, with typical values 

around opt

balE =20 kV/cm. A variation of the electric field within the intrinsic layer cannot be 

compensated with an external bias since the external field just adds to the internal field. In order to 

allow for analytical solutions, the p-i-n diode is subject to the following  assumptions:   

 Absorption takes place in a very narrow area close to the p-contact (ideal UTC diode). Holes 

remain stationary and only electrons move. 

 For CW operation, the carriers within  one THz wave are assumed to be generated 

instantaneously i.e. the CW signal is approximated by a pulse train instead of a cosine shape. 

For pulsed operation, all carrier shall be generated at once (i.e. the pulse duration is much 

shorter than the transit-time). 

For a device operated at the transit-time 3dB frequency where only a single  electron bunch 

propagates, the electron density that has propagated to a distance s(t) after generation at time t is 
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tsz
e

j
zn trbal , (2.48) 

where m ax

balj is the maximum current density for ballistic transport that will be derived in the 

following. Since holes are stationary, they do not produce any current. The induced field kink 

according to Eq. (2.46) is 

r

trbal

Ph

j
zE

0

max

)( . (2.49) 

For a device with a transit-time 3 dB frequency of tr

dB

tr 2/13 1 THz, and a maximum kink of 

10)(zEPh  kV/cm in order to achieve ballistic transport before and after the kink, the maximum 

current density for r=13 is m ax

balj =23 kA/cm². For the 50 m² device that was used for the estimates 

regarding the thermal limitations, the maximum current is 11.5 mA, and the absorbed optical power 

for operation at 1550 nm is 9.2 mW. For current densities above m ax

balj , only part of the transport 

region can be covered ballistically. This increases the transit-time of the carriers and reduces the 

transit-time 3 dB frequency. Since we assumed that all carriers of one THz wave are generated at 

once, this value represents only a lower limit. Continuous carrier generation will lead to slightly 

higher values.  

For low frequencies, where transport at the saturation velocity is sufficient in order to achieve roll-

off free operation, the THz power will still increase quadratically with the optical power. The 

screening can be compensated with an external bias as long as this bias does not exceed the break-

down voltage of the semiconductor. The latter case is the ultimate power limit for the photomixer. 

The exact photo-induced screening of the field in the intrinsic layer strongly depends on the 

transport properties. The maximum current density will, however, certainly be higher than m ax

balj . In 

order to provide an analytical estimate for the maximum current density (optical power), we assume 

that the majority of the transport takes place with the saturation velocity, vsat, and the device is 

operated above its transit-time 3 dB frequency under CW operation in the quasi steady state such 

that the time-dependent quantities can be replaced with their time-averages (indicated by bars). The 

following calculation is not valid for pulsed operation, since there is no steady state. The space 

charge that builds up during carrier propagation can relax slowly between the pulses, recovering the 

original, band diagram without photogenerated carriers. For the case of pulsed excitation, time 

dependent quantities would have to be used. Since p-i-n-diodes are typically used in CW 

experiments, we will restrict the discussion on the CW case and use again the case of an ideal UTC 

diode with a very narrow absorption region close to the p-contact. The average carrier density in the 

device is given by the continuity equation, 

constjzne satv/)( . (2.50) 

The average photo-generated bias at position z according to the first Maxwell equation is  
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as illustrated in Fig. 2.10. For the boundary condition j=const (Eq. (2.50)) an external bias has to be 

applied to compensate for the photo-voltage. We allow for a small additional external bias, Uext for 

fine-tuning the field in the intrinsic layer in order to compensate the photo bias and to allow for a 

minimum transport field, Emin. The external DC bias becomes  
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00
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)(  , (2.52) 

where U0 is the bias at low optical powers. The total (average) field in the transport layer is  

rsat

biPhbitot
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)()( , (2.53) 

with Ebi the built-in field and E0=U0/di. The field is lowest right at the p-contact, where the carriers 

are generated, and highest right at the n-contact, z=di. In order to sustain efficient carrier transport, 

the field inside the diode should not fall below a minimum value of Emin= 5  kV/cm. Below this 

value, carriers are too slowly accelerated and may not even reach the saturation velocity. By setting 

Etot(0)=Emin, Eq. (2.53) yields E0= Emin-Ebi and  

)( min0 EEdU bii . (2.54) 

Note that typically U0>0, i.e. in the small signal limit, even a small forward bias can be tolerated. 

On the other hand, the field must not exceed the break-down field of the semiconductor. For InP 

(InGaAs), the break-down field is EB=500 kV/cm (200 kV/cm) [20]. By setting Etot(di)=EB in Eq. 

(2.47)  the maximum current is 

i

Brsat

i

biBrsat
extPh

d

EE

d

EEE
Ej min000max vv

)( . (2.55) 

For a device with an InP transport layer with an InGaAs absorption region with (safe) operation at 

EB=200 kV/cm, a band gap energy of the transport layer of EG=1.34 eV, r=12.5, 7105.1v sat cm/s 

[19] and an intrinsic layer length of di = 280 nm the maximum current is maxj  115 kA/cm². This 

current density is 5 times higher than the maximum current density for ballistic transport. The 

assumption that the carriers mainly move with the saturation velocity is satisfied. If there is still a 

ballistic contribution, the maximum current can be somewhat higher since ej v~max . Substituting 

Ubal from Eq. (2.54) and the maximum current for Eq. (2.55) into Eq. (2.52), the required external 

bias is Uext=-1.6 V. These values are in excellent agreement with data found in the literature [32] 

where maxj  60-150 kA/cm² (area 13 m², maximum current 8-20 mA) and a DC bias between -

1.5 V and -2 V are reported. Eq. (2.55) shows that the maximum current scales with the inverse 

intrinsic layer length. Higher current densities can be achieved with shorter intrinsic layers without 

electrically destroying the device. This is also beneficial for the transit-time roll-off but deteriorates 
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the RC optimization. However, the above approximations of using the average values are only valid 

if the device is operated far above the transit-time 3 dB frequency, requiring rather thick intrinsic 

layers. For operation below the transit-time limit, a rigorous simulation using the time-dependent 

quantities must be performed. Further cases of other types of p-i-n diodes have been calculated in 

[18]. 

In order to reduce the photo-induced field according to Eq. (2.53), the transport layer can be slightly 

n-doped. The positive space charge of the ionized donors results in a band bending opposite to that 

of the free electron space charge and less external bias is required to maintain the transport field in 

the intrinsic layer. An example is illustrated in Fig. 2.11. 

For comparison of electrical to thermal limitations, we use the same geometry as in the last section. 

The maximum optical power for a 50 m² device with an electrically limited current density of 115 

kA/cm² is PAbs=75 mW. This power level is similar to the maximum thermal power (38-80 mW 

have been estimated). CW operated p-i-n diodes with intrinsic layers in the range of 200-300 nm are 

therefore both electrically and thermally limited at the same time with little room for improvement. 

For pulsed operation, however, electrical limitations dominate the performance. Much shorter 

intrinsic layers would be required to achieve both electrically and thermally limited performance. 

However, this would degrade the RC roll-off drastically. Therefore, p-i-n diodes are mostly used in 

CW applications.  
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Fig. 2.11: Approximate conduction band diagram of a UTC diode with an absorber doping of p
-
=10

17
/cm³, and a 

transport layer doping of n
-
=2x10

16
 /cm³. The  band diagram is depicted for an optically generated current density of 80 

kA/cm². The curvature of the transport layer due to photo-generated carriers under strong illumination is much smaller 

as compared to the undoped case. The doping also substantially reduces the required DC bias for maintaining the 

transport field at the beginning of the transport layer (at the p
-
-layer). The self-biasing effect in the p

-
 region is also 

shown. 

 

So far, we treated an idealized p-i-n diode with a very narrow absorption region (of width wA), 

much narrower than the transport layer. In real devices, this is not practicable since the absorbed 
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optical power (and, consequently, the photocurrent) would be very small according to Lambert-

Beer’s law (see Eq. (2.10)). As an example, even a 200 nm absorber layer with an absorption 

coefficient of =8000 cm
-1

 (a typical value for InGaAs) absorbs a laser power of only 

)exp(1/ aLabs wPP 14.8%, if no power was reflected. However, a 200 nm thick absorber 

layer cannot be considered as very narrow compared to a 280 nm transport layer. The thickness of 

the absorber must be thinner in order to prevent large hole transport lengths, which would 

deteriorate the transport performance of the device. A further problem is the structure of the 

absorber layer. As discussed in Section 2.3.1, in terms of thermal conduction, InP is preferable as 

compared to InGaAs. However, InP does not absorb 1550 nm light. InGaAs layers have to be used 

for the absorbing layer. Therefore, many THz p-i-n diodes consist of an InGaAs absorber layer with 

a length in the range of 50-120 nm, followed by an InP transport layer in the range of 200-300 nm 

[32],[36],[37]. A key challenge in sample growth is the transition from InGaAs to InP, particularly 

concerning the exchange the group V element (As, P). Smooth transitions (such as graded layers) 

are difficult to grow, therefore most diodes with InP transport layers consist of a sequence of 2-3 

InGaAsyP1-y layers. Each transition results in a step in the band edge that gives rise to carrier 

accumulation and scattering. In order to reduce the step in the conduction band, the transition layers 

are slightly n-doped [37] in most cases. Since the InGaAs absorber is at the p-side of the junction, 

the n-doping could result in formation of a junction with a large field drop right in the absorber 

layer instead of the transport layer. Therefore, the InGaAs absorber layer must be p
-
-doped and the 

transition length should be kept short. The p
-
-doping results in very low accelerating fields in the 

absorber layer (see Fig. 2.7). This deteriorates the transit-time performance since the electron transit 

time from their point of generation to the transport layer through the absorber layer can be very long 

if it is diffusion-dominated. For pure diffusion, the transit-time through the absorber layer is [38] 

th
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w

v2

2

, (2.56) 

where D=kBT e/e is the diffusion constant and vth is the electron thermal velocity. For an average 

drift length of wA=50 nm (total absorber length 100 nm), the diffusion transit-time through the 

absorber is in the range of 5.0diff

A ps, depending on the doping level which alters the carrier 

mobility. The same accounts for holes. Fortunately, holes are much slower than electrons and 

generate a space charge field in the absorber layer similar to Eq. (2.51) and Eq. (2.53), but with 

opposite sign. The amplitude of the space charge field generated by stationary holes, however, is 

much smaller due to the p
-
 doping of the absorber that is usually higher than the photogenerated 

carrier density. It is illustrated in Fig. 2.11. The small space charge field due to holes supports field-

driven acceleration of the electrons in the p
- 

-layer towards the transport layer. For high optical 

powers, the acceleration can be high enough to allow for drift-limited transport [38]. Still, the 

average transit-time through the InGaAs absorber layer, A, increases the total transit-time, 

TAtr , where T  is the transit-time through the InP transport layer.  

In order to mitigate the dilemma between increased absorption (requiring a long absorber) and small 

transit-time (requiring a short absorber), the propagation direction of the laser light can be adapted. 

So far, we considered direct illumination from the top. Several groups employ a waveguide design, 
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where the absorption takes place along the p-i-n diode’s lateral dimension [37],[39]. Narrower 

absorption regions can be used by elongated diodes, still achieving large optical responsivities in 

the range of 0.36 A/W [37] (the maximum responsivity at 1550 nm is e/h =1.25 A/W). 

 

2.2.4.2 Photoconductors 

(a) Space charge screening 

For a short lifetime material, carriers are trapped soon after their generation. The average distance 

an electron or hole can move with a drift velocity  vDr before it is trapped is 

recDrDl v , (2.57) 

as illustrated in Fig. 2.12. The maximum drift velocity is the saturation velocity, vsat. However, the 

mobilities for electrons in LTG GaAs are with values around 400 cm²/Vs much smaller than in 

undoped GaAs. At high optical fluences, the large amount of optically generated carriers can 

additionally result in increased carrier-carrier scattering reducing the mobility [40]. To accelerate 

electrons to the saturation velocity, fields in the range of 25 kV/cm are necessary in LTG-GaAs and 

it takes already tens of fs. In the following calculation, we will use vDr=vsat. The results will only be 

upper limits for space charge effects. We will first treat the CW case. 

 

Fig.2.12: Illustration of the screening effect in photoconductors for a short pulse. a) Electron and hole distribution right 

after their generation. For better visibility, electron and hole clouds are vertically offset. b) The charge clouds can only 

move a length of lD before they get trapped. Carriers at the contact are withdrawn. In the central part of the structure, 

there are both electrons and holes available. The carriers can quickly recombine without leaving any net charge. c) The 

external bias is mainly screened close to the contacts, lowering the effective transport field throughout most of the 

structure. The electric field (slope in c)) right at the contact is higher than the average transport field. 

 

CW operation 
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A recombination time of rec~200 fs and transport with vsat results in a dipole length of lD~ 20 nm. 

Electron and hole clouds are displaced as illustrated in Fig 2.12 b). The electric field in the gap is 
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with E0 the field right at the electrode. For CW, we assume that the carrier density, n0, is the 

average space charge carrier density at the electrodes and is time-independent. The external bias 

source can deliver a constant average bias of UDC to the electrodes, maintaining the average 

potential. The boundary conditions are therefore chosen such that 
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/)( , with EDC the unperturbed field in the gap. This yields for the 
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0 )( . The field in the gap center (Eq. 

(2.58), center) is reduced by screening due to photo-generated carriers to 
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The total screened bias at the electrodes is  
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0 . (2.60) 

For CW operation, it is necessary to clearly distinguish between trapping and recombination. 

Historically, the trapping time of carriers in photoconductors is termed the recombination time, rec,. 

Since the carrier is capturend, it does not contribute any more to the current andthe trapping time 

enters the life-time roll-off Eqs. (2.20) and (2.21). However, this does not necessarily mean that the 

carrier has already recombined with another carrier of opposite sign. Sufficiently far away from the 

electrodes, the photogenerated electron and hole densities are equal. Therefore, fast recombination 

due to alternate electron and hole capture by a sufficiently large number of deep traps is a very fast 

process.  However, close to the electrodes within a drift length lD the carriers of opposite sign are 

missing and the deep defects can no longer act as recombination centers but only as traps. Once a 

trap is occupied, it cannot trap more carriers of the same charge . But these  carriers will remain  

trapped  for very long times compared to  the recombination time: thermal “detrapping” requires a 

thermal activation energy of about ½EG to get back into the respective band. Relaxation or 

detrapping times, DT , between 100 ps [41] and several ns have been reported [42]. Therefore, 

under CW conditions, nearly all the recombination centers within the drift length lD from the 

electrodes will become charged traps with space charge density -en0  and +en0 , respectively. The 

number of deep traps, n0, can largely exceed the photogenerated electron/hole density created on the 
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recombination time scale, i.e. n0>> Pabs rec/(h A). This justifies the initial assumption of a time-

independent, averaged space charge carrier density, n0. But the number of trapped charges, n0, 

cannot exceed the number of trap states which is estimated to be in the range of 2x10
18

 /cm³ [43] 

roughly representing an upper limit to the space charge. This value, however, strongly depends on 

the growth and annealing conditions of the photoconductor and can  vary within a wide range. A 

trap density  of 2x10
18

 /cm³ leads to a reduction of the field strength of EPh=5.5 kV/cm for a gap 

of 2 m and lD=20 nm, a screened bias of Uph=1.1 V, and an increase of the field at the electrode 

of E0=E0-EDC=550 kV/cm which is in the range of the break-down field strength. In summary, 

bias field screening for CW excitation is small, but space charge effects can cause early break-down 

close to the electrodes due to drastic increase of the local field to values clearly above those derived 

from gap spacing and DC bias.  

A calculation of the maximum number of optically generated carriers (and, therefore, the maximum 

optical power for CW generation) requires precise knowledge of the de-trapping time and may 

require a dynamic calculation. This calculation goes beyond the scope of this book.  

 

Pulsed operation 

Under pulsed operation the material can relax between pulses such that only the carriers generated 

in a single pulse contribute to the space charge. There is no accumulation due to long detrapping 

times, as long as the repetition rate of the laser is slower than the inverse detrapping time, DT . The 

carrier generation and separation happens on the (sub-) ps time scale without formation of a 

constant, average space charge carrier density, n0 at the electrodes. The external source that 

provides the bias, UDC, will be too slow to react on the THz time. Various capacitances, inductances 

and resistances (including the device resistance) hinder supplying charges from the bias source that 

compensate photogenerated carriers on such a short time scale – in contrast to the CW case where it 

needed to supply an average bias only. It is therefore inappropriate to assume a constant potential of 

UDC at the electrodes. It is more realistic to assume that the constant DC bias is screened by 

optically generated carriers, leading to a reduction of the electrode potential during the THz pulse. 

Therefore, Eqs. (2.58)-(2.60) need modifications and have to be calculated time-dependent. In order 

to get an estimate of the maximum screening effects, we assume an extremely short optical pulse 

and quick charge trapping in order to calculate the fields in the junction right after generation and 

trapping where screening effects are maximal. The electric field in the gap becomes 
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with EDC=UDC/wG. Here, n0 is the optically generated carrier density per pulse. The field in the gap 

center is reduced by screening due to photo-generated carriers by 



33 
 

D

r

Ph l
en

E
0

0 , (2.62) 

The electrode potential is screened by  
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Comparing the screened field of Eq. (2.62) with that of p-i-n diodes (with z=di and j=en0vsat) in Eq. 

(2.53) of 
r

i

ph

edn
E

0

0 , the maximum screened field is a factor of di/lD~10 smaller for 

photoconductors, where di is the transport length for p-i-n diodes. Most pulsed systems therefore 

use photoconductors instead of p-i-n diodes. Much higher carrier densities, n0, are possible in 

pulsed operation before reaching any space charge limit. For the same values as above (lD=20 nm , 

wG=2 m, n0=2x10
18

 /cm³), however, the screened bias is Uph=110 V, i.e. a factor of lD/(wG-

lD)=100 larger than for the CW case. This value is larger than typical biases of 30-60 V used for a 

gap width of 2 m. Therefore, saturation certainly occurs at such high carrier concentrations. But 

bias field screening saturation is a dynamic process: the space charge builds up on a time scale of 

rec. This is the same time scale where THz radiation is efficiently emitted. In low field regions, 

carriers cannot reach the saturation velocity any more, resulting in a slower response and a reduced 

spectral width. Therefore, not only the THz amplitude will be altered by bias field screening but 

also the spectral shape. The change of the THz spectra requires simulations [44]. The maximum 

bias and break-down voltage, however, can be estimated by a quasi-static approach since trap de-

screening takes much longer than trapping. The bias due to space charge and the space charge field 

are given by Eqs. (2.61) and (2.62). In contrast to CW operation, )/(0 AhEn pls  is the carrier 

concentration generated by one THz pulse. The external applied bias must compensate the space 

charge field in Eq. (2.62). For sustaining the transport in the gap, a minimum field of about 25 

kV/cm is necessary. Nowhere in the gap, particularly close to the electrodes, the break-down 

voltage (500-1000 kV/cm for LTG-GaAs [24], [45]) must be exceeded. This leads to a maximum 

carrier density of  

)( min
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0 EE
el

n B

D

r  (2.64) 

For rec=200 fs, vsat=10
7
 cm/s, and EB=1 MV/cm the maximum optical carrier density is 

n0=3.6x10
18

 cm
-3

 (pulse energy for GaAs of 40 pJ (for A=50 m², or fluences of 80 J/cm²). On the 

one hand, this calculation is fairly optimistic: Carriers are generated within a thickness of 1/  in the 

semiconductor. But the electrodes are planar. Carriers from the depth of the photoconductor have to 

drift towards the electrodes, increasing the local space charge density and reducing the maximum 

pulse energy. On the other hand, space charge screening will reduce the local field inside the gap, 

therefore reducing the carrier velocity and the dipole length, lD. In turn, higher optical densities are 

allowed according to Eq. (2.64). The device saturates, the THz pulses become wider.Estimates on 

the trap state density are in the same order of magnitude (2x10
18

 /cm³ [43]). The photoconducting 

material will not be able to trap more charges, resulting in longer effective trap times and temporal 
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broadening of the pulse. The calculated order of magnitude for saturation is in excellent agreement 

with experimental data [40],[43],[46]. 

 

Fig. 2.13: Integrated powers for pulsed operation ( rep=82 MHz, pls=80 fs) of an LTG-GaAs photomixer (A~100 m²) 

equipped with a dipole antenna (open circles) at EDC=20 kV/cm, and a SI GaAs photomixer with the same antenna 

(open squares) at EDC=36 kV/cm. The other graphs represent data with LTG GaAs using other types of antennas. A 

linear increase with the square root of the pump power represents the non-saturated regime. Despite the 80% higher 

bias, the SI GaAs saturates earlier (fluence~25 J/cm²   compared to ~100 J/cm² for LTG-GaAs). Saturation occurs 

probably due to both bias screening and radiation field screening. Under similar biases and excitation conditions the 

order of magnitude of the emitted power was the same. [Request Copyright: Tani et al., Appl. Opt. 36, 7853 (1997) ] 

For a photoconductor without traps (such as SI GaAs), the carriers drift towards the contacts due to 

the applied DC bias. This is similar to a p-i-n dode with absorption throughout an intrinsic layer of 

length wG. However, SI GaAs is very inefficient as CW source due to the extremely long transit-

time, resulting in a severe roll-off, and the high electrical power consumption, resulting in early 

thermal break-down. In pulsed systems, SI GaAs has proven to be competitive to LTG GaAs. 

Thermal limitation is alleviated  since practically no heat is generated between pulses where the 

device returns to its high resistive dark state. Due to a sharp onset of the current when the pulse 

illuminates the sample, a broadband spectrum is obtained as illustrated in Fig. 2.9. However, due to 

a lower break-down voltage of the order of 300 kV/cm as compared to 500-1000 kV/cm for LTG 

GaAs), the maximum bias voltage is lower. In addition, the carriers drift longer  since they are not 

trapped, resulting in larger space charge effects. The devices saturate earlier than LTG GaAs 

devices. An early experimental comparison of SI GaAs to LTG GaAs from ref. [46] is shown in 

Fig. 2.13.  

 

(b) Impedance matching and radiation field screening 

If an antenna is used to emit the radiation resulting from the changes of the photocurrent generated 

by the device, the radiation impedance, ZA=RA+iXA, and the impedance matching to the 

photoconductor determine the radiated power. The radiated THz power for CW operation is given 

by [24],[47] 
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with )()( 1

AA ZG  and )()( 1

AA ZB , C is the capacitance and DCP UIG /  is the 

conductance of the device. Note that the emitted THz power in Eq. (2.65) gets maximal for a fixed 

radiation resistance for 0PG . For CW operation, the source resistance of p-i-n diodes can be in 

the range of the radiation resistance (typical values are between 27  and 100  for an antenna on a 

GaAs-air or InP-air interface) and impedance matching is possible [48]. The resistance of 

photoconductors is much higher than the radiation resistance of any practical antenna for CW 

operation. Typical dark resistances for GaAs-based devices are in the M G  range. Even with 

strong pumping, it is difficult to get the device resistance below ~1 k , with very few exceptions 

(such as in ref. [49]). The conductance of the device under CW operation, PG << )(AG , can be 

omitted in Eq. (2.65). For low and intermediate power levels, this remains the same for pulsed 

operation. For highest optical power levels, however, the conductance may become higher than the 

antenna admittance )(AG . This decreases the THz power according to Eq. (2.65). The antenna is 

short circuited by the device. However, Eq. (2.65) is difficult to use in pulsed operation in the limit 

of low device conductance: The frequency dependence of the excitation, I( )~PL( ) is contained in 

the current. The device conductance )(tGP is time varying, e.g. by trapping of the carriers. Its 

Fourier transform shows also a frequency-dependence. A similar approach as in Eq. (2.32) could be 

used. In order to estimate the power level where PG  becomes comparable to the antenna admittance 

and a simplified approach can be used. For an exciting optical pulse that is much shorter than rec, 

the instantaneous conductivity of a photoconductor right after absorption of the optical pulse is  
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for a finger structure with fingers of length ly and N gaps of width wG.  is the absorption 

coefficient, and 
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with an absorbed pulse energy of Epls. Substituting Eq. (2.67) into Eq. (2.66) yields 
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P
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G . (2.68) 

For an antenna with a frequency-independent radiation resistance of RA=72  (a self-

complementary broadband antenna, e.g.), negligible reactance, XA, a mobility of 400 cm²/Vs, 

h =1.5 eV (830 nm,LTG GaAs) and a gap width of 2 m, the instantaneous device resistance 

becomes equal to the radiation resistance of the antenna at an optical pulse energy of 2.1 pJ. This is 

more than an order of magnitude smaller than the laser power where bias field screening becomes 

apparent as derived in the previous section for a 50 m² device. For SI GaAs, the mobility can be 
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up to a factor of 20 higher than for LTG-GaAs, resulting in impedance matching at a pulse energy 

of only 0.1 pJ. Eq. (2.68) scales inversely quadratic with the gap width. It is therefore reasonable to 

use larger gaps for pulsed operation, in order to allow for higher optical powers and consequently 

higher THz powers. On the one hand, larger gaps reduce the photoconductive gain, g= rec/ tr, which 

reduces the current fed to the antenna (Eq. (2.21)). On the other hand, larger gaps show less 

capacitance, improving the RC performance paticularly above 1 THz, compensating the smaller 

current. For a single gap of wG=ly=7 m (area~50 m²), impedance matching is achieved at 50 pJ 

absorbed energy for LTG GaAs (optical fluence of 100 J/cm²), corresponding to an optical carrier 

density of 18102.4n /cm³. In this range, also trap saturation may influence the device 

performance in LTG-GaAs, since the trap density is estimated to be in the range of 2x10
18

 /cm³ 

[43]. The carrier density (pulse energy) for impedance matching does not represent a limit. At 

higher pulse energies, the device impedance will be lower than the antenna impedance right after 

absorption of the optical pulse. It will cross the point of impedance matching within the time scale 

of the recombination time, and become highly resistive again afterwards. Broadening of the pulse 

was reported [43] and a sub-linear increase of the emitted THz field with increasing fluence [40]. In 

many cases, rec is in the same range as the pulse duration, pls, such that many carriers are trapped 

before the optical pulse is over. The presented values are therefore underestimates. 

At very high optical power levels where GP>>GA, it will not make sense to further increase the 

optical power, since the device will saturate. Eq. (2.65) becomes in this limit 
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IP  since GA(0 Hz)=0 and UDC possesses only the DC component. 

The frequency dependencies of current and conductance cancel, there is no noticeable AC 

modulation of the current fed into the antenna any more, and no power will be generated during the 

time where GP(t)>>GA. Note, however, that increasing the bias, UDC, still quadratically increases 

the THz power (particularly during pulse times where GP(t)≤GA). This is name-giving for the 

device: “photoconductive switch”. The laser pulse modulates the resistance of the photoconductor 

from highly resistive to low-ohmic and therefore switches the current due to the external DC bias on 

and off. 

 

A term that is more frequently used to describe the saturation with respect to increasing optical 

power is radation field screening. At high fluences, the emitted THz field can reach the same order 

of magnitude as the accelerating DC field, EDC=UDC/wG, supplied to the electrodes. In the 

following, we will show that radiation field screening is indeed described by Eq. (2.65). For 

simplicity, we neglect reactances of both the antenna and the device and discuss only the 1D 

problem of carrier transport along the x-direction between the electrodes where all z-dependencies 

have been integrated. We further assume long electrodes without any y-dependence on fields and 

currents. Due to the induction law, the THz field reduces the accelerating field, [50],[51]  

),(),(),( txEtxEEtxE THzPhDCloc , (2.69) 



37 
 

where ),( txEPh  is the (time dependent) screened bias by charges in the photoconductor according 

to eq. (2.62), and ETHz(x,t) is the radiated THz field that back-acts on the carriers. The bias field 

screening by ),( txEPh  will be neglected since it was discussed in the last section. The radiated 

field is proportional to the time derivative of the 2D photocurrent density, 

),(/~),( )2( txjttxE D

THz  (with j
(2D)

 in units A/m due to z- integration). The current density is x-

dependent since we have to calculate the total displacement current which is the sum of all currents 

generated within the device. The 2D current density can be understood as an effective surface 

current. In the frequency domain, this reads 

),(),( )2( xjixE D

THz  (2.70) 

where  is a proportionality constant defined by the radiation resistance of the antenna,

idxxjdxxEIUZ D

THzTHzTHzA ),(/),()(/)()( )2( , where ),()2( xj D

A  is the surface 

current density generated by the device. The average 2D current density is related to the local 

accelerating field by ),(),(),()2( xExGxj locP

D . The radiated field at the antenna in Eq. (2.70) 

can then be expressed in terms of the local field as 

),(),()(),( xExGZxE locPATHz  (2.71) 

Substituting the local field from Eq. (2.67) into Eq. (2.71) yields 
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with ),(),( )2( xjExG D

idDCP , the ideal current density generated by the device with 

)(),()2( Idxxj D

id . For a device conductance comparable to the inverse radiation resistance, the 

current fed into the antenna in order to generate THz radiation is reduced by the denominator in eq. 

[2.72]. Replacing the radiation resistance by the admittance, the THz field becomes 
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Using 
2

),()(
2

1
)( dxxEGP THzATHz  and replacing the local conductance, ),(xGP , by the 

externally accessible value of the lumped element, )(PG , yields the impedance matching formula 

in Eq. (2.62), however, without imaginary parts since they were neglected in this calculation. These 

can easily be accommodated in Eq. (2.73) by replacing ),(xGP  and )(AG  by their respective 

complex quantities. 

Eq. (2.72) is frequently used to describe radiation field screening for large area or large aperture 

emitters [25],[52] where the spatial dependence can be omitted for homogeneous illumination. In 

large aperture emitters, the carriers situated at a semiconductor-air interface directly emit the THz 
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power into free space. The radiation resistance therefore has to be replaced by the wave impedance, 

Z0/(1+n), where n is the refractive index of the substrate. Further, the lumped element conductance 

must be replaced by the surface conductivity (i.e the conductivity integrated over depth, z), 
(2D)

, 

since the device cannot be considered as a lumped element but rather as an array of distributed 

emitters (see also Chapter 3 6.2 ). The current responsible for radiation reads [25] 

n

Zt

Et
tj

D

DC

D

D

1

)(
1

)(
)(

0

)2(

)2(

)2(  (2.74) 

The numerator is the ideal current density. Since the THz power is proportional to PTHz~[j
(2D)

(t)]², 

radiation field screening reduces the THz power as 
2

0

)2( )1/(1 nZD

RFS . 

From large area emitters based on SI GaAs, fluences in the range of ~1 J/cm² for accelerating 

fields of 2-2.5 kV/cm [52],[53] to about 10 J/cm² for 20 kV/cm [54] have been used at the onset of 

radiation field screening (i.e. sub-linear increase of the emitted THz field with increasing fluence). 

Higher DC accelerating fields allow for (linearly) higher saturation fluences since a higher radiated 

THz field is required for screening. From the presented values, each J/cm² requires at least 2 

kV/cm of DC field in order to prevent radiation saturation of the field screening for GaAs. 

However, early data [40] suggest later saturation at fluences in the range of 80 J/cm² for a bias 

field of 4 kV/cm (extrapolated from Fig. 8 of ref. [40]).  

For LTG GaAs, Loata et al. [51] found radiation field screening saturation of the device for optical 

fluences in the range of 50-100 J/cm² (n0~few 10
18

 cm
-
³) for an accelerating field of 20 kV/cm. It 

saturates at higher optical fluences than SI GaAs. 

For pulsed operation, trap saturation, bias field screening, and impedance matching/radiation field 

screening are getting important at similar optical power levels for both low lifetime material and SI 

GaAs. It is often difficult to distinguish the different contributions. 

2.2.5. Device Layouts of Photoconductive Devices 

The development of THz photoconductive devices is mainly electrical engineering and materials 

science. For CW operation, the material must feature (a) a low carrier life-time in order to improve 

the transit-time performance, (b) a high dark resistance for reducing the DC electrical load, (c) a 

high break-down field in order to allow for high DC biases, and last but not least, (d) an acceptable 

carrier mobility. For pulsed operation, a low carrier lifetime (a) is not desperately necessary, 

however, it helps to increase the break-down field and the dark resistance. It is fairly simple to 

accomplish (a)-(c) for instance by destroying or damaging the semiconductor lattice, however, at 

cost of mobility (d). Materials with low mobility, , do not allow for transport at the saturation 

velocity, if v= EDC<vsat for the applied maximum DC field. This results in low photocurrents and 

little emitted THz power. Materials need to be engineered in order to optimize items (a)-(d) at the 

same time. Several examples for both 800 nm and 1550 nm operation are discussed below. 
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2.2.5.1 Photoconductors at 800 nm 

Photoconductors based on GaAs are the work horses in many THz laboratories. GaAs can be grown 

with a very small amount of unintentional doping. Due to the sufficiently large band gap of 1.42 eV, 

there are practically no thermally generated carriers and the dark resistance is high. These 

photoconductors require laser wavelengths shorter than 870 nm. They are often excited with 

Ti:sapphire lasers, particularly for pulsed operation. CW systems often consist of distributed feed 

back (DFB) diodes that are amplified with (tapered) semiconductor optical amplifiers (SOAs). 

Typical optical power levels for CW operation are 50 mW. A difference frequency of 1 THz 

requires 2.4 nm wavelength offset at 800 nm center frequency. Typical DFB diodes can be tuned by 

more than 2.5 nm, and a tuning range of ~5 nm (~ 2.1 THz) can easily be achieved. In the GHz 

range, semi-insulating (SI) GaAs can be used for fast optical receivers [55]. In the THz range, 

however, intrinsic or semi-insulating GaAs features a very pronounced transport-time roll-off for 

CW operation due to the lack of trapping centers.  Space charge saturation occurs at fairly low 

optical power levels (see eq. [2.59] and [2.60] for lD=wG) and the electrical power dissipation is 

high. The lower break-down voltages and the lack of traps lead to non-linearities in the IV 

characteristics at substantially lower biases as compared to materials with low carrier lifetime [46]. 

In pulsed operation, however, SI GaAs devices perform very well: The space charge limitations 

occur much earlier, but the THz power emitted by an electron-hole pair is much higher as described 

in Section 2.2.2.2 b), Fig. 2.9 and discussion thereof. Since thermal dissipation scales with the 

average power but THz power scales with the peak power, thermal limits are suppressed by a factor 

of rep pls. Therefore, pulsed SI GaAs devices perform similarly well as devices based on materials 

with a short life time [46]. In the following, however, we focus on low lifetime material since such 

materials can be used in both CW and pulsed applications. 

(a) Low temperature grown GaAs (LTG-GaAs) 

LTG-GaAs is typically fabricated by molecular beam epitaxy (MBE) at low growth temperatures (~ 

200 °C) under As overpressure on SI GaAs. [24]. At this low temperature, up to 1.5 % excess 

arsenic is incorporated. After annealing at temperatures up to 500-580 °C the excess As is forming 

antisite defects, which act as deep (double) donors, or quasi-metallic clusters. A very low lifetime in 

the range of 100 fs [56] and a reasonable mobility around 400 cm²/Vs can be achieved. Carrier life 

times and resistance can be widely engineered by the growth temperature and the subsequent 

annealing temperature (Fig. 2.14).  
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Fig. 2.14: Carrier life time of LTG-GaAs vs. annealing temperature. The growth was performed at 230 10 °C. At low 

annealing temperatures (region I and below), the material is dominated by defects, showing a comparatively low 

resistance but also a short  life time. In region II, the lattice begins to relax; doping defects are reduced, increasing the 

resistance but the life-time remains on a similar level. Region II is ideal for producing photoconductive switches. Above 

region II, point defects are cured, the lattice constant relaxes towards that of the substrate. The annealing also reduces 

the trap state concentration, resulting in an increase of the life-time to  ~ 1 ps or even more. [Pic from Paper: 

GregoryBaker2003; Copyright to be requested!] 

 

Carrier trapping and scattering by the As clusters prevents any velocity overshoot. The IV 

characteristics remain linear. The break-down field is about 2-3 times higher than for SI GaAs. For 

operation at 800 nm, the absorption length is about 0.8 m. A typical sample structure for CW 

operation is 1-2 m thick and consists of two electrodes with 3-4 fingers each that are deposited on 

top of an LTG-GaAs layer (see Fig. 2.8). The finger width is in the range of 0.2 m, the gap width, 

wG~2 m, depending on the design frequency. The area covered by the fingers is in the range of 100 

m² [24], resulting in an RC 3 dB frequency around 1.3 THz for a 72  load. No mesa etching is 

required due to the high dark resistance in the G /square range [24], since a noteworthy 

conductance only occurs in optically excited areas. Usually, an anti-reflection coating (ARC, 

thickness~280 nm for an SiO2-film at 800 nm) is deposited on top of the active structure that also 

prevents oxidation of the semiconductor at high optical powers. In order to improve thermal 

conduction, often an AlAs heat spreader layer is deposited below the active material. A Bragg 

mirror, consisting of AlGaAs-AlAs /2 layers , can be grown underneath the active material to 

reflect the incoming laser and enhance the absorption [57]. This allows for thinner LTG-GaAs 

absorber layers. It also improves the electrical performance since the electric field applied by the 

finger electrodes is more homogeneous close to the surface. Several groups also reported 

improvement of the thermal management by sample transfer onto a highly thermal conductive 

material such as Sapphire or silicon [45],[49]. Industrial diamond and SiC have also been proposed 

as thermal substrates. 

To the knowledge of the authors, the highest reported CW THz power in the low THz-frequency 

range is around 1.8 mW at 252 GHz [49]. A tunability range from <100 GHz to 3.8 THz with a 
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single device has been reported [57] with still W-level powers at 1 THz. LTG-GaAs based 

photoconductors have not only been used as antenna coupled devices but also as large area emitters 

(see Chapter 3.6.2) [45]. 

LT-GaAs photoconductors have to be operated with laser wavelengths shorter than 870 nm due to 

its band gap. Although absorption can also take place via the mid gap trap state [58] or by two 

photon processes (only in pulsed operation ) [59], the absorption cross section is so low that very 

little has been reported with 1550 nm excitation. 

(b) ErAs:GaAs at 800 nm 

ErAs:GaAs is a promising alternative to LTG-GaAs. It consists of continuous growth of a 

superlattice sequence of GaAs-ErAs-GaAs with up to 2 ML ErAs [60] and a thickness for the GaAs 

layers in the range of 10-30 nm. Erbium tends to precipitate and form  ErAs nanoparticles with a 

size in the range of ~2 nm [60] and a density in the range of 7x10
12

 cm
-
² [61]. Bulk ErAs is a semi-

metal with a Fermi energy slightly above the band gap center of GaAs. Due to quantization effects, 

small particles have been reported to show a transition from semi-metallic to semi-conducting [62]. 

In contrast to LTG-GaAs, ErAs:GaAs is grown at only slightly lower temperatures than standard 

GaAs, with typical values around 535°C-580°C [61], [63]. Due to the position of the Fermi energy 

in the band gap of GaAs, the ErAs particles act as very efficient trap centers. The trapping times 

mainly depend on the drift/diffusion time from the point of generation (by optical absorption) to the 

next ErAs particle. Higher particle density results in shorter trapping times, however, also in lower 

mobilities due to increased scattering. Trapping times in the range of rec~120-250 fs [64],[65],[34] 

and a significantly higher mobility than LTG GaAs [24] have been reported. The incomplete 

surface coverage of ErAs allows for continuous overgrowth with defect-free GaAs, because of the 

available GaAs surface where growth can continue. The electrical performance is comparable to 

that of LTG-GaAs. A break-down voltage of 200-500 kV/cm has been reported [34],[61]. The dark 

resistance is about 100 times lower than LTG-GaAs [24], however, still high enough in order to 

produce useful photoconductors with a dark resistance in the several M  range [24]. The 

comparable electrical properties  and life times result in comparable performance as LTG-GaAs 

photoconductors. Interestingly, a special growth mode of ErAs:GaAs allows for noticeable 

absorption at 1550 nm, allowing for implementation of ErAs:GaAs photomixers at telecom 

wavelengths. This will be discussed in the next section. 

 

2.2.5.2 Photoconductor concepts at 1550 nm 

1550 nm compatible photomixers benefit from the huge variety and low cost of telecom 

components. A wavelength difference of 8 nm is required for a difference frequency of 1 THz. CW 

systems often consist of two DFB diodes that are yet commercially available with a mode hop free 

tuning range of about 4.5 nm. Two diodes can therefore cover a frequency range of about 1.2 THz. 

For a larger tuning range, one of the DFBs can be replaced with a grating tuned source. In both 

cases, the laser linewidth is in the low MHz range. DFB diodes are also very stable (on the same 

scale as the linewidth, see Chapter 7). If more power is required, Erbium doped fiber amplifiers 

(EDFA) are used. The systems are often completely fiber based (with polarization maintaining 
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Fig. 2.15: ErAs:GaAs self-

complementary square-spiral photo-

conductive switch  

 

fibers), allowing for simple handling and very little alignment effort. Only the free space THz path 

needs alignment. In 1550 nm CW systems, photoconductors are mainly used as coherent detectors. 

Although they can also generate THz radiation, p-i-n diode based mixers are typically more 

efficient. 

Pulsed systems frequently use 1550 nm fiber lasers. Due to dispersion, the fiber laser length, l, is 

usually kept fairly short, resulting in high repetition rates in the range of rep=c/2l~70 MHz. 

Photoconductors are both used as sources and coherent detectors. If coherent detection by electro-

optic sampling (EOS) is desired, the 1550 nm signal can be frequency-doubled such that EOS 

crystals with phase-matching at ~800 nm (ZnTe, e.g.) can be used.  

In contrast to well established 800 nm photomixers, devices for 1550 nm operation suffer 

intrinsically by the ~2 times lower band gap (~0.74 eV). It is very challenging to obtain deep traps 

and high dark resistances while maintaining a sufficiently high carrier mobility and absorption 

coefficient. Low temperature grown In0.53Ga0.47As, for instance, is strongly n-type [66], in contrast 

to LTG-GaAs. Further, the break-down voltage, EB, is lower. From semiconductor physics, the 

break-down field tends to vary with band-gap energy superlinearly and studies have yielded 

universal empirical relationships such as EB [V/cm]= 1.73x10
5
 (UG [eV])

2.5
 for low-doped direct-

band-gap materials [67]. Hence, the difference between the GaAs EB (UG = 1.42 eV) and EB of 

InGaAs is predicted to be a factor of 4.9, which is rather close to the observed difference in the 

maximum bias voltage between homogeneous GaAs and InGaAs ultrafast PC devices. Several 

strategies have been demonstrated to fulfil the needs and to overcome the discussed problems of 

telecom-compatible photomixers.  

 

(a) Extrinsic photoconductivity at 1550 and 1030 nm of ErAs:GaAs 

(E.R. Brown)  

 

A promising alternative to InGaAs is to use GaAs with 1030 or 

1550 nm drive lasers and utilize sub-band-gap photon absorption 

mechanisms via the high concentration of defect- or impurity-

levels that ultrafast materials generally have. In pulsed-mode, for 

example, attempts have been made to utilize two-photon 

absorption and sub-ps recombination via the mid-gap states 

associated with As-precipitates in LTG GaAs [68],[69]. This was 

then used to demonstrate a PC switch, but the resulting 

photoconductivity was found to be impractically weak compared 

to the intrinsic cross-gap effect. In CW mode, attempts have been 

made to overcome the weak 1550 nm absorption by embedding 

the LTG GaAs in a dielectric-waveguide, distributed p-i-n 

photodiode [70]. But the waveguide length required for strong 

absorption reduces the electrical bandwidth because of difficulties 
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in velocity matching the photonic and RF waves.  

To date, the most attractive extrinsic photoconductive material has been co-doped (homogeneous) 

Er:GaAs.  Test structures such as the PC switch in Fig. 2.15 have yielded valuable data pertaining to 

DC photoconductive and THz performance [71]. First, the DC photoconductivity was characterized 

at 1550 and 1030 nm with up to P0 =140 mW of average laser power at each wavelength. This 

limitation is necessary on one hand to guard against damaging the PC switch, and on the other hand 

for consistency between the 1550 nm and 1030 nm measurements since this was the maximum 

power available from the 1550 nm laser but not the 1030-nm laser. The 1550 nm laser was an 

EDFA mode-locked laser with a repetition frequency of rep=36.7 MHz and pulse with of 

pls~300 fs. The 1030 nm laser was a YDFA mode-locked laser with a repetition frequency of 

rep=31.1 MHz and pulse with of pls ~190 fs. Laser power measurements were taken with a 

commercial thermopile-type detector. The laser beam at both wavelengths was focused into the 

active (central) gap of the PC switch in Fig. 2.15 with a standard 10x microscope objective.  The 

bias voltage was fixed at 77 V – a value found low enough to provide reliable operation at the 

maximum 140 mW laser power level. The DC photoconductivity results are plotted in Fig. 2.16 (a) 

and (b) for 1550 and 1030 nm light, respectively. The two curves are substantially different at low 

P0, but similar at high P0 in that they both approach a linear asymptote. This is in contrast to the 

continuous quadratic-up behavior displayed by LTG-GaAs switches with 1550 nm drive [69]. At 

low P0, Fig. 2.16 (a) and (b) also show nonlinear behavior, but concave down in Fig. 2.16 (a) and 

concave-up in Fig. 2.16 (b), which is not yet understood. At the low end of the linear asymptotic 

region of Fig. 2.16 (a), the current responsivity is  ≈ 5 A/mW, and at the high end it is  ≈1.0 

A/mW.  The former is about 4-times less than the  from an identical type of PC switch (same 

ErAs:GaAs material) measured at the same UDC with a 780 nm sub-ps pulsed laser.  

In contrast, the photocurrent for the 1030 nm laser in Fig. 2.16 (b) reaches a maximum value of 44.9 

µA, corresponding to  ≈ 0.32 µA/mW, which is about 3-times less than the 1550 nm result.  

However, it still supports our interpretation of the new effect as extrinsic photoconductivity rather 

than two-photon absorption. This is because 1030 nm photons would not match the energy-

momentum conservation criteria for two-photon transitions across the GaAs band gap, so would 

       

Fig. 2.16: (a) DC photocurrent vs average 1550 nm laser power at 77 V bias.  (b) Same as (a) except 

with 1030 nm laser.  
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experience far weaker absorption coefficient than 1550-nm photons. The promising 1550 nm 

photocurrent suggests that this PC switch should produce measurable THz power, assuming of 

course that the photocarrier lifetime associated with the new photoconductive mechanism is 

comparable to that of the traditional intrinsic, cross-gap effect (typically << 1 ps). The THz output 

power was first measured with a broadband, calibrated pyroelectric detector having a crude low-

pass filter (0.010-inch-thick black polyethylene) to block the mid-IR-to-visible radiation. Its 

resulting THz responsivity is roughly 5000 V/W.  The pyroelectric signal vs. bias, UDC , (Fig. 2.17 

(a)) was measured at a fixed 1550 nm laser power of 140 mW, and the signal vs. P0 (Fig. 2.17 (b)) 

was measured at a fixed bias voltage of 77 V. The vertical scale in both plots is rms lock-in 

amplifier reading; when adjusted for this, the maximum reading in both Fig. 2.17 (a) and (b) 

corresponds to a peak-to-peak reading of approximately 520 mV (confirmed on an oscilloscope). 

Hence the maximum power measured from the switch is ≈105 W [71]. In stark contrast, no THz 

power was measured from the same PC switch driven by the 1030 pulsed laser under the same 

operating conditions. This suggests that the photocarrier lifetime associated with the extrinsic 

photoconductivity is quite sensitive to laser drive wavelength, but for reasons that are not yet 

understood. 

Inspection of Fig. 2.17 (a) and (b) provides an interesting contrast to the operating 

characteristics usually displayed by intrinsic photoconductive switches driven at 780 nm [72]. The 

nearly quadratic dependence on bias voltage in Fig. 2.17 (a) is stronger than at 780 nm, whereas the 

sub-quadratic [PTHz ≈ (P0)
1.6

] dependence on drive power in Fig. 2.17 (b) is weaker than at 780 nm 

[73]. The maximum 1550 nm-driven THz power is comparable to the broadband THz power 

measured from an identical type of switch (same ErAs:GaAs material) at the same UDC, but driven 

with 25 mW of average 780-nm power. Hence, the new 1550-nm-driven photoconductive 

mechanism is about 5-times less efficient in terms of THz-to-laser power conversion. An obvious 

way to improve this efficiency would be to increase the thickness of the active epitaxial layer, 

which is approximately 1.0 micron in all the devices tested to date.To estimate the power spectrum and 

bandwidth of the 1550 nm-driven PC switch, we carried out spot-frequency power measurements using a set 

of Schottky-diode zero-bias rectifiers mounted in rectangular waveguide and operating in three distinct 

bands centered around 100 (W-band), 300 and 500 GHz, as shown in Fig. 2.18 (a) [71].  These rectifiers act 

 

Fig. 2.17: (a) RMS output from THz pyroelectric detector vs. bias voltage with a constant 1550-nm laser power of 

140 mW. (b) RMS output from THz pyroelectric detector vs. 1550-nm average laser power at a constant bias of 77 

V. 
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as band-limited filters with very sharp low-frequency turn-on (waveguide cutoff) and more gradual high-

frequency roll-off. This enables a discrete estimate of the THz switch power spectrum knowing the external 

responsivity of the rectifiers and their noise equivalent bandwidth. The resulting data is plotted in Fig. 2.18 

(b), normalized to the signal from the 100-GHz rectifier. The bandwidth is obtained by fitting the discrete 

spectrum to a single-pole Lorentzian function, S(f)=A/[1+(2 f )
2
]

-1
, where A is a constant and is the 

photocarrier lifetime. This has been found to be a good fit to the THz power spectrum of PC switches whose 

photocarrier lifetime is significantly longer than the RC electrical time constant – a likely condition in the 

present case since the gap capacitance of the switch is << 1 fF. For the experimental data in Fig. 2.18 (b), the 

best fit to the data occurs when A = 1.08 and = 0.45 ps, This corresponds to a -3-dB frequency-domain 

bandwidth of B = (2 )
-1
 = 354 GHz, which is comparable to the bandwidth deduced from 780-nm time-

domain measurements for the identical type of switch (same ErAs:GaAs material and antenna) with a 780-

nm femtosecond laser [72]. However the laser pulse in the present experiments (300 fs) is considerably 

longer than that used at 780 nm, so that the lifetime-limited bandwidth of extrinsic PC switch could be even 

higher than 354 GHz. 

 

(b) ErAs:InAlAs/InGaAs devices 

(S.Preu)  

The fairly low absorption of ErAs:GaAs at 1550 nm can only be overcome if the inter-band 

transition is used for absorption: for In0.53Ga0.47As, the absorption coefficients are in the range of 

8000/cm. However, the typical problems for InGaAs-based photoconductors have to be faced: the 

Fermi energy of semi-metallic ErAs in InGaAs is close to (or even above) the conduction band edge 

[75]. Although carriers are still trapped by the semi-metal, the high density of states of ErAs result 

in a strong n-type background that has to be compensated with a p-dopant. Typically, either 

Beryllium or Carbon is used. The large p-doping (of the order of 10
20

/cm³) and scattering by the 

ErAs particles results in rather low mobilities in the range of 900 cm²/Vs [76] for material with 

sufficiently low lifetime, getting lower with higher Er concentration and stronger doping. In most 

cases, the n-background cannot be completely compensated, leading to fairly low resistances in the 

    

Fig. 2.18: (a) Broadband spectrum from 780-nm-driven PC switch, and responsivity spectra of three waveguide 

Schottky rectifiers used for spot-frequency measurements. (b) Spot-frequency spectrum from 1550-nm-driven PC 

switch and curve fit.  
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range of 10 -100 cm (100 k /square for a 1 m thick sample) [77]. In ref. [78] a resistivity of 343 

cm was specified, however, without a specifying the mobility. Furthermore, exact compensation 

is difficult: a small error in the doping concentration around the point of perfect compensation can 

push the Fermi-energy from the center of the band gap right o the conduction- or valence band edge 

if no deep traps are present that pin the Fermi energy. In contrast to ErAs:GaAs, a compromise 

between short carrier life time (requiring high ErAs concentration), low dark conductivity (low 

ErAs concentration and high p compensation doping beneficial) and mobility (low ErAs 

concentration and low p-doping) has to be found. The problem of low break-down voltage cannot 

be overcome. Still, functional photomixers have been fabricated from ErAs:InGaAs with lifetimes 

in the range of 200-300 fs [78],[79]. Low temperature operation can help to freeze out carriers for 

overcoming thermal heating limitations [80] by excess dark conductance.  

In order to reduce the large n-background, a superlattice of InGaAs-ErAs:InAlAs has been 

implemented as illustrated in 2.Error! Reference source not found. a) and b) [81]. ErAs is a deep 

trap in InAlAs. If the InAlAs layer is chosen only a few nm thick, carriers can tunnel into the ErAs 

states in InAlAs and are efficiently trapped. Some p-doping is still necessary in order to compensate 

for the n-background by carriers tunnelling out of the ErAs states. Since carriers have to tunnel into 

the ErAs states (with limited tunnel probability), the carrier-lifetime can be quite long.  However, it 

is already sufficient to grow the ErAs between an InAlAs and an InGaAs layer (Fig 2.19 b), as a 

compromise between lifetime and resistance. Generally, the resistance of such a structure can be 

much higher than that of the ErAs:InGaAs material. The absorption takes place in the adjacent 

InGaAs layers between the InAlAs layers. The band structures shown in Error! Reference source 

not found. a) and b) resemble quantum wells. Shifts of the absorption edge towards longer 

wavelengths due to quantization effects remain small if the InGaAs layer is chosen fairly wide, with 

thicknesses in the range of 15 nm. The absorption coefficient is just slightly lowered at 1550 nm as 

compared to bulk InGaAs. Besides the higher resistance, another advantage is the much higher 

carrier mobility due to the absence of ErAs in the absorber material and less p-background doping. 

Since carriers first have to drift towards the InAlAs barriers and then have to tunnel into the ErAs 

trap states, the carrier life time is longer than that of ErAs:InGaAs. The layer thicknesses of both the 

InAlAs tunnel barriers and the InGaAs absorber layers are a compromise between high resistance, 

absorption, and low life time. Typical values are 2.5 nm for the p-doped InAlAs both above and 

below the ErAs layer, followed by a 15 nm InGaAs layer. In order to achieve an absorber thickness 

in the range of 1 m, a sequence of N=70 superlattice periods has been used, resulting in a total 

thickness of 1400 nm. Such InGaAs-ErAs:InAlAs photomixers have been used for pulsed 

measurements [81]. A representative measurement with a large area emitter is shown in Error! 

Reference source not found. c). The material showed a resistivity of 670 cm, a mobility of 1120 

cm²/Vs and a carrier lifetime of 2.8 ps. 
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Fig 2.19: a) InGaAs-ErAs:InAlAs photomixer ideal band diagram. The ErA-layer is sandwiched between InAlAs tunnel 

barriers in order to increase the dark resistance of the material b) Device with only one tunnel barrier. The sheet 

resistance is still strongly increased. c) Typical power spectrum obtained with an InGaAs-ErAs:InAlAs large area 

emitter (design as in b) under pulsed operation (laser wavelength 1550 nm, 100 mW average power, pulse duration 100 

fs, repetition rate 78 MHz). Electro-optic sampling with ZnTe was used for detection. This results in the stronger roll-

off above 3 THz where the detection crystal absorbs. The inset shows the time domain pulse. The ringing is due to 

reflections by an attached heat spreader.  

 

(c) LTG-InAlAs:InGaAs devices 

(T. Göbel) 

 

A further concept for the realization of suitable photoconductors for the operation at 1.5µm optical 

wavelength is a low-temperature-grown (LTG) InGaAs/InAlAs multilayer structure, which is 

additionally doped with Beryllium. Grown at temperatures below 200 °C, excess arsenic is 

incorporated as point defects on Ga lattice sites (antisite defect, AsGa), which form deep donor 

levels in the material. In LTG-GaAs these defects are mid-bandgap, whereas AsGa defects in LTG-

InGaAs lie energetically close to the conduction band (CB) edge with activation energies around 

30–40 meV. The reduction of the electron lifetime in LTG material compared to standard 

temperature grown (STG) semiconductors is attributed to electron capture by ionized arsenic 

antisites (AsGa
+
). In LTG-GaAs the arsenic antisites are ionized by Ga vacancies, whereas 

ionization in LTG-InGaAs is mainly thermal due to the low activation energy of the defect. This 

shift of the Fermi level towards the conduction band leads to highly n-conductive material at room 

temperature. To increase the resistivity of the material, the InGaAs-layers are sandwiched between 

InAlAs-layers barriers which trap the residual carriers. These layers are high bandgap and therefore 

transparent for the incident optical signal. By using the p-dopant Beryllium, the resistivity is further 

increased.  

The structure illustrated in Fig. 2.20 (i.e. 12 nm InGaAs, 8 nm InAlAs), typically features a Hall 

mobililty of 600 cm
2
/Vs, a resistivity of 300 Ωcm and a carrier lifetime of 500 fs for a Be-doping 

concentration of 2x10
18 

cm
-3

. This multilayer photoconductor successfully combined the required 
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material properties for THz generation at 1.5µm optical wavelength for the first time and enabled 

the first fully fiber-coupled pulsed THz-system in 2008, featuring a bandwidth of roughly 3 THz 

and a DNR of 30 dB [82].   

 

 

Fig. 2.20: Schematic of InGaAs/InAlAs heterostructure, with 100 periods of a 12 nm InGaAs layer followed by a 8 nm 

InAlAs layer with cluster-induced defects acting as electron traps. b) Schematic of the respective band-diagram in real 

space with deep cluster-induced defect states.  

A general disadvantage of photoconductive antennas with on-top metal contacts results from the 

decreasing in-plane electrical field component in the depth of the photoconductor. In the depicted 

multilayer structure, this problem is enhanced due to the many interfaces at the intermediate InAlAs 

layers with higher bandgap. The interaction of photocarriers with the electric field is reduced, which 

results in a low mobilty limiting the obtainable THz power. This problem was solved by  mesa-type 

structures with electrical side contacts. Here, the electrical field is directly applied even to deeper 

layers, and the current in the receiver does not need to cross heterostructure barriers. As compared 

to their planar counterpart, the mesa-type photoconductor increased the peak-peak amplitude of the 

THz-pulse by a factor of 28 and the bandwidth of the system exceeded 4 THz [83]. 

 

(a)  (b)  

 

Fig. 2.21: Mesa-structures InGaAs/InAlAs photoconductor (a) and corresponding THz-Spectrum (b). The 

photoconductor features a stripline geometry with 25µm gap, which was biased with 5V and illuminated with 10 mW 

optical power. 
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A quick comparison of the mobility of the multilayer-structure (600 cm
2
/Vs) and the mobility of 

bulk InGaAs (10 000 cm
2
/Vs) reveals that,  the photoconductor does not profit from the high 

InGaAs mobility, which limits the obtainable THz power. This is due to the high defect 

concentration of the material causing a strongly reduced carrier mobility due to elastic and inelastic 

(i.e. trapping) scattering of carriers at defect sites. A device which better matches the mentioned 

requirements can be realized by MBE growth of InGaAs/InAlAs multilayer heterostructures by 

utilizing a special characteristic of MBE growth of InAlAs. Within a substrate temperature range 

between TS = 300 - 500 °C the growth of InAlAs shows strong alloy clustering effects with InAs-

like and AlAs-like regions featuring clusters sizes of several nanometers, with a maximum cluster 

density for TS ≈ 400 °C.  

 (a)  (b)  

Fig. 2.22: Emitted THz power of a 100 μm strip-line antenna from a sample grown at 400 °C (HHI33141) and 200 °C 

(HHI33122) in dependence on the optical excitation power at a bias field of 15 kV/cm. In combination with an 

optimized receiver, a dynamic range of 100 dB was obtained, with a bandwidth of 6 THz. 

The activation energies of these cluster defects have been measured to be in the region of EA = 0.6-

0.7 eV, which leads to semi-isolating InAlAs . By exploiting the above characteristics it is possible 

to obtain InAlAs/InGaAs photoconductors with low defect density and high mobility InGaAs layers 

adjacent to InAlAs layers with high defect densities at the same growth temperature for efficient 

carrier trapping. In such a way, the mobility of the material can be increased up to 5000 cm
2
/Vs 

with a resistivity of 300 Ωcm. With this highly mobile material, THz power up to 64 µW have been 

obtained for an optical illumination power of 32 mW [84] (cf. Fig. 2.22). 

In addition,  photoconductors are also excellent detectors for CW THz systems operating with 1550 

nm drive lasers. These detector applications will be discussed in detail in Chapter 7. 

(d) Ion-implanted photoconductors 

Another option to generate deep traps in InGaAs is by means of ion damage. Ions with energies in 

the high keV to MeV range irradiated onto a semiconductor create many defect states by 

penetrating through the lattice, e.g. by kicking out atoms or pushing atoms into interstitials. This 

results in a variety of trap states of different flavors, finally reducing the carrier mobility. A variety 

of ions has been used such as Br [85], Fe [86],[87], H, Au [88] and others. The optimum dose 

strongly depends on the implanted ions (weight) and implantation energy. For Be at 11 MeV, a dose 

around 10
11

-10
12 

/cm³ was used [89]. The type of ion is secondary: In most cases, ion energies are 

chosen high enough to ensure that most of the ions come to rest far below the THz-active zone (~1-

2 m below the surface, defined by the absorption depth of the laser light). As-irradiated material is 
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usually so strongly distorted that it cannot be used for THz applications; the carrier mobility is 

extremely low. An annealing step at temperatures between 500 °C and 800 °C [86],[87] is required 

to partially restore the lattice and allow for accumulation of trap centers. Mobilities up to 3600 

cm²/Vs with life-times of 0.3 ps have been reported [90]. An average THz power of 0.8 W was 

obtained under pulsed operation [90]. A spectrum is shown in Fig. 2.23 b). The break-down field 

increased to EB≈ 7.5 kV/cm [89] by about a factor of 4 compared to unimplanted samples. The 

resistivity of that specific device was not reported. In ref. [91], the same group reported on a value 

of ~5 cm only. The authors pointed out that the residual carrier density is fairly invariant with 

respect to the ion dose. Some compensation doping would be required to reduce the dark 

conductivity. For further reading on ion-implanted materials, we refer to ref. [89]. 

 

Fig. 2.23: a) THz pulse generated by Be
+
 ion-damaged InGaAs excited with a pls = 80 fs  1550 nm laser and recorded 

with a DAST crystal; b) Fourier spectrum. The dip at 1 THz is due to absorption of DAST. [Request copyright for Fig 

11 of [Mangeney2011]] 

2.2.5.3 Plasmonic enhancement for photoconductors 

Plasmonic effects have recently been explored for 

improving the performance of photoconductors 

[92],[93],[94]. There exist two types of plasmonic 

enhancements that have been implemented: 1.) Optical 

absorption enhanced structures: Well designed, 

nanometer-sized, metallic objects can feature plasmonic 

resonances that are excited by the incident laser power. 

The plasmons strongly increase the absorption close to 

the metallic obstacle. This allows for much shorter 

penetration depths of the laser light, where the DC field 

by the electrodes is fairly strong. Further, the reduced 

absorption depth allows for thinner InGaAs layers with 

low thermal conductance. Often, the nanometer-sized 

plasmonic structures are implemented in the electrodes. One carrier type (typically the electron) has 

very short transit lengths, resulting in high quantum efficiency. 2.) THz field enhanced structures: 

 

Fig. 2.24: Nano-gap elecrode structure as 

reported by Tanoto et al. [93]. A THz 

antenna is connected to the electrode. 
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Due to sharp tips or nanometer-sized gaps and structures, the THz field is locally strongly 

enhanced. This improves, for instance, the performance of a photoconductive detector where the 

enhancement factor due to plasmonics is directly proportional to the detected photocurrent. In the 

following, we will briefly discuss some examples for plasmonic enhancement of photoconductors 

from the literature. Plasmonic enhancement for other THz generation concepts will be discussed in 

detail in Section 2.3.5. 

Park et al. [94] reported on a photoconductive gap that was modified with silver nanoparticles with 

a diameter of ~170 nm. The lasers induced a plasmonic response, resulting in enhanced absorption 

close to the nano-particles. This increased the THz power by a factor of two for the same excitation 

conditions. However, the authors pointed out that the break-down DC voltage may be reduced by 

the particles, leading to lower maximum THz power. 

Tanoto et al. [93] have designed a nano-gap electrode structure as illustrated in Fig. 2.24, which 

benefits from both aforementioned effects. The strong field enhancement at each electrode tip 

(particularly in the gap) results in efficient carrier extraction. Further, the capacitance of the 

structure is fairly small since it obstains interdigitated electrodes. Although the active area (i.e. the 

nano-gap area) is small, a strong improvement of the emitted THz power of up to a factor of ~100 

as compared to a standard design, was reported. Another approach by Berry et. al [92],[95] that 

applies both types of plasmonic enhancements uses plasmonic grating contact electrodes as 

illustrated in Fig. 2.25. The lasers illuminate the gratings that are attached to the antenna arms. A 

fairly large gap is used that is not illuminated. Typical parameters for the grating are gold electrodes 

with 200 nm pitch, 100 nm spacing, and 50 nm height. In order to improve coupling to the 

plasmons in the electrodes, an ARC coating with 150 nm SiO2 is deposited on top of the grating. 

The thickness is optimized for maximizing the plasmonic resonance for 800 nm. Due to the small 

grating spacing of only 100 nm and due to plasmonically enhanced absorption close to the 

electrodes, electrons feature a very short transit-time resulting in a large gain for electrodes. Holes, 

however, are either trapped or have to move several microns to the opposite electrode . They 

produce a space charge background and do not contribute to the THz response. The large distance 

of the electrodes results in a low capacitance and a high DC resistance. The small electron transit-

time results in a fast response. A 30 times improvement of the THz detection sensitivity has been 

reported [95]. 
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Fig. 2.25: a) Schematic of the plasmonic structure and the antenna-integrated device. b) Micrograph of the structure. c) 

Simulated optical absorption. [Fig1b, Fig 2b & Fig 3b von Mona Jarrahi Optics express 2013 [request copyrights]] 

 

2.2.6. Device Layouts of p-i-n Diode Based Emitters 

There are very few examples for p-i-n diodes at 850 nm in the literature. Most results are for 1550 

nm based operation using InGaAs/InP-based devices. 

2.2.6.1 UTC diodes 

Uni-travelling carrier (UTC) diodes are up to now the most successful p-i-n diode based 

photomixers for CW operation. They have been invented by researchers at Nippon Telegraph and 

Telephone  (NTT, Japan). A typical band structure is depicted in Fig. 2.7. In UTC-diodes, the p
-
-

doped absorber layer is attached to the p-contact. The transport and current is mainly due to 

electrons with at least partial ballistic transport. This is achieved by using a transport or collection 

layer with a larger band gap as compared to the absorption layer. A few groups have reported on 

~830 nm UTC diodes based on (Al)GaAs [96]. The majority of UTC diodes, however, is designed 

for 1550 nm operation with InGaAs absorbers, followed by 2-3 transition steps with InGaAsP 

layers  to the InP transport (or collection) layer. Typical lengths for the absorber and transport 

layers are 100 nm and 300 nm, respectively [32],[37]. Besides telecom compatibility, InGaAs/InP 

UTC diodes also benefit from the larger inter-valley energy of InGaAs (E L =0.46 eV) and InP 

(E L= 0.59 eV) as compared to GaAs (E L =0.29 eV). The electrons can gain much higher energy 

before being scattered which allows for larger ballistic transport lengths. An increase of the average 
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transport velocity of a factor of 3 as compared to the saturation velocity, vsat, has been reported in 

[97], indicating partially ballistic transport . 

The original design by NTT, Japan (Ito et al., [32]) features an output power of 2.6 W at 1.04 THz 

with a wide band logarithmic-periodic antenna and even 10.9 W with a resonant antenna. The 

device cross section was 13 m², with photocurrent densities in the range of 100 kA/cm² (i.e. 

photocurrents of 13 mA). The photocurrent responsivity was 0.02-0.03 A/W, the transit-time 3 dB 

frequency was 170 GHz, the RC 3 dB frequency of the device with broadband antenna 210 GHz. 

With a design optimized for 100 GHz, 20 mW of output power has been reported [48].  

Other designs, including backside illumination and side illumination by a waveguide design have 

been realized [37],[39]. In  [37], Renaud et al. have designed a travelling wave UTC diode with a 

resonant antenna, delivering 24 W at 914 GHz (at 100 mW optical power). The optical 

responsivity was in the range from 0.14-0.36 A/W. The absorber layer was 70 nm and the transport 

layer was 330 nm long. 

Beck et al. [33] have designed a TEM-horn-coupled UTC diode with a diameter of only 2 m 

allowing for high RC 3 dB frequencies. The transport layer was also chosen short (only 137 m) in 

order to increase the transit-time 3 dB frequency. With a photocurrent of only 2.75 mA (optical 

power 50 mW) they achieved 1.1 W at 940 GHz. 

Waveguide coupled 1550 nm UTC diodes by the Heinrich-Hertz Institute, Germany, so-called 

Waveguide INtegrated PhotoDiodes with a THz Antenna (WIN-PDA), are yet commercially 

available. An output power of 5 W at 500 GHz has been achieved at an optical power of only 25 

mW [98]. 

2.2.6.2 Triple transit time diodes 

(A. Stöhr) 

 

The UTC diode has been demonstrated with highest performances within the  THz frequency range 

as reported in the sections above. In contrast to the conventional p-i-n diodes, where both types of 

the photogenerated carriers contribute to the overall photocurrent, there is only electron drift in the 

UTC diode, which is a key feature for high-frequency operation and for overcoming saturation 

effects such as the space charge effect. In a conventional UTC diode, this is achieved by using an 

undepleted p-type absorber instead of a depleted non-intentionally-doped (n.i.d.) absorber as it is 

the case in the p-i-n diode. Thus, one can assume hole relaxation and neglect hole diffusion in the 

absorption region of the UTC diode. However, the transit time limited bandwidth of a UTC diode 

still suffers from the slow electron diffusion in the highly p-doped (InGaAs) absorber layer. This 

drawback has been tackled by further inventions that  have led e.g. to the development of the so-

called modified UTC (MUTC) diodes which also greatly overcome the saturation effects [99],[100]. 

In contrast to the original UTC diode, the absorption region of a MUTC does not only consist of an 

undepleted p-doped absorption region but also of an additional depleted InGaAs absorption layer. 
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This, however, implicates that there is a substantial hole drift in the depleted absorber of MUTC-

PDs, which is somewhat in contradiction to the expression “uni-travelling-carrier”. 

To overcome the limiting low electron diffusion occurring in UTC and also in MUTC diodes, a new 

structure entitled Triple Transit Region (TTR) photodiode was invented and reported in [101] by 

Rymanov et al. A schematic view of developed TTR diodes, the band diagram and the entire TTR 

diode layer structure including a monolithically integrated lower InGaAsP/InP passive optical 

waveguide (POW) grown on a semi-insulating (s.i.) InP substrate (thinned to 125 nm) is shown in 

Fig. 2.26. The key innovation of the TTR diode manifests in the active waveguide section of the 

diode.  

 

Fig. 2.26: Schematic view of the developed TTR-PD (a) with band diagram (b) and layer structure (c) [requests 

copyrights]. 

Top-down, it consists of a highly p-doped InP upper cladding layer (800 nm) which also serves as a 

diffusion blocker for electrons. This is followed by three 10 nm thick highly p-doped electric field 

clamp layers, which were introduced between the upper InP cladding layer and an undepleted 

InGaAs absorber (40 nm). Furthermore, there is a 70 nm thick depleted InGaAs absorber that acts 

as electric field booster for the graded p-doped absorber. This is to ensure that the electric field in 

the graded p-doped absorption layer is always higher than the critical electric field. Thus, electron 

drift in the p-doped absorber determines the transit time rather than slow electron diffusion as it is 

the case in UTC and MUTC diodes. Thanks to the three clamp layers between the upper InP 

cladding and the undepleted InGaAs absorber, strong electric fields beyond the critical electric field 
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and thus overshoot velocity is maintained even for high optical input intensities. In addition, the 

clamp layers also reduce carrier trapping at the InP/InGaAs interface [102], which further enhances 

the overall transit time. Below the 70 nm thick depleted InGaAs absorber, three 10 nm thick slightly 

n-doped InGaAsP layers functioning as electric field balancing layers between the InGaAs field 

booster layer and the slightly n-doped InP collector layer (280 nm). Furthermore, these bridging 

InGaAsP layers are used for handling the band discontinuity [102].  

As discussed above and as can be derived from the name “triple transit region”, there are three 

transit sections contributing to the drift motion of electrons for enhancing the transit time limited 

bandwidth. In contrast to MUTC-PDs [99] and UTC-PDs [103], there are strong electric fields even 

in the undepleted absorption layer (overshoot launcher) of the TTR diode, which exceed the critical 

electric field in InGaAs of 3 kV/cm [104]. Thus, drift motion at overshoot velocity of about 6.1x10
6
 

cm/s instead of electron diffusion distinguishes the overshoot launcher of the TTR structure from 

the doped absorber in MUTC or UTC diodes. [100],[103].  

For a  theoretical study of the electric fields and velocities in the different layers of the TTR diode, 

numerical simulations based upon the drift-diffusion-model (DDM) were performed [101]. Fig. 

2.27 shows the electric field and the resulting carrier velocities across the TTR diode at a reverse 

bias of 8 V. 

As can be seen in Fig 2.26 b), the three InGaAsP clamp layers ensure that the electric field strength 

in the absorber always exceeds the critical electric field even at high optical excitation. Thus, even 

for very high optical intensities up to 500 kW/cm
2
, the electron velocity remains in the regime of 

ballistic transport (> 6.1
.
10

6
 cm/s). Also in the intrinsic and quasi-intrinsic InGaAs and InP regions, 

electrons drift at the saturation velocity of 5.4
.
10

6
 cm/s and 7.5

.
10

6
 cm/s, respectively [105]. For the 

holes, relaxation can be assumed for the undepleted absorption layer, whereas in the depleted 

absorber, holes will drift at a somewhat slower velocity of ~4.8
.
10

6
 cm/s. Only at optical intensity 

levels exceeding 500 kW/cm
2
 and due to the resulting accumulation of holes and electrons in the 

depleted absorber, the electric field will fall below the critical electric field level leading to 

saturation effects.  

Experimentally, TTR diodes achieved broadband operation with a 3 dB bandwidth beyond 110 GHz 

as well as output power levels exceeding 0 dBm. Related output RF power measurements at 110 

GHz are plotted in Fig. 2.28 and were reported in [101]. 

Furthermore, TTR diodes were integrated on-chip with planar semicircular bow-tie antennas 

(SCBTAs) as reported in [105]. Here, a wireless operation within 200-300 GHz, along with a 6 dB 

bandwidth, was demonstrated for the SCBTA-integrated TTR diodes as shown in Fig.  2.29. 
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Fig.2.27: Electric field (a) and electron velocity (b) across the TTR diode at different optical intensity levels for a 

reverse bias of 8 V [requires copyright] 

 

Fig. 2.28: Output RF power at 110GHz versus the photocurrent measured for different drive voltages [requires 

copyright]. 
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Fig. 2.29: 200-300 GHz operation of TTR diodes with integrated planar semicircular bow-tie antennas [requires 

copyright]. 

2.2.6.3 N-i-pn-i-p superlattice diodes 

The previous designs of p-i-n diode based photomixers are optimized for high THz powers at lower 

THz frequencies. The n-i-pn-i-p superlattice diodes, in contrast are explicitly optimized for transit-

time free operation up to 1 THz. For operation above a few 100 GHz, all previous concepts have a 

trade-off between transit-time and RC limitation: The transit-time is given by the transport layer 

length divided by the average transport velocity vd itr / .  The transit-time can be reduced by 

making use of ballistic transport, allowing for peak velocities of the order of 10
8
 cm/s and average 

velocities in the range of 5x10
7
 cm/s for InGaAs.Therefore, a maximum intrinsic layer length of 

250 nm can  be used for )2/(13

tr

dB

tr 1 THz. At the same time, the RC roll-off 3 dB frequency, 

scales with (di)
-1

. For )2/(13

pin

dB

RC RC = 1 THz, and irpin dAC /0 , a device with a cross 

section of 50 m² and an antenna resistance of only 27  (resonant half wave dipole on InP-air 

interface), an intrinsic layer length of di=975 nm would be required. This is in conflict with the 

previous value of 250 nm for the transit-time 3 dB frequency. Smaller device cross sections, A, 

would allow to reduce the capacitance, and, hence, increase the RC 3 dB frequency accordingly, 

however, at the cost of maximum current, Imax=jmaxA, and therefore THz power. A way out of this 

dilemma is the n-i-pn-i-p superlattice photomixer concept: The capacitance can be reduced without 

affecting the intrinsic layer length and the device cross section by connecting a number N of p-i-n 

diodes in series. The capacitance decreases as CSL=Cpin/N. Only N=4 periods are required in order 

to shift the RC 3 dB frequency above 1 THz for the same device parameters as above. The serial 

connection is obtained by stacking N p-i-n diodes during growth. A band diagram  is depicted in 

Fig. 2.30. 
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Fig. 2.30: Band diagram of a n-i-pn-i-p superlattice photomixer (N=2). Conduction band, valence band and L-sidevalley 

(dotted) are shown. The dashed line depicts the band diagram under illumination. A small forward bias, Urec, evolves at 

the recombination diodes due to charge accumulation. The bias is only a fraction of the bandgap voltage.  

Between the p-i-n diodes, an np junction is formed. Both optically generated electrons and holes 

accumulate left and right of the resulting barrier. In order to prevent a flat band situation by charge 

accumulation, the np junction is designed as a highly efficient recombination diode that allows for 

recombination of electrons and holes. High recombination current densities at low forward bias 

(~tens of kA/cm² at a fraction of the band gap voltage for InAlGaAs based devices [107]) are 

achieved by implementing 1-2 monolayers of semi-metallic ErAs between the highly doped n and p 

layer. In order to supply the same optical power to each p-i-n diode, N times higher optical power is 

required for the same photocurrent as in a single p-i-n diode. However, optical power at 1550 nm is 

usually not a problem due to the availability of high power laser diodes and EDFAs. 

The n-i-pn-i-p superlattice photomixing concept has been demonstrated both for 850 nm operation 

(AlGaAs-based devices [23]) and 1550 nm operation (InAlGaAs based device [108]). The about 

twice larger band gap in AlGaAs-based devices, however,  reduces the current density of the 

recombination diodes exponentially. Still, sufficiently high recombination currents in the range of 6 

kA/cm² at 1 V bias could be demonstrated [109]. Further, the n-i-pn-i-p superlattice makes full use 

of ballistic enhancement. Due to the larger inter-valley energy, InGaAs-based devices are more 

successful than GaAs devices. In order to prevent scattering, no transitions from InGaAs to InP are 

implemented, the whole structure consists of In(Al)GaAs. The absorption region is confined to the 

p-side by smoothly increasing the Aluminum content of the InAlGaAs intrinsic (transport) layer. 

The maximum Aluminum concentration is kept below ~10% since the inter valley energy (and 

therefore the maximum ballistic velocity) decreases with increasing Al-content. For a transport 

length of 200 nm, a transit-time 3 dB frequency of 0.85  0.15 THz has been determined. 

The quarternary compound, however, features a fairly small thermal conductance 

( InAlGaAs< InGaAs= 0.05 W/Kcm), limiting the current density to about 15 kA/cm². The n-i-pn-i-p 

superlattice photomixer therefore produces less output power at frequencies below the transit-time 3 

dB frequency of UTC diodes (typically of the order of ~3

,

dB

UTCtr 200 GHz) but is an excellent emitter 
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at frequencies a few times above dB

UTCtr

3

,  where the smaller current density is compensated by the 

excellent transit-time performance. With a self-complementary broadband logarithmic spiral, a THz 

power of 0.65 W at a photocurrent of 9.5 mA has been obtained with a N=3 period device. Under 

extreme operation conditions in thermal and electrical saturation, the power could be increased to 

0.8 W (17 mA photocurrent), as illustrated in Fig. 2.31. With a resonant antenna, more than 3 W 

can be estimated. At low frequencies (~75 GHz), a larger device with a broadband logarithmic-

periodic antenna produced about 0.2 mW without any specific optimization. 

 

Fig. 2.31: Power spectrum emitted by a logarithmic spiral by a 3 period n-i-pn-i-p superlattice photomixer. A fairly 

large device with a cross section of 82 m² was used, resulting in an RC 3 dB frequency of 140 GHz. The represented 

values are corrected for 30% reflection of the silicon lens. The inset shows a schematic of the spiral antenna. 

 

2.3. Principles of Electronic THz Generation 

(M. Feiginov) 

Generation of radiation by electronic means is a fairly advanced and well studied topic, however, 

with still a lot of active research, particularly in engineering. Electric and electronic generation of 

electromagnetic radiation dates back to the early experiments by Heinrich Hertz who succeeded to 

transmit electromagnetic signals for the first time. In the mean time, a rich spectrum of electronic 

sources and detectors has been developed, yet covering frequencies up to the THz range. In the 

microwave range, a large variety of powerful oscillators and amplifiers have been developed, with 

W-level output powers [110],[111]. Oscillators include Gunn diodes, impact ionization avalanche 

transit time (IMPATT) diodes, or tunnel-injection transit-time (TUNNETT) devices with still mW 

power levels at 300 GHz [112]. Monolithic millimeter wave integrated circuits (MMICs) can be 

realized with transistor-based oscillators and amplifiers; the active elements are, for instance, high 

electron mobility transistors (HEMTs; based on III-V semiconductors), heterojunction-bipolar 

transistors (HBTs; SiGe or III-V devices), and field effect transistors (FETs). There are efforts to 
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shift the operation frequency of these devices towards Terahertz frequencies. In the European 

DOTFIVE project [113], the development of SiGe HBTs with a maximum frequency of 0.5 THz 

was successfully demonstrated [114]. Its follow up, DOTSEVEN [115] aims for SiGeC HBT 

development with an fmax=0.7 THz. Also III-V-based transistors are able to reach similar 

frequencies. Maximum frequencies fmax=0.8 THz and 1.1 THz have been reported in refs. [116] and 

[117]. The improvement of these devices is mainly incremental by trying to overcome technological 

limits such as minimum structure size, reduction of access resistance and unwanted capacitances 

and inductances etc. The main design issues and concepts are already covered by other books [118]. 

Some scaling laws are presented in [119].  In the following, we will give a brief overview over 

other room temperature operating approaches that are used for Terahertz systems. Details on the 

systems follow in Chapters xxx and xxx. 

 

2.3.1 Oscillators with Negative-Differential-Conductance  

Let us assume that we have a resonant circuit consisting of an inductor (L) and capacitor (C) 

connected in parallel, see Fig.2.32.a. In the ideal case, such a resonant circuit is lossless and, if we 

excite some oscillations in the circuit, the circuit will oscillate forever, see Fig.2.32.b. In reality of 

course, all resonant circuits have losses. We can represent the losses by a resistor R connected in 

parallel to the circuit, see Fig.2.32.c. Due to the resistor, the oscillations in the resonant circuit will 

attenuate with time, see Fig.2.32.d. However, if we have a magic device, a negative resistor (RD), 

we can use it to compensate for the losses in the resonant circuit, see Fig.2.32.e. If the negative 

resistor RD has sufficiently low value (sufficiently high negative conductance), then the total 

combined value (R’) of the resistors R and RD will be negative, see conditions in Fig.2.32.e. The 

amplitude of the oscillations excited in the resonant circuit will be growing with time in this case. 

Small-amplitude initial seed oscillations are always present in the electronic circuits, particularly 

noise could be the source of such oscillations. The seed oscillations are then amplified by the 

negative resistor and, following transient oscillations, the circuit comes to a regime with stable 

large-amplitude oscillations. In such a way, a negative resistor can turn a simple lossy resonant 

circuit into an oscillator. 
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Fig.2.32: Ideal (a,b) and lossy (c,d) LC resonant circuits. (e,f) Resonant circuit with a negative resistor.  

Such resonant circuits with negative resistors are, probably, the simplest existing oscillators. The 

simplicity of the oscillators allows to reduce its dimensions and to use the concept at very high and 

in meanwhile even THz frequencies. Instead of LC resonant circuit with lumped-element inductor 

and capacitor, one usually uses resonators based on hollow waveguides or planar resonant antennas, 

like slot, patch and other types of antennas. At high and particularly THz frequencies, the resonators 

have to be miniaturised, their characteristic length scale is roughly determined by the wavelength at 

the given oscillation frequency. The free-space half wavelength at 1 THz is 150 µm. If the resonator 

is immersed into a dielectric media or the device with the negative resistor has a high inherent 

capacitance, then the characteristic dimensions of the THz oscillators should be reduced and they 

are usually on the scale of several tens of micrometres. Since such oscillators include all the 

necessary elements within their resonators, the oscillators are  one of the most compact, if not the 

most compact, type of THz sources. 

To make such oscillators, we need to be able to realise the magic devices with negative resistance in 

practise. Luckily, this is possible. There are few tunnel semiconductor devices with very particular 

I-V curves, sketched in Fig.2.33. The I-V curves have regions with negative differential 

conductance (NDC). If we apply a dc bias to such devices, so that they are biased in the NDC 

region, then their small-signal AC resistance will be negative and they could be used to make 

oscillators.  

Resonant-tunnelling diodes (RTDs) [120], [121] are double-barrier tunnel semiconductor structures. 

Their two barriers are very close one to another so that the barriers form a quantum well (QW) 

between them, see Fig.2.33.a. The mechanism of the electron transport through the barriers is 

resonant tunnelling through the quantised subbands in the QW. As a consequence, their I-V curve 

has an N-type shape with  NDC region, see Fig.2.33.b. RTDs will be discussed in detail in Chapter 

6. 
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Fig.2.33. Band diagrams (a,c) and typical I-V curves (b,d) of RTDs (a,b) and Esaki (c,d) diodes. 

Another type of devices with NDC is the Esaki diode [122].  The diode includes a p-n junction with 

very high doping level in the adjacent p and n regions, see Fig. 2.33.c. The electrons can tunnel 

between p and n regions due to inter-band tunnelling, since the transition layer between p and n 

regions is very thin in such diodes. At low biases, the electrons can tunnel from n region into the 

empty states in the p region above the quasi-Fermi level there. The tunnel current grows with 

increase of bias in this regime, see Fig. 2.33.d. At higher biases, the bottom of the conduction band 

in the n region gets higher than the top of the valence band in the p region. The elastic inter-band 

tunnelling becomes impossible in this regime and the current drops. This leads to appearance of the 

NDC region in the I-V curve. With further increase of bias, the electrons can flow from the n region 

to the p-region due to thermal excitation and the diode current starts to grow again. That explains 

the particular form of the diode’s I-V curve sketched in Fig. 2.33.d. 

The above devices rely on the tunnel mechanism of electron transport. Tunnelling can be, in 

principle, an extremely fast process. Therefore the devices should be able to operate at very high 

frequencies. Indeed, the oscillators with RTDs are working at THz frequencies nowadays and RTDs 

are the highest-frequency active electronic devices which exist presently [124][125]. 

When the amplitude of the initial oscillations in an RTD (or Esaki diode) is growing with time, the 

AC voltage oscillation amplitude becomes larger than the NDC region, indicated in Fig.2.33.b by 

the dashed lines. The voltage swing extends into positive-differential-conductance regions of the 

RTD I-V curve. The resulting averaged AC differential conductance of an RTD becomes less 

negative and the amplitude of the oscillations grows slower and eventually stabilises at a certain 

level. The behaviour of RTDs is essentially non-linear in the regime of stable oscillations. 

There are not many known tunnel devices with NDC, apart from RTDs and Esaki diodes. 

Superlattices [126] is the best known example of other structures, although superlattice oscillators 

can operate only at sub-THz frequencies so far.  There are also few other novel concepts, like 

tunnelling between two graphene layers [127], tunnel Schottky structures with 2-dimensional 
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channel [128] and few other, although applicability of the structures for sub-THz or THz generation 

still remains to be proven.   

Another example for negative differential conductance devices are Gunn diodes and impact 

ionization avalanche transit time (IMPATT) diodes. These devices perform excellently in the 

microwave range where they are frequently used as power sources. However, they are typically not 

used as fundamental oscillators above 100 -150 GHz.  

 

2.3.2. Multipliers (Schottky Diodes, Hetero-Barrier Varactors) 

In the last years and due to the increasing number of applications in the THz band, the needs of 

power sources operating at high frequencies is becoming crucial for the success of such 

applications. Up to ~150 GHz this need can be satisfied with fundamental all-solid-state local 

sources such as Gunn or IMPATT oscillators. Output powers in the order of several hundreds of 

mWatts to a few W can be achieved with these devices. Nevertheless when frequency increases up 

to several THz, these solid state fundamental oscillators are not able to provide power and therefore 

other alternatives have to be implemented.  

In this case, frequency multipliers are one of the best options. Frequency multipliers are non-

linear devices that generate a specific harmonic of an input signal. In principle, any nonlinear 

impedance can be used to generate such frequency harmonics; however, variable capacitance or 

varactor diodes present better efficiency and power handling capabilities than variable resistance or 

varistor diodes. An input and output matching network is required at the desired harmonic to 

maximize the transferred power from the input signal. This requirement becomes difficult to 

comply with when the order of the harmonic is high; in fact, rarely over four or five times the 

source frequency [129].  

The nonlinear behavior is achieved through the use of non-symmetrical devices like Schottky 

diodes [130], or symmetrical devices like heterostructure barrier varactors (HBVs) [131]. Note that 

Schottky structures are usually not used for multiplication factors higher than N=4. In both cases, a 

nonlinear capacitance or varactor is used to generate the higher harmonics. These multipliers 

generally take the form of doublers (x2) or triplers (x3). Nevertheless when higher frequencies are 

needed, the solution is a combination of several of them (cascades of multipliers) to achieve higher 

multiplication factors.  

Schottky diodes are the preferred device for building frequency multipliers mainly due to the 

simplicity in the fabrication process. In fact, when the operating frequency increases it is possible to 

reduce the size of the active area of the diode during fabrication process in order to improve its 

main parameters, such as the junction capacitance, parasitic capacitances and series resistance. The 

value of these parameters needs to be reduced to operate at THz frequencies. 

On the other hand, hetero barrier varactor (HBV) structures present current-voltage symmetry 

which simplifies the circuit topology since only odd harmonics ((2n+1)fc) are produced and no bias 

is needed [132]. Nevertheless, HBV diodes require a complex material engineering process to 

reduce the active area and therefore achieve good performances at THz frequencies. 

In general, there is an important drawback in the THz multiplier systems; with each 

multiplication step, the output power is much less than the input power due to the very low 
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conversion efficiency (typically 0.5-30% [133]). This efficiency is reduced as the operational 

frequency is increased. Furthermore, the matching requirements between different multiplier stages 

limit the operational bandwidth of the multiplier chain. A possible solution to short out the low 

efficiency problem is the use of balanced doublers that share the input power between several 

diodes. This configuration is able to provide efficiencies in the order of 50% [134]. On the other 

hand, HBV diodes, due to the cancelling of even harmonics, allow to work with higher harmonics, 

such as the 5th and 7th. Besides, HBV devices provide the handling of higher input powers when 

compared with Schottky diode technology, which is an important advantage in order to achieve 

higher output powers. 

In general, two types of multipliers have to be distinguished; broadband and narrow band. The 

first ones are able to cover a complete waveguide band, as WR10, WR8, etc, meanwhile the second 

ones operate in a narrow frequency band. Anyway, narrow band multipliers always offer a higher 

efficiency and output power levels than broadband configurations. 

In Table 1 and 2, the current state of the art of multipliers made of planar GaAs Schottky diode 

technology (the most typical used in current applications) for output power levels and efficiency 

values is described; in Table 1 for the case of narrow band multipliers and in Table 2 for the case of 

broadband multipliers. Note that Table 2 values are for multipliers based on triplers. Fabrication 

techniques for Schottky diodes will be discussed in Chapter 6.5. 

 

HBVs technology is not yet able to operate at frequencies around 1 THz. Some reported 

results in literature are 180 mW output power at the W-band (90-110GHz) with efficiencies of 23% 

[135] or 1 mW at 450 GHz with efficiencies below 2% [136]. 

TABLE 1 
STATUS OF MULTIPLIERS: NARROW BAND OPERATION 

Frequency 
Output Power 

Efficiency 
Typical 3dB 

bandwidth 

250GHz 80-100mW 20-25% 8% 

400GHz 10mW <10% 4% 

500GHz <70mW <7% <4% 
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TABLE 2 

STATUS OF MULTIPLIERS: BROADBAND OPERATION 

Frequency 
Output Power 

Efficiency 

260-400GHz <5mW <4% 

400-600GHz <3mW <4% 

600-900GHz <300 W <5% 

750-1100GHz <200 W <2% 

1100-1700GHz <80 W <1% 

1400-2200GHz <50 W <0.6% 

 

RF multipliers are known and being developed for a long time, with a manifold of excellent books on this 

topic. We refer to ref. [137] for further reading. 

2.3.3. MMIC THz Sources 

 

2.3.4. Gunn Diodes 

 

2.3.5 Plasmonic Sources 

(R. Gonzalo) 

 

In Section 2.2.5.3 we have already shown examples where plasmons are used to enhance the 

efficiency of photoconductors. In the following, we will discuss more general applications of 

plasmons for THz generation. 

2.3.5.1 Plasmons 

Plasmonics refers to a variety of techniques to generate, control and detect electromagnetic 

radiation using metals [138]-[140]. The term plasmonics derives from plasmon waves, more 

commonly called surface plasmons (SPs), which, from a microscopic viewpoint, can be understood 

as collective electron oscillations that appear at a metal-dielectric interface under external p-

polarized electromagnetic illumination.  

Alternatively, plasmons can be identified as transversal magnetic (TM) surface waves (bounded 

modes) that propagate along the interface of two media with opposite signs of the real part of the 

permittivity. Imposing this boundary condition and forcing bounded surface waves (i.e. evanescent 

decay towards both media) plasmons can be directly derived from Maxwell’s equations obtaining 

their dispersion relation as well as complex propagation constants (the reader is referred to [141] for 

a simple and elegant explanation). With this macroscopic perspective, plasmons are classical waves, 
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a member of the more general family of complex waves, which also encompasses leaky waves, 

surface waves, and, closely related with plasmons, Zenneck waves.  

Although plasmonics is a time-honoured topic (the first studies can be found in the works of 

Zenneck – more than 100 years ago -  about electromagnetic propagation on imperfectly conducting 

planes [142]) it has been revisited in the last decades due to the exciting properties and promising 

applications envisioned with them, leading to the so-called surface plasmon resurrection [143]. A 

key property of surface plasmons is that they are confined to the metal-dielectric interface and thus 

wave-matter interaction is enhanced. Besides, the wavelength of plasmons is smaller than the free-

space wavelength beating the diffraction limit, a property that makes plasmons valuable for light 

manipulation at the nanoscale. In fact, plasmons have been proposed as prominent candidates for 

merging photonics and electronics, which could enable the long-desired all optics processing in 

plasmonic chips. All these features make them ideally suited for a variety of applications in fields 

like biology, optics, material science, nanoelectronics and nanophotonics and recently terahertz 

(THz) waves [140]. In fact, placed between microwaves and infrared, THz is the natural playground 

where ideas from both regimes can be successfully applied.  

One of the main actors in the resurgence of plasmonics research was the discovery of Extraordinary 

Optical Transmission (EOT) through subwavelength hole arrays by Ebbesen et al. in 1998 [144] 

and other periodic structures on metals [145], where the explanation for the enhanced transmission 

was put in terms of light-plasmon coupling. Soon after, similar phenomena were found in other 

regions of the electromagnetic spectrum such as microwaves/millimeter waves [146],[147] where 

metals are classically modelled as highly conductive, with a non-dispersive conductivity, rather than 

plasmonic, which implies a dispersive permittivity modeled with a Drude equation, demonstrating 

the generality of the phenomenon. Under the high-frequency plasmonic perspective, this was 

interpreted as a generalization and extension of plasmons to lower frequencies, called “spoof 

plasmons”, in diluted (i.e. perforated) metals, where periodicity of the array served to tune the 

plasma frequency [148]. Alternatively, evolving from low frequency concepts EOT was explained 

in terms of leaky waves excited by the periodic structure [149]. Both explanations are 

complementary and describe the same phenomenon. The Drude model at low frequency is 

practically equivalent to a finite conductivity model [150]. On the other hand, a leaky wave excited 

by a periodic structure becomes a leaky plasmon at sufficiently high frequencies [151]. No matter 

which explanation is preferred, the important conclusion is that, aside from subtle differences 

mainly related with the exact metallic model, plasmonics research can benefit from mature 

techniques borrowed from optics or microwaves to obtain interesting technological realizations 

[150]. 

Another important actor in the resurge of plasmonics is the advance in nanofabrication, both 

bottom-up and top-down processes [152]. Current nanofabrication techniques allow realizing not 

only texturized surfaces supporting propagating surface plasmons, but also particles of almost any 

shape with sub-nanometer precision. The latter support localized surface plasmons (LSPs), i.e., 

collective oscillation of conduction electrons experiencing a restoring force due to the induced 

surface charges at the boundaries of the particle. Localized surface plasmons hold promise for 

similar applications as surface plasmons, but specifically, they are becoming key for single 
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molecule spectroscopy [153], local heat generation [154] and nonlinearities [155] as a result of their 

high field enhancement in sub-wavelength volumes.  

A variety of techniques have been proposed for the generation of THz waves where plasmons play a 

prominent role: nonlinear THz generation based on optical techniques where the use of metals 

allows relaxing the constraint of phase matching; THz generation based on photoconductive 

materials benefits from plasmonic resonances and their strong field concentration to enhance the 

absorption and conversion of photons into electrons as already discussed in Section 2.2.5.3; in 

modern Quantum Cascade Lasers (QCLs) plasmons play a key role for the performance at THz, 

both for waveguiding and also beaming capabilities. In the following sections, we will review the 

main contributions of plasmons in the topic of THz generation. 

2.3.5.2. Plasmonic THz generation based on optical nonlinear effects 

One of the most popular methods for THz radiation generation is the excitation of nonlinearities 

employing a pulsed laser of higher frequency, usually in the near infrared (NIR). Two main 

mechanisms have been identified in the nonlinear process: optical rectification (OR) and 

multiphoton photoelectron emission (MPE), which have many common aspects but subtle 

differences as well. OR is a second order nonlinear effect in which broadband THz radiation is 

generated in a material with second order susceptibility owing to the difference-frequency 

mechanism among the frequencies components contained in the femtosecond pulse. Consequently, 

the THz fluence generated depends on the square of the incident laser pump intensity. If the 

material with second order susceptibility is illuminated with two frequency-offset continuous wave 

lasers, the difference-frequency mechanism leads to a continuous wave THz radiation as discussed 

in Section 2.2.1. On the other hand, within the MPE framework, the dependence is of higher order 

(third-, fourth-, or even higher-order). In this case, THz radiation is mainly linked with multiphoton 

ionization and ponderomotive
1
 acceleration of electrons. Although the debate is not yet closed, it 

seems that both mechanisms are usually present in the nonlinear-pulsed THz generation, with the 

main difference being the incident power and/or the repetition rate of the source which can mask 

either of the mechanisms [156], [157], as will be elucidated at the end of this section.   

Historically, the first evidence of THz emission based on OR was reported in the seminal paper of 

Yang et al. in 1971 [158] where a picosecond pulsed laser was used to illuminate a LiNb03 slab 

used as the non-linear material to produce THz radiation. Afterwards, the accuracy of the method 

was enhanced by Auston et al. in [159] by using a femtosecond pulsed laser and Lithium Tantalate 

as the electro-optic medium and was extended later to THz generation using the depletion layer of 

semiconductors [160]. More efficient techniques such as coherent detection (i.e. amplitude and 

phase) of the THz radiation [161] using a variety of electro-optic crystals [161], [162] were 

proposed afterwards, launching definitely the THz generation based on OR. The efficiency of OR 

and electro-optic detection decisively depends on the so-called phase matching, which currently is 

achieved by coincidental, birefringent, and non-collinear schemes. Recently OR in organic salt 

crystals has been explored for extremely intense THz pulses (in the order of MV/cm) covering the 

full THz gap (0.1 – 10 THz) [163]. 

                                                           
1 A ponderomotive force is a non-linear force exerted by an inhomogeneous oscillating electromagnetic field on a charged particle. 
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More recently, with the explosion of plasmonics, metals have been also proposed as candidates for 

non-linear THz generation, in which the constraint of phase matching is relaxed. The first 

realization of OR employing metals was reported by Kadlec et al. [164] with flat silver and gold 

slabs illuminated by a near infrared pulsed femtosecond laser, obtaining a peak electric field of 200 

V/cm and paving the way for the investigation of nonlinearities in metals [165] and the 

development of novel THz emitters, potentially more compact than previous solutions. In their 

experiments a second order dependence between the emitted THz fluence and the incident laser 

pump intensity was obtained and thus OR was identified as the underlying mechanism in THz 

generation. 

In [166] a gold grating instead of a flat metallic surface was investigated. A ZnTe slab was 

illuminated with a high power pulsed laser source to excite nonlinearities. Experiments at different 

angles were done and it was observed that maximum THz-pulse fluence appeared near the angle 

where SPs were excited by the periodic structure under p-polarized illumination, demonstrating the 

importance of SPs in the efficiency of the nonlinear process. Interestingly, a third-, fourth- or even 

higher-order dependence of the emitted THz fluence on the incident light was noticed, in sharp 

contrast with the results of [165]. Therefore, MPE was invoked as the underlying mechanism. It was 

argued that nanoscale structures are able to interact strongly with light, strengthening the field 

concentration in very small volumes and enhancing nonlinearities. The study was extended in [167] 

where it was again explicitly mentioned the involvement of surface plasmons as well as evanescent-

wave acceleration of photoelectrons in the THz emission. The coupling of incident photons to SPs 

causes a high confinement of electromagnetic energy in a very small (subwavelength) area, 

accompanied by a strong field confinement (i.e. high gradient) at the metal-dielectric interface 

favoring the MPE process [168].  

The strategy of structuring metals was extended in the analytical and numerical study of [169]. 

There, the performances of several nanostructured metallic surfaces were compared: flat gold films, 

metal gratings, single nanoparticle and nanoparticle arrays with circular (disks), coaxial and 

pyramidal shapes. The study demonstrated that THz emission can be optimized by judiciously 

choosing the nanoparticle parameters, i.e. by tuning the SP resonance of the array. An experimental 

proof was presented in [170] by comparing semicontinuous (percolated) silver films and ordered 

arrangements of silver nanoparticles, arrayed as a honeycomb of triangular particles. The SP role in 

the THz emission was investigated here by modifying the thickness of the silver deposited, which 

shifts the plasmon resonance demonstrating that the excitation of the plasmon resonance is directly 

related with an enhancement of the THz emission process. The dependence of THz emission on 

pump laser intensity was found to be between second and sixth order. Thus MPE was proposed as 

the underlying mechanism. 

However, in [171] percolated silver films were analyzed and a clear second-order dependence was 

found, giving evidence of OR. Even more intriguing, for a flat metal surface, no THz emission was 

observed, seemingly contradicting the results of [165]. The answer to these apparent inconsistencies 

were finally resolved in [156], [157]: when low peak-power laser pulses are used as sources, high-

order nonlinearities are faintly excited. However, with a high repetition rate a sensitive lock-in 

detection of relatively weak signals is possible, and thus second-order nonlinear optical processes, 

like OR can be detected. On the other hand, high peak power amplified lasers can excite high-order 
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nonlinearities to generate THz pulses. However, these high-power sources usually have a low 

repetition rate which makes it difficult to detect weak THz pulses from a second-order nonlinear 

process. In general, both OR and MPE will be present but depending of the characteristics of the 

sources one of them will dominate in the THz generation process.  

Very recently, metamaterials have been proposed for the generation of broadband THz radiation 

from 0.1 to 4 THz [172]. Screens of split-ring resonators (SRRs) [173] are illuminated with infrared 

radiation and THz emission emerges through the excitation of the magnetic resonance (SRRs).  

2.3.5.3 Applications of plasmonics in quantum cascade lasers  

Since their first experimental demonstration at 70 THz [174] by Faist et al., QCLs have become by 

their own merits one of the most promising sources in THz technology. At difference with the 

sources discussed in the previous section, QCLs provide direct and powerful CW THz generation. 

The fundamentals of QCLs can be found in theoretical works of Kazarinov and Suris in 1971 [175]. 

The operation principle relies on the emission of THz waves by relaxation of electrons between 

subbands of quantum wells. The first experimental realization had to wait for more than 20 years 

[174] and, after formidable efforts, the operation frequency could be finally reduced to 4.4 THz 

[176] in 2002 by Köhler et al., more than 40 years after the first theoretical study. Since then, 

research on QCL has evolved spectacularly [177]. 

A severe hurdle in THz-QCLs is the guidance and confinement of the THz signal. Although 

metallic waveguides operate with relatively low loss in microwaves and millimeter-waves, it is a 

fact that metallic losses increase with frequency, deterring its use at THz frequencies [178]. 

Similarly, dielectric waveguides usually present high loss, since many polymers have absorption 

bands at these frequencies [178]. An alternative to circumvent these issues is to take advantage of 

plasmonic concepts developing plasmonic waveguides. The key idea is that by highly doping of 

semiconductors a negative permittivity can be synthesized. This way, doped semiconductors behave 

like metals at infrared but with a plasma frequency in the mid- or far-infrared instead of ultraviolet. 

In fact in the seminal paper of Köhler et al. [176], a plasmonic waveguide with superior 

characteristics than previous designs was synthesized by doping a GaAs semiconductor layer 

surrounded by an undoped GaAs substrate. Soon after, it was proposed a distributed feedback 

(DFB) QCL design [179], to improve the single mode operation of the source. This was 

accomplished by introducing a grating into the doped GaAs layer, imitating infrared lasers, where 

corrugations are etched on metals. In [180] a different topology for DFB-QCL is analyzed, with a 

metal-metal ridge waveguide. Moreover, in [181] a periodic array of thin slits etched on a metallic 

slab is used as a grating for surface plasmons. This is further extended in [182] where the 

semiconductor is also removed from the slit to avoid coupling of the surface plasmon inside the slit. 

Further developments of THz-QCL relying on surface plasmons guiding can be found in [183]. 

Plasmons are also employed to enhance the directivity (beaming) of QCL sources. In [184] a 

corrugated structure was placed at the output of a mid-infrared QCL, imitating antennas initially 

developed in microwaves [185], [186] and later evolved at THz frequencies [187]. A similar design 

was implemented in [188] where a double periodicity structure was proposed: a surface waveguide 
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was designed using a small period corrugated structure; to enhance radiation through leaky waves 

[151], a larger periodicity was superimposed. 
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