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To gain more confidence in the model, an actual task
should be performed a number of times, and the results
compared to the probabiliries predicted with the model.

Another interesting aspect of this model would be to
consider the existance of a probablility of forgetting in
each state. Each row in the transition matrix would then
contain three probabilities. The first would be the
probability of moving back a state, or the probability of
forgetting. The second would be the probability of remain-
ing in the same state, which would imply no learning.

The third would be the probability of advancing a state
which would imply learning.

Some relationship between the time elapsed since the
last repetition, and the number of states the process
should regress will have to be assumed or discovered.

The general procedure, however, will be the same as the

model presented.








