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Preface 

The objective of this thesis is to establish the 

feasibility of using a digital computer to assist in 

programing an analog computer. The general principles 

and techniques are developed and discussed in Chapter II. 

The Automatic Program, which is one example of the im¬ 

plementation of these principles and which forms the 

basis for the digital computer program, is presented in 

Appendix A. The Automatic Program, a compilation of 

logic flow diagrams, was included as an appendix rather 

than in the body of the report for the convenience of 

the reader, since we believe that most readers are more 

interested in the basic ideas upon which the program is 

based rather than in the implementing details. However, 

the complete program may be useful for anyone interested 

in applying a similar approach, or a more general one, 

to a larger analog computer. 

A great deal of the symbology involved in the 

program illustrated in Appendix A is entirely arbitrary 

and does not appear elsewhere in the report. Furthermore, 

many of the variables represented by the symbols aie used 

in more than one sub-program. To avoid repetition of 

definitions, a fold-out containing a Glossary is included 

at the end of the report. An example of the application 

of this program to a problem is illustrated in Appendix B, 

to show typical results obtainable. Analog computer cir¬ 

cuit diagrams representing manual and automatic programing 

results are sketched for comparison, and an actual sample 

of the digital computer output for the same problems is 

also included. 

ii 
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Appenaix C represents a summary of Knowledge 

guinea aunng the initial attempt to formulate a 

more general program. We are hopeful that these 

results will prove useful to anyone interested in 

extenaing the techniques to more aavanceu systems. 

Appendix D is a listing of the Fortran program 

written airectly from the logic flow charts presented 

in Appenaix A. This program is includea for the 

benefit of the reader who may prefer the Fortran 

notation to that of the logic flow diagrams of 

Appendix A. 

We are indebtea to hr. A. L. Hobinson, Systems 

Dynamic Analysis Division, Directorate of Systems 

Engineering, Wright Air Development Division, Wright- 

Patterson Air Force Base, Ohio, who not only suggested 

the topic of this study, but startea us in the ri'ht 

direction ana offerea helpxul suggestions. 

We are also deeply indebtea to Captain Charles 

Whiting Hichard, Jr., Assistant Professor of Mathe¬ 

matics, Institute of Technology, who provided en¬ 

thusiastic support and interest and who shared our 

trials and tribulations during the stages of develop¬ 

ment of the topic. We also wish to express our 

sincere appreciation to Mr. Kenneth Bauman, who 

formulated the program in Fortran ana exercisea and 

tested it with sample problems. 

Finally, we must acknowledge the extreme patience 

and understanding of our wives whose help in so many 

ways made the effort more enjoyable ana fruitful. 
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Abstract 

A digital progran. is developed to assist the 

engineer in preparing a problem for solution on an 

analog computer. Xhe procruir. is based on a probieir. 

input which consists of a first-order system of 

homogeneous linear equations with constant coefficients 

in matrix for:., and the maximum values of the problem 

variables. The program implements procedures to ex¬ 

amine the system coefiicient matrix in oraer to checx 

the input for compatibility with program limitations; 

amplitude- an- time-sc le the problem to lit the com¬ 

puter equipment used; assign additional amplifiers to 

eliminate integrator output loadin»' effects ana form 

the required negative integrator outputs; calculate 

potentiometer gain settings; and specify the assignment 

of integrators, amplifiers, ana potentiometers 

necessary for the solution of the problem. The output 

of the digital computer is in the form, of printed data 

which includes explicit instructions for wiring in- 

temratox'S, amplifiers, ir.d potentiometers together; 

integrator input gains; potentiometer settings; time- 

ana amplitude-scale factors; anc data to correlate the 

information with the original problem. 

viii 
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AUTOMATIC ANALOG CGK.?UTnrt PROGkAf.ING 

I. Introduction 

The object of this report is to describe the 

development of a technique for usinir the ci^ital 

computer to assist the entrineer to program problems 

for solution on an analog computer. The technique 

should prove the feasibility of using the digital 

computer for this application and provide the basis 

for more aavancea pro^raoing systems in tnis field. 

The Need for Automatic Analog Computer Programing 

In oraer to approach this object in a systematic 

manner, it is necessary to consider the characteristics 

of both analog ana digital computers. The analog com¬ 

puter is particularly well-suiteu to the solution of 

differential equations. In most analog computers, 

the problem variables are represented by voltages. 

The integrations necessary to solve differential 

equations are, therefore, easily performed by 

amplifiers which sum, over an interval of time, the 

voltage present at their inputs. The differential 

equations representing the problem to be solved by 

the computer are programed on the computer by a 

wired patchboard. The connections on the patchboard 

interconnect the units of the computer in such a 

manner that the problem solution is obtained. Since 

each operation indicated by the equations is represented 

by a physical unit of the computer, the solution of 
more complicated systems of equations requires more 
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equipment and connections on the patchboard than do 

simple systems. 

As the complexity of problems which may be 

represented by differential equations has increased, 

larger analog computers have been constructed. The 

net result in that considerable engineering effort is 

required to program the large-scale analog computer 

problems. Much of this programing effort consists of 

operations with algebraic quantities and repetitive 

logic. The digital computer is ideally suited to the 

handling of these types of operations. It will per¬ 

form arithmetic and comparative operations on numerical 

quantities at the rate of several thousands per second. 

While digital computers are not as generally available 

as are analog machines, most of the computing centers 

operating the large analog computers also have digital 

computing facilities. It therefore appeared desirable to 

investigate the possibility of using the digital com¬ 

puter to perform the analog computer programing. As a 

literature search revealed no reference to such a 

technique, it was decidea to develop the system described 

in this report. 

¿cope of tne Automatic ProKram 

While it would be desirable to have a digital 

computer system which would produce an analog computer 

program for any problem within the capability of the 

analog machine, such an ambitious project is beyond the 

scope of this investigation. The present study will, 

therefore, be limited to the programing of systems of 

ordinary homogeneous linear differential equations with 

constant coefficients. It is anticipated, however, that 

2 



The analog computer for which the program was 

developed, Heeves Electronic Analog Computer Model 101, 

is divided into two bays, each containing identical 

components in symmetrical arrangement. 

Units Available: 

Unit Quantity* 

Integrators 14 

Summing Amplifiers 14 

Inverting Amplifiers 12 

Potentiometers 46 

Interconnections 44 

• Total of both bays 

Characteristics ; 

Usable Variable Ranee: 

Usable Potentiometer Settings: 

Usable Frequency Range: 

0.01 to 100 (volts) 

0.05 to 1.00 

0.12 to 18.8 rad/sec 

Inputs Outputs 

2 gain tens five 
2 gain fours 
3 gain ones 

2 gain tens four 
2 gain fours 
3 gain ones 

3 gain ones four 

one one 

Figure 1 

Analog Computer Characteristics 

ZA 
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many of the proceuures used with these equations may 

be extendea, by suitable modifications, to include 

other types of differential equations. 

Luring the earlier phases of this investigation, 

the general problem was arbitrarily definca to en¬ 

compass systems of linear equations up to ana including 

fourteenth order. This limit was chosen on the basis 

of using two units of the nerves Electronic .'Jialog 

Computer available at the Institute of Technolo.-y. 

lor any riven computer there are practical limitations 

on (1) the magnitudes of the output voltages and 

currents of any amplifier; (2) the response rate of 

the components; (3) the number ana magnitude of the 

gains available at r.hc inputs of the amplifiers and 

integrators; and (4) the number of components available. 

Figure 1, facing, summarizes the important character¬ 

istics of the beeves î-.ouel 101 computer used. It was 

felt that an automatic system, capable of handling a 

problem, of this ma nitude could easily be extended to 

larger systems if the additional analo , equipment were 

available. 

Inasmuch as a maximum, of seven inputs were available 

on the integrators of the analog computer, it was necessary 

to program for as many as 14 inputs by combining or 

summing on amplifiers connected to the inputs of the in¬ 

tegrators. It was soon apparent that techniques to handle 

the many combinations of units which were possible, along 

with the problems imposed by the overloading effects on 

the summing amplifiers, would result in considerable com¬ 

plexity in the final automatic program. On the basis of 

recommendations made by the project sponsor, Kr. A. L. 

Robinson, it was decided that a more practical objective 

3 
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for this initial effort would be to include linear systems 

up to and including fourteenth order which would recult in 

requirements for no more than deven inputs to any in¬ 

tegrator ana no more than seven outputs from any interrrator. 

A program based on these limitations is applicable to 

nearly all of the problems of this type normally encountered 

in practice, anu should therefore not seriously jeopardize 

the generality of the results, however, a summary of the 

ramifications ana requirement.-: of the more general problem 

is included in Appendix C for those readers who may be in¬ 

terested in extendinc ana expandin' the technique. 

Within the framework outlined above, it has been 

assumed that (1) the ,-iven problem can be expressed as a 

system of first-oraer equations in matrix form, and that 

the problem is so formulated by the operator before it is 

presentea to the digital computer; and (2) the maximum 

values of the problem variables are known and are presented 

to the digital computer as input inform.ttion. 

Pr 'bl^m Analysis 

In general, any system of linear differential equations 

with constant coefficients may be solved on an analog com¬ 

puter by interconnecting three types of computer components; 

namely, summing integrators, summing inverters, and potentiome¬ 

ters. The independent variable is represented by time and 

the dependent variables are expressed in terms of voltages. 

A common diagrammatic representation of the three analog 

computer components together with their input and output 

voltages are shown in Figure 2, facing. The inputs and out¬ 

puts of these components are wired internally to a patch¬ 

board, and the components may be interconnected by external 

wires which are plugged into the patchboard. 

4 
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Since a system of linear homogeneous equations to 

be programed may represent a wide variety ci physical 

phenomena, it may consist of any number oí equations 

of any order. It is possible, however, to transform 

such equations into a first-oraer system which may then 

be written in matrix form. An example of a first-oraer 

system of n homogeneous equations togetner with its 

matrix equivalent is illustrateo in Ii^ure Î, fac-n^,. 

Thus, it is necessary only that the program se capable 

of hunaling a system of first-oraer linear equations in 

matrix form. To develop such a program it will oe 

necessary to solve a number of problems. 

Scaling. The first tas* in preparing tnese first- 

oraer equations for solution on the analog confuten re- 

aucas to one of developing automatic procedures to 

(1) amplitude-scale the equations — perform consistent 

changes of variable to limit the maximum amplitudes of 

the problem variables to those possible on the analog 

computer; and (2) time-scale the equations change 

the problem rates to those within the capabilities oi 

the computer. 

Integrator Loading £fiects. The possibility of 

introducing degenerate effects as a result of loading 

integrators with too many potentiometers, as well as 

the requirement for forminc negative inputs to the 

integrators implies a need for adding amplifiers to the 

integrator outputs. It is therefore necessary to develop 

procedures to (1) determine the need for the amplifiers 

at the integrator outputs, and (2) determine the optimum 

configuration of the additional equipment which will most 

economically satisfy this need. 
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Equippent Selection. Proceaures must also be 

developed to solve the logical problem of selection 

of individual analog computer units and the specifica¬ 

tion of patchboard connections. These techniques must 

result in solutions which are physically possible with 

the analog equipment being used and should result in 

its economical use. 

Digital Computer Output. The remaining problem 

is the development of the digital computer output 

program. This program must present in a clear, readily 

understandable form, the results of the programing 

decisions made by the digital computer. The output 

must contain patchboard wiring instructions, scale 

factors, potentiometer settings, and information relating 

the potentiometers to the original coefficient matrix 

elements. 

Plan of the Report 

Each of the issues will be investigated and pro¬ 

cedures to resolve them developed, discussed, and 

exemplified. The result will be a series of systematic 

techniques which, when embodied in a digital computer 

program will (1) check a ^iven problem for compatibility 

with the limitations of the analog computer; (2) amplitude- 

and time-scale the problem (when necessary); and (3) pro¬ 

vide printed information which will specify the assignment 

of analog equipment required to solve the problem, along 

with other pertinent data needed by the analog computer 

operator. A series of detailed logic flow charts (programs) 

are developed which indicate the implementation of the 

techniques on the digital computer. Instructions for the 

use of the digital system will be presented along 

6 
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with an exanpl*» prcblerr which indicates the results of 

the techniques. Finally, the efficiency of the automatic 

program will be compared to that of the manual procedure, 

ana recommendations will be made for extending the basic 

ideas to the development of a more general program. 

7 
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II. Development of the Automatic Pro-ram 

As was noted earlier, the digital computer is 

ideally suited to the solution of the problems encountered 

in preparing a system of equations for the analog computer. 

However, the efficient use of the digital computer requires 

that all problems to be programed be presented in a standard 

form. Fortunately, all of the equations within the scope 

of this investigation may be reduced to a system of first- 

order equations. It becomes convenient, therefore, to 

specify that the input to the digital computer should be 

the first-order reduction, in matrix form, of the set of 

problem equations. The matrix form was chosen primarily 

because of the ease with which these equations may be 

manipulated by the digital computer. 

The standard form selected for the input equations 

is the matrix equation. 

(2-1) 

Vhere, for an nth order system, 

8 
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An example of the procedure to reduce a typical problem 

to this standard form is presented in Figure 5» facing, 

for the reader who may not be î amiliar with this type of 

conversion. It may be noted that, with the exception of 

the maximum values of the dependent variables, all of the 

information needed to develop the analor circuit for any 

given problem is contained in the coefficient matrix (A). 

That is : 

(1) The non-zero elements of each column of the 

coefficient matrix represent the outputs of 

the corresponding integrators. 

(2) The non-zero elements of each row of the 

coefficient matrix represent the inputs to 

the corresponding integrators. 

(3) The magnitude of each element of the coefficient 

matrix represents the gain required in the path 

from an integrator output (indicated by the 

column containing the element) to an integrator 

input (indicated by the row containing the 

element). It may be noted that this gain, in 

the analog computer, is composed of the in¬ 

tegrator gain and a potentiometer gain. 

9 
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(4) A negative sign associated with an element 

of the coefficient matrix indicates that 

an inverting amplifier is required in the 

path from integrator output to integrator 

input. 

Consequen ''y, the only inputs required to the digital 

program are the order of the system being consideren, the 

coefficient matrix, ana the maximum values of the depend¬ 

ent variables. The problem, then, in general, is to 

develop procedures by which the digital computer can 

automatically checK the input for operator mistakes, 

calculate the amplitude- and time-scale factors, determine 

the inverter configuration which will reduce the number 

of components required to solve the problem, assign the 

appropriate equipment, and print out the information 

v/hich the analo~ computer operator needs to wire anu in¬ 

vestigate the problem. In the development to follow, 

each of these requirements will be analyzed and discussed 

from a general viev/point. Related problem restrictions, 

if any, will then be introduced ano explained, ana finally 

a solution will be presented. The net result will be one 

solution to the general problem, subject to the specified 

restrictions. The problem and the limiting restrictions 

are summarized in Figure ó, facing. 

Problem Check 

Even though it is assumed that the operator will not 

present problems which exceed the capabilities of the 

automatic program, it was deemed advisable to incorporate 

tests which would identify problems which are unsolvable 

by the system. Therefore, a simple procedure was devised 

10 
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to provide a means of rejecting a tfiven problem in cases 

where: (1) more than seven inputs to any integrator are 

indicaren and (2) more than 46 potentiometers are re¬ 

quired to form the inputs specified by the coexficient 

matrix. (A provision is made in the Amplifier Assignment 

Program to reject a problem which violates the restriction 

on the number of outputs.) 

The Problem Check Program, Appenuix A, (Figure A-l), 

implements the first of these checks by specifying a count 

of each row of the matrix to determine whether more than 

seven non-zero elements exist. If any row of the coefiicient 

matrix contains more than seven non-zero elements, 'he 

program is stopped anu a print-out statement specifies the 

reason for rejection. The seconu checK is implemented by 

summing the non-zero elements in all rows. If the total 

number is greater than 46, the program, is stoppen and the 

reason printea out» 

Since this initial program, requires that the entire 

matrix be examinen, it was convenient to incorporate in¬ 

structions for recording the absolute values of the maxi¬ 

mum and minimum (non-zero) elements of the matrix. These 

values are requiren later in the time-scaling routine. 

Amplitude Scaling 

In general, the technique of amplitude scaling con¬ 

sists of a uniform change of problem variables so as to 

limit their maximum amplituces to values which are attain¬ 

able on the analog computer. The effect of amplituae 

scaling upon a system of equations will be reviewed, and 

the technique will be extended to a general system of 

linear equations in matrix form. Procedures will be 

11 
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developed to determine the optimum amplitude scale 

factors and to apply them in the formation of the scaled- 

matrix system. 
Amplitude Scaling Applied to Matrix Equations. As a 

brief review of amplitude scaliufc, consider the following 

portion of a computer circuit: 

If it is desired to scale the magnitude of x to make its 

maximum value ten times larger, we write 10x. Then, 

x « /+x dt 

10x - f♦lOx dt 

But -* ■ «¿x+aj-Z 

(2-2) 

(2-3) 

(2-4) 

and -lOx - a2(10x)+(10a1)Z (2-3) 

Therefore, in this simple example, it nay be observed 

that when x is scaled by ten, x is also scaled by ten. 

Further, a”, the coefficient of Z, must be scaled by ten 

to preserve the value of the equation. 

Extending these principles to a system of equations 

of the form, 

-*1 - aiixi+a12x2+a13X3 

-i2 . »2^^22X2^23X5 (2-6) 

-*3 » a3ixi+a32x2+a33X3 

12 
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and scaling by 3^, X2 1-y Sg, and x^ by S^; there 

results, 

-Si*i«an(3iXi) ♦ ^1a12x2+ Sla13X3 

-32i2-32a21x1 ♦ a22(S2x2) ♦ 32a25x3 (2_7) 

-s3*3"S3a31x1 + s3a32x2 + a33(S3x3) 

The scaled equations ir.ay then be written in natrix form. 

31*1 all (sl/s2)a12 ^Sl^S3^a13 

82*2 “ (S2/S^)a2^ a 22 (S2^S3^a23 

(Sj/SiJâji (S3/S2)a32 a33 
S343 

'lxl 

S2X2 

S3X3 

(2-8) 

As is readily seen, the general element of the amplitude 

scaled matrix may be expressed as 

!T a 
Sj 

ij. (2-9) 

By the rules of matrix multiplication it can be shown that 

the amplituie-scaled system of equations may be written in 

the following form: 

-SI - SAS-1 . SI (2-10) 

13 
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s1 O O 
where S- O S2 O 

O O s3 

(2-11) 

Déterminâtj on of Amplitude Scale Factor. This ampli¬ 

tude scaling equation in matrix form can be applied only 

after the values of the elements of the S matrix are de¬ 

termined. It will be recalled that one of the items of in¬ 

formation available concerning the problem was the maximum 

value of each variable. It is apparent that with this 

knowledge and the maximum u8ealila_]talue of machine variable, 

the magnitude of each element of the S matrix may be cal¬ 

culated. Thus, using the convention that one unit of 

problem variable equal one machine volt 

S »(maximum machine voltage)-100 (2-12) 

or Sj-100/XjJaax (2-13) 

As is apparent, the direct application of the preceding 

equation will, in general, yield non-integer values for the 

scale factors which will be rather difficult to use because 

of their effect upon the scaling of the output recordings. 

The output scaling problem may be alleviated, however, at 

only a small sacrifice in the optimum machine scaling, by 

restricting the possible values of the elements (S^) to the 

fora 

(2-14) 

where B»integer values from 1 to 9 

c»positive or negative integers 
including zero. 

The amplitude scale factor will then be the largest value 

satisfying the relation 

Sfï-io'-100/1 (2-15) 

14 
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These scale factors may be used to form the S matrix of 

Equation (2-11) which is requireu in the amplitude-scaled 

coefficient matrix of Equation (2-d). 
The general technique explained in the preceding para¬ 

graphs has been implemented in the form of a lo^ic flow 

chart which comprises the Amplitude Scalin;; Trogran, 

Appendix A (Picure A-2). It includes a systematic routine 

which specifies the operations which are necessary to de¬ 

termine the optimum amplitude scale factors for a given 

coefficient matrix, and it specifies the program required 

to form, the amplitude-scaled matrix equation. 

Time •calina 
For an analog computer simulation to he accurate, the 

problem frequency range must be compatible with the machine 

solution rate. Therefore, time scaling may be necessary in 

addition to amplitude scaling. This is done by changing 

the independent variable (time) in such a manner that 
machine-variable rates remain proportional to the original 

problem-variable rates. 
Application of Time scaling to Katrix Equations. 

Suppose that a proble- is to be speeded A times. Then, 

where t-real time (independent variable) 

X«machine time 

and X will be a quantity greater than one. 

than unity the problem will be slowed 1/A 

lore, 
aLX/oLt . ftÜ cLX/elr 

* .(1/A )x1 

If A is less 

times. There- 

(2-17) 

(2-18) 

15 
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where x' » dx/dT 

Then, as before, considerin': Equation (2-6) upon w..ich it 

is desirec to perform a time scale ch-.n:;e of A * 

(lAOxi 

(l//l)x¿ (2-19) 

(l/zOxi. 

Thus in matrix form, the ryster. of equations becomes 

* 1 
X1 

(l/^)x[ 

(lAOx¿ 

(l/íí)x^ 

-( 1/A) 

c3 

all al2 a13 

a21 a22 a25 

a31 a32 a35 

(2-20) 

(2-21) 
or -ï * -(1/A)^' * ^ 

Multiplying the above equations by ^ Glves 

-AX . -X1 « A AX (2-22) 

Applying the time scale factor to the amplitude-scaled 

equation. Equation (2-10), 
,-1 

-SAX ASAS SX (2-23) 

Selection of the Time Scale Factqr. If the roots of 

the characteristic equation of the input system of equations 

are known, the frequencies present in the problem can be 

determined. The appropriate time-scale factor may then be 

selected on the basis of the maximum and minimum natural 

frequencies of the problem and the useful range of machine 

frequencies. If, on the other hand, as is usually the 

case, the roots of the characteristic equation are not 

16 
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known, considerable labor is involved in their determinat¬ 

ion. With the system of equations being considered, it is 

possible to extract the roots of the characteristic equation 

by expanding its determinant and factoring the resulting 

equation. 

Fortunately, however, for the purpose of time-scaling, 

the maximum frequency present In the solution of the 

equations is of primary interest. The maximum frequency 

is used as the basis for making initial time-scale changes 

and is, therefore, the controlling frequency in most prob¬ 

lems. Only when the maximum frequency is originally within 

the useful range of computer frequencies, but not at the 

maximum usable frequency, is the minimum problem frequency 

of interest. In this instance the decision to time-scale, 

or not, is based upon the minimum frequency. 

For a coefficient matrix such as the one under con¬ 

sideration, it may be shown that the maximum frequency 

present is less than (or equal to) the maximum sum of the 

elements of each row (Refl). 

W N 
That is, n max as max (2-24) 

It may be observed, moreover, that in the majority of 

practical systems which may be expressed in matrix form, 

there will be relatively few non-zero elements in most rows 

of the coefficient matrix. It is therefore reasonable to 

assume that the maximum frequency is roughly indicated by 

the maximum element in the matrix. Or, in mathematical 

form, 

wn max -= (a^ | max (2-24) 

17 



GGC/Math/61-12 

Since the maximum gain present at the input of any inte¬ 

grator is ten, and since the magnitude of the output of 

each of the integrators has been set at, or near, 100 

volts, it follows that the gain possible in any simple 

loop of the computer circuit—hence, the maximum value of 

any coefficient in the scaled matrix — is restrictea to 

a value of ten. This restriction, coupled with the approxi¬ 

mation indicated by Equation (2-24), implies that the max¬ 

imum frequency present in the machine problem, which has 

been scaled so that the gains required are within the 

range obtainable on the computer, 'will be about 10 radians 

per second. Since the analog computer used in this study 

has a range of problem frequencies from 0.12 to 18.8 

radians per second, even a 50# variation in the approxi¬ 
mation represented by Equation (2-24) will not invalidate 

the results. 

The choice of time-scale factor will depend ultimately 

upon the availability of specific values of gain to form 

the required inputs to each integrator. In general, it 

will be of the form, 

« Gj (2-25) 

where a^ is a matrix element which must be scaled to make 

it possible to form all of the inputs to a given integrator 

with the gains available. It is pertinent to note that it 

may be necessary to apply Equation (2-25) a number of times 

in order to find a final time scale factor which will re¬ 

sult simultaneously in compatibility with the jains avail¬ 

able and with the inputs to each integrator. 

The procedure for arriving at the final time scale 

factor (implemented by the Tima Scale Program of Appendix A) 

is explained in the following paragraphs. 
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1. A need for a preliminary time scale chance is 

determined by consiueration of the maximum and minimum 

values of the coefficient matrix. In the analog computer 

used for this study, if the magnitude of the maximum element 

is less than 10 and if the magnitude of the minimum (non¬ 

zero) element is not less than 0.10, no preliminary time 

scaling is required (^-1). 

2. If the above conditions are not satisfied, a trial 

time scale factor, is calculated by applying Equation 

(2-25), using a gain of ten and the magnitude of the largest 

matrix element. 

3. In either case, each row of the matrix is checked 

to insure that no more than two inputs at gain ten are re¬ 

quired on any integrator. This check is made by inquiring 

whether the third largest element in the row being con¬ 

sidered is greater than 4/A, where A in cases is the 

last calculated value. If not, no change is required as 

a result of this test. If the third larcest element of 

any row is greater than 4//1 (if the test fails), more than 

two inputs at gain ten are required, ana the calculation 

of another trial time scale factor is necessary. This 

factor is obtained by again using Equation (2-25) with a 

gain of 4 and the element of the matrix failing the above 

test. The program is then continued using this new time- 

scale factor. 
4. After insuring that no more than two gains of ten 

are required on any integrator, a similar check is made to 

insure that no more than four gains of four and ten are re¬ 

quired on any integrator. This check is made by inquiring 

whether the fifth largest element in any row is greater 

than 1/A • I* the element is greater than 1/A , a new 

time-scale factor is calculated by again applying 
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GlTen the hjrpotbstlcal auitrlx row shown in relation to the gain- 
range available on the associated integrator. 

k 5 14 18 

[T 10 J 
Sinne at least one elenient of the row is greatsr than the largest 
gain available, the row must be scaled to aatae the largest element 
equal or leas than 10. Appl/lng Equation 2-25 (st*P 2), 

*1 - ^ - 10/18 - °-55 
The result of applying the scale factor is equivalent to the new 
range of variables shown. 

1.1 2.2 2.75 3.8 7.7 10 

rr ~iol 

To insure that no aore than two Inputs at gain 10 will be required 
Equation 2-25 (Step 3) la applied using the third largest element 
and a gain of four. Thus we require that, 

44l *7 

7.27 >- 7 

The result Indicates that the requirement has been satisfied« A 
similar check Is than ande to Insure that no more than four gains 
four and tan are needed (note that the dieran above reveals that 
six would be required). Thus we require that (Step 4) 

Mu*» 

une * 
Since the test failed, a saw tlns-acala factor aust bs calculated. 
Applying Equation 2-25 again, 

A r 1/4 - 0.25 (flnel) 

Applying this seals factor to the row shown above, there resulta, 

0.5 1 1.2 1.7 3.3 4.5 

lb] 

Tine Sealing 

/? A 

✓ 
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Equation (2-25), using a gain of one and the element of 

the matrix upon which the test ftiled. 

5. The last time-scale factor calculated in proceeding 

through the above tests is the final time-scale factor. 

This procedure is summarized with an abbreviated example 

in Figure 7, facing, and implemented by the Time Scaling 

Program of Appendix A (Figure A-4, Part II). It is apparent, 

however, that the time-scale factor calculated by the pro¬ 

cedure described may be a non-integer. If this were the 

case, it would be inconvenient for the analog computer 

operator to use in the final interpretation of the problem 

solution. A time-scale factor is needed which will facili¬ 

tate the conversion of the solution from machine time to 

real time associated with the physical problem. For this 

reason it was considered desirable to round-off the final 

time-scale factor by restricting it to the fonn 

a-b*10cs ^(filial) (2-26) 

where 

b«a positive integers l,2,3*****t9* 

c-positive or negative integer(s), including zero. 

6. The final step in time-scaling the problem is the 

formation of the time-scaled matrix by multiplying each 

element in the amplitude-scaled matrix by the time .scale 

factor, A • 

It may be noted that some of the steps in the time¬ 

scaling program discussed above imply the need to pick out 

any element of a row of the coefficient matrix on the basis 

of its relative magnitude with respect to the other elements 

of that row, l.e., that the matrix rows have been ordered. 

This was accomplished, as is indicated in the Time Scale 
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Program of Appendix A (Figure A-3t Part I), by "enerating 

a matrix in which '-he elements ol each row identify the 

elements of the corresponding row of the amplitude scaled 

matrix in descending order of magnitude. The exements of 

each row of the new matrix (G) are the column subscript (J) 

values of the elements of each row of the E' matrix, arrang¬ 

ed from left to right so that the J value of the largest 

element appears first, the next largest, second, etc. In 

other words, the new matrix is a matrix composed of the 

columnar subscripts of the E' matrix, arranged so as to 

specify the elements of each row of the E' matrix in de¬ 

scending order of magnitude. For example, to find the mag¬ 

nitude of the second largest element in the fourth row of 

the coefficient matrix, the computer would find the 'value' 

of the second element of the fourth row of the matrix of 

subscripts. The 'value' of this element would be the 

column subscript of the element of the coefficient matrix 

whose magnitude was second from the largest in that row. 

Such an elaborate means of ordering the matrix was necessary 

since, as was indicated earlier, not only the magnitudes of 

the elements of the coefficient matrix, but their position 

as well, are important in the solution of the problem. 

The result of the time scale program described above 

is a system of equations which is compatible with the analog 

computer insofar as the maximum values of the variables and 

the problem frequencies are concerned. In addition, the 

inputs to the various integrators are compatible, in mag¬ 

nitude, with the gains available. 

Integrator Loading Alleviation and Amplifier Assignment 

Having devised procedures for scaling the system 
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variables to insure th-t the maximuir. amplitudes and 

frequencie do not exceed machine limitations, it becomes 

necessary to consider the integrators and amplifiers re¬ 

quired for the solution of the problem. 

liequirerent for Inverting Amplifiers. If ideal ana¬ 

log computer components are assumes, the only requirement 

for inverting amplifier: is to provide the sic3i chun£es in¬ 

dicated by the coefficient matrix. In this instance, the 

necessary amplifiers may be placed at either the integrator 

inputs or the integrator outputs. The most auvuntai-eous 

location for a particular ampliiier will depend upon the 

problem conditions as specified by the coefficient matrix. 

It may be noted that, as oescribed in Appendix C, it is 

possible in some cases to reduce the number of inversions 

required by suitable variable changes. The information 

necessary to determine whether a lesser number of ampli¬ 

fiers will be required for a given problem if they are 

placed either at the integrator inputs or outputs may be 

obtained from the coefficient matrix. 

After suitable changes cf variable, as indicated in 

Appendix C, let C_ be the minimum number of columns of the 

matrix containing negative elements, 

H_ be the minimum number of rows of the 

matrix containing negative elements, 

then if R^C^, a lesser number of amplifiers will be re¬ 

quired if they are assigned to the inputs of the integrators 

associated with the rows containing negative elements, and 

conversely. 

The technique discussed above will permit the assign¬ 

ment of a minimum number of inverting amplifiers to provide 

a solution to a problem (assuming ideal analog computer 

elements). Unfortunately, however, any practical analog 
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computer will introduce licitations and restrictions which 

will require the modification of the Invertins amplifier 

assignment criteria. 

First, any physical amplifier will have an upper 

limit of usable output voltage. The possibility therefore 

exists that this limit will be exceeded when several vari¬ 

ables are summed on an amplifier. This is the case when 

amplifiers are assigned to the integrator inputs. The 

fact that the integrated sum of the inputs has been scaled 

provides no guarantee that the sum of any arbitrary set of 

these inputs will not exceed the maximum limit of per¬ 

missible voltage. As an illustration, consider an amplifier 

connected to an integrator input to form the inputs speci¬ 

fied by the k-th row of the scalea coefficient matrix. Let, 

e. .»general element of the k-th row of the matrix 

I .,-Potentiometer setting for general element 
K,; 

G, -input gains of amplifier A 

Gj - input gain of integrator 

Xj£(max)Sjt-XjQnSjt-maximum value of general variable 

100 volts 

E -lOOvolts-maximum permissible output of amplifier 

and assume that e^, e^j, e^, and e^ are negative. 
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Then for the negative elements, 

ekj-PlcJGAGI 
or 

PkJ.eki/(GAOi) 

Therefore, 

PklG A Is kX 1m Pk 3G A2S k13m 4'Pk4G A 3SkX4m 

(2-27) 

(2-28) 

+Pk5GA4SkX5m ^ Em»100 

or 

( ekl/GI )Xlm+( ek3/GI )X3m+( Ak4/GI >%m- 

+(Ak5/GI^X5m — 100 

But 

Thus : 

Xlm-X3»*X4m*X5m* 100 

ekllu0+ck3100'*'ek4100',,ek5100 ~ 100Gi 

or 

ekl^ek3+ek4+ek5 — GI 

Therefore 

X^kj*05 - G] 

(2-29) 

(2-30) 

(2-31) 

(2-32) 

(2-33) 

(2-34) 

The result above reveals that to avoid overloading the 

amplifier assigned to the input of an integrator, the sum¬ 

mation of the coefficient matrix elements associated with 

the inputs to that amplifier must be less than the integrator 

gain fed by that amplifier. Further, Equation (2-28) shows 

that the potentiometer setting is a direct function of the 

integrator gain. Therefore, to assign amplifiers to the 

integrator inputs, it would be necessary to satisfy the 

overload restriction (Equation 2-34) without generating a 

need for excessively low potentiometer settings. 

24 
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A. second characteristic of the analog computer equip¬ 

ment which further complicates any procedure for cetermin- 

ing the minimun number of inverting amplifiers is that of 

integrator output loading. For instance, the integrators 

and amplifiers of the Seac Model 101 were found to be 

capable of supplying no more than four potentiometers. 

Thus, any integrator of this computer which was required 

to supply more than four outputs would require the addition 

of an inverting amplifier. 

It follows, therefore, that for the analog computer 

used, any column of the coefficient matrix containing more 

than four non-zero elements implies a requirement for the 

addition of an amplifier or amplifiers, ¿ince these ampli¬ 

fiers also provide sign changes, their use to alleviate 

integrator overloading prevents the direct application of 

the techniques, described above, to determine the minimum 

number of inverters required. 

Inverting Amplifier Assignment It was decided, for 

this initial effort, to write a program which would assign 

amplifiers only to the integrator outputs. Such a program 

will, in some cases, require the use of more amplifiers 

than would a more sophisticated technique, but it will in 

no case exhaust the total number of amplifiers (inverters 

and summers) available. It follows, therefore, that any 

column which contains more than four non-zero elements 

and/or any negative elements implies a requirement for the 

addition of an amplifier (or amplifiers) to the output of . 

the associated integrator. 

The number and specific configuration of the added 

amplifiers will therefore depend upon the total number of 

non-sero elements and upon the relative number of positive 

and negative elements in the given column. Figure 8, facing, 
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typifies the various combinations of units which may be 

used to generate all the necessary outputs required by the 

program. 

Since the solution to * oth problems outlined above 

involves the addition of amplifiers to integrator outputs, 

it was convenient and economical to consider them simul¬ 

taneously in the automatic program. Figure \-6 (Fart 1) 

of the program for Integrator Loading Alleviation and 

Amplifier Assignment shown in Appendix A serves to generate 

and store data which specifies for each column of the ma¬ 

trix (1) the number of positive elements; (2) the number 

of negative elements; and (3) the total number of non-zero 

elements. Part 2 of the same program utilizes this in¬ 

formation to determine the simplest integrator-amplifier 

combinations (from those available) that will provide the 

necessary positive ana negative outputs without overloading 

the integrators and/or amplifiers. This is accomplished 

by attempting to assign the simplest combination first. 

If this does not result in the necessary outputs, the next 

simplest combination is assigned, etc. The results of these 

decisions are stored in the form of print statements which 

explicitly indicate the units that are to be wired together. 

Equipment Selection and Wiring Specification 

'While it would be desirable to develop a general method 

for assigning integrators, amplifiers, potentiometers, and 

interconnections, such assignments are of necessity closely 

related to the particular analog computer for which the 

problems are prepared. For this reason the discussion of 

equipment selection and the resulting wjxing requirements 

will be orientated to the Reeves computer used as the basis 
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for the example digital computer program. It is anticipated 

that this discussion will provide an insight to the problems 

to be solved and a basis for more sophisticated routines in 

a more general program. 

Before considering the development of the procedure for 

selecting the analog equipment and specifying the wiring 

connections, it is necessary to consider some of the features 

peculiar to the Reac Nodel 101. The computer is arranged in 

two bays (A and B), each with seven integrators (numbered Al. 

A? and B1..B7), 23 potentiometers (numbered A1...A23 and 

El...B23)t seven summing amplifiers (numbered A8...A14 and 

B8...B14), and six inverting amplifiers (numbered A15...A20 

and B15...B20). The two bays may be interconnected by means 

of 44 interconnections (numbered 101...122 and 201...222). 

The problem of equipment assignment, therefore, re¬ 

duces to one of selecting, from the available equipment, 

the units to be assigned in the solution of a given problem, 

and to specify the necessary patchboard connections to 

interconnect the units for the problem solution. (Note 

that the required amplifiers were assigned by the preceding 

routine). 

Integrator Assignment. The integrators, starting with 

Al, are assigned to the problem variables in direct corres¬ 

pondence with the order in which they occur in the matrix 

equation. That is, integrators Al through A7 are assigned 

to variables Xj^ thru and integrators B1 through B7 are 

assigned to variables Xg through X^. In the case of 

systems of less than fourteenth order, no connections are 

specified to the integrators reserved for the unused 

higher-order variables. This simple system for the assign¬ 

ment of integrators to problem variables has the advantage 
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that it results in an easily-remexbered correspondence be¬ 

tween problem variable and intecrator. This relationship 

is caintained for all problems.set up by the automatic 

system. 

Potentiometer Assignment♦ A review of the input 

matrix equation to the digital computer will show that 

there is no provision for indicating which coefficients 

the analog computer operator might desire to change during 

the course of the investigation. A potentiometer was 

therefore included in the implementation of the gain 

associated with each non-zero element of the coefficient 

matrix. Such a procedure will, in some cases, result in 

potentiometer settings of 'one', but the additional flexi¬ 

bility achieved justifies the extra equipment. Further 

potentiometers were used on only one bay of the equipment 

in problems where this was possible (problems with not 

over 23 non-zero elements in the coefficient matrix). The 

ease of setting potentiometers on only one bay justifies 

the additional interconnections required by this procedure. 

In cases where it was necessary to use potentiometers from 

both bays of the equipment, they were selected so as to re¬ 

duce the number of interconnections by assigning them 

(where possible) from the same bay as the units providing 

their input. 

These decisions are inherent in the first portion of 

the Equipment Selection and Wiring Specification program 

shown in Appendix A (Fig. A-7* Part 1). This portion of 

the program identifies the potentiometers to be used with 

each non-zero element of the coefficient matrix by develop¬ 

ing print instructions which specify the connections from 

the proper integrator, or its associated amplifier output, 

to the potentiometer input. The program also generates 
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print instructions which inform the operator of the corres¬ 

pondence between a given potentiometer and the element of 

the coefficient matrix to which it is related. 

Input Gain Specifications. The print instructions 

referred to in the above discussion associate each non-zero 

element in the coefficient matrix with a specific potenti¬ 

ometer on the analog computer. It then becomes necessary 

for the automatic program to select the amplifier gain to 

which the potentiometer should be connected. This is 

accomplished by the second part of the Equipment selection 

and .iirinc Specification program shown in Appendix A 

(Fig. A-7, Fart 11). 'The selection is made by considering 

the magnitude of the matrix element with which the potenti¬ 

ometer is associated, in conjunction with the gains avail¬ 

able for assignment to the potentiometer. 

Potentiometer Setting. Once the selection of the in¬ 

tegrator gain to which a potentiometer is to be connected 

has been made, it is possible to calculate the setting for 

that potentiometer. This calculation is performed by the 

part of the Equipment Selection and Wiring Specification 

program of Appendix A (Fig. A-7, Part 11). The calculation 

is made by using the relation 

Pot setting»Eij/ integrator gain (2-55) 

The result of the calculation is stored in the form of a 

print statement which specifies the potentiometer setting 

for the subsequent use of the analog computer operator. 

Integrator Input Connections. The portion of the 

automatic program discussed above specifies the connections 

from the integrator outputs to the potentiometer inputs, 

selects the integrator gain to which the potentiometer is 
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fco be connected, and calculates the potentiometer setting. 

The remaining part of the Equipment Selection and .v'iring 

Specification program generates the print statements which 

specify the connections from the potentiometer outputs to 

the integrator inputs at the appropriate gain. 

Output Program 

The instructions generated by the program to this point 

are stored in the memory of the digital computer. The re¬ 

maining task of the automatic program is to print out the 

wiring instructions, potentiometer settings, scale factors, 

and correspondences between potentiometers and matrix 

elements. The details of how this is to be accomplished 

are left to the digital computer programer and therefore 

do not properly form a part of this report. The final re¬ 

sults of the output routine are presented in the sample 

problem shown in Appendix B. 
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III. Use of the àutoir.atlc ProKrac 

The usefulness of the automatic program describeã in 

Chapter III may best be indicated by a consideration of 

the operations requires to solve a problem using the pro¬ 

gram. The operations which the analog computer operator 

must perform are to prepare the problem for the automatic 

program and apply its output to complete the analog com¬ 

puter solution. 

Probier. Restrictions 

Before proceeding with the discussion of the use of 

the automatic program, it is necessary to review the limi¬ 

tations on the input problem which result from the assump¬ 

tions made in the development of the program. First, the 

program is desi¿-.ned to handle only systems of linear homo¬ 

geneous differential equations with constant coefficients. 

Second, systems of equations requiring not more than Id- 

integrations may be handed provided not more than seven 

inputs are required to amy integrator and/or not more than 

seven outputs are required from any integrator. Third, 

the system of equations must require no more than 46 

potentiometers. 

Problem Formulation 

Problems meeting the above restrictions may be pre¬ 

pared for analog computer solution by the automatic program 

To use the program, the operator must convert the input 

equations to the standard matrix form specified by Equation 

(2-1). An example of this conversion procedure is illus¬ 

trated in Figure 5. The coefficient matrix of the system 
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of equations in standard form together with the maximum 

value of each of the variables (of the equations in 

standard form) provide the input to the digital computer. 

It may be noted that the digital computer requires 

that the coefficients of the dependent variables be ex¬ 

pressed in numerical, not general, terms. The resulting 

analog computer circuit and potentiometer settings, there¬ 

fore, are for only one problem condition. However, once a 

problem has been programed by the digital computer, it is 

possible to investigate it at other than the original 

gains, provided that the maximum gain condition was used 

in setting up the problem. Therefore, problems to be in¬ 

vestigated at several gain conditions should be presented 

to the automatic program with the maxime . gains specified. 

It may be observeu that the analog computer used in 

this study has initial condition potentiometers permanently 

wired to the integrators. Therefore, the automatic program 

is not concerned with the initial conditions of the prob¬ 

lem variables. The operator, on the other hand (as is shown 

in the sample problem, Appendix B), must scale the initial 

conditions by using the scale factors selected by the auto¬ 

matic program. 

Use of the Automatic Program Output 

As has been noted earlier, the output of the digital 

program is in the form of printed statements which specify 

the analog computer wiring, potentiometer settings, variable 

scale factors, and correspondence between potentiometer and 

coefficient matrix elements. These printed instructions 

may then be used to draw the conventional analog computer 

wiring diagram. However, this intermediate step is not 

necessary. The computer patchboard may be wired, the 
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potentiometers set, and the problem rur. by using the 

printed instructions directly. 

It will be noted that the automatic program t-ikes no 

note of any wiring connections from the analog computer 

units to recorder inputs. The reason is, of course, that 

since the equations in matrix form include a variable for 

each integration in the problem, it is usually not necessary 

to record all of the problem variables. However, each in¬ 

tegrator in the problem has an unused output connection as 

a result of the provisions made for loading alleviation. 

Since the recorder input imposes no significant load on the 

integrator output, the operator simply chooses the variables 

he wishes to recora ana patches from the appropriate in¬ 

tegrator to the recorder. 

The final task of the operator is scaling the output 

recordings of the analog computer. The time base of the 

recordings may be scaled to real time by the use of the 

time scale factor. The amplitudes of the output variables 

may be scaled by the application of the amplitude scale 

factors. 
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IV. Conclusions and Recommendations 

The principles which have been discussed at length in 

the preceding pages (and which have been implemented in 

the program exhibited in Appendix A) attest to the feasi¬ 

bility of using a ai 'jital computer to assist in the 

programing of an analog computer, /.'ithin the framework of 

the stated limitations and assumptions, it has been cer-ca¬ 

strated that the decisions, calculations, and operations 

usually requirea of an analog corputer operator in the 

preparation of a problem for analog solution can be 

accomplished automatically with reasonable success. Very 

briefly, these include the determination of the need for, 

and the calculation of, appropriate amplitude- and time- 

scale factors; the selection and arrangement of integrators, 

amplifiers, and Potentiometern into combinations which will 

provide the necessary outputs and inputs without overload¬ 

ing the units; and the calculation of potentiometer sett¬ 

ings. 

Comparison with Optimum Program 

On the basis of tests to which the automatic program 

has been subjected it can be stated that the program will 

generate a correct analog computer circuit for any problem 

within the specified limitations. It should be noted, 

however, that the solution produced by the automatic program 

may not, in certain circumstances, be the most econorical 

in terms of the use of analog computer equipment. The 

number of integrators used in any case is unique, since 

the number of integrations require'’ is specified by the 

order of the input system of equations. On the other hand, 
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the number of potentiometers specified bjr the automatic 

program for a c-iven problem may be greater than a manual 

solution would inaicate. This disparity arises because 

of the method of specifying the input equations. >fhen 

the original problem is a system of equations of higher 

order than the first, the conversion to a system of first- 

order equations creates 'artificial' variables for each 
derivative, i.e., 

X 1 

*2 

Y 

Y 

Therefore, this introduces exactly k potentiometers which 

are unnecessary, where k equals the number of derivatives 

higher than first-order appearing in the original problem 

(see Example Problem, Appendix B). 

Therefore, the only other undesirable difference in 

the analog computer circuit that may occur between the 

automatic and manual programs is that the former may pre¬ 

scribe a greater number of inverting amplifiers. It will 

be recallea that the choice of amplifiers to be added to 

the integrators is based on the need to minimize loading 

effects at the integrator outputs and to form the negative 

outputs specified by negative matrix elements. A systematic 

scheme for reducing to a minimum the number of amplifiers 

which would be needed to solve a given problem has been 

developed for a more general program (Appendix C), How¬ 

ever, this technique is based on the assumption that in¬ 

tegrator loading effects are non-existent. This implies, 

of course, that in the extreme case, if all the elements 

of the coefficient matrix could be made positive, no 
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additional aitplifiers would be needed. Obviously, a 

scheme such as this could not be used in the present ¿.ro- 

grait, where loading effects limit the number of direct 

usable integrator outputs to a maximum of four. Furthermore, 

since only 46 potentiometers and a total of 26 inverting 

amplifiers are available, the present program will never 

exhaust the available amplifiers. 

Finally, it appears possible to develop a more compre¬ 

hensive program which will assign the absolute minimum 

number of amplifiers required to solve a given problem, 

should this aduitional complexity appear justified. 

Recommendations 

At this point, the reader will undoubtedly have some 

ideas of his own for extending the program which has been 

described. The following suggestions and recommendations 

are presented in the hope that they will stimulate further 

interest and serve as a basis for modifying and expanding 

the automatic technique to more advanced and comprehensive 

systems. Some of the more important extensions and modi¬ 

fications to the present program would be as follows: 

1. A technique should be formulated which would 

suppress those potentiometers introduced as a result of 

converting a higher-order system of equations to one cf 

first order. This could be accomplished with a sub-routine 

in the present program. However, it would be more advan¬ 

tageous to be able to input the higher-order equations 

directly to the digital computer. This would be facili¬ 

tated by (a) the formulation of a general symbology which 

could be used to express the input equations without prior 

conversion to standard matrix form; and (b) the inclusion 
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of a provision for handline the coefficients of the equations 

in general tenra so that either a ran^e of coefficient values 

(or several values) could be specified. The digital computer 

could then be programed to make the conversion to standard 

form and hence, to specify connections and potentiometer 

settings to handle the coefficient values specified. 3uch 

an input routine would also facilitate the program extension 

to include non-homogeneous linear differential equations and 

ultimately non-linear differential equations. 

2. A procedure for generating the assignment of the 

absolute minimum number of inverting amplifiers. This ex¬ 

tension might be based upon the discussion of minimization 

given in Appendix C. Another technique which might be used 

would be an iterative procedure wnich, after calculating a 

first solution, would try different alternatives, stopping 

only when no further improvement was possible. 

3. The inclusion of an iterative procecure which could 

guarantee a selection of the analog computer components in 

such a manner that the minimum number of interconnections 

would be required. 
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Appendix A 

The Automatic Tronram 

The autorratic program illustrated in the following 

pages consists of a sorier of inter-relateu logic flow 

diagrams (Figure A- 1,7) which irrplerent the rrinciples 

ana techniques developer and discussed in Chapter II. 

The complete pro, Tim is logically sub-divided into five 

phases which include the (1) Troblerr Check Trogram, 

(2) .Amplitude Scaling Frogram, (3) Time Scaling Program, 

(4) Integrator Loading Alleviation and Amplifier Assign¬ 

ment Program, and (5) Equipment .¿election and firing 

Specification Program. The specific objectives of each 

program together with the procedures used to accomplish 

these objectives are summarized on a facing page at the 

start of each program. The Glossary, which includes the 

terms used in the program, is provided as a fold-out at 

the end of the report. It is recommendea that the 

Glossary be used during reference to the program. 

It may be noted that the checks made for violation 

of the restrictions on the original problem are indicated 

in the program as exits through which the problem may be 

stopped. However, a number of exits were included for use 

during the testing of the program which are not possible 

exits during its normal operation. These exits do not, 

therefore, imply the existence of any further restrictions 

on the problem. 
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Problem Check 

(Procram Summary) 

Objectives: 

(1) Provide a meanc of rejecting a ^iven problem in 
cases where: 
(a) >.ore than seven (7) input to any integrators 

are required. 
(b) !*.ore than 40 potentiometers are required. 

(2) Determine and store, in memory, the absolute 
values of the maximum and minimum (non-zero) 
matrix elements for future use. 

Procedures: 

(1) Count the number of non-zero elements in each row 
of the coefficient matrix [^AUT-. (1)] and reject 
the problem if the count totals more than seven 
for any row. 

(2) Count the number of non-zero elements in the 
matrix (TAUK) and reject the problem if the 
total is greater than 46. 

(3) Record the magnitudes of the largest (AI'.AX) and 
smallest (AKIN) non-zero elements in the matrix. 
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Implitude Scaling 

(Program Summary) 

Objectives: 

(1) r-roviue a means for generating arplituue scale 
factors for the dependent variables from the 
tel own maximum values and maximum permissible out¬ 
puts from the analog computer units. 

(") Provide a means for forming the amplitude-scaled 
U; matrix from the scale factors and the input co¬ 

efficient matrix. 

Procedures: 

(1) Calculate an amplitude-scale factor [3 (1)]for 
each row of the coefficient matrix (A). 

(2) Round-off the calculated amplitude-scale factors 
, to facilitate analog recorder interpretation. 

(3) Generate the amplitude-scaled matrix (E') from 
the scale factors and the input coe*tic lent 

matrix. 
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Time ücalinr: (Part I) 

(Program Summary) 

Objectives: 

Develop a procedure whi?h can be applied to the 
amplitude-scaled matrix so as to arrange the 
elements of each row in descending order of mag' 
nitude. 

Procedures : 

(1) Generate a new matrix (G) from the amplitude- 
scaled matrix (2') such that: 
(a) G (I,J), the :eneral element of the new 

matrix, is a number which is equal to the 
column subscript (J) of the element of the 
E' matrix from which it was formed. 

(b) fhe subscripts cf the G matrix inaicate the 
row, and the order within the row, respect¬ 
ively, of the elements £ (I,J) in descend¬ 
ing order of magnitude. 



04B/MKIw'6l>12



Time 3c a lint’; (Part II) 

(Program Summary) 

Objectives: 

Provide a means for: 
(1) Time scaling the amplitude-scaled matrix so 

that machine problem variables remain pro¬ 
portional to the original problem variables. 

(2) Comparing the inputs specified by the elements 
of each row of the scaled matrix with the in¬ 
tegrator gains available to form the inputs — 
and rescale if necessary. 

Procedures: 

(1) Determine the necessity for time scaling. 
(2) Calculate the time-scale factor (Ti). 
(3) Utilize the G matrix generated in Fart I of the 

program to determine the compatibility of the 
inputs required (after scaling) v.'ith the in¬ 
tegrator gains available for each row of the 
scaled matrix, and rescale until a satisfactory 
time-scale factor is determined. 
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Time calina (Part III) 

(Program Suirmury) 

Objectives : 

Provide seans for: 
(1) Nodifying the time-scale factor calculated in 

Part II for ease in analog recorder inter¬ 
pretation. 

(2) Forming the time-and amplitude-scaled matrix. 

Procedures : 

(1) Hound-off the scale factor (Ti) calculated in 
Part II and generate the optimum, time-scale 
factor (T). 

(2) Jalculate the time-and arplitude-scaled matrix 
(E-E'T-TSAS-i). 
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Integrator Loading Alleviation 

and iicplifier Assignment 

(Frocram .Juir.irary) 

Objectives; 

Provide a means to: 
(1) eliminate integrator and/or amplifier loadinc 

effects. 
(2) Select and specify the simplest integrator- 

amplifier combination which will provide the 
necessary positive and negative outputs. 

(3) Reject the problem if too many outputs are re¬ 
quired. 

Procedure : 

(1) Examine each column of the scaled coefficient 
matrix (E) and; 
(a) Count the number of positive elements 

OÏS (J). 
(b) Count the number of negative elements 

CKIi (J). 
(c) Count the total number of non-zero elements 

OK (J). ,,,, 
(2) Select the simplest inte rator- amplifier com¬ 

bination which will satisfy the requirements of 
(1) above. 

(3) Cenerate print statements which specify the 
wiring connections neeueu to combine the adaed 

units. . . 
(4) Generate internal bookkeeping information for use 

in subsequent routines. 
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\ppendix E 

ktiMc iMon of the ^utoT.atic Iropirair to an hxair.gle 

Troblem 

To illustrate the re. ults of the application oí the 

automatic program for which principles were developed in 

Chapter II ana which was precented in otrtail in \p¡ enoix A, 

an example problem will bo programed for analog computer 

solution. Consider the followin’: set of coupleu equations 

together with the maximum values indicated. 

I3.78Û ♦ 0.088U ♦ C.39cv ♦ O.?4*!* » 0 (B-l) 

13.78« ♦ 1.40U ♦ 4.46v - 1%7S* - 0 (F-2) 

W - 0.2Qr5u ♦ 0.57^v ♦ 2.322* • 0 (B-3) 

u (max) * 23 (B-4) 

V (rax) * 6.6 (3-5) 

w (max) - 8.5 (ß-6) 

* (max) - 6.2 (B-7) 

Then, defining 

x^ ■ u 

X2 " V ( B-8) 
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The problem equations may now be converted to the standard 

form. 

-15-78^ 

-13.78*2 

"hen in the ma 

- O.OSSXj^ ♦ 0.392*2 + 0.741x5 

» l.^fix-^ 4.46x2 + 13.78x^ 

* 0.:.095^ - 0.374x2 + 2.322x4 

trix form (-X«AX) 

0.UO638 0.0285 

0.1075 0.324 

0 0 

0.2095 -0.574 

the system becomes 

0.0538 o‘ 

0 1 

Ü 1 

0 2.322 

(B-9) 

(E-10) 

In applying each phase of the automatic protrrarr. to the 

given problem which is now in the required form, a -^reat 

deal of internal bookkeeping information is generated in 

arriving at the pertinent results which are of interest. 

Therefore, for the sake of clarity, only the specific results 

which are the outputs of the major phases of the automatic 

program are summarized for reference. A sample of all the 

printea statements resulting from the program are shown in 

Figure (B-l)• Finally, the analog computer circuit aiagram 

which results from carrying out the wiring uirections is 

shown in Figure (B-2), ana the circuit diagram for a manual 

solution is illustrated in Figure (B-3). The method of 

applying the scale factor- calculated by the program to the 

scaling of problem variables and initial conditions is in¬ 

dicated on the computer circuit. 
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Results of Major Routines of the Automatic Fror.ram 

Results of Problem Check Prop;ram 

(2) T.\UK (1) AUf. (1) « 3 
AUM (2) = 3 
A UM (3) ■= 1 
AUK (4) - 3 

(3) Ah'.AX 
\MIN 

10 

2.352 
0.00638 

■■esults of Amplitude Scaling Pronram 

= 4.35 

Z2 - 15.12 

Z, » 11.18 

Z4 » 16.11 

0.00638 

0.26875 

0 

0.52375 

0.01140 

0.3240 

0 

-0.5740 

* 4 

g2 « 10 

s3 . 10 

s4 - 10 

0.0538 0 

0 1 

0 1 

'.322 

Results of Time Gcalinr Program 

3 2 1 15 15 15 15 

4 2 1 15 15 15 15 

4 15 15 15 15 15 15 

4 2 1 15 15 15 15 

T 

4.30 

4.0 
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0.02552 0.04560 0.08608 0 

E 
I.O75OO 

0 

1.296 

0 

0 4 

0 4 

2.095 -2.296 0 9.288 

N 

Results of Integrator Loading Alleviation 

and Amplifier Minimization Program 

OKI (1) 3 
OKN (1) 0 
CK (1) 3 

OKI (2) 2 
Oiai (2) 1 
CK (2) 3 

OKI (3) 1 
CLÎÏ (3) 0 
OK (3) 1 

OKI (4) 3 
CKK (4) 0 
OK (4) 3 

NEGI (1) 0 
NOINT (1) 4 
KCNEG (1) 0 
IÎEG2 (1) 0 

NEGI (2) 8 
NOINI (2) 3 
NONEG (2) 4 
NEG2 (2) 0 

NEGI (3) 0 
NOINT (3) 4 
HORCO (3) 
NEG2 (3) 0 

NEGI (4) 0 
NOINT (4) 4 
NCNEG (4) 0 
NHG2 (4) 0 
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WIRING Cn&KAH
INT OUT
AMP A. & 1

INT A, 1 uUT

POT A t 1 IN

INT At 2 OUT

PCT A. ? r-

INT A, 3 CUT

POT A. S IN

INT A. 1 OUT

POT A. 4 IN

INT A, 2 CUT

POT At > IN

INT A. 4 OUT

PCT At 6 In

INT At 4 OUT

POT At 1 IN

INT At 1 OUT

POT At 0 IN

AMP At C CUT

POT At 9 IN

INT At 4 OUT

POT A. 10 IN

POT At 1 OUT

INT At 1 V-OPQE 00

POT At 2 OUT

INT At 1 1.0UUL 00

POT A, 3 OUT

INT At 1 l.OOOfc 00

POT At 4 OUT

INT At 2 4.0U0t: (iC

POT At OUT

INT Af 2 4.000C 00

POT Af 6 OUT

INT A# 2 UOOOf: 01
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POT A. { OUT

INT A, 4.000' 00 _ _

POT A. OUT _ _ _

INT A, H •. .cuof. do

POT Af •; OUT

INT A t H 4.00C1. 00 _ _ _

PCT

INT

A • 
A t

10

H
OUT

I.OOCL Cl

. . . . . — - •• •" . .

■ ^POT SETTINGS

PCT A. 1 2.s.?r-o?

PCT A. ? 4. ioOL-O?
POT A. I

POT A, A ; ,6.iTi -01
POT A. s i.2'«Oi:-oi

POT A, 6 4.OJC1.-01

POT A, 1 io.oooL-01

POT A. ■3 J.2JTL-0I

POT A. V S. T’»UE-OI

POT A. 10

X SCALE rACTORS 
SCALE XI OY _ 4 • lJUQa: QQ
SCALE X 2 BT lO.OOOC 00

scale X 3 I.Y lO.OOOE •0

SCALE X 4 ny 10.000: 00

por riUPBEP RCLATEO COEFFICIENT 
1

POT A, 
POT A.
POT A* 
POT A.

2

3

4

'j

1

1

2 
2

2

3 ^
i

I

?

t

POT A. 6 2 4

POT A. 1 3 4

POT A, e 4 1

POT A, 9 4 2 _ _ _

POT A. IC 4 4

TIME SCALE FACTOR- 4.000E 00

M (M n)



Fot Scttln«c

A-1 0.0255a
k-2 0.014560
A-3 0.0(Vrf«

0.2667
A-5 0.3260
k-f> 0.4000
k-7 1.0000
k-6 0.5-37
k-9 0.S740
krlO 0.9206

Tta* S«al* Factor
i».0

Flgur* B-2

ilog Conputar Circuit (AutCMtle)



A-1

A>2

A-3

A-5

A-6

A-7

A^

A-9

A^IO

S«ttln«

0.02552

0.04360

c.oe6c8
0.269

0.1296

(not us«d) 
(not used)
C.5237

0.5740

0.9288

T1b0 Seal* factor

4.0

flfluro B-3 
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Appendix C 

Some Requirements of a More General Program 

During the course of this investigation, several 

possibilities were explored for expanding the program 

so as to remove some of the restrictions of the present 

system. The basic principles and techniques established 

in Chapter II are applicable, for the most part, to such 

an extended program. However, for some of the higher- 

order systems within this category it is necessary to 

prescribe summing amplifiers and inverters to form the 

required integrator inputs, thereby considerably increas¬ 

ing the complexity of the program, and emphasizing the 

need for economy in the use of available equipment. This 

requirement has already been discussed at length in 

Chapter II. Furthermore, as mentioned in Chapter IV, 

the program illustrated in Appendix A will not, in 

general, yield as economical a solution as an analog 

operator might contrive. As a step toward an optimum 

solution, then, it is desirable to minimize the number 

of amplifiers required for the solution of a given problem 

Amplifier I-.lnimlzation 

The proposed problem, then, is to develop a technique 

for minimizing the number of amplifiers required in the 

solution of a given problem, subject to the restriction 

that loading effects at the integrator inputs and outputs 

are non-existent. 

Preliminary Considerations. As has been stated 

previously, the rows of a given matrix indicate inputs 

to an integrator whereas She columns specify outputs 
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from a given integrator. It follows that the implemen¬ 

tation of positive elements (a¿j) requires no sign in¬ 

version between the output of integrator J and the input 

of integrator i. However, for negative elements (a^)» 

the needed sign inversion between the output of integrator 

j and the input of integrator i must be obtained by (1) 

an inverting amplifier associated with the output of in¬ 

tegrator or (2) an inverting amplifier associated with 

the input of integrator i. The two possibilities are 

illustrated in (a) and (b) below* 

(■) (») 
Figure C-l 

(a) amplifier at Integrator Output 

(b) Amplifier at Integrator Input 

This suggests two avenues of approach to the problem. 

Any technique by which one could maximise the number of 

columns containing all non-negative elements would reauce 

to a minimum the number of amplifiers required at in¬ 

tegrator outputs. Further, any technique which would 

maximize the number of rows containing all non-negative 

elements would likewise reduce the number of amplifiers 

needed at integrator inputs. 
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Given a system of matrix equations. 

‘11 

l21 

*31 

-a12 a13 

a22”a23 

a32 a33 

Expanding these equations, we obtain 

-$1 -anxi-a12x2+a13x3 

"^2 “a21xl+a22x2”a23x3 

-^3 -a31x1+a32x2+a33x3 

Then multiplying the second equation by -1 

.x,-a. -$1 

♦s 
‘I2x2+a13x3 

♦82 —£'-21xl'a22x2+a23x3 

3 31xl 32x2+ 33x3 

ana again arranging the equations in matrix form 

all 

-a21 

a31 

Thus, it has been illustrated that a change in sign 

in one equation of a system will cause a sign change 

in that row and associated column of the coefficient 

matrix. In other words, the multiplication of a row 

and its associated column of the coefficient matrix 

implies that to maintain the equality the signs of 

the variables corresponding to that row rust be 

changed. 

Figure C-2 

Operation on Coefficient Katrix 
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Matrix Properties. A method which applies these 

ideas will be suggested after some additional properties 

of the matrix have been discussed. 

1. The lower bound on the number of amplifiers 

needed corresponds to the number of negative elements 

along the principal diagonal of the matrix. Each such 

element is part of a feedbaclc loop around its associated 

integrator. Consequently, each negative element along 

the diagonal generates a requirement for an inverting 

amplifier. Such columns may then be disregarded in the 

analysis, since operation on them will not decrease the 

number of amplifiers needed. 

2. The upper bound on the number of amplifiers re¬ 

quired will be equal to the order of the matrix. 

3. Since only the signs of the elements of the 

coefficient matrix are pertinent in determining the need 

for amplifiers, it is convenient to replace the elements 

of the matrix with their respective signs. The elements 

of the resulting 'matrix of signs' may be changed at 

will by multiplying any row and its corresponding column 

by the factor (-1). Such manipulation of the matrix 

will.result only in a change of sign of the problem 

variable associated with that row and column whose signs 

were changed. This is illustrated in Eig. (C-2), facing. 

4. Columns which are 'like* — in the sense that 

when considered side by side, adjacent elements are 

either identical throughout (♦,+ or -,-) or opposite 
throughout (+,- or -,+) — can be transformed into 

columns containing only non-negative elements by appro¬ 

priate multiplication by the factor (-1). It may be 

noted that this statement does not apply to columns 
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containing a negative major diagonal term. In this case 

the particular column containing the negative major 

diagonal element cannot be made non-negative. It may 

also be pointed out that zero elements may be considered 

as either positive or negative in the determination of 

like columns, but cannot be considered as both positive 

and negative in the determination of the total number of 

'like* columns. 

To illustrate the procedures discussed above, con¬ 

sider the matrix of signs shown below. 

(1) (2) (3) 

- ♦ ♦ 

_ ♦ - ♦ 

Columns (1) and (2) are alike in the sense that adjacent 

elements are opposite in sign throughout. Multiplication 

of column (2) and its corresponding row by (-1) results 

in a matrix in which columns (1) and (2) contain only non¬ 

negative elements. 

(1) (2) (3) 

’♦ ♦ ♦ " 

♦ ♦ - 

♦ ♦ ♦ 
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Similarly, in a matrix in which columns are alike in the 

sense that adjacent elements are identical throughout — 

(1) and (2) below —, 

(1) (2) (3) 

’♦ ♦ +•' 

♦ + + 

- ♦_ 

multiplication of the third row and its corresponding 

column by (-1) results in an equivalent matrix in which 

columns (1) and (2) contain only non-negative elements. 

(1) (2) (3) 

’♦ ♦ 

♦ ♦ — 

.+ + ♦. 

Similar arguments can be made for determining the 

'likeness' of rows of a 'matrix of signs', and the same 

procecure can be applied to form rows which contain only 

non-negative elements. 

5. Columns originally containing all positive 

elements must be considered, since any operations on 

the matrix will change the signs of elements in these 

columns. 

6. The number of 'like' columns is invariant in 

the sense that they will remain 'alike' regardless of 

the operations performed on the matrix. 

7. Elements w<'h tero value may be disregarded 

in determining the 'likeness' of pairs of columns; that 

is, if the two columns are beiwg comp-jed, element by 

element — only those elements adjacent to each other, 

where neither one is zero, need be considered. 
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8. Letting C+ represent the number of columns 

having all positive elements, and F+ the number of non¬ 

negative principal diagonal elements, then if C=»P /2. 

nothing can be gained by operating on the matrix. This 

can be vérifiée by considering the following: 

a. any operation on the matrix will introduce 

negative elements into the C+ columns. 

b. Since the number of C+ columns is greater 

than one-half the total number of columns 

which can, under any circumstances, be 

made positive, any non-trivial operation 

will result in fewer than all positive 

columns. 

Minimization Techniques. On the basis of these pre¬ 

liminary observations and matrix properties, a technique 

for minimizing the number of inverting amplifiers required 

is as follows: 

1. After determining that the inequality C=»»P /2 

is not satisfied, determine the columns of the matrix 

which are alike in either sense. The number of columns 

which are alike represents the maximum number of columns 

containing only non-negative elements which can be formed. 

2. Of the columns selected, choose the one contain¬ 

ing the least number of negative elements, and multiply 

each of the rows containing these negative elements (and 

their associated columns) by (-1). The elements of the 

resulting matrix indicate the signs :hich must be affixed 

to corresponding elements of the original coefficient 

matrix in order to require the minimum number of amplifiers 

at integrator outputs. 

3* The same arguments cun t)© applied t#o i*0W6 

of the coefficient matrix by interchanging the word ‘row* 
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for the word 'colur.n* in steps (i) ana (2) above. The 

result will indicate the -.’inimu:.. number of invertins 

amplifiers required at the intecrator inputs. 

d. Finally, the decision to assign amplifiers at 

integrator outputs or inputs will depena upon \:hich pro— 

ceaure remits in a lesser number. That is, if the largest 

set of 'like' colavns of step (2) is greater than the 

largest set of (like* rows of step (5)» then it will be 

core economical to assign amplifiers at the integrator 

outputs, and conversely. 

Déterminât ion of 'Like' Columns. A rapid and con¬ 

venient technique for determining the likeness of pairs 

of columns or rows involves pre-multiplication and post- 

multiplication of the original matrix by its transpose. 

The technique requires that the coefficient matrix of -he 

system contain only non-negative elements along the prin¬ 

cipal diagonal. Its application is best illustrated by 

an example. 
Consider the result of pre-multiplication of the 

given matrix a by its transpose A(TR)• 

A(TR) 

♦ ♦ - 

o ♦ ♦ 

♦ - o 

A 

♦ 

o 

♦ 

A product matrix is formed in which the individual elements 

are composed of n terms of two factors. Retaining only the 

signs resulting from the multiplication of the factors in 
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each element position (without performin' the indicated 

adcition or subtraction), the matrix appears as shown 

below. 

(++++) 

(0+-) 

(-0) 

(+-0+) 

(G+—) (-0) (+-0+) 

(0+V+) (0-+0) (0-C-) 

(0-+0) (+++0) (-+00) 

(0-0-) (-+00) (++0+) 

At this point it is auvantareous to rewrite the matrix 

shown above in another form by defining two new op»srations 

as followe: 

1. Let any element position containing either all 

positive or all negative signs (zeros ignored) be identi¬ 

cally equal to unity. 

2. Let any element position containing a combination 

of positive and negative signs (zeros ignored) be identi¬ 

cally equal to zero. 

Applying these definitions and rewriting, a new matrix is 

formed in which the subscripts of the element indicate 

the pairs of columns which are alike. That is, if 

the columns representeu by the numbers i anu j are alike. 

Conversely if a^j«0, the columns inuicatea by the sub¬ 

scripts are not alike. The resulting matrix is shown below. 

B 

’l 0 1 0 

0 10 1 

10 10 

0 10 1 
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Only the portion above, or below, the principal 

diagonal need be considered since either provides the 

same information. On the basis of the £iven information, 

B13"B24-1, Therefore columns (1) and (J) and columns 

(2) and (4) of the original matrix are alike in the senses 

described earlier. 

The same technique may be applied to the pairs of 

lows which are alixte by post—multiplying the given matrix 

by its transpose. The subscripts of the resulting matrix 

as definea above will then specify the pairs of rows which 

are alike in the senses defined. 

It is pertinent to note that in any case, it is 

necessary to determine, from the pairs of 'like' columns, 

the total number of 'like' columns. This total then 

represents the maximum number of integrators which will 

not require amplifiers. 
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James C  Wine was born on  in 

 , the son of Clarence .line and Anna  

 Wine. After graduating from  

in 1952, he enrolled in 'Technological College,  

. He was graduated in Lay 195o with the degree of 

Bachelor of Science in Llectrical Engineering. After re- 

ceivin.^; his commission as Lieutenant in the USA]?, he 

entered active duty in February 1957. He served as an 

electrical engineer assigned to the National Security 

Agency before entering the Air Force Institute of Tech¬ 

nology for graduate study in September 1959« 

Permanent address:  
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Vita 

William J  ieisinjer was born on , 

the son of Joseph and !• ary Âeisin^er, in  . 

He attendeci public schools in  , and 

graduated frorr.   • He. joined 

the Bethlehem Steel Corpany and served as an apprentice 

machinist until late in 19^3 when he enlisted as a private 

in the Army Air Corps. He subsequently entered flight train¬ 

ing, receiving his winrs and a commission in early 1945* 

After a short tour as a navigator instructor he completed 

Flight Engineer Training, receiving a second set of wings 

late in 1945. Following a two year lapse in service to 

study at Lehigh University, Bethlehem, Tcnnsylvania, he 

returned to active duty to attend Electronics Officer school 

at Keesler Air Force Base, I-ississippi. After graduation 

followed successive tours, in Alaska as a line navigator 

with the 54th Troop Carrier Squadron, and at Ellington Air 

Force Base, Texas, as an electronics instructor. He gradu¬ 

ated from the Air Force Institute of Technology with a 

Bachelor of Science Degree in Electrical Engineering in 

1954. Following a tour in Germany as commander of a 

Matador control and guidance detachment, he returned to the 

Air Force Institute of Technology for graduate study in 

September, 1959« 

Permanent address:  
 

This thesis was typed by Mrs. Marjorie Felton. 
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