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CHAPTER1
SONAR FUNDAMENTALS

1.0. INTRODUCTION

According to Webster’s New Collegiate
Dictionary, sound is ‘‘mechanical radiant
energy transmitted by longitudinal waves in air
or other material media’’; sonar is the acronym
for ‘‘sound navigation and ranging.”’ Sound
waves cause pressure changes and particle
motion in the medium. Although either pressure
or particle velocity can be used to excite sonar
sensors, pressure is most commonly employed.

Sound is the only form of energy capable of
penetrating the sea to appreciable distances;
other forms, such as radio waves and light, are
subject to attenuation that is several orders of
magnitude greater than that of sound in sea
water. Therefore, anv underwater system
designed to perform a function over great
distances in the ocean uses sound as its basic
energy source,

1.1. APPLICATIONS

Military applications of sound by the Navy
include systems that operate in frequency ranges
from less than one to many thousands of Hertz,
At the low end of this spectrum is the pressure
mine, which responds to the reduction of
pressure on the sea floor when a vessel is
overhead. The signature of the vessel, which is
well below 1 Hz, is not truly an acoustic
disturbance. It is considered to be a
hydrodynamic effect readily detected by the
pressure sensor. Acoustic mines operate in the
range of a few-to-tens of Hertz, where ships
make a considerable amount of noise at
frequencies so low that they are difficult to
detect.

Passive surveillance sonars operate at low

frequencies, where surface ships produce the
maximum acoustic output and long ranges are
possible. Active echo ranging sonars for sub-
marine detection operate at higher frequencies
because of the required array and transducer
size, target reflection, and reverberation.

Because of their small size, acoustic homing
torpedos use still higher frequency bands to
obtain directional information from the
relatively small front end of the array. Sonars
for detecting small objects or defining the
shapes of submerged bodies require even higher
frequencies. These systems operate at such
extremely high frequencies in order to obtain
the narrow beams ard short pulse lengths
required to reduce the reverberation ac-
companying echoes from a mine on the ocean
iloor,

Non-military uses for sound and sonar in-
clude (1) depth sounders (the oldest and still the
most important device), (2) beacons, (3)
transponders, (4) sonar release mechanisms, (5)
fish finders, (6) counters and trackers, and (7)
telemetry systems that use acoustic beams in-
stead of wire links. Because these and other such
devices must be physically small and need not
operate over the great distances required for
military purposes, they employ frequencies in
the kilohertz ranges. Figure 1.1 is a graphic
presentation of the acoustic spectrum and shows
the uses of the various frequency bands.

1.2. ACOUSTIC UNITS

Although sonar sensors are usually pressure
sensitive, sonar calculations are made in terms
of intensity, which is defined as sound power
per unit area. It is proportional to the square of

1.1
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Figure 1.1. Acoustic Spectrum

the pressure in accordance with the expression
I = p¥ec,

where the proportionality factor gc is the
product of the density and sound speed of the
sea water medium.

Logarithms of the ratios of intensitics, ex-
pressed in decibels, are used for sonar
calculations instead of linear numbers. Thus,

Decibels = 101og (1/1..)),

where 1 is the intensity of a sound wave and L.,
is the intensity of a reference wave. The
reference wave is assumed to be a plane wave of
root-mean-square pressure equal to 1 uPa. The
level of a sound wave is the number of decibels
that define it. For example, a sound wave
having an intensity 100 times greater than that
of the reference wave (and therefore a pressure
10 times greater) would have a level of 20 dB//1
uPa. All sonar calculation results are expressed
in decibels because it permits the multiplication
of quantities by adding the decibel equivalents;
this was a great advantage before the pocket
calculator became available, and still is.

(FOR MORE INFORMATION CON-
CERNING Acoustic Units refer to Albers,
1960; Beranek, 1954; Horton, 1959; Kinsler and
Frey, 1962; Officer, 1958, Urick, 1975.)

1.2

1.3. PROPAGATION OF SOUND
IN THE SEA

The level of sound radiated from a source in
the ocean is attenuated by spreading and other
processes such as absorption, scattering, and
diffraction. Spreading causes the weakening of
intensity as the radiated energy is dispersed over
an area that increases with distance. Scattering,
diffraction, and absorption weaken the signal
by removing energy from the acoustic beam.
Scattering and diffraction result in the
redistribution of sound in the sea; absorption is
the loss of sound to heat. Transmission loss
(TL) is used to express the sum of these at-
tenuation losses, i.e.,

TL = 10log(l,/1.),

where 1, is the intensity 0.9 m (1 yd) from the
source and 1, is the intensity at r yd. Although
TL is a positive number of decibels {since 1, is
always greater than 1), it appears with a
negative sign in sonar equations because it is a
loss.

1.3.1. SPREADING

Two types of spreading that occur are
spherical and cylindrical (see figure 1.2).
Spherical spreading occurs when the sound
spreads uniformly over a sphere (or hemisphere)
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1.3.Z. ABSORPTION OF SOUND
IN THE SEA

A major attenuation component affecu.ng TL
is absorption; it represents a conversion of
sound to heat that causes a loss. Since the
amount of intensity lost to heat for a given
distance is proportional to the original intensity,
the TL (measured in decibels) increases linearly
with range. Therefore, absorption is subject to a
different range law than is spreading. Com-
bining the two losses yields

TL = 20logr 4 ar X 1073,

where a is the absorption coefficient in dB/kyd

v A . . andr is expressed in yards.
LT T T T The absorption coefficient, @, generally
[, =7~ ) increases as the square of the frequency, except
! S - _: = ,1( ’: for some flatter portions of the spectrum where
K-\‘:f S S T = changes in basic physical processes occur.
ape o : Figure 1.3 shows values of a versus frequency at
‘// ("*‘\Ql =
\ N ' _4) /7 F
~ o - : - o= e r
: s =35 ppt
/ : e - i pH= 8
depth=0
Figure 1.2b. Ducts: Cylindrical Spreading 100
Figure 1.2. Sphericai and Cylindricat Spreading E L
g -
. . . Z 10
that expands with distance. Since the area of g “F /4
such a sphere increases as the square of r, the « F //
intensity (energy/area) varies as 1/r' and, w T /7
o /’(
therefore, . //
o /
TL = 20logr + ¢. § rop— - #
2 ///
.y . R E /7
Cylindrical spreading occurs when the sound -
spreads uniformly over a cylinder (or half + I
cylinder) that expands with distance. Because ol s
the area of such a cylinder increases as the first = C
power of r, the intensity (energy ’area) varies as F
1/r and, therefore, E
v
TL = 10logr + ¢.

M‘——J—J—M—l—‘w‘l-—&——w
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Cylindrical spreading occurs in a sound channel FREQUENCY thH2)
duct beyond the range at which the duct is said

F 3. i
to be full of sound. igure 1.3. Absorption Coefficient versus Frequeacy

1.3
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zero depth (i.e., at the surface) for various
temperatures. As can be seen, a is generally less
(by a factor of approximately 2 in the 5 to 50
kHz range) in warm water than in cold water.
Therefore, sonar systems operating at
frequencies where a is appreciable are likely to
achieve greater ranges in warm waters.

The processes responsible for the absorption
of sound in sea water are ionic-relaxation
mechanisms involving two of the many salts in
the ocean. They are boric acid (H;BO;), which
influences the range below 1 kHz and
magnesium sulphate (MgSQO,), which influences
the 1 to 100 kHz range.

The absorption coefficient decreases with
increasing depth, Figure 1.4 shows the fraction
of the surface value as a function of frequency
at two temperatures for depths of 3 and 6 km
(3.3 and 6.6 kyd). As can be seen, the effect is
significant; deep paths in the sea suffer only a
fraction of the absorption loss encounted by
paths near the surface.

The plot in figure 1.3 should not be ex-
trapolated below the frequencies shown because
there is evidence that o flattens out with
frequency at the low end. This occurs in the
region of 0.003 dB/kyd for reasons that are not
yet understood.

w
Q
o«
- \
H
<
w
=1
<
,
A
8
z
e
c
«
a
=

[T S S D SO S S L S

. M N . v ) w ALl N R 1Y)

FREQUENCY ntiz)

Figure 1.4. Decrease of Ab.orption Coellicient with Depth

1.3.3. SPREADINCG. ABSORPTION, AND
ACHIEVABLE RANGES

The losses mentioned so far account for the
total loss under many conditions and serve as a
guide for predicting average loss when there is
no interest in special circumstances and the
range is not too greal. Spherical spreading

1.4

predictions apply up to ranges where multipath
propagation effects begin to be important, at
high angles to the horizontal (for bottom
bounce sonars), and in (rare) isovelocity water,
Such spreading even exists in ducts when the
trapping of sound is compensated for by
leakage of sound. Thus,

TL = 20logr + ar x 107

is a useful approximation under the above
conditions.

Therefore, if a is assumed to be 10 dB/kyd,
the spreading loss out to 1 kyd (0.9 km) is
approximately 60 dB and the absorption loss is
only about 10 dB. However, between 9 and 18
km (10 and 20 kyd) the loss becomes, respec-
tively, 6 and 100 dB showing that attenuation,
not spreading, is the major limitation on long-
range sonars at high frequencies. Attenuation
effects at normal ranges are negligible on
pas='ve detection and surveiilance sonars
bt .use they operate in the frequency range of a
few hundred Hertz.

The importance of absorption in limiting
range is demonstrated by the following: Since,

TL = 20logr + ar x 107

then (note that 20 log ¢ = 8.67), by taking
differentials,

d(TL)y/dr = 8.67/r +a x 107
The rates of absorption loss and spreading loss
are, therefore, equal at a range where

8.67/r = ax 107,
or
r. = 8.67/(ax 107).

Bevond this range, absorption dominates.
Transmission loss caused by absorption is

A =ar x 107*dB
and, hence,
r = A/(a x 107);
theretore, if we let r,, be the range at which
A = 10dB, then
fo = 10/(a x 107,




Figure 1.5 shows this range as a function of
frequency. It illustrates that high frequency
sonar systems experience high attenuation at
much shorter ranges than low frequency
systems.

RANGE (xm)

Adrd

P Y i Adad
1 1.0 100 100

FREQUENCY (kHz)

Figure 1.5. Range at which Absorption
Approximates 10 dB

1.3.4. IRREGULAR SPREADING

The sea is inhcmogeneous and the speed of
sound varies with locaticn. Therefore, the
sound emitted by a source is distributed
irregularly into areas of high acoustic intensity
such as convergence zones, caustics, and
focusing regions and areas of low intensity such
as shadow zones.

1.3.5. REFRACTION AND
RAY BENDING

The variation of the sound speed with depth

in the sea is termed the sound speed profile. This
speed-depth function is extremely important in

B
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modifying the simple spreading laws described
above and in determining the sound field at a
distance.

The speed of sound in sea water is determined
by temperature, salinity, and depth; it increases
when any one of these factors increases.
Although only three variables influence speed,
the relationship is very complicated. A simple
formula for calculating speed is

¢ = 1449 + 4.59T - 0.053T* + 0.0163D,

where

¢ = speed of sound (m/sec),

T = temperature in degrees centigrade, and
D = depthin meters.

This expression gives the speed of sound in
meters per second to one part in a thousand.
Salinity is not considered here because, com-
pared with temperature, it is a negligible factor;
expressions that include salinity are available.

Speed is generally determined by using a
bathythermograph (BT) to measure T as a
function of D. Figure 1.6 shows a cutaway view
of the expendable bathythermograph (XBT)
that is deployed by surface ships. The XBT
employs a thermistor bead that senses tem-
perature changes through changes in the
electrical resistance. The signal is communicated
to the ship via a fine wire as the instrument
descends at a known rate of speed. A similar
instrument, the BT-AN /SSQ-35, is deployed by
aircraft in the same manner as that used to drop
sonobuoys.

ELECTRICAL
CONTACTS \g
SHIPBOARD
SPOOL
RETAINING
PIN <
O
LAUNCH
CONTAINER
PROBE
WIRE SPOOL !
i
o M
THERMISTOR iy "Roes
HOUSING

Figure 1.6. Cut-Away View of XBT
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Sound speed profiles have been determined for
many locations in the oceans using various
equipment, including velocimeters for direct
measurements. It can be seen in figure 1.7,
which shows typical speed profiles for two
latitudes, that speed decreases with depth at
shallow depths (negative gradient) and increases
with depth at deep depths (positive gradient).
This is because the temperature decreases at
shallow depths and the speed increases with
depth in the deep isothermal layer. This reversal
of gradient results in a depth of minimum
speed, to which sound is continuously returned
as it propagates outward from its source
because of downward refraction in the negative
gradient above, and upward refraction in the
positive gradient below. Figure 1.7 also shows
that the depth of minimum speed is shallower at
the higher latitudes until, eventually, it is just
beneath the ice in the Arctic Ocean.

SPEED OF SOUND (fvs) SURFACE

LAYER
4850 490C 4950 | s000
/
]
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\
\
N e o o i o i
m - \ |
= T
£ 6000} DEEP ISOTHERMAL LAYER _|
- = 4C
a
w
)
9000 r‘ et
12000 =
ne 1
Figure 1.7. Sound Speed Profiles 11 Two Laliiudes
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The shallower portion of a speed profile
shows daily, seasonal, and ephemeral changes
and is, of course, highly variable. Therefore,
sonar systems that employ near-surtace
propagation paths are subject to such vagaries
while those that use deep source paths are not.

1.3.6. SNELL'S LAW AND
RAY TRACING

If a sound speed profile is divided into layers
and the speed is assumed to be constant in each
one, the sound is refracted according to Snell’s
Law when traveling between layers. A simple
derivation of this law for two layers of constant
speed separated by a plane is presented in figure

1.8

SURFACE OF
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Figure 1.8. Derivalion of Snell’s Law

This relationship provides the basis for ray-
trace computer programs where successive rays
begin at the source at pre-set vertical angles and
are traced from layer-to-layer to the range
desired. Horizontal changes in water depth and
speed profile are readily accommodated by such
programs. A ray-trace diagram provides a
visua'ization of the sound and, by measuring
the vertical distance between rays at a particular
point, the spreading loss.There are normal
mode and wave-theory programs that are more
sophisticated and general than is the ray-trace
program, but none is as visually effective.

y
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1.3.7. SURFACE DUCT

A surface duct develops when the near sur-
face watcrs become mixed by wind-caused
turbulence and an isothermal layer is produced.
The layer is characterized by a positive gradient
because of the depth effect on speed. The sound
travels outward from the source in a succession
of upward arcs that repeatedly encounter the
surface of the sea (sce figure 1.9a). There is a
shadow zone below the layer into which only
weak diffracted and surface-scattered sound can
penetrate. When the mixed layer is absent (see
figure 1.9b) the shadow region extends all the
way to the surface. This shadow, cast by the
surface, is not acoustically black (i.e., devoid of
sound from the source), but the sound within it
is weak and incoherent.

When the duct is thick and the surface calm,
the surface duct provides an excellent low-loss
channel for long sonar ranges. But when the
duct is thin or not well developed, or the sea
surface rough, the surface duct is subject to
excessive losses. When the surface duct is lossy
(i.e., characterized by high losses caused by
poor reflection from a rough sea surface), or
absent, long ranges can be reached only by
bouncing the sound signal off the bottom. The
layer depth and wind speed determine the

quality of surface duct transmission.
SOUND SPEED (ft/e)

] 20 40 80 a0 100 20 140 w0
RANGE (kyd)

Figure 1.9a. Surface Duct Present
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5000
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0 o2 04 o8

o8 t 12 e AL
RANGE (hyd)

Figure 1.9b. Surface Duct Absent

Figure 1.9. Ray Diagrams
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1.3.8. DEEP OCEAN DUCTS AND
CONVERGENCE ZONES

Because of the characteristic sound speed
profile of the deep ocean, sound rays from a
deep source form a series of downward and
upward arcs. These refracted paths carry sound
out to great distances with little loss beyond that
caused by spreading and absorption. Figure
1.10 shows ray diagrams for three source

7

e, "\
S
v.%ﬂ‘:

N
=39

Figure 1.10. Ray Diagrams at Three Depths in the
Deep Ocean Duct

depths. When the source is at the depth of
minimum speed, indicated by the dashed line,
transmission is good. A long-range shot is
received as a crescendo of sound that reaches
1naximum and abruptly stops. Such a signal is
known as a sound fixing and ranging (SOFAR)
transmission, which refers to an acoustic
technique for aviation-rescue that triangulates
0. a short, received signal. In addition to the
refracted rays shown in figure 1.10, bottom and
surface refracted rays exist that complicate the
diagrams; however, they do not carry ap-

1.7
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preciable amounts of sound to long ranges
because of surface and bottom losses. The
arrows in figure 1.10 denote caustics, i.e., areas
where the sound is concentrated.

The deep ocean duct acts as a lens. It creates
convergence zones (CZs) and shadov' Zones in
which, respectively, the received intensity is
greater or less than elsewhere. When both
source and receiver are-at a shallow depth, rays
that have undergone one refraction at a deep
depth converge. This region is known as the CZ
or first CZ, since they repeat themselves at
regular range intervals. Figure 1.11 shows two
adjacent CZs between 60 and 70 km (68 and 78
kyd) at the surface; they merge into one zone
when the source is at the surface. In order for a
CZ to exist, the speed prefile must extend to a
depth (the critical depth) where the speed is the
same as that at the depth of the source; that is,
the water must be deeper than the critical depth,

Figure 1.12a shows the surface temperature
and water depth required for the existence of a
CZ. Figure 1.12b shows that the range to the CZ
is also determined by surface temperature, For
mid-latitudes, the CZ is a circular-band ap-
proximately 5 to 8 km (5.5 to 9 kyd) wide
surrounding a source at a distance of 35 to 60
km (38 to 63 kyd) (figure 1.12b), where trans-
mission loss tends to be 5 to 15 dB less tan
when there is no zone. Thus, targets transiting a
zone are readily detectable for short periods.
The short detection times are the result of the
narrow range width of the zone.

1.3.9. SHALLOW WATER

Shallow water in the ocean is considered to be
waters of depth of less than 200 m (100 fm).
There are many such areas including those off
the coast of the U.S.S.R., the United Kingdom,
Argentina, and Southeast Asia.

Sound propagation is variable and un-
predictable in shallow water. 1t is often good
out to a few nautical miies because the sound is
trapped and cylindrical spreading or bottom
focusing applies, but it becomes poor at longer
ranges because of boundary losses. 1n shallow
water, sound travels outward from a source by
repeated encounters with one or both of the
iossy boundaries. The method for predicting
transmission loss at high frequencies and short

1.8

ranges is the same as for deep water areas. At
lower frequencies, out to ranges reached by
surveillance sonars, the transmission loss is
generally unpredictable because it is influenced
by sea state, speed profiles, fish population, and
bottom characteristics.

1.3.10. TRANSMISSICN LOSS
INDUCTS

Transmission loss in a duct can be expressed
as

TL = 10logr + 10logr,
+ (a + 0’1,)1' X 10-3,

where

r = range,
r,=range where duct is full of sound and
¢ylindrical enreading begins,

a = ordinary absorpticn coefficient (dB/km),
and

a, = duct leakage coefficient (dB/km).

For a particular duct, r. can be crudely
estimated from a ray diagram but a, must be
derived from field data. There is a cutoff
frequency below which any duct ¢ _ses acting as
a duct and a, becomes extremely high.

1.3.11. SEA SURFACE EFFECTS

The boundary of the sea exerts many, often
profound, effects on the performance of sonar
systems that operate at shallow depths near the
surface (where many U.S. Navy systems
operate). Among these effects are that the sea
surface:

1. Causes a reflection loss for sound that is
incident upon it. The loss is 2 to 3 dB at
frequencies near 24 kHz and essentially 0 dB
below 1 kHz. It is a function of sea state, in-
creasing at higher states.

2. Scatters sound, causing the principal loss in
surface ducts.

3. Reflects scattered sound back toward the
source, causing surface reverberation.

4. Causes interference with the direct sound,
which creates the Lloyd Mirror Effect when the
sea is not too rough and the frequency not too
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high.

5. Creates a shadow zone when a negative
gradient exists near the surface.

6. Imposes its own motion, exhibited as
modulation side bands, on continuous wave
sinusoidal incident sound waves.

7. Affects reverberation and transmission via
the bubbly layer beneath it.

8. Makes noise; it is the principal source of
ambient noise in the absence of shipping.

9. Reduces the output of a shallow source
when it is less than Y-wavelength below the
surface.

10, Causes platform motion that influences
operator performance and requires that surface
ship beamformers be stabilized.

1.3.12. BOTTOM EFFECTS

The sea bottom also has a great influence on
sonar performance and has the following
characteristics:

1. It is lossy, i.e., is subject to a loss of as
much as 30 dB, which greatly affects bottom
bounce sonar propagation. Figure 1.13 presents
typical bottom loss versus grazing angle curves.
Ocean charts normally accompany the curves
(the charts are classified) to show the area in
which they are applicable.

2 AREA
E DESIGNATION ]
. J

8 % 03
T T
~
7\7
N ™
N | Y

BOTTOM LOSS (dB)
~5%a-
\‘:\:
)

IS B N

GRAZING ANGLE (deg)

Figure 1.13. Typical Bottom Loss Curves (1to 4 khz)
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2. Although its characteristics vary, it
provides less acoustic discontinuity than the sea
surface so that sound can easily enter; this
results in the losses described.

3. It is penetrable to great depths and
distances by low frequency sound, which may
enter it and then be refracted back into the
water.

4. It is stationary, exhibiting none of the
motional effects of the surface.

5. It is more variable in its properties than the
surface, often changing suddenly over short
distances.

6. It is difficult to access and therefore a less
well known boundary than the sea surface.

(For more information concerning Propagation
of Sound in the Sea refer to Albers, 1960;
Brekhovskikh, 1960; Fisher and Simmons,
1977; Greenspan and Tschiegg, 1959; Hale,
1961; Horton, 1959; Leroy, 1969; Marsh and
Schulkin, 1962; NDRC, 1969; Officer, 1958;
Schulkin, 1962; Tolstoy and Clay, 1966,
TRACOR, 1965; Urick and Hoover, 1956;
Urick, 1975; Urick, 1965; Urick, 1963, Webb
and Tucker, 1970, Weinberg, 1979.)

1.4. AMBIENT NOISE
IN THE SEA

The term ambient noise refers to the
prevailing noise background in the sea that is
not associated with the hydrophone or its
platform. Table 1.1 lists the major causes and
spectral characteristics of ambient noise over
the 1 Hz to 50 kHz frequency range.

Table 1.1 Sources of Ambient Noise in the Deep Sea

Frequency Spectral
Range Slope
(Hp) Source dB/Oct Remarks
<] Tides, Seismic | Variable | Little known tides cause
Unrest, Waves Tones in Spectrum
11020 Surface Waves | -810-10 | Recent Investigations
20 to 500 Shipping Jto-6 Strong in Ship Lanes
500 to 50,000 Sea Surface ~5to~6 | We.l Defined Levels
Process of Generation
Uncertain
> 50,000 Thermal Agitation 6
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1.4.1. WIND AND SHIPPING
NOISE

Wind and shipping noise are the two most
important ambient noise sources. Wind noise
originates locally at the surface and pours
down, like rain, on hLydrophones in the sea,
whereas shipping noise originates at a distance,
often at ranges of hundreds of miles.

Figure 1.14 shows the idealized average
spectra of ambient noise in deep water. Note
that shipping noise dominates the spectrum out
to a few hundred Hertz and then wind noise
predominates. Table 1.2 summarizes wind and

shipping noise characteristics.

SHIPPING NOISE SEA SURFACE NOISE
8 T T TrrT] T rTYrry T rryvey

SHIPPING DENSITY

9B//1uPa2 Mz
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HEAVY RAIN

SEA STATE (SS) ANO
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[N AT I

el oo a1yl
N 10 100

1000 10,000
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Figure 1.14. Typical Deep Water Ambient Noise Spectra

Tabie 1.2. Summary of the Characteristics of the Two
Principal Types of Ambient Noise

Shipping Nolse

Wind Noise

Originates in distant shipping.

Dominant at low frequencies
(100 Hz and below in deep water).

Travels over deep refracted and
reflected paths.

Is not dependent on wind speed.

Arrives primarly from low angles.

Time delay correlograms
show a peak near zero time
delays.

is relatively unimportant in
shallow water except for nearby
ship sources.

Originates locally on the sea
surface.

Dominant at high frequencies
(1000 Hz and above).

Travels over direct paths.

Is wind-speed dependent at the rate
of 6 dB/wind speed doubled.

Arrives primarily from high angles.
Time delay corrclograms show a
peak at time delays corresponding
to upward angles between 45° and
80°.

Tends to dcvinsic the spectrum
in shallow water when identifiable
ship traffic and Mictogical noise
sources are “'.ant.

by
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1.4.2. AMBIENT NOISE
CHARACTERISTICS

Ambient noise decreases with depth. The
quietest place in the water column is at or near
the deep sea bed where refraction and
bathymetric shielding provide a natural screen
for long-range shipping noise. Conversely, the
noisiest place is in the surface duct, which acts
as a trap for noise and signals.

Another important characteristic of ambient
noise is its azimuthal and vertical directionality.
In azimuth, directionality depends upon the
distribution in bearing of distant shipping noise
about the receiving array. In the vertical,
shipping noise is received horizontally and wind
noise vertically. It is only when shipping and
wind noise are equal that the ambient noise
background is approximately isotropic.

1.4.3. BIOLOGICAL NOISE

Various biological sounds emanating from
soniferous fish, whales, and snapping shrimp
contribute to the ambient noise background at
many locations. Such noise is an intermittent
and, often, severe source in shallow water. All
sorts of squeaks, moans, groans, chirps, and
roars occur in biologically active waiers. Also,
in warmer waters over hard rough bottoms,
snapping shrimp make a persistent high
frequency sound by rubbing their claws
together; this noise degrades the performance of
sonar systems that operate in the kilohertz
band.

(For more information concerning Ambient
Noise in the Sea refer to Albers, 1960; Axelrod,
1965, Horton, 1959; NDRC, 1969; Officer,
1958; Tolstoy and Clay, 1966; TRACOR, 1965;
Urick, 1975; Urick, 1966; Weinberg, 1979.)

1.5. REVERBERATION

Reverberation is the backscattering of sound
caused by various inhomogeneities in the sea. It
is exhibited as a decaying, quivering blast of
sound following the emission” of a sonar
generated noise signal. As in a room, rever-
beration in the sea is the result of the scattering
back of sound toward the source.

1.11
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1.5.1. CAUSES OF
REVERBERATION

Figure 1.15 shows reverberation contributors
measured using a nond:rectional hydrophone to
record the noise of a nondirectional shot source.
The first major component is surface rever-
beration (point A) that originates at the surface
and rapidly decays because of distance of travel,
angle at the surface, and downward refraction.
The decay is interrupted, or reversed, by a
return from the deep scattering layer (point B)
and then by bottom reflection (point C). The
bottom return is usually multiple and has
several peaks. The bottom reflected return is
followed by bottom reverberations from the
ocean floor (point D) and subsequent bottom
reflections (not shown in the figure). Many of
the influences can be reduced or eliminated by
employing directional sonar systems. Such
systems are subject only to reverberation from
scatterers in the path of the sound beam.

RANGE {y®)

!
SURFACE

DEPTH (i
A
/

BOTIOM

Figure 1.15. Reverberation Contributors

1.5.2. SCATTERING STRENGTH

The important oceanographic parameter in
relation to reverberation is the scattering
strength of a unit volume of sea water 0.765 m*
(1 yd®) or of a unit area of sea surface or bottom
0.836 m? (1 yd®. This quantity is 10 times the
log of the ratio of the backscattered intensity
(referred to 0.9 m, or 1 yd) to the incident in-
tensity. Its magnitude is determined by at-sea
measurements.

1.12

The scattering strength of the deep scattering
layer averages -70 to -80 dB; that of the sea
surface increases with wind speed and grazing
angle, averaging about -40 dB at low angles and
a 10 knot wind speed. The scattering strength of
the bottom, which varies with the type of
bottom and increases with grazing angle, is
approximately -30 dB for a sand bottom at a 10°
grazing angle.

Scattering strength values are necessary for
reverberation calculations. Their sum (in
decibels) and the size of the reverberating
volume or area (in dB//1 yd?, or 1 yd®) is a
quantity similar to the strength of a sonar
target. That is, it is the effective strength of the
reverberation exhibited as unwanted noise in the
signal reflected from the target.

1.5.3. DEEP SCATTERING
LAYER

The deep scattering layer (DSL), where
biological scatterers exist, creates much of the
volume reverberation that degrades deep-water
sonar system performance. The predominant
scatterers are swim bladder fish below 20 kHz
and plankton (e.g., siphonophores and shrimp)
at higher frequencies.The DSL is characterized
by a peculiar diurnal migration in depth; it rises
to the surface at sunset and descends to a few
hundred feet or yards at sunrise in all of the
oceans of the world. The DSL is often the
source of the reverberation accompanying
echoes from targets in the first CZ when em-
ploying active sonar systems.

The influence of reverberation on active
sonar performance depends on the power
output of the system and prevailing
oceanographic conditions. High power sonars
are usually reverberation-limited; i.e., their
echoes occur in a background of reverberation.
Also, this is usually the case for all active sonars
operating in shallow water because the surface
and bottom are repeatedly encountered in
propagation to a distant target and back.

(For more information concerning Rever-
beration refer to Albers, 1960, Horton, !959;
Merklinger, 1968; NDRC, 1969; Officer, 1958,
TRACOR, 1965; Urick, 1975; Weinberg, 1979.)
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1.6. DETECTION OF SIGNALS

The detection of a signal in a background of
noise or reverberation is the most important,
and the most difficult, function of sonar
systems. Until the target is detected, other
functions, such as classification and attack,
cannot be accomplished.

1.6.1. SIMPLE DETECTION
THEORY

In order tv detect a signal in a background of
noise, a threshold must be set, such that when it
is excecded a detection is made. The detection
will be correct when a signal does indeed exist; it
will be incorrect, i.e., a false alarm, when the
threshold is exceeded by a noise spike instead of
a true signal. There are two independent
probabilities that the threshold will be exceeded
for a given setting; they are the probability of
detection (P(D)), in which it is exceeded by
signal- plus-noise, and the probability of a false
alarm (P(FA)), in which it is exceeded by noise
alone.

The relationship between P(D), P(FA), and
SNR is represented by the receiver operating
characteristic (ROC) curves shown in figure
1.16. The parameter, d, of the family of curves
is the required (signal + noise-to-noise) ratio
for the output of the signal processor to detect
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Figure 1.16. ROC Curves
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selected probabilities. The required signal-to-
noise ratio (SNR) at the input to the processor
for a simple energy detector (i.e. one that
squares and integrates the voltage at its input
(see figure 1.17)) is given by

DT = Slog(dw/1),
where

w = bandwidth
T = integration time

and DT is the detection threshold defined as 10
times the log of the signal power in the receiver
bandwidth to the noise power in a 1 Fz band.

The DT is the SNR requirad at the array
terminals to accomplish detection at the
probability levels defined by the appropriate
P(D) and P(FA) values using ihe selected
bandwidth and integration time. Thus, SNR is
the key factor in detection.

DISPLAY OR
ALARM
INPUT ouTRUT
LOW-PASS ) —&
A o=l “;'.“('T'Z?S ~am—{ SQUARELAW fomed  FILTER =0 =~
A Ot f——t DETECTOR fmums INTEGRATOR) [=Og™
f BANDWIDTH W INT.TIME T §
1
\ \
of -0 106 SIGNAL POWER
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* “Noise rowen

DT = 5iog (%!)

Figure 1.17. Eiemental Energy Detector

1.6.2. ESTIMATED DETECTION
THRESHOLD

The first step in estimating the DT is to select
a desired P(D) and a tolerable P(FA) (which is
usually very small, on the order of 107 to 107%).
Then a value of d is taken from the ROC curves
(figure 1.16) and DT is calculated using the
above equation; the pre-detector bandwidth, w,
and the post-detector integration time, =.
Corrections are usually required to this
calculation to compensate for signal fluc-
tuations, small correlation-length bandwidth
products, and multiple signals.

(For more information concerning Detection of
Signals refer to Allen and Westerfield, 1964;
Jeffress, 1967; Lawson, 1950; NDRC, 1969;
Swets, 1954; Urick, 1975; Woodward, 1953.)

1.13
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1.7. SONAR EQUATIONS

Sonar equations are the relationships between
certain quantities termed sonar parameters,
which depend upon the ocean medium (i.e.,
propagation, ambient noise, and reverberation),
the target, and the system and platform em-
ployed. Sonar parameters provide convenient
categories for the inclusion and quantification
of the numerous and diverse effects of un-
derwater sound. The sonar parameters are the

1. source level (SL) of the target for passive
sonars and the projector for active sonars,

2. transmission loss (TL),

3. target strength (TS), which is the ratio (in
decibels) of the echo intensity (at 0.9 m (1 yd)
from the target) to the incident intensity,

4. noise level (NL), which is measured by a
nondirectional hydrophone and expressed in a 1
Hz bandwidth (this includes the sum of ambient
and own ship noise),

5. array gain (AG), which is the improvment
in SNR produced by a sonar array,

6. reverberation level (RL), which is the level
of a plane wave that produces the same output
as the reverberation noise, and

7. detection threshold (DT), which is the SNR
at the array terminals required for detection.

Applying these parameters to the sonar
equations we have, for passive sonar,

SL - TL = NL - AG + DT;
for active sonar (noise background),
SL - 2(TL) + TS = NL - AG + DT;

and for (reverberation
background),

SL - 2(TL) + TS = RL + DT.

The desired parameters are solved for in
terms of known parameters. For example,
parameters such as SI (active), NL, and AG are
selected in terms of the desired capability (i.e.,
DT, range (TL), ambient conditions (RL),
target chacteristics (SL (passive) or TS (active)).
The best compromise solution for a system
design is obtained by applying the equations
using a trial-and-error method. The medium
parameters (TL (the only one for which range is
a factor), NL (ambient), and RL) are solved for
when predictions are desired for a particular
system. The equations may also be used to solve

active sonar
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for target parameters such as SL (passive) and
TS when the other parameters are known.

(For more information concerning Sonar
Equations refer to Albers, 1960; Horton, 1959;
NDRC, 1969; Officer, 1958; TRACOR, 1965;
Urick, 1975; Urick, 1962.)

1.8. BEAMFORMING

Beamforming is the process of listening to or
transmitting sound from an array at selected
angles. It reduces the unwanted noise at the
processor by amplifying the signals arriving
from the selected angle and provides bearing
and depression/elevation (D/E) angle in-
formation concerning the target.Beamforming
is used in the transmit mode to reduce the power
required by concentrating it in the direction of
the target and narrowing the illuminated sector
to decrease unwanted reverberations and echoes
from targets that are not of interest.

The basic beamforming process is as follows:

1. If the hydrophone elements of an array
such as that shown in figure 1.18 are spaced ata
distance, d,, and a pure tone signal arrives at an
angle 6 from point, A, it will arrive at each
element in turn as shown in figure 1.19. The
time delay between arrivals is

AT =(d.sin6)/c.

2. If the signals are delayed by the proper time
delay, i.e.,

and

and then added, the sound arriving from angle 6
is multiplied by a factor of four. Signals
arriving from other angles wiil not be amplified
as much. A plot of the amplification factor
versus angle, i.e., a beam pattern, is shown in
figure 1.20. It is characterized by a main lobe
and side lobes separated by nulls or areas where
the signal is very low. The angle subtended on
the main lobe between the half-power, or -3 dB,
down points is described as the beamwidth. If

I |
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Figure 1.19. Signal Arrivals at Four Hydrophones

beams are formed at many angles, the arrival
angle may be deterrained by finding the beam
having the maximum signal.

In a similar manner, a beam of acoustic
energy may be transmitted from an active array
by timing the signal from each transducer. The
phrase principle of reciprocity refers to the fact
that beamforming calculations are the same for
active and passive sonar arrays. The principle,
enunciated by Helmholtz, is sometimes referred
to as the Helmholtz Reciprocity Principle. It
states that the location of a source (active
transducer) and of a field point (hydrophone)
can be interchanged without altering the
pressure measured at the field point. More
simply, sound acts the same when traveling in
either direction.

It is apparent that for time delays other than
the appropriate one for angle @ (i.e., AT, AT;,
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or AT,), the arrival angle will also be charac-
terized by amplified signals. If the side lobes
equal the main lobe, they are known as grating
lobes. Grating lobes may be eliminated by
spacing the hydrophones closer than A/2 (in
which case the configuration approximates a
continuous line array) or by spacially shading
the array (this will be discussed later).

The simple array of single hydrophones
described above is axially symmetrical so that
the beam pattern formed is actually a rotation
of the plot in figure 1.20 about the axis A-A.
Theretore, a beam is shaped like a cone when
viewed in three dimensions and the target may
be anywhere on the surface of the cone.

A

MAINLOBE e am AXIS
_BEAMAX!

s

FIRST SIDE LOBE

Figure 1.20. Example of Beam Pattern

(For more information concerning Beam-
Sorming refer to Applied Hydro-Acoustics,
Inc., 1976; Horton, 1959; King, et al., 1960;
TRACOR, 1965; Von Winkle, 1963.)

1.9. ARRAY CHARACTERISTICS

1.9.1. DEPRESSION/ELEVATION
ANGLE (AREA ARRAYS)

The term depression elevation (D/E) refers to
an angle that is depressed below or elevated
above the horizontal plane. An area array,
either flat plane, spherical, cylindrical, or
conformal can provide (D/E) and azimuth angle
and improve the SNR. It also eliminates am-
biguities inherent in the line array beam pat-
terns. The beams from area arrays, being
formed in two directions, provide pencil beams
for greater dircctional information and spacial
discrimination against noise.

1.15
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1.9.2. DIRECTIVITY INDEX AND
ARRAY GAIN

The directivity index (DI) measures the
directivity (Dz) of the array. Array directivity is
the ratio of the power per unit solid angle
radiated (or received) in the direction of the
maximum amplitude pattern to .the average
radiated power per unit solid angle. It is usually
defined as the number of decibels above the
decibel value of an isotropic radiator (receiver)
whose directivity is unity. Therefore,

DI = 10log Dx.
When L (for a uniform line source) >>A

De = 2L/A (i.e.,DI = 10log2L/3).

The actual DI varies with L/A for the con-
tinuous line array as shown in figure 1.21, but,
for practical purposes, the approximation is
sufficient to describe it. There is little change in
directivity for small steering angles and it in-
creases (figure 1.22) as the steering angle in-
creases.

DIRECTIVITY INDEX (9B)
o
T

L] 4

o “EXACT" SOLUTION

2

0 R SEPL, (A 1

0.01 008 01 D s 10

x

Figure 1.21. Directivity Index versus Frequency
for Continuous Linear Array

Array gain is the improvement in the SNR of

the array, i.e.,

AG = signal gain (dB) - noise gain (dB)

= Gs - Gy

For a unidirectional signal in isotropic noise,
AG = DI

1.16

k=2ni/c

Figure 1.22. Increased Directivity with
Increased Steering Angie

1.9.3. ARRAY SHADING AND
SPACING

Shading the element responses and varying
element spacing may be used to improve the
main lobe and reduce the side lobes. Shading
refers to increasing or decreasing the gain on
any element signal before it goes to the
processcr. The total half-power, -3 dB
beam\{vidt'n, for a simple, equally spaced line
array is

BW, = 0.886 A/L (in radians)
or

50.8 A/ L (in degrees).

A plot of the beamwidth versus array length for
broadside and various steering angles is
presented in figure 1.23.

Side lobes occur at angle 6 when
(nL/A) sin 8 = tan {(rL/A) sin 6].
The roots of this equation are
(nL/3)sin 8= 4.49, 7.73, and 10.9,

@ = arcsin4.49A/nL, 7.730/nL,
or
10.9A4/nL.

One characteristic of the simple array, where
the elements all have the same amplitude and
phase, is the relatively great height of the first
side lobe. Array element distributions can be
formulated such that the side lobes are as low as
desired.
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A gabled array is one in which the amplitude
decreases uniformly from the central element to
the ends. The first side lobe will have a height
that is only 0.25 percent of the main beam
height instead of the 5 percent height for the
uniform array. A binomial array has a non-
uniform distribution because the elements are
weighted according to the coefficients of
binomial expansions. The important charac-
teristic of a binomial array is that it has no side
lobes.

Among the various types of shading is Dolph-
Chebyshev, which is non-uniform and provides
the narrowest possible main lobe beamwidth for
a specified side lobe reduction or the lowest side
lobe reduction for a specified main lobe
beamwidth.Taylor shading is a variation of
Dolph-Chebyshev that produces lower side
lobes outside of the center region. Cosine-on-
pedestal shading also provides side lobe
reduction.The disadvantage of side lobe
reduction is that it broadens the main beam.

The side lobe level and beamwidth can also
be controlled by varying the spacing of the
clements. Element spacing may be geometrically
tapered as in figure 1.24a. The ratio of the
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maximum spacing to the minimum spacing is
defined as R and the common ratio of successive
spacings is

r, = Rivw -1

where N = number of elements. An eleven
element array designed for maximum resolution
is shown in figure 1.24b, where the numbers
indicate relative inter-element spacing. For
some arrays, a statistical approach is used. The
elements are randomly placed over an aperture
according to a given distribution function.

A\
L -I- oLz —I A L-"hMAx—J

damin PN " hmIN

Figure 1.24a. Geometrically Spaced Tapered Array

.
" |a| . I " I L]

Figure 1.24b. Minimum Redundancy Array

Figure 1.24. Varied Hydrophone Spacing

In general, the beam pattern function of a
non-uniform array is characterized by a sharp
main beam followed by a region of low side
lobes, the clean sweep region, which is then
followed by a region of moderately high side
lobes, the plateau region (see figure 1.25).
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Figure 1.25. Noa-Uniform Array Beam Pattern
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The array gain of non-uniformly spaced
arrays depends on the properties of the beam
pattern and noise field. At low frequencies and

isotropic noise, ~

AG = 10log 2L/A.

At high frequencies, L>>A, the gain achieves a
value of

AG=10logN,

where N = the number of elements.

Spacial tapering permits higher resolution or
a significant reduction in the number of
elements. It also permits a wider bandwidth,
without grating lobes, and a very good first side
lobe reduction.

(For more information concerning Array
Characteristics refer to Applied Hydro-
Acoustics Research, Inc., 1976; Anderson,
1962; King, et al., 1960; Ishimaru, 1962;
Tracor, 1965.)

1.10. BEAMFORMER

The beamformer provides the proper time
delays and shading of signals from the various
hydrophones and sums them to form the input
from the selected angle. The signal is then
transmitted to the detection and tracking
system. This complicated data processing
system will not be presented here in detail.
However, because array installation design may
adversely influence beamformer performance,
the effects of installation parameters on the
beamforming process will be discussed below.

1.11. CAUSES OF PERFORMANCE
DEGRADATION

1.11.1. GENERAL

Degradation of array performance may be the
result of poor quality control when
manufacturing hydrophones and electronic
preamplifiers. 1t may also be caused by cross-
talk in the signal lines or mechanical problems
such as the location of the elements, refleciion

1.18

from ships structure, refraction in lens-shaped
domes, and self-noise. The effects of various
causes of array degradation will be discussed in
this section. In general, types of arrays other
than line arrays will produce somewhat dif-
ferent effects.

1.11.2. PHASE AND AMPLITUDE
ERRORS

The effect of random errors in amplitude and
phase on side lobe suppression for a 25 element
Dolph-Chebyshev linear array is shown in figure
1.26.
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Figure 1.26. Amplitude and Phase Errors
{Line Array)

© = TOTALMEAN SQUAREERROR = &' + ¢’

3 = MEAN SQUARE AMPLITUDE ERROR
<’ MEAN SQUARE PHASE ERROR (RADIANS)

1.11.3. HYDROPHONE LOCATION

The effects on side lobe levels of errors in
element location for § Dolph-Chebyshev arrays
are illustrated in figure 1,27, The side lobe level
increase is influenced by the number of elements
and the initial side lobe level.
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Figure 1.27. Effect of Hydrophone Location
Errors on Five Line Arrays
1.11.4. SOUND SPEED
VARIATIONS

Beam pointing errors result from variations in -

the local sound speed in the vicinity of the array.
If the percent of sound speed error is

¢=100|(C, - C)/C|,
where

C. = assumed speed and
C = actual speed,

the beampointing error is
46 = 0 — sin™* [100 sin 6/(100 + ¢)).

Figure 1.28 shows the error caused by this ef-
fect.

1.11.5. REFLECTIONS

If the sonar array is located such that arrivals
from some angles reflect into it from own ship
structure, the beamformer will show spurious
targets. Similarly, if some array elements
receive reflections that cause spurious time
delays, there may be a canceling effect and
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Figure 1.28. Beampointing Errors

performance will be degraded. Also, locating
compliant material near array hydrophones
effectively reflects the signal 180° out-of-phase
and greatly reduces the received signal. For this
reason air flasks, reflector tiles, air bubbles,
foamed plastic and other acoustically compliant
materials should be located as far from an array
as possible or shadowed by baffles.

1.11.6. SELF-NOISE

The self-noise variation over the length of the
array for large passive systems may negate the
advantage of array size by reducing hydrophone
effectiveness in noisy areas. When there are
varying noise levels at the hydrophnnes, the
optimum array signal is obtained by shading
using the ratio

1.19
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K:/K,=(N,/N)},

= amplification of noisy phone,
= amplification of normal phone,
N; = noise of noisy phone, and
= noise of normal phone.

Increasing the amplification of the ith
hydrophone above this ratio reduces array SNR.
Therefore, the amount of shading required for
any hydrophone is a measure of its value to the
array. It is apparent from the ratio plotted in
figure 1.29 that a noise level increase of over 5
dB would make a hydrophone practically
useless. Thus, there is no point in increasing the
length of an array by adding a hydrophone if it
is in a noisy area and cannot be baffled.
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Figure 1.29. Required Shading of Nolsy
Hydrophone for Optimum SNR

1.11.7. SIGNAL AND NOISE
FLUCTUATIONS

Random amplitude and phase fluctuations in
the signals and noise arriving at each element of
an array caused by the effects mentioned above
will degrade array SNR gain from the ideal. The
effect of such fluctuations on signal and noise is
determined from the change in the value of the
squared, time- averaged output signal voltage.

The array signal gain at a given frequency is
defined as
average output signal power of array
Gs = average output signal power of
reference receiver

The degradation in signal gain resulting from
the fluctuations in amplitude and phase may be
defined as Dp, where

Dp = Gr' G).

Here D, is defined such that it will always be
negative in the direction of peak response with
G, being the signal gain including fluctuations
and G,, which is given as 10 log N?, is the ideal
signal gain. Amplitude and phase variations
reduce the signal gain in the direction of peak
response.

Two cases of signal gain degradation caused
by phase and amplitude fluctuations are of
interest. 1f there are no amplitude fluctuations,
the expression for D, is

Dy, = 10log [(I - e®¥/N) + ()],

where B, is the rms phase deviation. If there are
no phase fluctuations, D, is

D, = 10log [(E*/N + 1)/(E* + 1)],

where E is the rms relative amplitude fluc-
tuation,

Figure 1.30 shows a plot of the first of these
expressions for a 40-element (N = 40) array
and shows the reduction in array signal gain due
to phase fluctuations only; the abscissa
represents the root mean square deviation of the
fluctuation in phase angle. Figure 1.3]
illustrates the second of these expressions, also
for N = 40, and shows the reduction in array
signal gain from amplitude fluctuations only. It
is apparent from the figures that large phase
fluctuations degrade array signal gain to a
greater extent than do large amplitude fluc-
tuations,

Array noise gain can be treated much the
same, except that the effects of array response
in directions other than the steered direction
must be considered. The definition of array
noise gain is similar to that for the signa! gain,
i.e.,

average output noise power of array

Gy = average output noise power of
reference recciver

However, compared with the signal gain case,
the average output noise power will contain
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Figure 1,31, Gain Degradation Caused by
Amplitude Fluctustions (Line Array)

components from all possible directions. It is
generally assumed that the noise background is
three-dimensional and isotropic but this is not
always true. It can be shown that, for a line
array having a constant phase correlation
coefficient in a three-dimensional isotropic
noise field, the amplitude and phase fluc-
tuations at a given frequency modify the ideal,
or errorless noise gain, so that it is closer to the
value of 10 log N. This is demonstrated in figure
1.32 for an 8-eiement, equally spaced array. The
ideal noise gain is represented by the solid line
and the actual is denoted by the dashed line;
both are plotted versus d,/A. This graph has a
similar form for other values of N.

TD 6059

-
@

-
L
-

-
&

\ GAIN WITH NO FLUCTUATIONS
AY
10 N e =
T T L - Y T -
10L0G N= 9\\ ,] = B
°L GAIN WITH FLUCTUATIONS
: 1 ) 1
T | =\ 1 1 1 N
0 12 1 a2 2 82 3
oh/k

Figure 1.32. Amplitude and Phase
Fluctuation Effects (Line Array)

It is apparent from figure 1.32 that the noise
gain will be 10 log N (where N is the number of
array elements) for the typical line array em-
ploying half-wavelength (d,/A = '4) element
spacing. For spacing of less than half-
wavelength, the noise gain can increase sub-
stantially; for spacing greater than half-
wavelength it will remain close to the value of 10
log N. The above results are valid for fluc-
tuation errors between the source and the point
at which the output is measured. They include
fluctuations in the (1) environment, (2)
hydrophone performance, (3) dome effects, and
(4) telemetry system.

It is important to note when calculating AG
that G; and Gy may have been derived for
wavelengths that are not the same. For example,
Gs for an array at the signal frequency
corresponding to the typical half-wavelength
element spacing can be calculated. The value of
Gy at this frequency will, in accordance with
figure 1.32, be 10 log N. However, for lower
noise frequencies, the quantity d,/A, where 2 is
the noise wavelength, will become small and Gy
will become large reducing array gain
correspondingly.

1.11.8. COHERENCE EFFECTS

Signal and noise coherence will also effect
array gain. Signals at two hydrophones are said
to be coherent when their time variations
display similar patterns; the level can be
measured by cross correlating the signals. It can
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be shown that when both signal and noise are
either completely coherent or completely in-
coherent array gain will be 0 dB.

When the signal is perfectly coherent and the
noise is completely incoherent the gain for an
array having N elements will be

AG = 10log N.

When a perfectly coherent signal is in a
background of only partially coherent noise, the
expression for array gain becomes

AG = 10log N/ [1 + (N-1) o],

where o = noise coherence,

which is less than 10 log N. Thus, array gain is
reduced as the signal coherence decreases or the
noise coherence increases.

1.11.9. FREQUENCY EFFECTS

For an unshaded line array of N elements of
uniform spacing d,, the DI or ideal AG in a
three-dimensional isotropic ambient noise field
is given by

AG = 10log {[2(N - 1)d.)/A}.

If the design frequency f, is such thatd = A/2,
then the expression can be rewritten as

AG = 10log [(N - 1)f/f.},
wheref = received signal frequency.
It is apparent that, for a fixed number of

elements, N, the array gain will increase with
frequency at a rate of 3 dB/oct.

It was shown earlier (1.9.3.) that the -3 dB
beamwidth (measured in degrees) of a line array
at broadside is approximately

BW, = 50.8° //[(N - 1)A/2]
or

BW, = [101.6*/(N - 1)}If./f],
where the array length is (N-1)A./2. Thus, the
broadside beamwidth varies inverselv with

1.22

frequency and the corresponding array gain can
be written as

AG = 10log (101.6°/BW3,).
1.11.10. STEERING ANGLE

The beamwidth of a scanned line array varies
as |cos 6|, where 0 is measured from broad-
side. The beamwidth is minimal at broadside
and increases toward endfire. Because of the
slope of the cosine function, the rate of increase
is slow near broadside and the beamwidth
actually remains within 20 percent of its
minimum value over a sector of nearly 70 deg
centered at broadside. In a three-dimensional
isotropic ambient noise field the gain of a line
array is independent of steering angle 6 since the
|cos 6]~! beam broadening factor is cancelled by
a geometrical cos @ dependence of the solid or
three- dimensional beam. As a result, array
performance measured, e.g., by an estimated
detection range, is essentially independent of
array heading and steering direction.

1.11.11. LOST HYDROPHONES
(LINE ARRAY)

Array performance will, of course be effected
by the loss of one or more hydrophones or
hydrophone groups. Consider the computed
normalized DI plotted as a function of the
fractional number of lost hydrophones as
shown in figure 1.33 for a very long array. The
upper and lower solid lines represent the
maximum and minimum DI values for a given
percentage of lost hydrophones and the dashed
line represents the average DI. The DI for an
array having a given number of lost
hydrophones will depend on their exact location
along the array. Thus, different configurations
kaving the same number of lost hydrophones
will exhibit different Dls. It is apparent from
figure 1.33 that, on the average, the DI for ¢
long array will decrease by about ] dB for a 20
percent loss of hydrophones. Note that the side
lobe level is also effected. Consider the
broadside beampattern of a very long shaded
array that is shown in figure 1.34.

Figures 1.35 through 1.38 illustrate the
changes that occur as greater numbers of
hydrophones are lost. For long arrays the ia-
dicated average generally increases in side lobe
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Figure 1.34, Brosdside Beampattern with No
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level with an increasing percentage of lost
hydrophones. The average remains ap-
proximately the same for any configuration of
lost hydrophones as long as the configuration is
relatively uniform across the array.

It can generally be concluded that the effect
of lost hydrophones on the DI of a very long
array is minimal. The increase in the side lobe
level, however, will be quite severe even if only 4
percent are lost.

1.11.12. BEAM SCALLOPING

Beam scalloping can cause a reduction in DI.
It occurs when a point source target is located
between adjacent beams where the response is
less than the maximum or design value of either
beam. That is, beam loss occurs when the target
is not located on the main response axis (MRA)
of some beam in the pattern. The actual
reduction in DI below the MRA value depends
primarily on the response level at the beam
crossover points. It thus Jdepends on e
beamwidth and on the total number of beams
formed.

Figure 1.39 shows a typical graph of
scalloping loss versus d./A, where d, is the
hydrophone element (or group) spacing in the-
array. The curve illustrates conventional time-
delay beamforming, in which the scalloping loss
decreases with decreasing frequency (or in-
creasing wave length). As the frequency
decreases from its design value, the beamwidth
increases and adjacent beams cross at response
fevels above the design Tevel, the scailoping loss
then decreases.
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Figure 1.39. Typical Scalloping Loss for Conventional
Beamformer
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ARRAY SIGNAL GAIN DEGRADATION (dB)

As frequency increases, beamwidth decreases,
adjacent beams cross at response levels below
the design level, .and scalloping loss becomes
greater. When full azimuthal coverage is
desired, beam crossovers should be set well
above -3 dB at the design frequency so that the
scalloping loss is kept to a minimum (about I
dB) over most bands of interest. Although
equipments such as frequency independent
beamformers are employed, enough beams
should be formed at the design frequency to
ensure a crossover level well above -3 dB for a
less than 1 dB scalloping loss at all frequencies.

1.11.13. SAMPLING LOSS

In conventional beamforming, the main beam
is steered by time-delaying the signals from each
element before summing to form the beam. In
more current systems, however, the hydrophone
signals are quantized in both amplitude and
time. That is, the signals reaching the beam-
former arc Jdigitized samples of the kydrophone
analog output taken at discrete time intervals.
When employing time sampled data for steering
beams, the general approach is to use the sample
having the time delay closest to that required
(i.e., the closest sample method). It becomes
apparent, then, that conventional beamformer
performance will be effected by the sampling
rate.

If the phase error resulting from the sampling
is uniformly distributed, array signal gain
degradation will be of the form shown in figure
1.40 for a uniformly weighied array and ran-
domly steered beam. The figure plots the over
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Figure 1.40. Time Delay Beamformer Loss Caused by
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sampling factor, or ratio of the sampling rate,
f,, to twice the design frequency against array
signal gain degradation. It shows that array
signal gain degradation decreases as the sam-
pling rate is increased and that the over sam-
pling factor should be at least 3. Although the
results are for a uniformly weighted array, they
are approximately valid for shaded arrays.

The phase errors caused by sampling or time-
delay quantization can lead to severe problems
in respect to controlling the side lobe level of the
beam pattern. If the closest sample method is
used for beam steering, the maximum phase
error introduced by sampling is given by

Emas (degrees) = + (f/£,) 180°,

where f, is the sampling rate (or frequency) and f
is the frequency of interest. For example, the
maximum phase error, ..., for a periodic signal
that is sampled twice during each period is +
90°.

It can be shown that for certain amplitude
shaded arrays having design frequency fp,

&ma: = £ (fp/f,) 180°

greater than 9° may lead to severe sidelobe
degradation. That is, if the sampling rate, f,, is
not at least 20 times the design frequency fp, the
sidelobe level will increase above its shaded level
and a significant number of grating lobes will be
introduced into the beampattern. Because
sampling at this rate (20 x f,) is generally
unfeasible for a long array, other approaches,
such as interpolating between fewer samples,
must be employed using time domain beam-
forming to reduce the phase error.

1.11.14. WIDEBAND SIGNALS

The application of the proper phase steering
to only one frequency in a band causes a beam
pointing error at other frequencies and a loss in
response to wideband signals; the wider the
input bandwidth of the beamformer, the greater
the degradation in performance. The response
of a beamformer to a wideband signal can be
evaluated by computing its output power
density from the product of the source power
density and the beampattern. The beamformer
loss has been evaluated for a zonal source power
density spectrum and the results are plotted in
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figure 1.41 as a function of BN(d,/c) sin B,
where B is the bandwidth and B is the steering
angle. It is apparent from the figure that
maximum degradation occurs at endfire (8 =
n/2) and that there is no loss at broadside (8 =
0). It should also be noted that the Nd,/c term
along the abscissa in figure 1.41 is ap-
proximately equal to the transit time, r, of a
sound wave along the entire line array.

1.11.15. FREQUENCY BIN
SCALLOPING

It is apparent from figure 1.41 that
narrowband pre-filtering will decrease
wideband beamformer loss. The narrowband
filters are not perfect, however, and will result
in picket fence or frequency scalloping loss (se¢
figure 1.42). Generally, frequency bin
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Figure 1.41. Beamformer Loss for a Uniformly Weighted
Array and Randomly Steered Beam

L

Figure 1.42. Narrowband Filtering




TD 6059

scalloping causes a smaller degradation. It is
actually similar to the beam scalloping loss
discussed earlier and occurs because the transfer
characteristics of the individual filters are not
perfectly flat across the respective bands.

1.11.16. OPERATOR PERFORMANCE

Any operator’s capacity for searching a
display and recognizing the presence of a target
is, naturally, limited. It is generally conceded
that operator’s contribute an approximately 7
dB loss in recognition differential unalerted and
about 6 dB alerted.

(For more information concerning Causes of
Performance Degradation refer to Applied
Hydro-Acoustics Research, 1976; Blackman
and Tukey, 1959; Lawson and Uhlenbeck, 1950;
Peterson, et al., 1954; Swets, 1964; TRACOR,
1965, Urick, 1973; Von Winkle, 1963.)

1.12. TELEMETRY SYSTEM
CONSTRAINTS

The telemetry system conveys power from in-
board electronics to the hydrophones in the
array and returns the hydrophone data. Its
function is to provide

1. transmission of electrical power and
command signals from the inboard sonar
system,

2. transmission of hydrophone and other
data from the array to the inboard sonar

A system,

3. minimal degradation of SNR power
density ratio (usually less than 1 dB) at the
telemetry output ,

4. minimal spurious cross-products or cross-
talk at the output,

S. controlled channel-to-channel gain and
phase variation,

6. adequate dynamic range and frequency
bandpass, and

7. availability and reliability for a broad
range of environmental conditions (e.g., static
pressure, shock, and fatigue).

Because the telemetry functions listed above
require a separate system, they impose various
constraints on overall performance. The large
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number of sensors in contemporary arrays
require that the telemetry system transmit
encoded, mutiplexed, and/or modulated data
along a common carrier. Tables 1.3, 1.4, and
1.5 list some of the more frequently used
techniques and systems. Table 1.6 compares
telemetry methods and table 1.7 lists their
characteristics.

Encoding is the process of sampling an analog
signal and arranging, or coding, the resultant
digital samples to retain as much information as

Table 1.3, Typical Telemetry Techniques

Encoding Techniques

(Lingr) Pulse Code Modulation (PCM)
Differential Pulse Code Modulation (DPCM)
Delta Modulation (DM)

Companding Pulse Code Modulation (CPCM)
Companding Delta Modulation (COM)

Multiplexing Techniques

Time Division Multiplexing (TDM)
Frequency-Division Multiplexing (FDM)
Code-Division Multiplexing (CDM)

Modulation Techniques

Amplitude Modulation (AM)
Frequency Modulation (FM)
Phase Modulation (PM)

Table 1.4. Telemetry Multiplex Candidstes

Multiple Twisted Pair Cable

Frequency Division Multiplex (FDM)

Type:

Single Sideband-Amplitude Modulation (SSB-AM)

Double Sideband-Amplitude Modulation
(DSB-AM)

Double Sideband-Amplitude Modulation with
Locked Carrier (DSB-AMLC)

Phase Quadrature Multiplexing-Amplitude
Modulation (PQM-AM)

Frequency Modulation (FM)

Tiered Frequency Modulation (FM-FM)

Time Division Multiplex (TDM)
Type:
Pulse Position Modulation (PPM)
(Linear) Pulse Code Modulation (PCM)
Companded Pulse Code Modulation (CPCM)
Simple Delta Modulation (DM)
Companded Delta Modulation (CDM)
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- Table 1.7, Telemetry System Characteristics
: Table 1.5. Telemetry System Comparisons Physical' Characteristics
. DSB-AM High Power, High Cost, Low commonality, Length of Cabies
Restricted to One Octave Size of Array
: : DSB-AMLC | High Power, Low Commonality, High Cost, Number of Telemetry Channels
E ) Moderate Improvement Risk Maximum Pressure
PQM-AM Susceptible to Crosstalk (Error), Complex Hul! Penetration
N Receiver High Cost, High Development Risk
] FM Limited Expansion Capability, Low Electronic Characteristics
. 5 Commonality, Noise Susceptibility, High Cost,
y Moderate to High Development Risk Hydrophone Preamp Bypass o
- : . . Hydrophone Preamp Gain Control Variability
FM-FM Low Commonality, Complex Electronics, High (from Inboard)
t, M te to High pment Risk o . :
! PCM ;‘:d OdIm eco lll De::o ) o L Type of Analog to Digital Conversion (Encloding)
H erately omplex ectronics, arge "
‘j Bandwidth, Medium Cost, Moderate Develop- Sampling Rat.e for All SCI.ISOI:S
3 X ment Risk Number of Bits of Quantization per Sample
IR CPCM Moderately Complex Electronics, Large Data Rate Through Cables
Bandwidth, Medium Cost, Moderate Develop- Maximum Permissible Bit Error Rate
i ment Risk Maximum Channel-to-Channel Gain Variation
2 T ™M High Bandwidth (Clockrate), Poor Expansion Maximum Channel-to-Channel Phase Variation
3 d Capabiliity Limited System Accuracy, Restricted Mean Time Be Fail MTB
Dynamic Range ean Time Between Failures ( F)
: . Prime Power for Entire Cable Telemetry Subsystem
. :
; M ‘ Table 1.6. Frequency and Time Division Multiplex Comparison
.
3 . Frequency DM Time DM
! * Characteristics DSS-AM DSB-AMLC PQM-AM ™M FM-FM | PCM CPCM DM CDM Hardware
System Accuracy Med Med Med Med Med | High High Low Med High
2° 2 2 2 2 2 3 1.5 2 3
Dynamic Range High High High Med Med Med High Med Med High
3 3 3 2 2 2 2 1 2 3
i Retiability High High Med Med Med Med Med Med Med High
~ k] 3 2 2 2 2 2 2.3 23 3
Cost High High High High High | Med Med Low Low Low
1 1 1 1 1 2 2 3 3 3
Standardization Low Low Low Low Low | High High High High High
N (Commonality) 1 1 1 1 13 3 3 3 3 3
1 Bandwidth-Clockrate Med Med Low Med Med | Med Med High Med Low
, 2 2 3 2 2.8 2 2 1 2 3
E Power (Current) High High High Med Med Med Med Low Med Low
'f! ‘.; 1 1 1 2 2 2 2 3 3 3
' Receivers/Transmitters High High High High High | Med Med Low Med Low
(Number-Compiexity) 1 1 1 1 1 2.8 25 3 2.8 3
Expansion Capability Low Med Med Low Med | High Higl Low Med Low
1 2 2.3 | 2 3 3 1 2.8 1
Size (Weight) Lge Lge Med Med Med | Med Med Smi Smi Lge
¢ Noise Susceptidility High Med High High High ! Low Low Low Low Med
_‘ : (RF1) {Distortion) 1 2 1.5 1.5 1.5 3 3 2 3 2
! o Flexibility Low Low Low Med Med | High High Med Med Low
B 1 1 1 2 2.3 3 3 2 2.5 1
Retative Score: 18 20 21 19 21 30 ¥ 2% 31 28
*Relative Merit:
3 ! Poor -0
Good - 1-2
Better-3
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possible. For example, delta modulation is a
process for encoding analog signals where the
output of the modulator is a series of digital
ones and zeros (one-bit quantization). The rate
at which the ones appear at the output is directly
proportional to the rate of increase of the
amplitude of the input analog signal, In-
tegrating the train of ones and zeros over the
proper time interval reproduces the original
analog signal.

Other encoding methods are given in table
1.3. When no encoding is used, the analog
sensor signals are transmitted directly through
the cable telemetry system. Uniform, or linear
pulse code modulation (PCM), is the time
sampling of the analog signal and yields a
stream of digital sample groups where  the
coding of the ones and zeros within each group
represents the amplitude of the analog signal at
discrete time intervals. Differential PCM
(DPCM) is the quantization of the change from
the preceding sample amplitude value to the
current one into two or more discrete quanta or
levels. Companded PCM (CPCM) and com-
panded delta modulation (CDM) employ non-
uniform mapping of analog amplitude samples
into bits of quantized data.

The particular encoding technique used
depends on the processing method employed
(i.c.. spectral analysis, averaging, and so on).
Digital transmission provides a minimum of
cross-talk and signal degradation when com-
pared with analog transmission. Delta
modulation requires simpler circuitry than does
PCM, but PCM is characterized by a wider
dynamic range for a given binary bit rate, The
DPCM produces a better slope-overioad per-
formance (i.e., a steep increase in analog input
voltage) than delta modulation but the circuitry
is more complex., On the other hand, com-
panding encoding techniques provide better
signal-to-distortior ratios than do uniform
encoding schemes.

Multiplexing refers to the means of com-
bining many hydrophone signals, without
mutual interference, on a common carrier such
as coaxial cable. Time-division multiplexing
(TDM) separates the encoded signals, in time,
from each sensor on the carrier. Other
multiplexing techniques are frequency-division
multiplexing (FDM) and code-division
multiplexing (CDM). When multiplexing is not
employed, a pair of twisted wires is used for
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each hydrophone but the method creates a very
bulky cable when large numbers of
hydrophones are involved. Hybrid systems,
such as twisted pairs from the hydrophones to a
group connection by an A/D conversion and
TDM for transmission to the FDM could be
used, but oscillator and filter costs are high. The
CDM is usually considered only when the
number of hydrophones is small (i.e., ap-
proximately 10).

(U) Amplitude modulation (AM) is the
method of impressing an analog signal on a
sinusoidal carrier. Double sideband AM
(DSAM) distributes the signal symmetrically
about the carrier frequency. Signal sideband
AM (SSBAM) retains only that part of the
spectrum above the carrier. Frequency
modulation (FM) and phase modulation (PM)
may also be used. No modultion is required if
TDM, CDMX, or twisted wire pairs are em-
ployed. The FDM requires some modulation; in
this case, AM is simpler, less expensive, and
requires less frequency spectrum than FM.
However, FM (or PM) suppress cross-talk more
effectively.

When digital encoding is employed FM
becomes frequency shift keying (FSK), which
means that the FM is applied to a square wave
(digital pulse). The resultant translation is FSK.
Similarly, digital coding of PM becomes phase
shift keying (PSK). A spectral representation of
some of the waveforms discussed above are
shown in figure 1.43.

SPECTRAL REPRESENTATION
WAVEFORM (AMPLITUDE ONLY)
RW nm iy
SINE WAVE AMPLITUDE
MOQULATION
Mln c Q HDP |h
SINE-WAVE FREQUENCY
MODULATION
SQUARE WAVE

L

SQUARE.WAVE AMPLITUDE
MODULATION

SQUARE-WAVE FREQUENCY
MODULATION (FREQUENCY:
SHIFT KEVING)

Figure 1.43. Fourier Spectra for Typicul
Periodic Waveforms
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Table 1.4 lists a series of potential telemetry
multiplexing schemes, many of which are in use.
It also lists some potential modulation
techniques that can be used with the FDM of
analog signals. Hardwired, or twisted pair
systems are bulky and require many leads.
Single sideband amplitude modulation is
characterized by complex receiving systems.

Table 1.6 compares various telemetry
methods. The rating presented is arbitrary and
the values would change to suit the application.
The characteristics that must be specified for a
system are listed in table 1.7,

(For more information concerning Telemetry
System Constraints refer to Applied Hydro-
Acoustics Research, Inc., 1976; TRACOR,
1965.)

1.13. RANGING

Active ranging is achieved by transmitting a
pulse of acoustic energy toward the target and
timing the return echo. The time is then
multiplied by the speed of sound and divided by
two. Passive ranging is more complicated and
less accurate. It can be performed using the four
basic methods shown in figure 1.44, in addition
to ship maneuvering techniques (e.g., the
Ekelund method).

The first method depends on simple
triangulation and its accuracy depends on the
precision with which the baseline and angles to
the target are known. The range error is the
greatest at maximum ranges. Geometrical
considerations (see figure 1.45) show that for
average towed array cable lengths, an error of 3°
in can cause a 10 percent error at a range of 13.5
km (15 kyd). Variations in the towed array

DDMAN GEOMETRIC
DicUvka TIME DIEFERENGE
MODE DOMAIN
i 3
HORIZONTAL [ TOWIEDAND N WAVE FRONT\
HULL ARRAY ppiichaicol
MODE TRIANGULATION URVATURE
Y \
VERTICAL DIE MULTIPATH
MODE ANGLE ARRIVAL At

Figure 1.44. Range Finding Methods
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Figure 1.45. Range Finding using Triangulation

position or angle relative to the ship will result
inrange errors.

The second method uses the vertical arrival
angle to estimate the range (see figure 1.46). The
ray path may be calculated if the (1) ap-
proximate target and own ship depth; (2) sound
speed profile depth curve for the water column;
and (3) a, the angle at which the signal arrives
are known. If there is more than one ray
present, the estimate may be improved by
calculating for more than one. Inaccurate
measurements of ax, the bottom reflected angle,
or errors in calculating the ray path, will
contribute to range errors. The geometry in
figure 1.46 is exaggerated in the vertical
dimension for clarity; a scaled version would
show that small errors in angle cause substantial
errors in range.

SURFACE

PRI STRAIGHT
, \ APPROXIMATION
SENSOR \

DEPTH D

Figure 1.46. Range Finding nsing Arrival
Angles o1 Time Delays

The third method uses the arrival times at
three arrays to determine the wavefront cur-
vature, i.e., the reciprocal of the range. Each
array forms beams to improve the SNR in order
to determine the arrivals as precisely as possible.
The accuracy of the geometry of the three arrays
and the precision with which the time dif-
ferences are measured determine the accuracy of
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the calculation. The angular alignment is also
sensitive and there is the naval architecture
problem of finding suitable locations for the
arrays when constrained by alignment
requirements. There is also the difficulty of
separating multi-path arrivals. All of the above
mentioned problems limit the effective range
capability of this method.

The fourth method employs the difference in
arrival time of various acoustic paths; two such
paths are shown in figure 1.46. If the surface
reflection and bottom-surface-target path are
added, four paths may be considered. Since the
paths move through the same water column,
knowledge of the precise nature of the sound
speed variation is not as critical as for method
number two. However, extremely accurate
correlation, to determine the time delay between
multipaths, and identification of the time delays
are important.

The four methods all have their advantages
and disadvantages. In some instances, more
than one is used to improve accuracy. The
principal appplication of the techniques is to
obtain a relatively quick, passive, rough
estimate of range for use with bearing in-
formation and other data to obtain a target
motion analysis (TMA) solution for target
position, speed, and course.

1.14. OTHER SONAR TECHNOLOGY
1.14.1. ACOUSTIC LENSES

Acoustic lenscs simplify the beam forming
process. The liquid lens is a spherical shell, filled
with a refractive medium, that focuses sound
energy in the same manner an optical lens
focuses light energy. Sound waves incident on
the lens are refracted to form a high intensity
focal region as shown in figure 1.47. The
refraction is caused by a difference in acoustic
wave speed in the lens media and surrounding
water. The focusing ability is set by its diameter
as measured in wavelengths for the frequency of
interest,

A single hydrophone located in the focal
region of the lens forms a highly directive beam
pattern without the necessity of auxiliary
beamforming electronics. A typical beam
pattern is shown in figure 1.48; it was obtained

=
. /[
- [ r
. \
A a
b

Figure 1.47. Focusing using a Luneburg Lens
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Figure 1.48. Beampattern of a 49 cm (18 in.) Diameter
Liquid Lens at 30 kH:z

using a 45 cm (18 in.) diameter liquid lens at a
frequency of 30 kHz. Other liquid lenses having
15 cm (6 in.) diameters and 100 kHz operating
frequencies have been developed. Liquid lenses
may be used for active and passive search and
agquisiti_on and tracking. A large number of
highly directive beams may be formed when one
hyd:ophone is used per beam.
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Various types of lenses may be built. For
example, the Luneburg lens is a sphericaily
symmetric, refracting structure composed of a
nonhomogeneous fluid and has an index of
refraction, n,, given by

n, = 2-ri/a),

where (refer to figure 1.47) a is the radius of the
lens and r; is the radial distance measured from
the center of the lens. The index of refraction, n,
of the medium is referenced to the speed of
sound in water, cw; thus, n = ¢ y/c, where ¢
is the speed of sound in the medium. Figure 1.47
shows how a bundle of rays, representing an
incident plane wave, is focused to a point on the
surface of a Luneburg lens (focusing to a single
point is termed perfect focusing). The speed of
sound in a fluid is a function of the density of
the fluid, o, and the bulk modulus, B ,i.e.,

¢ = (B/e)*2.

In order to vary the speed of sound in the
water, B or ¢ must be made to vary. Toulis first
described a practical method by using compliant
metallic tubes and water. The effect is to vary B,
while @ remains relatively constant, A compliant
tube is a hollow, flattened tube having a cross
section that is small compared with a
wavelength and a compressibility much greater
than that of water. A mixture of compliant
tubes and water with the compliant tube oc-
cupying only a few percent of the total volume
will have a refractive index sufficiently large to
permit focusing in a spherical lens. The effective
index can be made to vary throughout the lens
by changing the spacing between the tubes. If
the maximum tube spacing is small compared
with the operating wavelength, a continuously
varying index of refraction is approximated.
The lens is comparatively light and nearly
neutrally buoyant in water.

Other materials, such as rubber or steel, can
be used to form the lens for particular purposes.
Lenses constructed of such materials have not
yet been employed for linear or spacial acoustic
hydrophone arrays. However, their special
characteristics may make them candidates for
high frequency applications.
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1.14.2. PARABOLIC REFLECTORS

Beamforming may also be accomplished by
using parabolic reflectors. There are two types:
one reflects from a hard, stiff surface such as a
metal mirror and the other uses compliant tubes
that form a pressure release surface. In order to
obtain good reflection from an interface, there
must be a discontinuity in the value of gc, or the
acoustic impedence at the interface. This may be
done by using either a significantly higher or
significantly lower value of gc. When a higher
value is used to provide a reflecting surface, the
surface must be stiff and the equivalent of
several wavelengths deep. This is not difficult
for very high frequency, short wavelength tones
but, as the frequency becomes lower and the
wavelength longer, the mass involved becomes
greater,

Therefore, for low frequencies it is necessary
to use significantly lower values of gc by for-
ming a compliant tube parabolic mirror that
approximates a low impedance surface. Such a
surface reflects at a 180° phase shift, whereas
the hard surface reflects at a 0° phase shift.

1.14.3. PARAMETRIC SONAR

Parametric sonar operates on the principle of
combining two tcnes projected simultaneously
from the same source to form the sum and
difference frequencies; the method is similar to
heterodyning. The advantage of such a system is
that the parametric difference frequency source
affords a unique means of transmitting a
narrow beam, virtually without side lobes, from
a physically small tranducer. For applications
such as deep water bathymetry, for which high
resolution is required, a narrow beam must be
produced at relatively low frequencies (where
absorption is tolerable). For this and similar
applications, the parametric source has ad-
vantages over conventional radiators.

The parametric acoustic radiator uses the
nonlinearity of sound propagation to generate
energy in the water at two or more difference
frequencies. The difference frequency is
generated in a relatively long, endfired, virtual
array in the water column in front of the
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projector where interaction between primary
frequencies occurs. The virtual array, with its
approximately exponential shading, produces
difference frequencies having very low
side lobes. Because the beamwidth depends on
the length of the array and not on projector size,
the narrow beam can be produced by a
physically small transducer. The efficiency of
the parametric radiator is relatively low (from
00.1 (o 3 percent). Howesss, It is Femible to
generate source levels useful for one-way ap-
plications, such as communications, and for
echo ranging.

Figure 1.49, which compares conventional
and parametric systems using the same

Mt

0* [-d 30° * 0 .
N\ TN ] [N TR s
T\/ Y e Dia.* 25¢m [\’/‘; o / rlsrg:.um
y'\" ‘ ¢easine| N N [T
Lo padae20- < " ‘
wl‘ P i 7’ \ \60‘ 00.;" -',«" \60'
s "' \ /. \ { ¥ “ ’/‘ ‘
< 4 1 0 ;
900 b 1 i_l'ov 20° ! f{ t ‘90°*
ta) DIRECT (b) PARAMETRIC

Figure 1.49, Echo Ranging Performance
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projector, illustrates the potential advantages of
the parametric echo ranging source for a small
scale situation. The narrow parametric beam
without sidelobes eliminates surface rever-
beration and the target is unobscured. Such a
system is valuable because it requires a small
array and the narrow beamwidth it produces is
an advantage in confined areas where rever-
beration is a problem.

(For more information concerning Other Sonar
Technology refer to Burdic, et al., 1972; Clay
and Medwin, 1977; Corbett, et al., 1976;
Gannon, 1974; Kock and Harvey, 1949; Kock,
1965; Konrad, 1979; Raytheon, 1973;
Robertson, 1967; Sternberg, et al., 1978;
Westervelt, 1963.)

1.15. COMPUTER MODELING

The expanding capability of computers has
made the modeling of most of the phenomena
discussed in this chapter possible. The generic
sonar model provides a comprehensive
capability for evaluating sonar systems and
investigating their operation in the ocean en-
vironment,

(For more information concerning Computer
Modeling refer to Weinberg, 1979.)

.
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GLOSSARY

Coefficient

Pipe Area at Choke Point (L?)

Pipe Area at Point “‘0’’ (L?)

Length of Plate (Direction of Flow) (L)
Radius (L)

Half-Distance Between Dipole Sources (L)
Mean Radius (L)

Half-Distance Between Quadrupole Sources (L)
Time Varying Radius (L)

Number of Propeller Blades

Plate Width (L)

Oscillating Hvdrodynamic Lift Coefficient
Pressure Coefficient

Sound Speed (L/T)

Water Depth (L)

Propeller Diameter (L)

Flexural Rigidity [Eh3/12(1-v*)] (FL)
Young’s Modulus (F/L?)

Acoustic Energy (FL)

Force (F)

Frequency (1/T)

Line Frequency Component (1/T)
Frequency of n" Mode (1/T)
Frequency of Spectrum Peak (1/7T)
Vortex Separation Distance (L)
Plate Thickness (L)

Horsepower (550 ft-1b/sec) (LF/T)
Propeller Advance Ratio

Spring Constant (F/L)

Critical Cavitation Index

Flow Cavitation Index

Inception Cavitation Index
Operating Cavitation Index
Operating Critical Cavitation Index
Propeller Tip Cavitation Index
Wave Number (2n/3) (1/L)

Acoustic Wave Number (1/L)
Hydrodynamic Wave Number (1/L)
Resonant Wave Number (1/L)
Length

Sound Level (dB)

Effective Length (L)

Noise Level (dB)

Diesel Engine Sound Constant (dB)
Correlation Length of Vortex Shedding (L)
Mach Number

Mass (FT*/L)

Order of Mode Vibration
Revolutions per Minute (1/T)
Number of Bubbles per Second
Noise Level (dB)
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Rotational Speed (1/T)
Mode Number
Sound Pressure (F/L?)
erie Critical Cavitation Pressure (F/L?)
Internal Pressure (F/L?)
Impact Pressure (F/L?)
min Minimum Pressure in Pipe (F/L?)
Pressure at Point *‘0”’ (F/L?)
External Pressure (F/L?)
Vapor Pressure (F/L?)
Pulsating Fluid Flux (L*/T)
Resistance (Function of Application)
Radiation Resistance (FT/L)
Radial Distance to a Point (Radius) (L)
Plate Damping Coefficient per Unit Area (FT/L?)
Plate Critical Damping Coefficient per Unit Area for m,n*
~ Mode (FT/L3)
Strouhal Number (fi1/V)(Dimensionless)
Time (T)
Time (T)
Velocity (L/T)
Flow Velocity (L/T)
Oscillating Velocity (L/T)
Source Velocity (L/T)
Mean Velocity of Eddies Along Plate (L/T)
Velocity (L/T)
Maximum Velocity (L/T)
Velocity at Point ““0”’ (L/T)
Velocity of Ship (L/T)
o Initial Bubble Volume (L?%)
tip Propeller Tip Velocity (L/T)
w Power (LF/T)
Wac Acoustic Power (LF/T)
Wascn Mechanical Power (LF/T)
X Reactance (FT/L)
. Z Impedance (Function of Application).
A Zrao Radiation Impedance (FT/L)
z Specific Acoustic Impedance (FT/L?%)
d* Turbulent Boundary Layer Displacement Distance (L)
Efficiency
Acoustic Efficiency
Change in Dimension (L)
Ratio of Initial and Final Radii
Angle
Wave Length (L)
Mass of Plate per Unit Area (FT?/L?)
Poisson’s Ratio
Mass Density (FT*/L¢) .
Liquid Surface Tension (F/L)
: Time Constant for Decaying Function to Reach 1/¢ of
. Original (T)
F . Angular Velocity (1/T)
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CHAPTERII

NOISE GENERATION

2.0 INTRODUCTION

The generation of noise by a platform is
extremely important. Self-noise is one of “1 w
primary sources of sonar performance

degradation because it directly affects the
signal-to-noise ratio (SNR). Radiated noise

P F P
contributes to the source level of the acoustic .1, oo
signature of the ship and, thus, increases its

detectability. Self-noise is undesirable because it Figure 2.1. Low Frequency Near-Field
decreases the capability of the ship to detect a Sound Pressure Distribution

target. The mechanisms that generate
mechanical and hydrodynamic noise will be

3 i discussed in this chapter. r\’_k_\
E" ! osI

N Ship noise arrives at the sonar transducer
(hydrophone) via many paths, but the principal
routes are the water and the structure itself. The

: air-to-structure-to-water path is also important o' fe

N in some instances. Major noise components are

usually low frequ_ency propeller and machinery Figure 2.2. High Frequency Near-Field

sources that excite higher frequency modes. Souud Pressure Distribution

Figure 2.1 shows the near-field sound pressure

1 : level distribution for low frequencies and figure

2.2 shows that for high frequencies. Figure 2.3

illustrates the general trend of the sound °'T FULL 8PEED
: spectrum with changing ship speed, and figure . :"‘"
N 2.4 shows how platform noise varies with -AAA\_}\

location. FREQUENCY ———=

)
R

The general shape of the low frequency curve
suggests that the ship is vibrating in free-free
beam modes, as would be expected of a floating Figure 2.3. Sound Spectrum Variation
structure. These mode shapes tend to have their with Ship Speed
maximum amplitude at the free ends. The stern
amplitudes are larger because the sources of the

vibration are in that area.The shape of the high
frequency band suggests that the source is also AT
“I RIDSHPE
FWO

I RO S

near the stern because the curve shows at-
tenuation with distance away from the stern.

The frequency speed plots in figure 2.3 in- PAEQUENCY ——
dicate that the general noise level increases with
speed and increases faster at higher speeds. This

is because more energy is generated by the Figure 2.4. m"m"- AL DT
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power plant and propeller and because the
acoustic output increases as a high exponent of
the speed. It also indicates that the lower
frequencies have the most energy, which agrees
with the concept that the majority of noise
sources are at relatively low frequencies. The
energy moves to the higher frequencies through
mode conversion mechanisms in the structure.
It can be seen that the intensity peaks at various
modal frequencies.

Figure 2.5 categorizes the relationship bet-
ween the machinery noise and the
hydrodynamic noise radiated from the hull. The
machinery noise is generated by unbalanced or
pulsating forces. These pulses travel through the
structure and excite structural members having
the same modal frequencies. The structure, in
turn, vibrates and generates other frequencies
Also, human activities and flow noise from
fluid systems create sound within the ship.

Water flowing by the ship causes eddies
around the plating and sonar domes and creates
pulsating forces that vibrate the dome windows
or ship structures, especially when the frequency
spectrum of the eddies overlaps that of the
structure mode. The amplitude of the noise will
depend on the mass and stiffness of the
structure, damping of the plate, and how close
the frequencies of the eddies are to structural
resonances.

Water flowing around cylindrical structures
causes pulsating vortices (the Karman vortex or
Stroufmal effect) that aiternate from one side of

the structure to the other. This effect is also
present when streamlined structures and cables
moving at right angles to the water are involved.
In such cases, the structure or cable is tapered to
provide a thin trailing edge.

Flowing water that reaches a pressure lower
than its vapor pressure creates bubbles that
produce noise when they collapse. This is
known as cavitation. Also, water passing an
opening in the hull (for example, when sub-
marine ballast tanks are open to the sea through
the flood holes) may cause a phenomenon
known as Helmhoitz Resonance.

Ships, especially surface ships, also vibrate in
longitudinal free-free beams and such modes
contribute to own ship noise either directly or by
exciting higher frequency modes. They increase
self-noise, reduce the SNR, and are sources for
detection by opposing forces.

As mentioned earlier, sound may travel
through the structure or enter the water and
travel along the ship. In submarines, it may
reflect from the water surface forward or, when
the dome window is flow excited, pass directly
into the hydrophone. Because the velocity of
the steel plate bending mode may be equal, or
higher, than the speed in water for some of the
frequencies of interest, the acoustic energy may
tend to travel along the skin of the ship. From
there, it may be transmitted through the dome,
diffuse around the baffles, and add to the
received signal. Random phenomena, such as
cavitation, produce broad continuous spectra,

SHIPBOARD NOISE

Machinery
Sources
Proputsion Machinery Aunliiary Machinery
—— e
Diesel Engines Dieset Generators
Propuieion Turbinee Turbogenerators
Propuision Motors Pumps
Geers Compressors
Recip 9 Steam Eng Motors
Steam System Nolses Blowers and Fans
Exhaust Nolses Hydraulic Systems
Pipeline Systems

| l

Proputscrs Fiow Over Mull
——
Cavitation Hull or Dome Cavitation

Blade Osclllating Forces Boundery Layer Turbulence
Hult Osciliating Forces

Figure 2.5. Relationship of Machinery Noise and Hull-Radiated Hydrodynamic Noise

2.2

Y S

e e SO =

o i S R -

e

: °, - ' .
- P ~ ;; & N T, S




whereas noise generated by constant speed
rotating equipment is sinusoidal and tonal.
Series impacts produce regular noise spikes over
the higher frequency bands. Single frequency
components are denoted fonmals or line
Sfrequencies. Various phenomena may generate
amplitude or frequency modulated noise.

2.1. MACHINERY NOISE
2.1.1. GENERAL

Machinery and fluid system noises are
generally the major sources below 10 knots.
They cause discrete line (or tones) and
broadband (or distributed) noise and may be
classified according to the basic physical
mechanisms involved. These vibrations include

1. mechanical, hydrodynamic, and magnetic
imbalances,

2. physical impact,

3. flow pulsations,

4. flow-excited structural resonances, and

5. cavitation.

Vibrations produced by machinery noise
become underwater sound through

1. structural paths to the hull,

2. fluid paths directly to the sea,

3. fluid coupling of structures to the hull, and
4, airborne paths to the hull.

2.1.2. ROTATIONAL IMBALANCES

All rotating machinery is subject to slight
dynamic imbalances. They are manifested as
oscillating forces at the shaft-rotating frequency
and transmitted through the bearings to the
foundation, or support, the machine rests upon.
The forces are transmitted to the hull and the
resultant vibrational velocity radiates sound
into the sea.

Since the sound pressure in the water, P, is
proportional to the velocity of the vibration of
the hull (which is, in turn, proportional to the
force generated by the dynamic imbalance), it
follows that the sound pressure is proportional
to the force caused by the imbalance.
Mechanical imbalances can usually be expressed
in terms of an equivalent imbalance mass, m,
rotating at a velocity, V, at a radius r. Thus, the
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imbalance force, f, is

f = w?mr
and
P=f=V?

Imbalance tones at rotational frequencies,
therefore, increase by 12 dB each time the speed
doubles.

Since mechanical power increases as the cube
of the speed for rotating machinery,

W = P?= V' = Wik,

where W is the acoustic power and Wacy is the
horsepower of the machinery. Underwater
noises from a large number of machines
correlate quite well according to

N = A + 10log Wiicy

where N is the noise level (in decibels), the
coefficient A is, to some extent, dependent on
the type of machine and its mounting
arrangement, and Wygcn is the rated hor-
sepower at the operating speed, not the
delivered power.

2.1.3. HYDRODYNAMIC
IMBALANCES

Hydrodynamic imbalances, inherent in any
axial flow or centrifugal pump or blower, are
caused by the blades and/or by asymmetrical
flow paths; they generate tones at the blade-
passage frequencies and their harmonics. Since
the hydrodynamic forces are proportional to the
square of the flow speed, the same 4/3 exponent
dependence of acoustic power on rated
mechanical power exists.

2.1.4. ELECTRICAL
MACHINERY NOISE

Electrical machinery produces acoustic and
electrical noise that can affect sonar system
operation. Acoustic noise is caused by various
imbalances in rotating equipment and magnetic
forces generated by alternating currents.
Magnetic forces are caused by periodic
variations, which are proportional to the flux

23
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density, in the gap between the stator and rotor,
as well as by the differences in the number of
slots in those components.

Such acoustic and electrical noise can be
reduced by

1. making the rotor and stator as nearly
circular and concentric as possible,

2. using skewed rotor magnets and/or stator
slots, or closed rotor and stator slots, and the
proper rotor/stator slot combinations,

3. minimizing permeance variations,

4, providing precision balanced rotors and
precision electrical phase balance,

§. using low-noise anti-friction bearings,

6. designing for minimal harmonic distor-
tion,

7. using damped rotor and stator structures,

8. providing quiet cooling systems, and

9. designing stators and rotors that reduce
electrical and mechanical excitation and har-
monics.

Harmonic distortion generated by electrical
equipment may exist throughout the entire
electrical system and can cause as much, or
more, system degradation as can acoustic noise.
The use of polyphase rectifiers onboard ship
may be a principal cause of harmonic distor-
tion. For example, the higher harmonics of 60
Hz power, i.e., the triplings, 37, 5%, 7*, 9*.....,
can be of such magnitude that they reflect back
into the power bus and crcate torques in the
ship’s alternating current machinery. If the
mechanical and electrical impedance of a system
matches the triplings, there will be unwanted
noise. Low harmonic distortion or electrical
isolation of equipment can eliminate the
problem. (See Paragraph 5.9).

2.1.5. PHYSICAL IMPACT

The impact of metal on metal generates a
sharp noise spike, the duration of which is a
function of damping, i.e.,

P(t) = PeVr,

where
P(t) = sound pressure (time variant),
P, = impact pressure,
t = time, and
T = time constant of impact.

If these impacts are repeated at a regular rate,
as when reciprocating machinery and reduction
gears are operating, the series of exponential
pulses results in a harmonic series of line
components. The fundamental frequency of the
series is the repetition rate of the impacts and
the line components are roughly of equal
amplitude out to a particular frequency, i.e.,

f. & 1/2nr.

The spectrum decreases by 6 dB/octave above
this frequency.-

The impact of gear-teeth generates tones at
the fundamental gear-tooth contact frequency

-and its harmonics. Generally, this frequency is

so high that no more than one or two additional
harmonics radiate at a significant intensity.

In the case of repeating impacts, the actual
radiated noise spectrum is the superposition of
the basic impact spectrum and the spectrum of
the radiation efficiency of the hull. Thus, any
resonances of the hull tend to amplify certain
components of the impact spectrum.

2.1.6 RECIPROCATING
MACHINERY NOISE

It might be expected that the dominant source
of impulsive sounds from a diesel engine is the
explosion and that other major sources are
mechanical imbalances and pulsations
generated in the intake and exhaust. (Intake and
exhaust noises do dominate the spectra for
automotive and rail applications but, in surface
ships and submarines, remcte intake and
exhaust systems are used and the coupling of
these sounds to the water is minimized.)
However, a number of experiments have shown
that the explosion is not the dominant source of
impact sound in a marine diesel engine. That is,

1. motorized diesels are only a few decibels
quieter than combustion-driven diesels,

2. radical changes in the firing cycle have
little effect on the noise, and

3. reciprocating compressors have spectra
similar to those of diesels.
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The major source of structural vibrations and
noise in the diesel engine, and other
reciprocating machinery, is the impact of the
piston against the wall of the cylinder as the
direction of the side force reverses. The noise
radiated in air by a large number of diesel
engines having from 1 to 12 cylinders, 3 to 4200
HP, and 100 to 2000 rpm were measured and it
was found that

L@s50cm) = L, + 10logHP + 18logN,
where

L. = constant of 32 for 2-stroke and 34.5
for 4-stroke engine,

HP = horsepower, and

N = revolutions per minute.

The result, measured in dB//0.0002 dyn-cm?, is
in good agreement with theoretical analyses of
the piston-impact mechanism and suggests some
methods of reducing reciprocating engine noise.
Such methods include

1. choosing the lowest possible rotational
speed;

2. minimizing piston clearances;

3. using heavy, thick cylinders and radiating
surface walls; and

4. applying vibration damping to plates and
foundation structures.

2.1.7. FLOW PULSATIONS

Pulsations in the rate of flow in a sea-
connected pipe, such as torpedo exhausts and
sea-water pump intake and discharge lines
radiate sound. For torpedo exhausts, which are
essentially unbaffled pipes,

W = ,w*Q%/8nc,
where

W = acoustic power (in Watts),

@. = mass density of water,

» = angular frequency = 2nf,

Q. = volume flux or pulsating source
strength vol/sec maximum amplitude,
¢ = sound speed in water.
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For a pump intake or discharge line, the system
is a pipe in an essentially infinite baffle and the
radiated pressure is twice that of an unbaffled
source. Thus,

W = o,w*Q3/2nc.

The oscillating pressure is commonly
measured in the pump inlet or outlet pipe. It is
only an indirect measure of the sound because
the radiation impedance of a pipe in an infinite
baffle, for ka< 0.25, is given by

Zpip = ma’g.cl(ka)’/2 + i(8/3n)(ka)]

= Rpap + 1Xpans
where
a = piperadius,
Z = radiation impedance,
k = wave number,
R = resistance, and
X = reactance.

(Impedance, resistance, and reactance will be
discussed in Chapter I11.) The radiated power is
given by

W = (3n/16)*(ma’)(p*/Q.c),

where p, is the pressure of the pulsations
measured inside the pipe within 1/8 wavelength
of the end.

2.1.8. NONLINEAR
VIBRATIONS

2.1.8.1 General

Nonlinear vibrations can sometimes be
identified by one or more of the following
characteristics:

1. subharmonics,

2. harmonics,

3. extremely stable frequencies, or

4. frequency dependence on driving force.

If a noise can be identified as originating
from a nonlinear vibrating system, it can be the
first step toward eliminating the problem. Some
sample cases of nonlinear vibration are
discussed below.
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2.1.8.2. Chatter or Stick-Slip

Figure 2.6 illustrates a system that is subject
to chatter or stick slip. If the belt is moving very
slowly, the mass moves with it until the spring
force breaks the static friction. The mass then
snaps back until stopped by the spring and the
dynamic friction on the belt; the process is then
repeated. If the belt is moving rapidly, it reaches
a speed above which the mass will not oscillate
and it simply slides.

There are a wide range of belt speeds where
the mass will vibrate at its natural frequency on
the spring, i.e., where

f = (1/2m)(k/m)*/2,

SPRING

MOVING BELT

Figure 2.6. Chatter or Stick-Slip System

Figure 2.7 is a plot of the vibration spectrum
versus time as the belt speed steadily increases
from very slow to very fast.

LOG FAEQUENCY et
~ :?,” O JERCY SLOW BPEED MOTION WITH
\ *PEE0 HARMONICS
T
: SYSTEM LOCKS ON TO REBONANT
" FREQUENCY EVEN THOUGH DELT
t SPEED NCREASES CONTINUALLY
LEVEL OF HARMONIC DMINISHES
AT OACIHLLATIONS CEASE. BELT
t [ MOVING TOO FAST TO EXCITE
4 wee0 WASS. SPRING SYSTEM
a3 J;

Figare 2.7. Vibration Spectrum Versus Time

Figure 2.8 shows a water-lubricated rubber
spline bearing for a propeller shaft. For very
low shaft speeds, there is a jerky movement. As
shaft speed increases, there is a /ock-on tv a
resonance frequency determined by the hull
compliance (indicated by the two springs in the
figure) and the rotary inertia of the structure
holding the splines. The lock-on resonance will
continue at a steady frequency as speed in-
creases until it is too fast to excite vibration. The
dynamics of this stick-slip case are influenced by
the compliance of the rubber splines.

END VIEW OF

RUBBER SPLINES

ANCHORED

IN BEARING

STRUCTURE
SPRINGS
REPRESENT
COMPLIANCE
OF ATTACHMENT
TO HULL

Figure 2.8. Water Lubricated Propeller Bearing

2.1.8.3. Flutter

Although flutter is a hydrodynamic source, it
will be discussed here as a nonlinear vibration.
It was once thought to be a problem only at high
speeds ( = SO knots), but recent studies have
shown that it can occur at speeds as low as 9
knots. Flutter is the flow-excited vibration of a
strut that both deflects and rotates. The basic
excitation force is vortex shedding; but flutter
dynamics are a combination of hydrodynamic
lift, vortex shedding, virtual mass of the water,
mass of the member, and deflectional and
torsional stiffness of the strut. The classic
solution for the flutter problem is to greatly
increase the torsional stiffness of the strut.

The phenomenon is subject to the same lock-
on resonance frequency characteristics as is
stick-slip. A frequency time plot of flutter for




continually increasing flow velocity is shown in
figure 2.9.

FREQUENCY e~ ) O FLOW VELOCITY

ONSET OF FLUTTER
(NOTE TAIL)

mz=-
e

FLOW VELOCITY INCREASING

Cl CESSATION OF FLUTTER

HIGH FLOW VELOCITY

FLUTTER FARMONICS
FREQUENCY

Figure 2.9. Flutter Frequency Time Plot

2.1.8.4. Bearing Oil-Whip

Figure 2.10 illustrates the bearing oil-whip
effect produced by well lubricated sleeve
journal bearings on vertical rotating shafts. Its
characteristic frequency is 1/4 to 1/2 of the
rotational frequency of the shaft.

Figure 2,10, Bearing Oil-Whip Effect

2.1.8.5. R.‘“”

Rattles are caused by the vibration of
equipment that has extremely nonlinear springs
or restoring forces. They are characterized by
cither a random or relatively constant frequency
of possibly intermittent occurrence.

Rattles are generally of a much higher
vibration amplitude than other structural
vibrations. They can be found by tapping
suspect equipment with a rubber mallet and
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listening; the search for rattles should include
the entire ship. Fittings should, of course, be
designed to avoid rattles.

2.1.8.6. Belleville Spring

A Belleville spring (alternately, Belleville
washer or spherical spring) can, at that same
time, apply a high static force and be extremely
compliant to low amplitude vibrations. Its load
deflection curve begins steeply and then
decreases as shown in figure 2.11. An example
of the Belleville application is the spring under
the stress rod retainer of a tonpilz hydrophone.

A SLOPE
EQUALS
LOAD DYNAMIC
_ . STIFFNESS
P .: —
SATC Y — - = ===~ -
LOAD o 1

—> e VIBRATION AMPLITUDE

-
lf DEFLECTION
STATIC
DEFLECTION

Figure 2.11, Belleville Spring Application

2.2, HYDRODYNAMIC NOISE
SOURCES

Hydrodynamic noise, which is caused by ship
motion through the water, and associated
mechanisms, may result from a wide variety of
sources. Some of the power required to drive a
ship through the water is converted into acoustic
energy. Although the energy radiated
acoustically is very small, i.e., a negligible
percentage, it can be impressive in terms of
acoustic power. Therefore, an understanding of
the mechanisms that convert such power into
acoustic energy is important.

The variety of mechanisms is intriguing. They
include the (1) impact of the rotating pressure
field of the propeller on the huli (which can
sound the same as a hammer beating on the hull
plating), (2) rapid whirring of a strut being
whipped by the water eddying around it, (3)
high pitch of a singing propeller blade, (4)
resonant panting of the sides of main ballast
tank in a submarine, (5) rattle of a piece of loose
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gear in the superstructure, or (6) snapping and
crackling sound of cavitation. The mechanisms
involved are grouped by theoretical acousticians
into the classes of

1. monopole, or volume, sources that radiate
sound by changing the size of the body in the
water (an underwater explosion is an example);

2. dipole, or force, sources that create sound
by the movement of a body normal to its surface
(a vibrating plate surrounded by water is an
example); and

3. quadrupole, or shear, sources that create
sound by a movement of a body parallel to its
own surface (a plate moving endwise through
the water is an example).

Figure 2.12 illustrates these sources con-
ceptually.

VOLUME CHANGE
COMPRESSION

MONOPOLE OR SIMPLE SOURCE

-
” >N
3

/
FORCE TRANSLATION
ACCELERATION

SHEAR DISTORTION

SPHENCAL QUADRUPOLE

Figure 2.12. Hydrodynamic Noise Sources

The acoustic conversion efficiency is greatest
for monopole sources and least for quadupoles.
Hence, when monopole sources exist, they
usually dominate the radiated spectrum. Dipole
sources may be important when monopole
sources are reduced or when the source is near a
hydrophone. Quadrupole sources are unim-
portant in water.

2.2.1. MONOPOLE SOURCES

The monopole source (see figure 2.1Z)
radiates sound by the mechanism of expanding
and contracting. A simple treatment of such a
source considers it to be a sphere having a
sinusoidally varying radius: i.e.,

a =a + Eeimt,

where
a, = radius at time,t,
a, = meanradius,
¢ = amplitude of change in radius, and
w = angular frequency.

This pulsation creates a time dependent
movement of water into and out of the source.
The radial velocity at the surface of the source,
U,, is the time derivative of the radius, i.e.,

U, = da/dt = iwteiet,
The volume flux, Q,, of the water is the volume
rate at which it moves into and out of the
source: i.e.,

Q. = 4mall,.

Since the pressure variation with distance is
equal to the mass multiplied by the acceleration,

-(dP/dr) = @.(dU/ dt)’

= (g./4nal)dQ,/dt
where
P = pressure at distance, r,
r = distance from center of source, and

Q. = mass density of water.

When integrated and evaluated atr = a,,
P = (g./4na,(dQ./dt).

Hence, for the surrounding water, with the
introduction of the spherical wave equation,

P = (g./4nr)[iwQ,eiw-kn),

wherek = wave number = 2n/d = w/c.
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2.2.2. DIPOLE SOURCES

The dipole source may be considered the net
of two simple monopole sources a small
distance apart and exactly 180° out-of-phase.
That is, such that the water moves out of one
source as it moves into the other (see figure
2.13). When the pressure fields of these two
sources are calculated,

P = (w@.Q./4nr)(2ka, cos f)eilwt-kn,

where

ap = 1/2 the distance between sources and
0 = angle from axis passing through sources.

PirLe.n

A it

Figure 2.13. Dipole Source

2.2.3. QUADRUPOLE SOURCES

The quadrupole source may be considered to
be four sources arranged such that there is no
flux into the medium, half the sources are 180°
out-of-phase with the other half, and there is no
force applied along the coordinate axis. Lateral
and longitudinal arrangements producing these
results are shown in figure 2.14.

If the pressure fields from the four sources
are added we have for the longitudinal and
lateral cases, respectively,

P = i(wg.Q./4nr)(kag)? sin? 0 ellwt-kn)
and

P = i(wg.Q./4nr)(kag)’ sin 8 cos § eltwt-kn),

whereag = 1/2 spacing between sources.
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Pir,0,%)

Figure 2.14. Quadrupole Sources

2.2.4. THE SOURCES SUMMARIZED

If we summarize the above discussion and
add the expression for acoustic power, we have
MONOPOLE

Sound Pressure
P = i(w@.Q.ci@t-kN)/4nr

Acoustic Power
W = w?,Q/8nc

DIPOLE

Sound Pressure
P = (w@.Q.X2ka,) cos 6 eiwt-kr)/4nr

Acoustic Power
W = w'.Q.abU./24c’

QUADRUPOLE

Sound Pressure (Lateral)
P = i(w.Q.)kag)* sin 8 cos @ e¥wt-kn)/4nr

Acoustic Power (Lateral)
W = (w?e,QiNkag)'/120nc

Sound Pressure (Longitudinal)
P = i(we.Q.)Xkag)* sin® @ eUwt-kn/4nr

Acoustic Power (Longitudinal)
W = (w?e.Qi)kag)'/40xc,

where

P = sound pressure,
W = acoustic power,

e e 1y i 2 e e e = W
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| formation of a macroscopic bubble. Generally,

= mass density, mation ¢ ) :
. = volume flux, (maximum amplitude), cavitation is associated with a local decrease of
static pressure in the liquid.

ERE Sy S

Qo
Q
a = 1/2distance between sources,
k = wave number = 2n/4,
A = wavelength,
r = distance from source, and
¢ = sound speed.

When the acoustic efficiency, n,., is compared
for the three modes on the basis of mach
number, M, we have

N.. (Monopole) = M
N. (Dipole) = M?
Nac (Quadrupole) = M®.

The speed of sound at MACH 1 is 5§ kft/sec.
Naturally, the speed of a ship or hydrodynamic
disturbance (M, <2 x 10-2 M) is small in
comparison. The low MACH values in water
lead to the conclusion that the importance of a
hydrodynamic source will depend on whether its
basic radiation mechanism is monopole, dipole,
or quadrupole. Typical causes of these
hydrodynamic acoustic sources are as follows:

1. Monopole Sources
a. cavitation,
b. flow pulsations (e.g., torpedo
exhausts, sea-connected pumps),
¢. pulsating bubbles, and
d. vortex-excited cavity resonances.

2. Dipole Sources
a. vortex shedding,
b. blade oscillating forces,
c. singing,
d. control-surface oscillating forces, and
e. boundary layer oscillating pressure.

3. Quadrupole Sources
a. wake turbulence and
b. free turbulence in boundary layer.

Sounds such as those radiated by nonrigid plates
excited by oscillating pressures (e.g., rotating
propeller pressure fields or turbulent boundary
layers) are not as easily classified.

2.2.5. CAVITATION

2.2.5.1. Definition

Cavitation is defined as the rupture of a liquid
or of a liquid-solid contact, where rupture is the

The various types of cavitation may be

classified according to

1. Where the rupture takes place, i.e.,
a. atasurface or
b. in the volume of liquid.

2. Cause of reduced local static pressure, i.e.,
a. application of static tensile stress;
b. flow of a liquid inside a conduit, e.g.,

a Venturi, valve, or pipe bend;

¢c. flow of a liquid over a body, e.g., a

propeller blade, strut, hull, or sonar dome;

d. vortex motion of a liquid, e.g.,
vortices, turbulence; and

e. acoustic field at a focal point in liquid
or on the transducer face.

3. Contents of the bubble, i.e.,
a. primarily gas or
b. vapor.

4. Pattern, i.e.,
a. transient (bubbles grow and collapse)
or
b. steady (large cavities).

The major areas of interest in relation to
underwater acoustics are

1. propeller cavitation noise,

2. self-noise from sonar dome cavitation,

3. radiated noise from cavitating pumps,
valves, and pipe lines,

4. limitations on active transducer output,

5. ambient noise from wave-produced
bubbles.

2.2.5.2 Conditions For
Cavitation Inception

Cavitation occurs when the local static
pressure drops below some critical value. This
value varies with the type of liquid, its tem-
perature, surface tension, amount of dissolved
gas and, most importantly, the size and
distribution of residual nuclei. Also, cavitation
usually occurs when the local static pressure
approaches absolute zero. Most liquids are
unable to withstand a tensile stress without
rupturing because they usually contain
numerous microscopic and submicroscopic
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bubbles that act as nuclei in the formation of
cavitation bubbles.

The surface tension of such a microscopic
bubble will create a pressure difference between
the internal forces and the surrounding fluid. If
this pressure differential is defined as AP, then,

AP = P, -P.. = 20/T,
where

P,. = internal pressure,

P... = external pressure,

o = liquid surface tension, and
r = bubble radius.

The pressure difference is plotted in figure
2.15. Water without nuclei can sustain tensile
stresses greater than 1000 atmospheres.

The gas content of a liquid provides the nuclei
for cavitation and if it is close to saturation at
the ambient static pressure, the bubbles will
contain mostly gas. Such bubbles do not
collapse with much force and, therefore, do not
produce much noise or erosion.
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Figure 2.15. Internal Pressure from Bubble
Surface Tension (Water)

Vaporous cavitation, however, is an im-
portant source of noise and erosion. It is

gl L
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initiated when the vapor pressure, P, inside the
bubble exceeds the internal pressure discussed
above, i.e.,

P, 2P, = P.. + AP.

Hence, when P,,, is less than the vapor presssure
minus AP, the cavity will begin to form at the
critical pressure, P, i.e.,

P. 2P, - 20/,

where 1 is the radius of the largest nuclei of
sufficient abundance in the liquid. The
dependence of P, on the size of the nucleus
explains the variability that results in cavitation
inception experiments. (Repeatable values are
found when the pressure is increased until
cavitation disappears.) Generally,

P.2P,.
2.2.5.3. Cavitation Index

The most common cause of a reduction of
local static pressure in a moving fluid is
associated with an increase in the local flow
velocity relative to the reference value. This
concept is illustrated in figure 2.16. The
equation for the relationship is

P, + (@/2)V? = P + (0/2)\l ice.,
(P, - Puin)/(@/2)V2 = (Vau/ Vo) -1
= (A°/A¢)2 'l:

= area at point 0 and
A, = area at choke section,

6 Prin: YMAX )

N—te

CAVITATION OCCURS WHEN Ppyy < Pyapon

Figure 2.16. Reduction of Local Static
Pressure in a Pipe
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Since cavitation may occur when P, € P,, a
dimensionless coefficient, that is primarily a
function of geometrical factors and a measure
of cavitation susceptibility, may be defined for
each hydraulic system. This coefficient is the
critical, or inception, cavitation index.

For the pipe construction considered here, we
may choose K, as the cavitation index, i.e.,

K. 2 (P, - Puu)/(1/2)gV3,
where cavitation occurs whenK; = K_and
Ke = (Po - Pv)/(l/z)sz-

Figure 2.17 shows the pressure coefficient,
C,, for the type airfoil section such as might be
used on a ships propeller.The minimum value of
C, is a measure of the critical cavitation index,
K.. The more susceptible the body or system is
to cavitation, the higher the inception cavitation
index.

) 2lp - P,

C =——3
P trvvo

Cp

\J

r Kcaur 2 -Cp (min)

DISTANCE ALONG CHORD FROM LEADING EDGE

Figure 2.17. Pressure Coefficlent for
an Alrfoll Section

The critical, or inception, cavitation index is a
function of the geometry of the particular
system. There is another cavitation index that is
a function of the velocity and static pressure of
the ambient flow. It may be defined in a manner
similar to the cavitation index for the pipe, i.c.,

K, = (P. - P.)/(1/2)QV?,

where

2.12

K, = flow cavitation index,
P, = fluid pressure,

P, = vapor pressure, and

V. = speed of flow past body.

When K, > K. cavitation does not occur and
when K, < K. it does occur. The lower the K, of
the flow, the more likely it is that high
cavitation will occur.

If the water temperature and, hence, the
vapor pressure and density are assumed to be a
standard value, the water pressure becomes the
important variable. In some instances the vapor
pressure and density terms are omitted. Such is
the case for a body moving in sea water at depth

h and speed V, where the cavitation index

caused by the flow, i.e., the operating cavitation
index, K,, is given by

K = P/V3,
K, = 64(h + 30ft)/V?(in ft/sec),
or
K. = 19.6(h + 9m)/V?(in m/sec),
where
1knot = 1.69 ft/sec = 0.515 m/sec.
To illustrate the use of the index consider a
15 knot submarine (a streamlined body)
operating at a 400 ft depth. For this case
K. = 64[430/(15)*(1.69)}] = 42,

Consider also a 40 knot torpedo at a 15 ft depth.
For this case

K. = 64[45/(40)%(1.69)*] = 0.63.

Generally, the operating critical cavitation
index, K.. = 0.2t00.5 for a streamlined object,
1.5 to 2.5 for a sharp protuberance, and 3 to 6
for a stalled airfoil section. Itis apparent, then,
that cavitation will not occur for the submarine
and will occur for the torpedo in the examples
given above,

2.2.5.4 Propeller Cavitation

Because the flow velocities of the propeller
blades are higher than the forward speed of the




ship, the propeller usually cavitates first. The tip
sections of a propeller move the fastest and are
generally most susceptible to cavitation.
Therefore, it is useful to define a special
cavitation index for propellers, using the tip
velocity as reference, i.e.,

Ko = (P, -P,)/(1/2)gV3,,
where

Vi, Vi + (nD»?
& (nmnD)*[1 + (J./n)*]

and

V. = speed of advance,

n = propeller rotational speed,

D = propeller diameter, and

J, = advance ratio of propeller = V,/nD.

The points where cavitation occurs on
propellers are the

1. driving face;

2. back, or suction, surface;
3. tip vortex; and

4. hub vortex.

The point at which cavitation first occurs is a
function of the angle of the flow relative to the
blade, which is, in turn, a function of the ad-
vance ratio of the particular propeller.

Driving-face cavitation first occurs at high
advance ratio values, whereas the other three
types occur at low values. There is a value of J,
for which the critical index of the propeller is
minimum and it increases sharply as the ad-
vance ratio deviates either side of minimum (see
figure 2.18).

Propeller cavitation inception tests have been
made in water tunnels that provide a uniform
in-flow to the propeller. The critical cavitation
index determined under nominal operating
conditions has little relation to those measured
because the wake of a ship is highly non-
uniform; the propeller blade sees different in-
flow conditions at each angular position.
However, an approximate understanding of
events can be developed if such variations are
considered to be changes in advance ratio as the
blade rotates. The critical cavitation index is
then determined by the minimum or maximum
value of J,.
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TIP VORTEX

FACE CAVITATION

BACK OR
SUCTION
SURFACE

Figure 2.18. Critical Cavitation Index as
a Function of Advance Ratio

The non-uniformity of the wake not only
increases the critical index, it also causes the
cavitation level to vary as the blade rotates.
Near inception speed, the blade cavitates only
during a small portion of each rotation and
produces a clicking sound.

Figure 2.19 shows the degree of cavitation, as
a function of the tip-cavitation index, that is
likely to characterize ship and submarine
propellers. It is apparent that as the index
becomes smaller than 6, cavitation will be more
severe.
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Figure 2.19. Cavitation as a Functiou of
Tip-Cavitation Index

2.2.5.5 Production of Noise
by Cavitation

A typical propeller blade cavitation bubble
forms near the beginning of the cavitation
region and grows until it arrives at the end of the
negative pressure zone, where it collapses
rapidly. If the bubble contains residual gas, it
rebounds several times before disappearing as
illustrated figure 2.20.
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Figure 2.20. Cavitation Bubble Radius asa
Function of Time

The energy radiated acoustically by each
bubble collapse can be expressed as a fraction of
the potential energy of the bubble before it
collapses, i.e.,

E. = §4/3)nR3AP = EVAP,

. where

E. = acoustic energy,

¢ = function of R./R,,

R. = initial radius,

R, = final radius,

AP = difference between internal and ex-
ternal pressure, and

V, = volume of bubble.

Experimental ¢ values of the order of 1/3 to1/2
have been found for a AP of 1 to 2 atmospheres.

It appears that the acoustic energy radiated by
each bubble is proportional to its maximum
volume and the collapse pressure. Thus, the
radiated sound power will be proportional to
the number of larger bubbles produced per
second multiplied by the volume of each, i.e.,
by the volume of cavitation bubbles produced
per second. Therefore, the sound power is

W.. % NE, = ENV,(AP),
where
W, = acoustic power,
N = number of bubbles per second,

E. = acoustic energy per bubbles, and
V, = volume of bubble.

The acoustic power (expressing the volume in
cubic centimeters and the pressure in at-
mospheres) is given by

W, & (1/40)NV,(AP) Watts.

Therefore, production of 40 bubbles per second,
each having a volume of about 0.1 cm and
collapsing under a pressure of 10 atmospheres,
would produce about 1 W of acoustic power.

The radiated spectrum from cavitation
bubble growth and collapse shows a 1 to 2
octave wide peak at a frequency that is
somewhat less than the reciprocal of the
collapse time. The spectrum rises steeply (12 to
15 dB/oct) at the lower frequencies; the peak
may be estimated from

f, = 1/2r = (1/2R,)(AP/@)"3,

which shows that the peak moves to lower
frequencies as bubble size increases.

2,2.5.6. Noise Spectra from
Propeller Cavitation

A cavitating propeller creates a random
distribution of growing and collapsing bubbles.
Peak frequencies vary from the order of 5 kHz
for a small propeller near inception to less than
100 Hz for a large propeller that is cavitating
vigorously. The lower peak frequencies are
characteristic of surface ships and the higher
ones are characteristic of deep running tor-
pedoes and submarines.

Cavitation increases with increasing speed
and constant depth and with decreasing depth
and constant speed. The sequence of cavitation
spectra are somewhat different, as illustrated in
figure 2.21.

At constant depth, the increase in speed
increases the amount of cavitation by creating
larger bubbles. This increases the noise
produced and lowers the peak frequency. At
constant speed, increased depth (1) decreases
cavitation and, thus, the size of the largest
bubbles and (2) incresses the collapse pressure.
The pressure increase causes the peaks to move
to the higher frequencies that are of concern to
sonar operators and the cavitation produces
more noise in the sonar band than it would at
shallower depths. The result is the anomalous




depth effect, often observed at the higher
frequencies, in which cavitation noise in the
sonar band increases although actual cavitation
decreases.

The amount of noncondensible gas in the
cavitation bubble controls the final stages of
collapse and, hence, the amount of noise
produced. Significant noise reduction can be
achieved by pumping air into the cavitation
region of a propefier.
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Figure 2.21b. Constant Depth, Variable Speed

Figure 2.21, Cavitation Spectra

2.2.5.7 Effects of Ship Wake on
Propeller Cavitation Noise

The non-uniformity of the wake has an
especially significant effect on the noise
produced by a cavitating propeller. Because the
cavitation index is determined by the most
severe in-flow condition that the blade is subject
to during rotation near inception speed,
cavitation occurs only during part of each
revolution. It may occur on only one blade,
resulting in a clicking sound having the shaft-
rotation-frequency repetition rate. As cavitation
increases, all blades will cavitate and the pulses
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will occur at the blade-rate frequency. It is this
modulation of the broadband cavitation noise
that is used to detect and classify a cavitating
target using passive sonar. (Even when all
blades are cavitating, one will usually cavitate a
bit more severely, which provides an accent that
enables the sonar operator to calculate shaft
revolutions per second.)

Cavitation varies as the in-flow conditions
cause it 10 be more and then less severe. This
periodic change in volume results in direct
radiation of sound at the blade passage
frequency and its harmonics.

2.2.6 OSCILLATING-FORCE
NOISE SOURCES

2.2.6.1 Oscillating Hydrodynamic
Excitation

When a rigid surface, which is small com-
pared with a wavelength, is subject to an
oscillating force, sound is radiated according to

P(t) = [F(t) cos 8]/4nrc
and
I = P¥gc = (F*/16mr’gc®) cos? 6,
where

I = acoustic intensity

P(t) = time and spacial varying pressure,
F(t) = time and spacial varying force,

r = distance from source,

¢ = sound velocity,

6 = angle from normal to the surface, and
@ = massdensity of fluid.

If we express the oscillating force in terms of
a dimensionless root-mean-square (rms)
oscillating lift coefficient, then

Fr-u - ‘0(0/ z)vaCli
where

w = angular frequency,
V, = fluid velocity,

A = surface area,

C, = rms oscillating lift coefficient, hence

1 = (QVIA/16r*}(f*A/V3)HCM: cos? 6.
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Total acoustic power equals the integral of the
intensity at a surrounding surface, i.e.,

W = [[Ids
= (W/6)QVIA/2XFA/V)CIMS,

where

I = acoustic intensity,
f = frequency,

M, = machnumber = V. /¢,

Note: S = Strouhal number = fL/V.

Since the quantity f2A/V2? is directly
proportional to the square of a Strouhal number
(which is essentially constant) the equations
presented above show that the acoustic intensity
and radiated power are proportional to the sixth
power of the speed of the ship. This is, of
course, a direct result of the dipole nature of the
oscillating force source.

2.2.6.2. Vortex Shedding as a
Noise Source

Rigid bodies moving in a fluid are subject to
oscillating forces caused by fluctuations of the
flow and of the wake. Wake fluctuations are
characterized by alternating vortices that
produce alternating transverse forces. The
acoustic efficiency of this process, based on
experimentally determined values for the lift
coefficient and Strouhal number for a steady
flow past a cylinder, may be expressed as

Nuc = (3)10°M3(2/h,)
where

nac = acoustic efficiency,

1 = correlation length of shed vortices, and

h, = vortex shedding distance, i.e., distance
between consecutive eddies.

(The correlationt length, £, is the length of
vortex wake that is correlated. Therefore, the
more uniform the eddy shedding, the more
correlated the eddy wake and the longer the
correlation length.)

The acoustic efficiency is thus directly
proportional to the £ of the shed vortices and
inversely proportional to h,. It has been showp
that when the body shedding the vortices is

2.16

completely rigid, £ =4 x h,. When the body
vibrates, sings, the motion tends to lock in the
vortices and £ becomes much larger.

When the body is rigid, i.e., not singing,
vortex shedding can become a significant source
of sound for MACH numbers in excess of
approximately 0.015 or 0.01. Although ship
speeds are not high enough to create such
values, propeller blade speed often is. The
expression for rotating propeller blades yeilds

Nac = lO-JMagp.

The spectrum of vortex sounds is generally
broadband, covering approximately an octave.

2.2.6.3 Propeller Broadband
Nolse and Singing

Propellers generate substantial amounts of
acoustic vibration energy. This noise, created by
the turbulent wake flowing over the blades, is
broadband in nature and increases with in-
creasing speed. Because propellers are highly
undamped structures, they are excited by the
turbulent flow and radiate at natural
frequencies in accordance with the efficiency of
the radiating mechanism.

Singing occurs when the vortex-shedding
frequency coincides with a resonance frequency
of the blade for which a significant fraction of
the trailing edge moves coherently. The
oscillating force from the shed vortices causes
the blade to vibrate. This, in turn, causes an
increase in the coherent length of the vortices,
with an attendant increase in the force and
vibration. The sound is then radiated at the
singing frequency. The intensity is greater than
that for normal rigid-body vortex sounds
because £ and C,increase.

A singing propeller radiates sound by the

1. oscillating force that radiates as though the
blade were not vibrating (the blade vibration
serving to lock in the vortex pattern) and

2. vibration of the blade (if the blade is small
compared with wavelength, its radiation is
dipole).

It can be readily shown that the sound radiated
at resonance by the vibrating blade can be Q
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times as great as that radiated by the oscillating
force, where Q measures the sharpness of the
resonance. (See paragraph 3.1.2.).

Singing can generally be prevented by (1)
altering the thickness of the trailing edge, so
that shedding frequencies do not coincide with
blade resonance frequencies; (2) scalloping the
trailing edge, so that long vortices cannot form;
and (3) damping the blades.

2.2.6.4. Propeller Soundsin a
Non-Uniform Wake

A propeller blade in a non-uni:orm wake is
subject to oscillating forces. It can be shown
that sound is radiated at frequencies that are
multiples of the blade-passage frequency, i.e.,

f. = mnB = m(NB/60),

where

m = order of the harmonic,

n = revolutions per second,

N = revolutions per minute, and
B = number of blades.

This is a dipole (oscillating force) source.

2.2.7FLOW NOISE

The flow over the hull of a ship and, par-
ticularly, over a sonar dome is an important
sonar self-noise consideration. Such noise is
caused by the turbulent flow of water across the
exterior surface as the ship moves through the
water. The flow contains pressure fluctuations
that can produce vibrations in the structure of
the sonar dome, which then radiate noise to the
hydrophones. The noise is thus generated near
the hydrophones and reaches them with little
attenuation. Much effort has been given to the
study of flow excited vibration of plates and
structures. However, practical solutions to the
problem remain difficult.

Flow noise may be considered to be composed
of hydrodynamic, structural, or resonant; and
acoustic components. The hydrodynamic
component (associated with convective flow
velocity, U., and wave number k, = w/U,), in
which most of the energy exists, does not couple
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well to ship structures and is not usually a
significant cause of dome or hull vibration. The
acoustic component (associated with speed of
sound in water, ¢, and wave number k. = w/c),
can contribute significantly, depending on the
degree of structural mode coupling. The
principal contribution is from the structural, or
resonant, component (associated with resonant
wave speeds in the structures, c,, and wave
number k, = w/c,). In this case, the frequency
component may couple well with the hull
structure, which provides an effective noise
generation mechanism. Generally,
ki > > k, > k. because U, is so much slower
than c.

The phenomenon is illustrated in figures 2.22
through 2.29. Figure 2.22 illustrates a model
plate over which water is flowing. The vessel
velocity is U, and the dimensions of the plate are
(a), long, and (b), wide. The depth of the cavity,
¢.g., the sonar dome, is d. Some turbulent wall
pressure power spectra are plotted as a function
of Strouhal number in figure 2.23, where

®(w) = pressure power spectral density,

U, = flow velocity,

¢ = mass density of fluid (water),

d* = turbulent boundry layer displacement
thickness. (i.e., the distance the undisturbed
flow is moved away from the boundary by the
lowered velocities in the boundary layer), and

w = angular frequency.

It can be seen from the curve that the pressure
spectrum remains reasonably constant at low
frequencies and decreases rapidly at high
frequencies.

e
/|
e

4

Figure 2.22. Model Plate over which Water is Flowing®
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Figure 2.23. Turbulent Wall Pressure Power Spectra
as a Function of Strouhal Number

The measured and computed ratios of plate
displacement spectral density to turbulence
spectral density are presented in figure 2.24. The
greatest response of the plate is at the first
modal resonance frequency. Although the other
modal frequencies are missed, the overall en-
velope of the peaks agree with the measured
values. Although this treatment does not in-
clude fluid loading on the plate, it does
graphically illustrate the excitation phenomena.
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Figure 2.24. Ratios of Plate Displacement to
Turbulence Spectrai Density

Figure 2.25 shows the effect on the velocity
peak spectrum (the envelope of the peaks in
figure 2.2.4) of moving the point of interest to
cifferent locations in the central portion of the
plate. Note that the effect is small.
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Figure 2.25. Piate Coordinate Effect on Dimensionless
Plate Velocity Peak Spectrum

Figure 2.26 illustrates the decrease in the
velocity peak spectrum as the plate damping
factor is increased. The cross plot for
w* = 200 in figure 2.27 shows the definite
downward trend as damping increases and
figure 2.28 shows the computed dimensionless
plate velocity power spectrum at dimensionless
coordinates 1/2 and 1/3.

Figure 2.29 shows that when plate stiffness is
increased, the modal frequencies increase and
the magnitude of the peaks decrease. Although
the peak spectral density begins at a higher
frequency, it changes little with increased plate
stiffness.

The applicable equation (except in the portion
a few wavelengths away from the edge of the

' plate) for frequencies of interest to determine

the dimensionless plate velocity peak spectrum
is
10l0g:0 Qtp(w‘*) = -159.9
- 20 log,, [(100r *)/(r{, XS+ /M)]
- [68.5 + ‘log:(100r* /1 )]
X logo (w+d*/4.62),

where
w* Do,

w* > 1.932/6¢,
wh = W(D42) b+ + 1/b+,




Figure 2.27. Plate Damping Effecton Dimensionless
Density

Figure 2.26. Plate Damping Effect oo Dimensionless
Plate Velocity Peak Spectral

'
Plate Velocity Peak Spectrum

+*
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Figare 2.28. Compnted Dimensionless Plate Velocity
Power Spectrum at Dimensionless Plate
Coordinates 1/28nd 1/3
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rtm = 2w

®¢ = (§y)a/e’Ut = dimensionless plate
F velocity peak spectral density,

wt = wa/U,,

dt = d%a,

D+R = Dn/ pUﬁa’,

ot = b/a,

M = qa/y,

r+ = ra/uU,,

rt = re(m)a/“Uu

and where

a = linear plate dimension (x coordinate),
b = linear plate dimension (y coordinate),
@ = mass of plate per unit area,

U, = mean convection velocity of turbulent
boundary layer, i.e., speed of eddy along plate,
d* = boundary layer (displacement) thickness,
D, = plate flexural rigidity,

w = angular frequency,

@ = mass density of fluid,

m,n = mode number,

r = plate damping coefficient per unit area,
and

r. = critical plate damping coefficient.

Figure 2.30 shows the agreement of this
formula with a computed spectrum. Although
the equation is quite complex, it does show that
the acoustic pressure within the cavity is a
function of frequency, cavity size, and boun-
ding wall stiffness. For small cavities having
stiff boundaries, the acoustic pressure will
equalize throughout. The acoustic pressure
drops rapidly for large cavities and cavities
having resilient or acoustically absorbent
boundary material. Surface roughness may be
considered an additional source of flow noise
because it creates turbulence and increases the
forcing function on the plates.

Similar increases in noise occur if a sonar
dome has been roughened by abrasion or the
growth of marine organisms. These effects may
be minimized by stringent quality control and

spectrum of the turbulence. However, ex-
citation of viscoelastic surfaces is considerably
different from that of the elastic plates
discussed above. (See Chapter 4).

2.2.8. TONAL GENERATION

Flow through, and across, hull openings or
obstructions can often be responsible for
conditions that produce very high noise levels at
the resonance frequency. Typical examples are
shown in figures 2.31, 2.32, and 2.33. They
represent idealized configurations and, for the
most part, are difficult to relate exactly to ship
structures. However, such configurations can be
used as guides to avoid resonant flow con-
ditions. For example, cylindrical struts in a flow
path should be designed such that their natural
structural frequencies are outside the range of
resonance frequencies for Karman vortex
shedding.

The vortex shedding range (see figure 2.32)
depends upon the strut diameter and the flow
speed. When flow induced tones do occur, they
can be eliminated by identifying the responsible
tonal phenomena and making the necessary
design alterations. Identification of the par-
ticular phenomena involved can be very difficult
and time consuming.

3 ~ —
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by preventing fouling by marine growth.  Figure2.30. Comparison of Computed Dimensionless
Various compiiant coatings have not provided Plate Velocity Power Spectrum with Dimensionless
appreciable changes in the magnitude or Plate Velocity Peak Spectrem
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Eringen, A. C., “Response of Beams and Plates
to Random Loads,”” Journal of Applied
Mechanics, 24, 46-52, March 1957.

Generalized Fourier analysis is applied to
vibrating beams and plates under stochastic
loads and the problem is solved. Equations give
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TRG-142-TN-63-5, October 1963.

Harrison, M., Correlation and Spectra of
Pressure Fluctuations on Wall Adjacent to a
Turbulent Boundary Layer, David Taylor
Model Basin Report No. 1260, April 1958.

Houghton, G., “Theory of Bubble Pulsation
and Cavitation,” Journal of the Acoustical
Society of America, Vol. 35, 1387-1393,
December 1962.

The theory of vibration-induced cavitation in
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vehicles. Fluctuating forces resulting from
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vibration; this motion becomes a source of
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Layer Excited Panels,”’ Journal of Sound and
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Presents results of wall pressure covariance
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radiation characteristics of rigidly clamped
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Pretlove, A. J., ““Forced Vibrations of Rec.
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252-261, May 1966.

Discusses aspects of forced vibration of
[flexible panels with a backing cavity. The effect
of mathematical combing is to modfy both
panel vibrations and cavity acoustics. The
problem of modifying wall stress and
displacement is treated for cases in which the

TD 6059

system is excited by external random acoustic
pressure. Sound transmission into a cavity is
also treated.
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257-267, September 1969.
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Journal of the Acoustical Society of America
30, 680 (June 1958).

Calculates flexural vibrations of a flat plate
excited by pressure fluctuations in the turbulent
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Some of the properties of wall pressure
Jluctuations in a turbulent boundary layer are
measured. A few typical spectra are given for
different values of Reynold’s number and Mach
number.

Wilimarth, W. W. and Roos, F. W,
“Resolution and Structure of the Wall Pressure
Field Beneath a Turbulent Boundary Layer,”’
Journal of Fluid Mechanics, 22, 81-94, January
1965.

Investigates the effect of a finite-size circular
transducer on measurements of the wall
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Dpressure beneath turbulent boundary layer. The
power spectrum of wall pressure that would be
measured by a transducer of vanishingly small
size and the correction to power spectra
measured by finite-size transducers is deter-
mined from data measured by four transducers
of different diameters.

Willmarth, W. W. and Wooldridge, C. E.,
Measurements of the Correlation Between the
Fluctuating Velocities and Fluctuation Wall
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GLOSSARY

Vibration Amplitude (L)
Accelerometer Output (mV)
Incident Wave Pressure (F/L?)
Area (L?)

.Coefficient

Real Part of Vibration Amplitude (L)
Dimension (L)

Radius of Cylinder (L)

Bubble Radius (L)

Bulk Modulus (F/L?)

Reflected Wave Pressure (F/L?)
Imaginary Part of Vibration Amplitude (L)
Dimension (L)

Reflected Wave Pressure (F/L?)
Speed of Sound (L/T)

Damping Coefficient (FT/L)
Rotational Damping (FTL)

Critical Damping Coefficient (FT/L)
Sound Speed (Compressional) (L/T)
Sound Speed (Flexural) (L/T)
Sound Speed (Shear) (L/T)
Dilational Modulus (F/L?)
Dimension (L)

Standoff Distance (L)

Effective Standoff Distance (L)
Young’s Modulus (F/L?)

Effective Modulus (F/L?)

Average Energy (FL)

Modal Energy (FL)

2.71828

Force (F)

Factor

Mean Square Force

Force in X Direction (F)
Compressional Force (F)

Gscillating Force (F)

Dissipation Force (F)

Frequency Band Increment (1/7)
Frequency (1/T)

Frequency at Resonance (1/T)
Frequency at Bubble Resonance (1/T)
Shear Modulus (F/L?)

Acceleration of Gravity (L/T?)

Plate Thickness (L)

Intensity (F2/L9)

Moment of Inertia (L¢)

Reflected Intensity (F?/L¢)

Incident Intensity (F?/L¢)

-1) 12

Mass Moment of Inertia (FLT?)
Bessel Function

Instrument Factor
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K Bulk Modulus (F/L?)
K, Isothermal Bulk Modulus (F/L?)
K. Torsional Stiffness (FL)
k Spring Constant (F/L)
k Radius of Gyration (L)
! k Wave Number (1/L)
Lx Length in X Direction (L)
Ly Length in Y Direction (L)
L Length (L)
l Dimension (L)
. M Mass (FT?/L)
- m Mass (FT*/L)
i m Mass per Unit Area (FT?/L?)
! m, Mass per Unit Length (FT2/L?)
N Number of Modes in a Given Bandwidth
NIPTS Noise Induced Permanent Threshold Shift (dB)
. NITTS Noise-Induced Temporary Threshold Shift (dB)
v P Sound Pressure (F/L?)
b P Pressure (F/L?)
. P, Incident Sound Pressure (F/L?)
: \ Pe Reflected Sound Pressure (F/L?)
“ P, Transmitted Sound Pressure (F/L?)
_ : Ps, Sound Pressure Caused By Structure Having Infinite
3 f fmpedance (F/L?)
; - Ps: Sound Pressure Caused By Elastic Structure (F/L?)
Q Quality Factor of Resonance
Q. Acoustic Source Strength (L*/T)
R Range (L)
R Resistance Coefficient (FT/L)
R Reflectivity
r Frequency Ratio
r Radial Distance to Point (L)
r Polar Coordinate (L)
: Sk Energy Spectral Density (FL?T)
1 S4 Acceleration Spectral Density (L*/T?)
S» Sound Pressure Spectral Density (F*T/L*)
~ S Shape Factor
S Surface Area (L?)
] T Torque (FL)
‘ T Temperature
~ ‘ T: Force Transmissibility
' Ty Velocity Transmissibility
TS Target Strength (dB)
: Y TTS Temporary Threshold Shift (dB)
t Time (T)
U Velocity (L/T)
\Y Volume (L?)
\Y Instrument Factor
v Velocity ot Motion (L/T)
: w Cylindrical Coordinate (Radius) (L)
L X Mechanical Reactance (FT/L)
Xnis Amplitude at Resonance (L)
X Variable Distance (L)
3 Xsr Static Deflection of Spring (L)
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Mechanical Mobility (1/Z.) (L/FT)
Mechanical Impedance (FT/L)
Characteristic Impedance (FT/L)

Relative Damping Factor (C5/2M)(1/T)
Transmission Coefficient

Reflection Coefficient

Material Coefficient

Absorption Coefficient of Flexural Vibration at Panel Joints
Ratio of Specific Heats (Gas)

L.oss Tangent

Damping Factor Associated with Imaginary Part of Moduli
Decay Rate (dB/T)

Damping Constant at Bubble Resonance (1/T)
Critical Damping Ratio

Polar Coordinate (Angle)

Phase Angle

Incident Angle

Reflected Angle

Transmitted Angle

Angle of Intromission

Critical Angle

Compressional Coincidence Angle
Logarithmic Decrement

Wave Length

Flexural Wave Length (L)

Poisson’s Ratio

Incremental Change in Dimension (L)
Scattered Power (LF/T)

Specific Mass (FT?/L*)

Specific Mass of Structure (FT?*/L¢)

_ Stress (F/L?)

3 ‘ Decay Modulus (Time for Amplitude to Decrease to 1/e of
] its Original Value) (T)

- Phase Angle

Angle (Scattering)

Spherical Coordinate (Angle)

Phase Angle

Non-Dimensional Frequency

Angular Frequency (1/T)

Angular Velocity (Frequency) (1/T)
Angular Frequency of N* Mode (1/T)
Angular Frequency of Primary Mode (1/T)
Angular Frequency at Resonance (1/T)
Coincidence Frequency of Plate (1/T)
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CHAPTER III
VIBRATION AND ACOUSTIC PHENOMENA

3.0 INTRODUCTION

Control of vibrational and acoustic
phenomena is a major factor in managing
acoustic signals and noise. The mathematical
treatment of acoustics is closely related to that
of vibration. Sound is caused by a vibrating
body in contact with an acoustic medium, e.g.,
air or water. Concepts such as resonance and
damping apply to both. This chapter will begin
with a discussion of vibration and its
propagation through the ship.

3.1 PROPAGATION OF
VIBRATION

3.1.1GENERAL

Vibrating structures in contact with air or
water radiate sound. The audibility of the sound
depends on its intensity and frequency. Intense
low frequency shipboard vibration (e.g., that
produced when heavy machinery is in operation
on a steel deck) may add stress to the structure
and be felt by the individual, but nct be heard.
On the other hand, minute movements of a
cavitating valve in a high velocity fluid flow
causes practically no stress and is not felt, but
may produce an extremely loud sound.

Vibrations in a shipboard structure propagate
from one component to the next, distributing
the energy throughout the ship. Therefore, they
cause sound to be radiated in the immediate
vicinity of the source and, also, at remote
locations.The manner in which vibrations travel
through the structure may be explained by
considering, first, the deflection of a structure
under a static loading.

If a given static load is applied to any
structural component, such as a frame, the
component deflects different amounts at dif-

ferent points. The adjacent structural members
influenced by the component also deflect. The
ratios of the displacements of these deflections
to the deflection under the static load, denoted
influence factors, may be calculated by
structural engineers. Since the influence factors
are generally less than one, the amplitude
decreases rapidly with distance from the point
of application of the force.

A structure exhibits a similar displacement
distribution when a low frequency fluctuating
force is applied instead of a static load.
However, the dynamic displacement
distribution deviates more and more from that
of the static distribution as the excitation
frequency increases. When it reaches the modal
frequency of a portion of the structure, that
portion becomes excited. As shown on figure
3.1, the amplitude, which is limited by struc-
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Figure 3.1. Magnificstion of Amplitude at Resonance
and Other Frequency Ratios
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tural damping, increases rapidly. Different
modes of the structure become excited with
increased frequency and then other portions
reach high amplitudes.

In a ship, which iz a complicated, extended
structure, interactions involve torsion, shear,
compression, and flexural deformations. Nodal
points inherent in the structural arrangement
causc mode changes, and some energy reflects
back toward the source with phase changes.

As the vibration energy spreads through the
structure, frequencies other than the forcing
frequency are generated and varivus inherent
mode shapes are excited.

I it edvuiived that the Trequencies below the
primary mode frequency of the structure are not
of major concern, practically all the vibrational
energy is in the resonant frequency bands.
Therefore, if the energy input to the structure is
known (e.g., by measuring the excitation source
or estimating engine horsepower) and it is
possibie to distribute the energy among the
varioas frequencies, a reasonable estimate of
the vibration response of the structure can be
obtained,

Although the deformation caused by a
displacement of one member of a structure may
appear to propagate instantly to another, the
process requires an appreciable amount of time.
While this factor is of little consequence for low
frequency oscillations, it is important at high
frequencies. Also, the vibrational behavior of
structures that incorporate reasonable amounts
of damping can be analyzed in terms of waves
instead of modes when the frequencies are
considerably above the fundamental resonance
frequency. Such waves, which spread out from
the excitation point, are subject to (1) at-
tenuation by damping, (2) amplitude reduction
by spreading, (3) absorption and reflection at
the edges, (4) and discontinuities.

The situation is complicated because waves in
structures are much more complex than sound
waves in a continuous, generally isotropic
medium such as air. Waves propagating along a
one-dimensional structure, such as a beam, do
not spread and are not subject to spreading
attenuation; waves on plates or shells spread in

3.2

two-dimensions, and those propagating in the
interior of solid bodies spread three-
dimensionally.

The frequency range of interest onboard a
ship is from a little under 1 kHz to ap-
proximately 20 kHz, depending on the purpose
of the sonar system. This is well above a 60 Hz
hum, a propeller gpm of 200, or a blade rate of
1000/min. Such noises are of concern because
they contribute to the ship’s detectability. They
also create harmonics of a higher order and
excite structures at higher frequencies, which
interferes with the ability of the sonar to sense
signals. Since low frequency vibrations are
generally subject to less attenuation than are
high [requency ones, they most readily transmit
energy through the ship.

3.1.2 VIBRATION OF A SINGLE
MASS SYSTEM

The vibrating systems of interest here are
characterized by mass and elasticity. They
function through a continuing interchange of
potential energy in a spring with the kinetic
energy possessed by the mass as it moves. In
addition, all vibrating systems are subject to
damping that reduces the amplitude by im-
posing a retarding force that converts the energy
of motion to heat. This limits the amplitude to
the value at which the energy loss in the system
equals the energy input. The equation of motion
for a simple suspended mass system, such as
that shown in figure 3.2, is

d’x/dt* + wix = 0
or
M(d*x/dt?) + kx = 0 (3-1
the general solution of which is
X = A, coswt + A, sinwt, (3-2)
which reduces to,

X = Asin(w,t + ),
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The value of damping at which the unforced
- LSS S S S S system returns to equilibrium without
oscillating is termed critical damping ratio, c.. ;
. This occurs when w? = o? or (cp/2M)* = k/M, i
C . i.e., when ¢, = 2(kM)*?, Other values of :
A damping are sometimes given as a ratio to this §
value, such that ¢, = {c., where ¢ denotes the
critical damping ratio. Vibrating systems may
be under-, over-, or critically damped.
N Examples of the displacement-time curves for
- a 2. I each case are presented in figure 3.3.
i J
% X M If the vibration is harmonically forced, the
l equation becomes
j M(d*x/dt?) + co(dx/dt) + kx = Fsinwt, (3-4)
; y Figure 3.2. Simple Suspended System where .
: . F =force amplitude.
: \: where
; A = vibration amplitude, !
S w = angular frequency, %
yp = phase angle,
k = spring constant, and -
w, = (k/M)*%3, -
The frequency of this vibration is
f = w/2n = (12n)(k/M)'”? Figure 3.3a, Under Damped
= (1/2n)(g/x..)'"3, |
where X \
N x.. = deflection of spring by weight of mass
= weight/k
{
' 1f damping is added, the equation becomes
L M(dix/dt?) + co(dx/d) + kx = 0 (3-2) t“""’““" Critically Damped
. and, unless the damping is large, the frequency X \
is not changed appreciably. The general solution
. is
t -
x = e={[(dx,/dt)/(w? - @*)""*] sin (w? - a?)"'?t
= + X, X [cos (w? - a®)''%t
E» + (0/(0’3 - al)ln) Sin ((D: - al)lll‘]}, mm 3&.0'“0..”
'y %
: where i
3 a = Cp/2M.
Figure 3.3. Displacement Time Curves
3
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From this equation, for steady state
X = Asin(wt - v),

where

>
|

= E/KV/[( - /W) + cAwt/K
(F/K)F,

and

tany = cw/k(l - w/w?)

and, at resonance,

A = F/cpw.

The second expression on the right of the
amplitude equation is the magnification factor.
This is plotted in figure 3.1 to show that as the
frequency of the forcing vibration approaches
the mode frequency of the system, the am-
plitude becomes very large. However, the value
is inversely proportional to the damping factor,
¢p, and decreases as damping increases. When
the frequency of the forcing function is very low
relative to the mode frequency, the system
practically follows the force. When it is very
high relative to the mode frequency, the mass
has very little motion.

A second method of solving the differential
equation is to assume a solution of the form

X = A|C"‘" + A;C"‘“‘,

since,

v = coswt + isinwt
and

ew = coswt - isinwt.
This equation becomes

X = Aj(coswt + isinwt)

+ Aj(cos wt - isin wt)

or

x = (A, + A))coswt + i(A,-A,) sin wt.

Let

34
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A| = a; + lb|
and
Az = a; + ibz, O

where a,, a,, b,, and b, are real numbers (A, and
A, being complex).

Then

X = (a, + ib, + a, + ib;)cos wt
+ i(a| + ib] - -ib;) sin wt

or

X = (a| + a;) cos wt - (b| ‘b;) Sin wt
+ il(b; + by)coswt + (a, -a,) sin wt].

It is apparent from the physical constraints
that the displacement, x, must be a real
quantity. Therefore,

x = (a, + a,)cos wt - (b, - by) sinwt

and, since

b, + b, and a, - a, must be equal to zero for
the imaginary term to vanish, then

X = 2a cos wt - 2b sin wt, -

which is the same form as the general solution to
the differential equation (3-2).

If damping is considered, the solution
becomes

X = e(Aee + Ajeiel),
where
a = ¢p/2M.
A convenient forin of this sclution is
X = Aencos(wt + ).
A decay modulus, defined as 7, is the time

required for the amplitude to decrezse to 1/e of
its original value, i.e.,

e, |

T = 1/a = 2M/cp.

Increasing mass or decreasing damping in-
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creases T.

For the alternate solution to equation (3-4)
for harmonically forced vibration, replace F sin
wt with its complex equivalent, Feiw, The
equation may now be written as follows:

Ifx = Aeiw

Feiw = ew(-Aw*M + iAwc, + Ak).
Now
A = F/(iwcp, + (k-w*M))
and

x = Few/[iwcpy + (k-w?M)]

If we define a complex mechanical im-
pedance, Z., as

Z. = ¢p + i(wM-k/w)
= ¢p + iXn = Z.ew,

where X. = oM - k/w = mechanical reac-
tance, then

Z. = (%, + xa),
with phase angle ¥, where
Y = tan™ (X./Cp).
The mobility of the system is defined as
Y. = 1/Z..
Here, Z., is analogous to the impedance of a
series circuit, ¢, to the resistance, M to the

inductance, and k to the reciprocal of the
capacitance.

Now in simplified form
X = ~iFeuw -¥)/wZ,,

and the actual displacement is the real part of x
or

x = Fsin(wt - ¥)/wZ.
= F sin (wt - ‘l’)/w[c’n + (@M - k/w)]*.

Mechanical resonance is defined as the
frequency at which the mechanical reactance,
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X.., vanishes, i.e., where
w, = (k/M)"2,

The driving force supplies maximum power to
the oscillator at this frequency, such that

Xags= F (Sin (D.t)/w.Cn-

However, this does not give the maximum
displacement amplitude. That occurs when
w[ch + (oM - k/w)?]¥? is a minimum. The
frequency for this case is

w = [wi - 2(co/2ZM)*}'2.

As mentioned earlier, the amplitude peaks at
resonance when there is low to moderate
damping. If ¢, is small, the amplitude rises and
falls off rapidly and it is termed a sharp
resonance. If it rises and falls off more slowly, it
is termed a broad resonance. The sharpness of
the resonance is measured in terms of the
quality factor, Q, such that

Q = w/(ws - wy),

where w, is the resonance frequency and w, and
w, are the frequencies that are, respectively,
below and above the resonance at which the
power has dropped to 1/2 the resonance value.
This occurs when X,, = *¢p,1i.€.,

oM - k/w, = ¢
and

oM - k/w, = —¢p.
From the above, it follows that

w; - w, = cp/M
and

Q = wM/¢,.

The factor Q/2r is a measure of the ratio of the
maximum energy of the driven oscillator at its

resonant frequency to the energy dissipated per
cycle.

A stiffness controlled oscjllator system is
characterized by a large value of k/w for the
frequency range over which the response is
desired to be flat. In this range, wM and ¢, are

33
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negligible compared with k/w. In addition, Z.,
is very nearly equal to -i(k/w), so that x = (F/k)
cos wt and v = -(wF/k) sin wt. Hence, the
displacement is independent of frequency.

A resistance (i.e., damping) controlled system
is one for which ¢, is large compared with the
reactance X... This occurs when a highly damped
oscillator operates in the vicinity of resonance.
Then,

x = (F/wcp) sin wt
and
v = (F/cp) cos wt,

The velocity amplitude is independent of

frequency, but the displacement amplitude is
not,

A mass controlled system is characterized by
a large value of wM over the range of interest.
In this case, k/w and ¢, are negligible, i.e., .

X = ~(F/w*™) cos wt
and

v = (F/wM)sin wt.
Here neither the displacement nor the velocity
amplitude is independent of frequency. The

acceleration amplitude, a = (F/M) cos wt, is
however, independent of frequency.

3.6

ALGEBRA OF COMPLEX NUMBERS

Points in the complex plane can be expressed in the form x + iy, where x and y are
real. Operations on these points are accomplished as follows:

Addition: (x, + iy,) + (X, + iy))= (X, + X;) + i(y, + Y1)
Multiplication: (x, + iy, )(X; + iy))= (X,X2 - Ya¥2) + Xy, + Xi¥2)

Division: (x, + iy,)/(X; + iy2) = (x,X2 + Yi¥2)/(x}3 + y})
+ X2y, - Xy)/(x3 + yd)

If two complex quantities are equal, their real parts are equal and the coefficients of

their imaginary parts are also equal. The exponential function e* or exp* of any
point, A = X + iy, is defined as the point whose distance is e* and whose angle

measured in radians, is y, i.e.,
e = ecosy + isiny),
wheree = 2.718. From this
ete’ = e (e1) = e, e = |/et,e! = e, e = |.
The function e* is a periodic function having a pure imaginary period 2ni. Hence,
e’ vm = g4 where k is any positive integer.Any point, A, can be expressed in the
form A = rev, where r is the distance and y is the angle of the point. Therefore,
(riev)(rev) = (rrp)etv v (rev)" = ey,
Ifx + iy = re*then
r=(x*+ y)"%siny = y/r,cosy = X/r,tany = y/x.
If two complex quantities are equal, their distances will be equal and their angles

will differ by some multiple of 2a. Thus, if riev = r,ev, thenr, = r,andy, = y,,
or y, +2mnb. where b is a positive integer.




3.1.3MULTIPLE MASS
SYSTEMS

Figures 3.4 through 3.11 illustrate harmonic
systems. Figure 3.4 summarizes vibrating
system elements and figure 3.5 presents the
equivalent stiffnesses for certain combined
springs.

Figures 3.6 and 3.7 show the basic frequency
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formulas for some common systems. A log-log
plot of the response of a simple-mass, damped
system (system 1, figure 3.7) is presented in
figure 3.8 and figure 3.9 shows the associated
phase angle response. Figure 3.10 illustrates a
log-log plot of the motion of a light-weight
frame supporting a vibrating mass (system 2,
figure 3.7) and figure 3.11 shows the phase
relationship.

TRANSLATIONAL ELEMENTS

Standard Symbof of
Element Symbol Unlits Impedance (FIV) Efement
Mass My kilograms fwmpy, ?—‘
pounds [?
Stiffness Km  kliograms/meter ,'&D
poundsiinch lw
Damplng c kilogram seconds/meter %
pound secondsiinch %
(F = force, v = veiocity)
ROTATIONAL ELEMENTS
Standard Symbol of
Eiement Symbof Units Impedance (T/Q) Element
Rotatlonal J kliogram meterd iwd ’5___'_&1
inertia pound foot? = mi
Rotatlonal K, newton meteriradian K
stifiness pound foot/radlan Tb K
Rotationai Cr newton meter secondiradlan [}
damping pound foot secondiradian ¢

(T - torque. 2= anguiar veiocity)

Figure 3.4, Elements of Vibrating Systems
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Figure 3.6b. Miscellancous Systems

Figure 3.6. Natural Frequencies of Simple Vibrating Systems
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SYSTEM 1 - DRIVEN MASS

Dispiacement response of system 1

KJ (1122 + @¢n2

Phase response of system 1

2§r

Fr = Transmitted torce © = arc tan (1—;5)

SYSTEM 2 - DRIVEN FOUNDATION

3 ! m Force transmitted to foundation (Fy/F) of system 1 or
-‘ dispiacement ratio x2/x4 of system 2

X9
‘ Kg%c 1+ @¢r
E FT X2 :\/ ( g)z Slﬂ‘(a)"\l’)

= 2
Massiess _} F X4 (1) + @¢n2

i frame X4
\.‘

Phase response of Fy/F or xa/x4 of system 2

' 283
1‘ ¥ = arc tan (1) + (2‘,')2

WHERE:r = w/w,

Figure 3.7. Steady State Response of
Simple Spring-Mass-Damper Systems
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Figure 3.9. Phase Angle Respowse of Driven Mass
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Figure 3.11. Phase Angle Response of Mass
on Driven Foundation
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3.1.4 DAMPING MEASUREMENTS

It is often necessary to measure the damping
of a mechanical vibrating system to determine if
additional damping will reduce vibrations.
Damping is more difficult to model
mathematically than mass or stiffness.
Therefore, some of the measurement methods
that apply to underdamped systems will be

described below and the measurement

parameters are presented in figure 3.12.

Q ) A
No units No units dBisec No units
1 7.y A
AT = ViR

=23 5= 84818

2% 278 A=

A=m A=7v=-=§ (“—x"ll)z-'

Q = Quality lactor

§ = Critical damping rstio
& = Decay rate

A = Logerithmic decrement
1, = Assanant frequency

Figure 3.12. Measurement Methods for
Undamped Systems

3.1.4.1 Steady-State Damping
Measurements

If a mechanical system is driven by a
sinusoidal force, F = F, sin 2nft, where f is near
the resonant frequency, three frequencies are
recorded. The recorded frequencies are
designated f,, the resonant frequency, and f,
and f,, the frequencies above and below f,,
where the response of the system is down 3 dB,
as shown in figure 3.13. The expression for the
calculation of Q, the quality factor, is

Q = f/(f, - f)
and, from that,

¢ = wM/Q = 2rnfM/Q.

3.12

8 4
o
S
5 3d8
a ?
g fe
<
=
%3
sk
e [
=3 fy 12
n>
FREQUENCY

Figuie 3.13. Quatity Factor Method

If a system is characterized by one major
resonance, it may be bumped to produce a
decaying sinusoidal response at the resonant
frequency. If there are many resonances, it may
have to be excited at the exact frequency where
damping is to be measured. Then, when the
excitation is removed, the decay can be observed
at the selected resonant frequency without
interference from other resonances. A typical
decaying signal is shown in figure 3.14. In any
case, the decaying signal is Ae™* sin 2nf,t, where
a is a constant equal to {w,.

Among the methods to infer damping from a
time plot of the decaying signal are logarithmic
decrement and logarithmic decay rate.

4

basm 3¢
-
]

[

s cafpe—rl

/

Time ot
imputse

Figure 3.14. Decay Curve Eavelope

3.1.4.2 Logarithmic Decrement

For this method, A = log, (x,/x,), where x,
and x, are any two successive peak amplitudes in
the decay curve. For very light damping,

A = (x.-x,)/x. = l - x,/xi.
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3.1.4.3 Logarithmic Decay Rate

Many values must be averaged to minimize
errors when determining logarithmic decrement.
A simple method consists of converting the
signal to decibels and recording the amount of
decay on an oscilloscope having a memory
cathode-ray tube. The decay envelope, e™*, will
be seen as a straight line and damping may be
inferred from its slope using

Q = 27.287f/4,
where d is the decay rate in decibels per second.
A nomograph that may be used to quickly
calculate these factors is presented in figure 3.15

and the matrix for the relationship of damping
parameters is shown in figure 3.12.

FREQUENCY, t, HZ & DECAY RATE dB/SEC
10,000 - A
000 ]
(] L
10,000

$900 3 10
4

1000 1000 ‘i
300 3 w 3
we ]
8 100 3 a=

9

:

0

. ™

106 — 3

3 1900
qd
$0 —

00
10re
- 20.008 -

Figure 3.18. Nomogram to Obtain Q

TD 6059

3.1.5 COMPUTATION OF
MECHANICAL IMPEDANCE

Mechanical impedance is measured by
simultaneously measuring input force to a
mechanical system and the resulting velocity.
Mechanical impedance, Z is the resultant ratio,
i.e., Z = F/V. The value Z consists of am-
plitude |Z| and a phase angle. The amplitude |Z|
can be calculated from the following formulas
using the output of a force gauge and velocity
pickup,i.e.,

3.1.5.1. Velocity Pickup Method
IZ} = (F/V)K,
where

output of force gauge (mvolt),

= output of velocity pickup (mvolt)

sensitivity of force gauge (mvolt/Ib).
divided by sensitivity of velocity
pickup (mvolt/in.)

<
nin

3.1.5.2. Accelerometer Method
|Z| = 2frK(F/A),
where

F = output of force gauge (mvolt)

A. = output of accelerometer (mvolt)

K = sensitivity of force gauge (mvolt/Ib),
divided by sensitivity of
accelerometer (mvolt/K)

f = frequency (Hz).

The phase angle can be read directly from a
phase meter or estimated from oscilloscope
traces. Typical plots of impedance and mobility
are shown in figure 3.16.

If a system has more than one attached
impedance, the calculation depends on the
number of ports or points of attachment. The
one port system discussed above is illustrated in
figure 3.17a. A diagram of a two port system
and the applicable equations, which form a
matrix, are shown in figure 3.17b. The matrix
for an N port system is shown in figure 3.17c.
The impedance and mobility matrices are the
inverse of each other. Mobility matrix terms are
easier to measure than the impedance matrix
terms because the force values can be set te zero

.13

2\




T

f TD 6059
}.
H
i
IMPEOANCE
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™
\ ’ ,:‘ AN \\ /’t M
\—\ﬁ‘__'_,;'——" \\ X7 ,/‘ <
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' { ) FREQUENCY LOG FREQUENCY
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f |y| ;\_\,}74__/._/‘ﬂ| |.oo|v] —“\\ ~ {\/’7" e
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7;‘?:5/:“,, Ve /// ’/\\‘;‘un
FREQUENCY LOG FREQUENCY
Figure 3.16. Piots of Impedance and Mobility
of Masses, Springs, and Dampers
Fxv [ ]
" =
: Vv o It should also be noted that Z,, and Y,, are
3 Figure 3.17a. One Port System the driving point impedance and mobility,
: " respectively, Z, and Y, are the transfer im-
pedance and mobility, respectively, and Z.y and

= VqyFy ¢ Yoof N h .
:;. v;:r: . v;,¢: respectively, Because of reciprocity, Z,» = Z,,,

Y Yu = Yu, Z;. = z". and soon.
Figure 3.17b. Two Port System

Fo = Zoqvq o Tygvy "—] r
f2= T < T __]’_@—‘L Yu~ are the cutput impedance and mobility,
" (]

i3

For a one port system Z = 1/Y, but for two

sy i o

] IR —~* or more ports Z,, ¥ 1/Y,,. For a twc port
A ‘ n ; —tev system, the relationships between impedance
k ‘ : ~" and mobility are
b TN L TR AL LM ".—l._ _.L.V'
f . Y4 Y3 YwIF| | Yy E Z.. = Y;;/A'
1 Yn e i a Z,, = -Y, /A
3 f""- Z;. = 'Y"/A‘
\ T Yo lPul [ Yy N zaa ™ Y"/A‘
Yu = Z;;/A"
Figure 3.17¢c. N Port System Y., = -Z,/A"
Yu = -2,/
Figure 3.17. Computing Mechanical Impedsace Y:; = %:: /a0

casier than can the velocity values. Note that the
phase of measured drive point impedance or
mobility can never exceed + 90°,

where

&' =Y,Y;-Y,Yand
A = 2,2, - 2,,Z,.

3.4




3.1.5.3. Characteristic Driving
! Point Impedance of a Plate

If an infinite plate is driven at a point (or over
a small area), its impedance, termed the
characteristic impedance, is constant with

h = PLATE THICKNESS — CENTIMETERS
10cm
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frequency and easily calculated. Characteristic
impedances for steel and aluminum are plotted
in figure 3.18.

— AT 1 i 1 1°"1"1 [ i
6000 \ - 106 .
w -
§ E
£ i F :
g | g ‘
5 z |
§ 1000 4 o
) 7]
: :
3 105 E
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. 2, ta constant with respect te frequency \
10 oo d, i i n # i L Jd_.
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h = PLATE THICKNESS - INCHES %
Figure 3.18. Characteristic Impedance of
o Infinite Steel and Aluminum Plates
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Although calculated for an infinite plate, the
characteristic for a finite plate is the geometric
mean between impedance maxima and minima.
Moreover, the maxima and minima tend to
converge as frequency increases to the
characteristic impedance. Thus, an estimate of
the characteristic impedance of the infinite plate
is an aid to determining the impedance of a
finite plate. A plot of the impedance of a finite
plate is provided in figure 3.19.

LOG FREQUENCY ———=

Figure 3.19. Impedance of & Finite Plate

3.1.6 VIBRATION DAMPING

Damping is one of the principal methods of
attenuating acoustic energy in ship structures
and the subject is, therefore, important to an
understanding of sonar installations. Fun-
damentally, damping is a mechanism that
converts vibratory energy into heat. However,
because the energy associated with such
vibration is so small, heat does not become a
problem.

The three types of damping mechanisms are
1. viscous damping (damping force
proportional to velocity),

2.dry friction or Coulomb damping
(damping force proportional to weight), and

3. hysteresis, or material damping (damping
force proportional to displacement).

The hysteretic damping of resonant structures
by elastomers is the primary method used
onboard ships.

All materials are characterized by some
degree of inherent damping. Unfortunately,
most structural materials, especially high tensile
steels and bronze alloys, have very little. When
excited, a structure responds at a frequency that

3.16

depends on the mass elastic properties of the
material,

Generally, damping is achieved by applying
visco-elastic material to the plate and beam
structures onboard ship. Sandfilled tubular
foundations, and other dissipative means, are
used to damp specific noise sources. Riveted
and bolted joints are characterized by much
more damping than are welded structures.

In the case of panel or plate damping, the
application of a dissipative visco-elastic
material to the surface provides a dash pot
effect that absorbs a portion of the kinetic
energy of vibration. Figure 3.20 shows a plot of
the effect of damping materials on elastic plates
and figure 3.21 shows the effect of sound
damping material on a machinary foundation.
The automobile shock absorber is an example of
high-damping in which the viscous damping
force is proportional to velocity.

a 7 -_,.c_g
I oA e4ia VA
p # 7
¥ A /M ]_/ /
35 2 SAHsf-84 A28t
B -.4 - ~/ ~,
1 7 { % /
L AL YL
!! -l A / / /
49 il Al / R —
W17 =
/ | P e
HE / 711/ e £
g / / K / // A )
33::&7 s
22 - ! 7 I s s
1 ' .‘. ? []

AATIO OF DAMPING TIWICKNESS TO PLATE THICKNESS. dpidy.
€y o YOUNG'S MOOULUS OF PLATE

Figare 3.20. Effect of Damping Material
oa Elastic Plates

In distributed linear elastic structures there
are numerous modes, natural frequencies, and
resonances that contribute to the unwanted
sound. The importance of resonance depends on
the Q of the structure and the traasmission of
resonant vibrating energy through the hull to
the sonar.

Some large plate and beamlike structures
have higher Q values than others and, therefore,
respond differently to the amount and type of
damping applied. The wide spectrum of natural

3 » YOUNG'S MODULUS OF DANPING MATEMAL
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Figure 3.21, Effecl of Sound Damping on a
Machinery Foundation

frequencies can be heard when a ship structure
is struck with a hammer while the vessel is in dry
dock. Submarine propellers are particularly live
and may effectively radiate sound. However,
proper damping will eliminate the vibration, or
singing, problem.

Figure 3.31, which will be discussed in detail
in Section 3.1.7.7, shows a graph of cumulative
structure modes versus frequency. As can be
seen, there are numerous modes in the sensitive
sonar bands where damping is effective for
structures of the type used in submarines and
surface warships.

Figure 3.22 shows the far field sound pressure
and the inverse mechanical impedance of a
foundation structure having 4 legs terminated in
a 1/4-section cylindrical hull barge. Only the
200 to S00 Hz region is shown and it is clearly
evident that the resonant regions, R, and R,,
control the sound radiation. Figure 3.21 shows
the effect that damping had on the sound
radiated at 256 Hz from such a structure.

Perhaps the most important areas where
damping is effective are in

1. and around the acoustic environment of
the sonat, e.g., adjacent bulkheads,

2. the transmission path between noise
sources uand the hull, e.g., bedplates and
foundations,

3. non-pressure hull platings, e.g., ballast
tanks, and

4. or on noise sources, ¢.g., fan housings.
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Figure 3.22. Sound Radiaicd from Submerged Structnre
and Mobiiity a1 Exciting Point
Note that in relation to 1 above, damping must
not be located so that it causes an acoustic
opaque situation in which the sonar cannot /ook
at the desired field of view.

Unfortunately, damping cannot be used
effectively on pressure hulls because their
thickness relative to an effective damping
treatment is prohibitive. The damping that
could be applied would be in series with the
resistive value of the acoustic impedance of the
seawater. Adding a low value damping treat-
ment to a pressure hull with a resistive im-
pedance waterload of much higher value would
not result in a measureable resonance reduction.
This situation corresponds to the mass con-
trolled system mentioned earlier.

Snubbers, or hard springs, are characterized
by load/deflection curves that are opposite
those for the Belleville spring. The resonant
frequency of a mass on a snubber depends on
the amplitude of the vibration. Typical response
curves are presented in figure 3.23.

Damping is necessary for improved sonar
operation, but it cannot be applied in-
discriminately. This subject will be discussed
further in Chapter 4.

Figure 3.23. Losd-Deflection and Response Curves
for Elastomeric Snubbers

3.17
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3.1.7 STATISTICAL METHODS OF
VIBRATION ANALYSIS

3.1.7.1 General {_¥ )

L The excitation of multiple modes of vibration
’ causes the transmission of sound in ships to be
highly complex. The flexural modes of a free-
free bar will be used to illustrate this
phenomenon because, when a ship vibrates as - -

Figure 3.24a. First Mode

o unit, the modes are similar. Thc primary mode, ! ? !
i i.e., natural frequency, in a flexure, free-free
§ ! bar is shown in figure 3.24a. This mode has two Figure 3.24b. Second Mode
nodes, i.e., points of no displacement.
' ; The second mode (see figure 3.24b) has three
] nodes and the third (figure 3.24¢) has four. The N N =
. frequency of each mode is different and,
t therefore, its damping will be different. These
E modes, and others, (see figure 3.25) can be Figure 3.24c. Third Mode
] \ concurrently excited and the resultant amplitude
2% at each point is the summation of each. Figure 3.24. Modes of a Free-Free Bar
{ N m-mum-nmmm
_.ev+ l ‘ "! ¢ T 2 Vme
r bad ;rll. 1, = Resonant frequency
de ol="— | u b
1 . 12 { @ A = Coefficient from table below
- l m = Masd per unit length of the beem
L= Length of Beem
: ] Tetmese T 2namede [ wamese [ Wmots | nmede
' — - Mmmmhwm-nomum:mmmm o _
| ) 0500 0008 | 0308 0040 0908 | g oare oy 082
] st | {-Q%  Ea I L {aety—i—
: (contiioven) ' "_< :
4 A= 382 A=z 224 A= 07 : A= 1210 A= X300
! 0.333 0.087 ! 0.26 050 0.78 .a‘ o
) (simple) I ' = T | [} ’ i - ] ' L ‘
! A-..ll = 33 3 A= 009 e A= 188 A= 7
e | =t H‘g{{%‘ TRRT T
; ol = 224 Az 0 ' ' As I ' A= A= 200
! S 0.22¢ 0.rTe 0132 0300 0.008 0004 0388 ““Li.*ﬂ_ 0.073 -—imll.~| g: m‘
h i A= 24 i A=y A= A= 200 Asm
! | i | Y ’ :z, I:?Ir""'
’ A= 184 A=z 500 A= 104 A.m-r
orse 008 0883 .30 uum : W.E ot o e
| A= ! A= 800 A-m Asin A=

Figure 3.25. Resonance Frequencies and Modes
of Simple Beams
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Figures 3.26a and 3.26b show some of the
many modes in which square and circular plates
vibrate. The number of modes would be greatly
increased, of course, if rectangular and oval
plates were included. Figure 3.27, a cutaway
view of a submarine bow, shows the many
plates and structural members that can be
excited by vibrations. The number of modes and

TD 6059

is obviously very large. Because it is impractical
to analyze each plate individually, statistical
methods are employed.

The statistical analysis method for a steady
state condition is based on the concept that,
when the response is composed of many modes,
it is easier to describe the behavior of the sum

modal frequencies such a structure is subject to than of the individual. Architectural
Edge Mode number & mede constant
Supports 101-'04. 2nd mode Jrd mode lﬁ# »_!ﬂ#_.
Clred /Qj / 7 /’
[
aFSiOK e
/4 / 7|7
T T i i
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Figure 3.26a. Resonance Frequencies and Modes Shapes
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Figure 3.26. Square and Circular Plate
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acousticians design concert halls by using energy
relations that follow from statistical concepts
and not by solving wave equations. Any system
supporting wave motion may be analyzed
statistically when the system is large compared
with a wavelength and the results sought are
averages. Ships are in this category.

3.1.7.2 Resonance Amplitude
of Modes

As discussed earlier, many modes may be
excited simultaneously in ships. The amplitude
of any one resonance is determined by struc-
tural damping and the external or exciting force.
In particulai, the relevant external force for any
given mode is determined by resolving or
weighting the force according to the modal
vibration pattern.

3.1.7.3 Forcing Function
Spatial Pattern

If the spatial pattern of the external force, as
a function of time, is very different from that of
the mode of interest, the resolved force is much
smaller than the total and the mode will not be
excited strongly. On the other hand, if the
spatial patterns of the force and mode are
identical, or nearly so, the resolved force is
equal or close to the total external force and the
mode is excited strongly. Figure 3.28 représents
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a panel clamped at each edge and having two
spatial pressure patterns above it. Both force
fields have the same frequency as the modal
frequency of the plates. However, the upper
pattern will create a larger velocity amplitude
because, at each point, the force field and the
panel velocity fit, i.e., match closely.

In the bottom of the figure the pressure is
uniform at any instant of time and the force
over half the panel opposes the motion of this
mode, thus inhibiting it. The amplitude is large
in the first instance and small in the second,
although both panels are in resonance.

For each mode, the resolved external or
exciting force equals the internal or dissipation
force.The flat plate excitation example
discussed in Section 2.2.7 is an example of this
phenomenon. The excitation peaks in the power
spectra correspond to excited modal resonances
in the plate.

3.1.7.4 Modal Energy

The energy in a mode is proportional to the
mass multiplied by the square of the velocity.
The velocity is, in turn, proportional to the
external force divided by the structural
resistance or damping. Thus the energy per
mode is

Modal Energy & [Mass{Resolved Exvernal
Force at Resonance)?)/(Damping)?
= MF¥/¢c?

If the exciting force is random, it will have a
distributed frequency such as that shown in
figure 3.29. It is expressed as a spectral density,

w
g § Force spectrum
w
By
LOG OF FREQUENCY
Figure 3.29. Forcing Frequency Spectrum
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i.e., mean square force per unit frequency,
F?/Af. The integration of the spectrum over all
frequencies would yield the total mean square
force acting on the structure. To obtain the
modal mean square force, over the range of
relevant frequencies, it is necessary to integrate
over the modal bandwidth, which is propor-
tional to the mode damping divided by the
mass. The integration gives the mean square
resolved force, which is

F? = (F?/Af) x Bandwidth
a (F?/Af) x Damping/Mass
= (F*/Af)(cp/M)
and, substituting, we have
Modal Energy « (F?/Af)/cp

or

Resolved Force Spectral Density/Damping.

Therefore, the modal energy depends on the
damping and the resolved, or weighted, external
force.

3.1.7.5 Average Energy

The resolved force spectral density and the
damping are difficult to calculate. However,
methods are available to calculate the average
energy for various cases. For example,

Eave & (S,/ f’)(hc,/ m)/d,

where
S, = sound pressure spectral density,
m = mass per unit area,
h = panel thickness,
¢, = (Young's Modulus/Mass Density)'/?

compressional sound velocity,
= vibration frequency, and
d = absorption coefficient of flexural
vibrations at panel joints.

The average modal energy obscures details, but
permits easier calculation ot the trends the
designer desires.

The average energy, E.vs, value can be used
to calculate the total energy in each bandwidth
of interest. If a number of modes, AN, occur in
a frequency interval, Af, the total energy in that
bandwidthis E,ve X AN (see figure 3.30).
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Figure 3.30. Calculation of Average Energy

3.1.7.6 Energy Spectrum

The energy spectral density, Sz, at each
frequency is obtained by dividing the bandwidth
energy, E.vc X AN, by the bandwidth, Af.
Therefore,

Sz = Z(E/Af) = E.vs(AN/AS).
3.1.7.7 Modal Density

The modal density, AN/Af, is usually a
function of the properties of the structure. Fora
flat panel vibrating in flexure, it is proportional
to the surface area divided by the mean
thickness (see figure 3.31). Because the
characteristics of most structures can be ap-
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Figure 3.31. Modal Density
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proximated in terms of an assemblage of panels
or shells, the modal density is usually the sum of
the densities of the structure’s components.

Figure 3.31 presents the results of an ex-
periment on a flat aluminum plate. The plate
was shaken at increasing frequencies and the
various resonances noted. The cumulative
modes were then plotted and the modal density
is the slope at any point. Since the result is a
straight line, the modal density is constant.

3.1.7.8 Acceleration Spectra
and Spectral Density

The acceleration spectral density, S,, can be
derived from the energy spectrum because the
modal spectrum energy,

E.. « Mass x Velocity?.

Also, since

Velocity = Acceleration/Frequency
« Force/Resistance,

then

E,. = Mass
X (Acceleration)?/Frequency?,

and, therefore

Acceleration? « E,(f*/M).

m = mass per unit area of the structure,
A, = total area, and
mA, = Mass = M

then, since the frequency of interest is known,
f*/mA, is known. Also,

E. = E.vcAN
and, since,
S4+ = Acceleration®/Af
then

S+ < Eiva(AN/AfXf?/mA)),
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where E, v is the average energy in each AN
mode over the Af bandwidth.

Now (see figure 3.31), since
AN/Af « A,
S4 « E ve(f2/m).

Specifically, for a flat panel the acceleration
§pectral density is independent of size factors,
ie.,

S4 « (S,hc,/dmf?)(A,/c,h)(f*/mA)),
which reduces to
S4 = S, (1/dm?).

An acceleration spectral density curve is shown
in figure 3.32 for two portions of a missile. The
root-mean-square value of the acceleration in
any given bandwidth can be obtained using the
information in the figure.

Although difficult to apply to a whole ship,
the statistical method develops valuable con-
cepts that can be useful in solving particular
problems.
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3.2 TRANSMISSION, REFLECTION,
AND DIFFRACTION OF SOUND
INMATERIALS

3.2.1 GENERAL

The vibrational nature of sound and the
manner in which the energy is distributed
through a ship was discussed in the previous
section. This section will explore the nature of
sound when the frequencies of interest are much
higher than the primary modal frequencies, or
when modal frequencies are not of concern. We
will first consider the speed of propagation of
sound in materials in terms of the basic modes
of vibration, i.e., compression, shear, and
flexure.

3.2.2 VELOCITY OF PROPAGATION
3.2.2.1 Longitudinal Waves

Consider a segment of material, dx, as shown
in figure 3.33. When an elastic material is
stressed, it either stretches or compresses. If A,
is any given area to which a force, F, is applied,
the stress is

o = F/A,.

Applying Hooke’s Law, i.e., Stress/
Strain = Constant = E, we have

0/(d¢/dx) = -E

or
(F/A,)/(d¢/dx) = -E,
from which
F = -A,E(6¢/dx)
and

(dF/dx) = -AE(d*/dx?).

For the dynamic case, if F, represents the
internal force at x, then F, + (dF./dx)dx
represents the force at (x + dx) and the net
force to the right is

dF, = F, - [F. + (dF./dx)(dx)]
= (-dF./ dx)dx,
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Figure 3.33. Speed of Longitudinal Waves

which, when we substitute for dF,/dx, becomes
dF, = -AE(d*¢/dx)dx.

Since the mass of the segment is gA,dx, the
equation of motion is

(oA dx)(d%t/dt*) = A E(d*t/dx*)dx.
If weletc3 = E/p, we have
(d%8/dt%) = c2(d*¢/dx?),
which is the one dimensional longitudinal wave
equation where the velocity of compressional
wave propagation is
¢, = (E/@'.
The complete solution is
s = geiwt-kn) 4 beiwt + k)
where the values of a and b depend on the
boundary conditions and k = wave num-
ber = w/c, = 2nf/c, = 2n/A.
3.2.2.2 Shear Waves
The speed of propagation of shear waves is

obtained in a manner similar to that for
longitudinal waves (see figure 3.34). Consider

(*03 1 nQ-F--dx
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Figure 3.34. Speed of Shear Waves




the segment of material in shear, i.e.,
o = F/A,
and we have
o0./(d¢/dx) = -G,

where G is the shear modulus. Similarly,

¢, = (G/@)"'* = the velocity of wave
propagation.
3.2.2.3 Flexural Waves

More complicated considerations for a plate
in bending yield a wave velocity of

¢ = (we,k)'?,

where
w = angular frequency = 2nf,
¢, = compressional speed = (E/@)"’?,
k = radius of plate gyration = h/12'/2, and
h = plate thickness.

Figure 3.35 provides more exact versions of the
bending wave and longitudinal plate velocities.
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Figure 3.35. Wave Velocity lu Plates: Various
Formulations

Figure 3.36 illustrates wave length versus
frequency for steel plates in com-
pression/tension, shear, and bending modes; it
also shows those for air and water for com-
parison. The various wavelengths for a given
frequency indicate that higher frequency
vibrations in complex structures may be caused
by vibrational energy transferring from one
mode to another at discontinuities.
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Figure 3.36. Wavelength versus Frequency
3.2.2.4 Veloclty of Sound
In Flulds and Bulk Sollds

The sound velocities for fluids, i.e., air and
water, are obtained in a manner similar (o that
for obtaining longitudinal waves, i.e., for

GASES
c = (yP/Q'",
where
ratio of specific heats,

pressure, and

Y
P
@ = mass density.

LIQUIDS
¢ = (’K/Q)"2,
where

y = ratio of specific heats,
K = isothermal bulk modulus.

BULK SOLIDS
¢ = {[K+(3/4)G)/e}'",
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where
K = solid bulk modulus .
3.2.2.5 Summary
Equations to calculate the parameters of
fluids are presented below. Those for
wavelength and wave number are applicable to
gases and liquids.
SPEED OF SOUND IN GAS
¢ = (/P/Q)* = T
SPEED OF SOUND IN A LIQUID
¢ = (K. /"
WAVELENGTH OF SOUND
A =c/f
WAVE NUMBER OF SOUND
k = w/c = 2nf/c = 2n/A
3.2.3 WAVE EQUATIONS

The basic simple wave equation for a fluid
medium without damping is
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