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Introduction to ARL

The Army Research Laboratory of the U.S. Army Research, Development and Engineering Command (RDECOM) is the Army’s
corporate laboratory. ARL's research continuum focuses on basic and applied research (6.1 and 6.2) and survivability/lethality
and human factors analysis (6.6). ARL also applies the extensive research and analysis tools developed in its direct mission
program to support ongoing development and acquisition programs in the Army Research, Development and Engineering
Centers (RDECs), Program Executive Offices (PEOs)/Program Manager (PM) Offices, and Industry. ARL has consistently provided
the enabling technologies in many of the Army’s most important weapons systems.

The Soldiers of today and tomorrow depend on us to deliver the scientific discoveries, technological advances, and the analyses
that provide Warfighters with the capabilities to execute full-spectrum operations. ARL has Collaborative Technology Alliances in
Micro Autonomous Systems and Technology, Robotics, Cognition and Neuroergonomics, and Network Science, an International
Technology Alliance, and new Collaborative Research Alliances in Multiscale Multidisciplinary Modeling of Electronic Materials
and Materials in Extreme Dynamic Environments. ARLs diverse assortment of unique facilities and dedicated workforce of
government and private sector partners make up the largest source of world class integrated research and analysis in the Army.
ARL Mission

The mission of ARL is to provide innovative science, technology, and analyses to enable full spectrum operations.

Our Vision
America’s Laboratory for the Army: Many Minds, Many Capabilities, Single Focus on the Soldier

ARL's Organization

*Army Research Office (ARO) - Initiates the scientific and far reaching technological discoveries in extramural organizations:
educational institutions, nonprofit organizations, and private industry.

* Computational and Information Sciences Directorate - Scientific research and technology focused on information processing,
network and communication sciences, information assurance, battlespace environments, and advanced computing that
create, exploit, and harvest innovative technologies to enable knowledge superiority for the Warfighter.

*Human Research and Engineering Directorate - Scientific research and technology directed toward optimizing Soldier
performance and Soldier-machine interactions to maximize battlefield effectiveness and to ensure that Soldier performance
requirements are adequately considered in technology development and system design.

*Sensors and Electron Devices Directorate - Scientific research and technology in electro-optic smart sensors, multifunction
radio frequency (RF), autonomous sensing, power and energy, and signature management for reconnaissance, intelligence,
surveillance, target acquisition (RISTA), fire control, guidance, fuzing, survivability, mobility, and lethality.

* Survivability/Lethality Analysis Directorate - Integrated survivability and lethality analysis of Army systems and technologies
across the full spectrum of battlefield threats and environments as well as analysis tools, techniques, and methodologies.

*Vehicle Technology Directorate - Scientific research and technology addressing propulsion, transmission, aeromechanics,
structural engineering, and robotics technologies for both air and ground vehicles.

*Weapons and Materials Research Directorate - Scientific research and technology in the areas of weapons, protection, and
materials to enhance the lethality and survivability of the Nation’s ground forces.

ARL Workforce in 2013

* 1,980 Civilians - 38 Military

* 1080 Contractors (1027 full-time/53 part-time)
* 1,379 Research Performing Workforce

* 552 (40%) hold PhDs

¢ 11 STs / 23 ARL Fellows

ARL's Primary Sites

¢ Aberdeen Proving Ground, MD
* Adelphi Laboratory Center, MD
* White Sands Missile Range, NM

— - h [

* Raleigh-Durham, NC Unique ARfIaboratory facilities and modeling capabilities provide our scientists and
* Orlando, FL engineers with a world-class research environment.

Visit ARL's web site at www.arl.army.mil
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FOREWORD

Welcome to our most recent edition of the Research@ARL monograph series,
a compilation of recently published journal articles highlighting the US Army
Research Laboratory (ARL) research programs in autonomous systems. ARL
is a robust research laboratory with a staff committed to promoting diversity
of opinion, strategy, and problem solving among a variety of specialized
disciplines. ARL capitalizes on our expertise in basic and applied research
across multiple science and engineering disciplines, while simultaneously
drawing upon the talents of others, nationally and internationally, through
collaborative alliances with industry, laboratories, and academia.

ARL has a broad interest in the basic and applied research associated with
the understanding, creation and development of intelligent systems to
assist and augment the Army’s current and future mission. Our long-term
commitment to interdisciplinary scientific research for intelligent systems
strongly positions our staff to discover, innovate, and transition knowledge and technology for the nation’s benefit.
Our discoveries enhance our country’s technology base, our national security, and, ultimately, the effectiveness
and safety of our Soldiers.

Current robotics capabilities are primarily controlled by remote operators, and have been showcased in recent
military conflicts for applications such as aerial reconnaissance, searching caves, and disposing of unexploded
ordinance. The increased use of autonomous platforms was recommended to the Department of Defense ina 2012
Defense Science Board report. We understand significant advances will be required to enable controlled movement
with apparent intent. This volume of Research@ARL highlights our advances in mobility of millimeter-scale robotic
platforms, intelligent robotic control, and supervisory control of robotic systems with enhanced human-machine
collaboration. ARL is actively expanding the level of autonomous intent in engineered robotic systems through the
combined investigation of materials, mechanics, electronics, signal processing, and technology integration. By
increasing the capability for autonomous action by a single platform, ARL seeks to create mixed teams of humans
and robotic platforms through research on human behavior.

As the new director of ARL, | am pleased to share this Research@ARL volume. We are committed to discover,
innovate, and transition science and engineering for the next Army and the future Army.

Dr. Thomas P. Russell
Director, U.S. Army Research Laboratory




Introduction to ARL Research in Autonomous Systems and Technology Research
J. N. Mait, B. M. Sadler, A. Swami, and B. J. West

1. Introduction

Unlike the apocalyptic scenarios envisioned in the movies, autonomous systems perform critically helpful roles for today’s
Soldiers and first responders. Routinely aerial platforms surveil large areas of urban terrain without an on-board pilot.
Ground platforms neutralize improvised explosive devices on streets in Baghdad and investigate the radiated environment
of the disabled Fukushima Nuclear Plant. For over a decade, the U.S. Army Research Laboratory (ARL) has contributed
significantly to the development of technologies capable of enabling autonomous behavior by mobile platforms. This
volume presents some of those contributions and this introduction provides context for the research performed at ARL.

Human fascination with animating the inanimate is as old as the Golem from Jewish folklore. The Golem is a creature of
mud that can be animated with magic words, but it is not intelligent — when commanded to perform a task, it performs
its instructions literally, without nuance or understanding. In fact, a modern version of the Golem legend gave us the
word robot. Karel Capek, a Czech playwright, introduced and popularized the word robot (from the Czech word for labor,
“robota”) in his 1921 science fiction play “Rossum’s Universal Robots.”

Since that time, the entertainment industry has created a wide variety of robotic platforms, in various shapes and sizes
with various levels of intelligencel. Hollywood’s terrestrial robots range from R2D2 and Wall-E to the anthropomorphic
C3PO and the Terminator, and provide us with a visual taxonomy for characterizing platforms. The defining features for
robotic platforms are their method for mobility, their suite of sensors, the manner and degree to which they interact
with and manipulate their environment, the degree to which they collaborate with humans, the degree to which they
collaborate with other robotic platforms, their level of intelligence, and the degree to which humans influence or control
their actions and the manner in which they do so. Although designers take considerable inspiration from biology, they
produce a wide variety of platforms that differ considerably from anything found in nature. Through engineering as
opposed to evolution, designers make trade-offs that nature does not.

As we discuss in Sec. 2 of this introduction, most military applications do not require anthropomorphic robots. We
describe in Section 3 how ARL executes research on autonomous systems through its Robotics Enterprise. In Sec. 4, we
discuss the technical issues faced by designers of autonomous systems and describe some of the work ARL researchers
have performed to overcome them. We close in Sec. 5 with a discussion of nontechnical issues related to the military
use of autonomous systems.

2. Army Applications

“Dirty, dangerous, and dull” is the oft-repeated description of applications best suited to robotic platforms. Inaccessible
has also been added to the list, albeit without an appropriately alliterative synonym. Army applications that fall under
this rubric include explosive ordinance disposal, logistics (in effect, replacing the Army mule with its robotic equivalent),
and situational awareness, which includes perimeter security, building clearing, and interrogating confined spaces in
buildings or rubble that are too small for humans. Further, in addition to use as remote sensing platforms, the Army has
considered using robots for remote fires and for remote communications. It has also considered using robots to protect,
treat, and remove the wounded from the battlefield.

However, most robots presently operating in military theaters are incapable of performing these functions autonomously.
They are typically large, tele-operated platforms whose behavior is controlled remotely by a human; sometimes, as in the
case of the Predator unmanned aerial vehicle, half a world away.

Communication limits the performance of tele-operated systems. For example, bandwidth constraints limited the number
of unmanned aerial vehicles that could fly simultaneously in Afghanistan to no more than four. In addition, normal
communication delays (latency) limit operational tempo. More limiting, tele-operation requires at least one dedicated
pair of eyes and hands. In combat operations, this implies the operator requires a protector, which is a disadvantageous
2:1 ratio of humans to robots.

To overcome the limitations of tele-operation and advance capabilities beyond the current state of supervised autonomy,
ARL seeks to enable the integration of robotic platforms into a team of Soldiers. To act as teammates, robotic systems
need to perform their mission effectively. They must operate reliably within clearly defined operational bounds and
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Figure 1. The Last 100 Meters. (a) Mounted and dismounted soldiers along with autonomous vehicles approach
an urban structure. (b) Backpack-sized ground platforms release palm-sized ground and air platforms. Palm-sized
platforms (c) approach and (d) enter the structure, and (e) relay information to dismounts.

engender the trust of their human teammates. At a technical level, they need to move in a tactically beneficial way,
observe salient events in their environment, and communicate efficiently. Rather than the Army’s classic dictum “move,
shoot, and communicate”, ARLs research focus is on autonomous capabilities to “move, sense, and communicate.”

The “Last 100 Meters” vignette represented in Fig. 1 reflects some of the capabilities ARL is pursuing. In this vignette,
mounted and dismounted Soldiers approach an urban objective supported by large autonomous ground and aerial
platforms. Small ground and aerial platforms provide an initial assessment of the structure, e.g., they identify areas of
activity and potential points of ingress. The small platforms then release even smaller platforms, which enter the building
and provide more situational awareness. For example, they generate maps, identify and label potential threats, and plan
paths for dismounts, all of which the network of autonomous platforms conveys to troops readying themselves to enter
the structure.

3. The ARL Enterprise

To address the technical challenges presented by our vignette, ARL conducts research internally and collaboratively
with industry and academia through a single investigator program supported by the Army Research Office, through two
collaborative technology alliances (CTAs), the Robotics CTA%2 and the Micro-Autonomous Systems and Technology (MAST)
CTA3, through DARPA and other government agencies, and through small contracts.

ARL's internal research focuses on human-machine interaction, the development of air and ground platforms, increasing
the functionality of backpack-sized ground platforms (e.g., increasing their ability to navigate and sense, and increasing
their capacity for distributed networking and cognition), and developing technologies for small-scale mobility, sensors,
and power. The Robotics CTA (RCTA) is concerned primarily with increasing the capacity for autonomous behavior for
large platforms, e.g., unmanned vehicles and backpack-sized platforms, and the MAST CTA, with developing palm-sized
autonomous platforms. An important issue addressed by all programs is enabling cooperative behavior between robots
and with humans.

The RCTA focuses on five key research areas: a cognitively based world model, semantic perception, learning, meta-
cognition, and adaptive behaviors. Because current world model representations are relatively shallow, metrically based,
and support only brittle behaviors, the RCTA is creating a cognitive-to-metric world model that can incorporate and
utilize mission context. Current perceptual capabilities for unmanned systems are generally limited to a small number
of well-defined objects or behaviors. The RCTA is raising perception to a semantic level that enables understanding of
relationships among objects and behaviors. To successfully team with small units, the command and control of unmanned



systems must move away from the current hardware controller paradigm to one of verbal and gestural communication,
implicit cues, and transparency of action between Soldier and robot. The RCTA is also exploring adaptive behavior and
mechanics that permit manipulation of arbitrarily shaped objects, animal-like mobility in complex environments, and
conduct of military missions in dynamic tactical conditions.

As stated previously, scale imposes fundamental limits on system design. The MAST CTA supports and conducts research
in several aforementioned critical areas. These include microsystem mechanics, microelectronics, signal processing,
power and energy, and the integration of these technologies into a single platform. The development of technologies
for power and energy, in particular power conditioning, is a significant internal effort at ARL. The remaining four areas
are pursued both internally and externally to ARL, and jointly with ARL. Issues addressed by the Alliance include how to
achieve stable aerodynamic performance in unsteady vortex-dominated flows at low Reynolds numbers; how to achieve
animal-like intelligence and navigation with limited power, limited resolution sensing, limited bandwidth, and low level
processing; the development of new computing architectures to insure stable and reliable processing at low power; the
development of technologies capable of managing power and energy sources and loads on small-scale platforms; and
understanding and exploiting intra-platform interactions and efficiencies in a collaborative ensemble of small robots.

In the next section, we consider the challenges and issues in increasing the capabilities of robotics platforms and highlight
the contributions made by ARL researchers.

4. Capability Challenges and Technological Issues
4.1. Capability Challenges

Careful inspection of “The Last 100 Meters” reveals numerous fundamental challenges to enabling desired autonomous
capabilities. For example, collaborative behavior across mobile air and ground platforms as well as with mounted and
dismounted Soldiers requires a stable, mobile, and scalable network. Research@ARL Network Sciences discusses some
of ARL's efforts in this arena*. However, network infrastructure and protocols must account for the limited size and power
of small platforms in comparison to ones comparable in size to cars or small planes, which can port conventional network
equipment.

As ground platforms transition from an exterior location to an interior one, they must alter their gait to account for the
change in ground conditions from loosely packed soil to a hard surface. If the structure is partially collapsed, they must
be capable of climbing over or avoiding rubble. Air platforms also must trim their control surfaces to adjust for changes
in airflow as they fly through windows.

Platforms that enter the urban structure must be capable of altering their behavior from mobility between waypoints to
mobility and exploration in an unmapped area. They must be able to navigate without access to GPS and to navigate
and explore in low-light or no-light conditions. Recognizing these capability challenges leads to the list of technological
challenges addressed in the next section.

4.2. Technological Issues
In this section, we return to the different capabilities that characterize a robot and provide more discussion.

4.2.1. Mobility

Without the ability to move, the platforms we have been discussing are simply highly capable sensing, computing, and
communication platforms. The Army’s primary interests are developing terrestrial and aerial platforms, and not aquatic
ones. Terrestrial platforms may use wheels, tracks, or legs to provide forward motion. The choice of mechanism depends
upon the size of the platform and its application. It is also possible for a platform not to have any wheels, track, or legs
at all and to mimic the body undulation of a snake, which provides mechanism for both lateral motion and climbing.
Other means to achieve vertical motion include jumping and hopping. For multi-legged platforms that mimic the jumping
behavior of lizards, tails are also an important appendage. Aerial platforms may use fixed, flapping, or rotary wings to fly
or hover, and designers may combine modalities, e.g., legs and wings, to produce hybrid platforms.

One of the primary issues associated with mobility is scale. Large, vehicle-sized autonomous platforms are simply
unmanned vehicles and most backpack-sized platforms are scaled-down versions of large vehicles. This scaling is
possible due to the development of small, efficient motors.



For palm-sized platforms, designers look to biology for solutions; physics and manufacturing make it difficult to scale
down existing solutions further. Thankfully, nature provides a multitude of choices. For example, avian wing flapping
differs considerably from that of insect wing flapping. Only at scales that are comparable, such as the humming bird and
the hawk moth, is the flapping motion similar.

Further, due to the size of individual components, traditional manufacturing and assembly methods are not possible.
Even if they were, since the ratio of surface area to volume increases as spatial scale decreases, friction increases and
makes solutions for large-scale platforms inefficient at small scales. Thus, new designs and new fabrication techniques
are necessary.

To enable small-scale mobility, ARL focuses primarily on MEMS-based technologies to actuate walking, flying, and jumping,
and for navigation control of flight. ARL's expertise in thin film lead zirconate titanate (PZT), a piezoelectric material
capable of generating an electric potential when a mechanical force is applied and, conversely, generating a mechanical
strain when an electric field is applied, is extensively used for most mechanisms. Jumping mechanisms additionally use
an energetic silicon-based actuator to generate vertical thrust. Together, this research enables mobility at the millimeter
scale.

To mimic biology, actuators for small-scale mobility must achieve large force and displacement at low voltages and
consume little power, a key feature of PZT. In addition, one can fabricate PZT-based actuators in series or parallel
to generate large forces or wide angular ranges of motion. This is critical to realize complex mechanisms for lateral,
rotational, and vertical movement.

The review article “PZT-Based Piezoelectric MEMS Technology,” written by several members of ARL's MEMS team with
lead author Gabriel Smith (page 13), provides an overview of PZT, the fabrication of micro-devices from PZT, and their
application to enabling small-scale mobility, in addition to other applications such as mechanical logic and small motors.
The paper discusses actuator design for multipedal locomotion, winged-insect flight, and an artificial haltere for measuring
the rate of angular rotation on winged platforms.

Details of the actuator design for multipedal locomotion are discussed in the joint authored papers “Modeling and Optimal
Low-Power On-Off Control of Thin-Film Piezoelectric Rotational Actuators,” with Biju Edamana as lead author (page 31),
and “Multi-Degree-of-Freedom Thin-Film PZT-Actuated Microrobotic Leg,” with Choong-Ho Rhee as lead author (page 45).

To lift legs, the authors use traditional vertical unimorph actuators and out-of-plane rotational and torsional actuators.
For rotational joints, the authors use lateral piezoelectric actuators. Due to inherent nonlinearities in PZT, the structures
are optimal only for small displacements. Thus, flexural amplification is required to translate large forces into large
displacements. The individual flexural actuators, piezoelectric actuators, and coupled flexures, can provide only ~5° of
rotation and are therefore cascaded to create joints capable of larger rotations. Lithography allows one to combine thin
film actuators monolithically to produce high performance flexural and structural elements.

In Smith et al. (page 13), ARL researchers discuss the design and fabrication of 2-mm long PZT-based wings that reproduce
the aerodynamic forces generated by agile flying insects. The scale of the wings is comparable to that of a fruit fly. The
system uses thin-film PZT actuators with two independent degrees-of-freedom to drive a micro-fabricated wing structure.
A stroke actuator drives the flapping mechanism at resonance and the pitch actuator quasi-statically drives wing rotation.
The coordinated motion of these two and the resulting three-dimensional wing kinematics generate the aerodynamic lift
that is capable of sustaining flight. ARL has demonstrated 120° of stroke amplitude using a 10 V bias and 45° of pitch
amplitude using a 20 V bias at frequencies comparable to those in nature.

The ARL team also describes in Smith et al. (page 13) the construction of an artificial haltere, a sensor that measures
body rotation in some two-winged insects. The haltere consists of a pendulum-like structure that oscillates in a direction
orthogonal to forward motion. When the insect turns, the resistance of the pendulum to the change in the direction of
motion generates a force measured by hairs at the base of the haltere. The hairs, which are connected to the insect’s
neural system, provide the insect with an inertial measurement of its position in space. Inspired by the insect sensors,
Smith et al. fabricated a copper pendulum that they actuated using PZT. The PZT actuator also measured the forces
produced by changes in angular position. Simulation and component testing indicate the artificial haltere is sensitive to
changes in angular rate on the order of 60 deg/s. Smith et al. also fabricated halteres in coupled arrays to enable triaxial
measurements.



In “The First Launch of an Autonomous Thrust-Driven Microrobot Using Nanoporous Energetic Silicon,” with lead author
Wayne Churaman (page 59), ARL researchers describe the fabrication of a 300-mg, 4 mm x 7 mm x 0.5 mm robotic
system that reaches a vertical height of 80 mm using about 0.5 pl of nanoporous energetic silicon. Energetic silicon,
which stores energy chemically, is an alternative to storing mechanical energy in a spring. This reduces system complexity
by eliminating the need for an additional actuator to compress a spring. The platform uses a light-sensitive detector to
initiate the reaction that converts chemical energy into mechanical. Monolithic design and fabrication enables a device
with integrated control, sensing, power, and actuation, which is critical for large-scale production of small-scale robotic
platforms.

4.2.2. Navigation and Control

For all platforms, developing the capacity for controlled movement without human intervention is a primary issue. The
Wright Brothers receive credit for inventing flight primarily because they developed mechanisms for making a controlled
turn. Presently, due to our incomplete understanding of the physics, small-scale platforms lack well-developed controls
for mobility. Small-scale aeromechanics and avionics are necessary to control small platforms in wind and in gusts, and
as they transition from a structure’s exterior to its interior. Similarly, as small legged-terrestrial platforms encounter
different ground conditions, they must alter their gait, which requires advances in the new science of terra-mechanics
and in control systems based on this new science. Once capable of controlled movement, the platforms must navigate
on their own.

A fundamentally important problem in control systems is handling uncertainty, unexpected external disturbances, and
system model uncertainties. Examples of disturbances include wind gusts that strongly perturb small aerial vehicles, and
wheel or track slippage in rough and uneven terrain. George, Singla, and Crassidis address the problem of robust control
(page 69) by expanding on a Kalman filter based adaptive disturbance accommodating stochastic control scheme. Their
approach, under minimal assumptions on the disturbance, simultaneously estimates both the system states and the
model-error encountered. Here the model-error dynamics are unknown, so a second Kalman filter is incorporated into
the control scheme to adaptively estimate the disturbance statistics. This method is shown by the authors to be provably
asymptotically optimal for linear systems with bounded external disturbance, and is readily implemented as a supplement
to a conventional Kalman filter controller.

The stochastic controller idea was generalized by George (page 97) to the case of a Kalman filter operating in continuous
time while under a persistent excitation. The author develops a control method that is provably convergent in the sense of
estimating the unknown error statistics, even when the input excitation is unknown, and thus the method asymptotically
recovers the desired optimal performance.

Many applications of autonomy are significantly complicated by the need for wireless networking. Mobile ad hoc networks
without commercial infrastructure face major challenges in scalability and robustness. Radio accomplishes this but
suffers from signal strength fluctuation with small movement on the order of a wavelength of the center frequency, as well
as attenuation that is generally well beyond free-space loss. ARL scientists have addressed this problem by developing
control strategies to measure, map, and maintain wireless connectivity while carrying out autonomous missions.

ARL researchers Twigg, Fink, Yu, and Sadler (page 105) have developed and tested sensing and control algorithms
to autonomously discover the radio connectivity region of a radio base station without any a priori knowledge of the
environment. The authors demonstrate a method for simultaneously exploring, developing a physical map, and overlaying
a connectivity map, such that within the connectivity area communications with the base station can be accomplished
with a certain quality guarantee. The method exploits the observed radio signal strength as it varies with motion, and
the authors develop an efficient method that rapidly finds and explores the connectivity boundary contour using the
radio signal strength gradient. The resulting control algorithms are a significant first step towards larger problems of
connectivity control during autonomous operations in unknown environments, including the networking of autonomous
agents and Soldiers.

4.2.3. Human-Machine Collaboration
The use of multiple autonomous platforms is inspired by bionetworks in nature such as insect swarms. Although each

single entity in a swarm has limited intelligence, the swarm appears to behave with intent when the entities function in
concert. Fish and birds are examples of animals whose collective behavior belies their limited intelligence.



Although the swarm analogy is intellectually appealing, differences exist between bionetworks and networks of autonomous
mobile platforms. Put simply, biological swarms communicate simple messages primitively to perform primitive behaviors.
Whereas some tasks performed by robots can be addressed using simple bottom-up bio-mimetic control, others that
require complex messaging to achieve complex behaviors might be better suited to top-down centralized control in which
a single intelligent entity controls a layered hierarchical network wherein each layer contains more entities of lesser
intelligence than the layer above it. From a research perspective, we need to explore a range of possibilities and designs.

Today the joint human-robot role includes load-carrying, casualty extraction, hazardous material detection, counter
explosive devices, building mapping/clearing and firefighting. Tomorrow, Soldiers may be required to navigate a robot
while concurrently conducting surveillance, maintaining local security and situation awareness, and communicating with
fellow team members. The ARL scientists Chen and Barnes collaborated with Haper-Sciarini on the critique “Supervisory
Control of Multiple Robots: Human-Performance Issues and User-Interface Design” (page 119). This publication reviews
research done on the limitations and advantages of supervisory control of unmanned air and ground vehicles.

Humans exert supervisory control of technology through the level of autonomy allowed and through interactions with
the automated technology that includes planning, teaching, monitoring, intervening and learning. The Chen et al.
paper examines human performance issues in supervisory control of robotic vehicles including things such as operator
multitasking performance, trust in automation, situational awareness and operator workload, and reviews user-interface
solutions that could potentially address these issues. The importance of understanding the interface between humans
and robots in order to determine what we can and cannot control is emphasized, anticipating the increasing number of
tasks that humans cannot perform alone.

Conducting large-scale experiments involving multiple people interacting with robots over various terrains is costly and
the resulting vast amount of data is difficult to process and interpret. Consequently, before conducting scenarios in
which robot tasks have increasing complexity it is advisable to guide their design through computer simulations with
human interactions. Chen and Barnes of ARL tested some ideas concerning the management of ground robots with the
assistance of an intelligent agent capable of coordinating the robots and changing their routes on the basis of battlefield
developments in “Supervisory Control of Multiple Robots: Effects of Imperfect Automation and Individual Differences”
(page 139). They did this using a military multitasking environment simulation of an intelligent agent, RobolLeader,
assisting the performance of supervising multiple robots to complete military reconnaissance missions in a dual-task
and multitasking environment.

Chen and Barnes were particularly concerned with the influence of agent imperfections, such as rates of false alarm and
the propensity of the agent to miss the target, on the operator’s performance of tasks, for example, on target detection,
route editing and situation awareness. They found that participants’ attentional control and video gaming experience
significantly affected their overall multitasking performance. They determined that intelligent agents, such as RoboLeader,
can benefit the overall human-robot teaming performance when perfectly reliable. On the other hand, the effects of agent
imperfections can be significant and difficult to anticipate and further research needs to be done in this area.

An important factor in determining the utility of intelligent agents in supporting the dynamic robot re-tasking based
on battlefield development is the level of assistance provided by the agent to the robotics operator. In “Supervisory
Control of Multiple Robots in Dynamic Tasking Environments” (page 159), Chen and Barnes of ARL systematically change
the level of assistance provided by RobolLeader and find that participants’ primary task benefitted from all levels of
assistance compared to manual performance. Here again frequent video gamers demonstrated significantly better
situation awareness of the mission environment than did infrequent gamers. Moreover, the participants experienced
lower workload when they were assisted by RobolLeader than when they performed the target entrapment task manually.
This study increased the understanding of the interplay among the level of autonomy, multitasking performance and
individual differences in military tasking environments.

The results suggest that agent/human supervision of multiple robots permits synergy without usurping the human’s
decision-making authority and those levels of assistance with less than full autonomy can be as effective as fully
autonomous levels of assistance. Stated differently it enables the person to exceed the classical (seven + two) finding for
span of apprehension that would traditionally overwhelm cognitive resources and with the assistance of the intelligent
agent successfully expand their workload.

For a team of humans and robots to complete a mission effectively, humans must trust that a robotic teammate will
protect their interests and welfare. Trust directly affects the willingness of people to accept robot-produced information
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and follow robot suggestions. This affects the decisions humans make in uncertain and risky environments. The less
an individual trusts a robot, the sooner he or she will intervene as the robot progresses toward task completion. Most
current studies on trust attempt to measure and quantify the level of trust that exists for a particular platform and
human-robot team configuration. Hancock, Billings and Schaefer of the University of Central Florida, together with Chen
of ARL and Visser and Parasuraman of George Mason University evaluate and quantify the effects of human, robot, and
environmental factors on perceived trust in human-robot interaction in “A Meta-Analysis of Factors Affecting Trust in
Human-Robot Interaction” (page 177).

Hancock et al. replace a historically qualitative and descriptive review of trust with one that is quantitative. They conclude
that factors related to the robot performance had the greatest current association with trust while those related to the
environment were only moderately associated with trust. Moreover, there was little evidence that trust was dependent on
the human-related factors. The study provides an empirical foundation on which to advance both theory and application.

5. Other Issues
5.1. Sensors and Signal Processing

ARL, along with its partners, performs considerable work in sensors and signal processors for robotics and herein we
highlight some of the important aspects that are being addressed.

With regard to sensors, it is important to distinguish between sensors for platform control, for example, using a mechanical
sensor like a haltere to provide stable flight, versus sensors to complete, for example, a surveillance mission. Vision
sensors, in particular, can be used either for navigation, i.e., to detect and avoid obstacles, or they can be used for
situation awareness, to classify, recognize, or identify objects. For low-light or no-light navigation or situational awareness,
radar is a potential solution so long as it can be made small enough to fit on a platform. The same is true of hair-like
mechanical sensors. If they can be made small enough, artificial hairs are useful either for navigation or for detecting or
measuring wind.

An overriding issue with regard to the development of sensors is whether they can provide the requisite accuracy and
precision subject to the constraints of size, weight, and power. The accuracy and precision required depends upon the
number of platforms working collaboratively. Even if a single sensor has poor resolution, by combining measurements
from multiple platforms, one can improve the effective resolution.

If one needs a robot to alter and manipulate its environment, in addition to sensors, the robot requires a mechanism to
do so. For example, the Mars rovers alter their environment using drills and scoops to access material below the planet’s
surface but they also use lasers to ablate material on its surface. Thus gripping and moving an object require tactile
sensors and single or multiple arm-like appendages, multiple finger-like appendages, or both. Articulation, actuation,
and control of these appendages are critical issues, as is selecting materials that are strong, compliant, and durable for
repeated use.

Sensors by themselves provide only measurements pertaining to the environment. For autonomous behavior, it is
necessary to process these physical measurements to give them meaning. Thus, specialized dedicated processors, for
example, for vision, mapping, planning, and navigation are also required. There exists also a strong link between the
requirement for integrated, low-power but high performance sensors and the photonics and electronics necessary to
enable them.

Sensors impacts communications as well. What is transmitted, measurements, processed data, or commands, depends
upon the processing and communications power available to a single platform. Simple messages require complex
processing, whereas measurements require large bandwidths. Researchers are considering whether it is more efficient
to transmit data to a single, high performance processor, or provide each platform with a moderate amount of processing
to reduce the bandwidth and energy required for transmission. Latency is also an issue designers must consider in this
trade-off. The amount of latency incurred and the amount of latency that can be tolerated before the distributed control
of the collective becomes unstable is a critical research issue.

5.2. Non-technical Issues

ARL's purview is to solve the technical hurdles limiting the performance of autonomous platforms. However, there exist
nontechnical issues that also limit the acceptance of robots in military operations. The obvious and most concerning
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is their use as a remote weapon system. Government lawyers and policy makers, along with academicians, are already
studying the legal and ethical issues associated with this.

As indicated in Hancock et al., trust is another significant nontechnical issue. However, trust can be expected to be gained
over time as Soldiers have more interaction with robots and learn what they can and cannot do well, and when and how
they should be used. Trust will also increase as scientists and engineers gain understanding and improve designs and
reliability.

Army planners must consider the advantages and disadvantages of robotics, particularly as the technology changes over
time. The increase in effectiveness must outweigh any changes in mission structure and logistics to support the inclusion
of robotics. Is it more efficient and effective to use a robotic platform as opposed to other more conventional means? For
example, is it more effective to sustain a robotic mule in the field or a real one? Ultimately, logisticians need to determine
whether the gross weight of a Brigade Combat Team increases or decreases when it uses robotic platforms to provide
new capabilities or enhance old ones, and planners need to assess whether the improvement in performance warrants
an increase in weight.

Finally, as ARL seeks to integrate robotic platforms into teams of soldiers, others seek to integrate robotics even more
intimately with biology. In DARPA’'s HI-MEMS program, for example, researchers implanted electronics into the larvae of
a moth that the researchers used to control the moth’s flight as an adult.
We are pleased to share the following collection of articles that highlight the advances ARL's researchers have made in
the pursuit of enabling truly autonomous systems.
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This review article presents recent advancements in the design
and fabrication of thin-film (<3 pm) lead zirconate titanate
(PZT) microelectromechanical system (MEMS) devices. The
article covers techniques for optimizing highly (001)/(100) ori-
ented chemical solution deposited PZT films to achieve
improved piezoelectric coefficients. These PZT films combined
with surface and bulk micromachining techniques are fabri-
cated into actuators and transducers for radio frequency (RF)
switches, nanomechanical logic, resonators, and power trans-
formers for use in communication systems and phased-array
radar. In addition, the large relative displacements generated
by PZT thin films have been used to demonstrate mechanical
mobility in MEMS devices, including insect-inspired flight
actuators and ultrasonic traveling wave motors. In conjunction
with actuation, PZT films are being developed for feedback
sensors for the integrated control of insect-inspired robots.

1. Introduction

HE versatility of thin-film lead zirconate titanate,

PbZr, Ti,_,O5 or PZT, as a material in microelectrome-
chanical system (MEMS) devices has expanded greatly in the
past several years."* PZT thin films, deposited by both sput-
tering and sol-gel, have been researched for MEMS as well
as other electronic device technologies for nearly 30 years.
As a result, nonvolatile ferroelectric random access memory
(FRAM) is now commercially available from several vendors
including Ramtron, Texas Instruments, and Fujitsu.>”’
Although not a MEMS technology, FRAM demonstrates
successful integration of high performance ferroelectric thin
films with complementary metal-oxide semiconductor
(CMOS) integrated circuit technology. FRAM devices are
built by adding the metal-ferroelectric-metal stack on top of
the CMOS circuitry in a two photomask process. This addi-
tion to CMOS creates a highly useful integrated product for
embedded memory applications and provides a solid back-
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ground and experience on which to base the design and fab-
rication of PZT-based MEMS devices.

Two PZT thin-film based MEMS technologies are starting
to make their way into the commercial market. Panasonic
(Kadoma, Osaka, Japan) recently developed the EWTSOT ser-
ies thin-film PZT 16-mm’ two-axis gyroscope targeted for
consumer electronics applications.® In addition, several com-
panies, including Epson (Suwa, Nagano, Japan) and FUJI-
FILM Dimatix (Santa Clara, CA) are offering inkjet print
heads using thin film PZT.>!° The state of advanced product
development of both of these devices indicates the market via-
bility and advantages of PZT-based MEMS devices over com-
peting technologies.

This article is intended to provide an overview, by no
means all inclusive, of the types of new devices that are
enabled by PZT-based MEMS with specific attention to
devices targeting radio frequency (RF) and small scale robot-
ics systems. Although most of the fabrication processes are
common across the devices, the application areas are extre-
mely diverse. The first section will cover fabrication and
material processing topics. The second section of the article
will focus on actuation and sensing for the use in millimeter-
scale robotics. The final section of the article will outline
application areas in radio frequency microelectromechanical
systems (RF MEMS) devices.

II. Fabrication and Material Optimization

(1) Fabrication Overview

Before discussing specifics for any particular material, a gen-
eric piezoelectric MEMS (PiezoMEMS) fabrication process
will be presented. In this general process, all materials com-
prising the piezoelectric composite are deposited as uniform
blanket coatings onto the substrate of choice (see Figure 1).
First, a substrate must be chosen specific to the targeted final
device. The most common substrates are (100) silicon sub-
strates. For RF applications, the resistivity of the substrate
must be > 5000 or even as high as 10 000 Ohm-cm depending
on the frequency of interest. Another option is silicon-on-
insulator (SOI) substrates that are extremely attractive for
resonator/filter and robotics applications. For the SOI sub-
strates, the device layer silicon can vary between 2 and
> 40 um depending on the application requirements. Other
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Fig. 1. Schematic cross-sections of unimorph piezoelectric composite
starting wafers on both (a) Si and (b) silicon-on-insulator (SOI)
substrates.

substrate choices are possible, but silicon and SOI will
remain the focus of this article.

Following the substrate choice, an appropriate insulating
layer is deposited to serve as a protective barrier between the
subsequent metal electrode and silicon substrate. In addition,
this layer can serve as a mechanical elastic layer for a unim-
orph piezoelectric actuator. If used as the elastic layer,
proper design of the elastic layer composite will result in con-
trolled residual stress induced deformation in the final device
configuration.""!?> As an example, see Fig. 2, in which the
location of a highly stressed silicon nitride thin film is used
to modify the postfabrication static deformation in a SiO,/
Si3N,4/SiO,/Ti/Pt/PZT/Pt piezoelectric composite. Placing the
tensile silicon nitride further from the neutral axis of the
structure preferentially results in curvature toward the nitride
layer in the final device and can be utilized to ensure proper
device operation.

The remaining steps for the piezoelectric composite are
associated with the actuator and electrode materials. For a
parallel plate configuration, where the PZT is sandwiched
between two electrodes, the most common choice for the bot-
tom electrode layer is sputtered Pt deposited on top of a buffer
layer of titanium dioxide. Alternatively, conductive oxide elec-
trodes, either IrO, !> and RuO,,' can be utilized. These mate-
rials are common for FRAM where ferroelectric fatigue has a
significant role in overall device performance and reliability.
The PZT layer can be deposited by a variety of methods
including sputtering, metal-organic chemical vapor deposition,
and chemical solution deposition with thicknesses ranging
from 0.5 to 2.0 um depending on device design parameters.
Finally, the top electrode is deposited, preferentially, by sput-
tering. Similar to the bottom electrode, Pt, IrOx, and RuOx
are the most common choices. Cr/Au is also utilized, especially
for experimentation or device evaluation purposes. Note, for
improved ferroelectric fatigue (for FRAM and any application
requiring bipolar operation of the PZT) only one of the elec-
trodes is required to be a conductive oxide."

The following description of a generic fabrication
process flow is similar to that for devices fabricated at the
Specialty Electronic Materials and Sensors Cleanroom Facil-
ity, U.S. Army Research Laboratory (ARL), Adelphi, MD.
The general fabrication process (see schematic in Fig. 3) for

PiezoMEMS devices at ARL uses the following process flow
with minor variations (i.e., release process, layer thickness,
and process sequence) to meet unique requirements of a par-
ticular device. For more information, specific to a particular
device, see references discussed in the representative device
section. The actuator is commonly patterned using four indi-
vidual process steps. The first step is to pattern the top plati-
num electrode with the argon ion-milling in a 4Wave Ion
Mill. This etch is then followed by an additional ion-milling
of the PZT and bottom electrode features. To open access to
the bottom electrode, a via is patterned by ion-milling using
an endpoint etch to stop on the platinum layer. After ion-
milling, a quick wet etch is used to clean up any remaining
PZT related compounds on the bottom platinum electrode.
The actuator or sensor structure is then further defined by
patterning the composite elastic layer (either the dielectrics or
dielectrics plus device layer Si) with a reactive ion etch to
provide access to the silicon substrate for the eventual release
etch. Next, Metal 2 is deposited and patterned. Metal 2 con-
sists of a bi-layer of titanium and gold or chromium and
gold deposited with electron beam evaporation and patterned
via liftoff. Metal 2 commonly defines the co-planar wave-
guide transmission lines for RF devices, contact structures,
and anchor features required for gold air bridges. In this pro-
cess flow, Metal 3 is used to create air-bridge and cross-over
structures. To create these structures, a photo-resist sacrificial
layer is patterned and cured followed by the deposition and
lift-off of 2 um gold thin film to form Metal 3. If required,
the device layer silicon or the handle wafer on silicon-on-
insulator wafers are patterned and etched via silicon deep
reactive ion etching. In the final process step, a XeF, etch is
used to either etch the device layer or regions of the handle
wafer to create a released PiezoMEMS device. It should be
noted that in many instances, an atomic layer deposited alu-
mina thin film is used to provide protection to the exposed
PZT areas as well as provide XeF, etch protection of the
device Si areas.'® After processing, the devices are typically
poled with a 10-20 V DC or 1 Hz AC field for a period of 3
-5 min. In typical 0.5 pm PZT, reverse coercive fields can be
introduced by as little as —2 V so 0-15 V unipolar positive
voltage AC operation is the common actuation input. For
most devices, at 0.5-2um thickness, unipolar operation is
above the coercive field and the PZT poles to an exponential
limit over time.

(2) Elastic Layer and Pt Metallization

As described in the previous process flow, the elastic dielec-
tric layer and bottom platinum electrode are the first layers
deposited on the substrate and have proven to have signifi-
cant impact on the properties of the subsequent PZT film.
The use of epitaxial templates is critical to define well ori-
ented PZT for improved piezoelectric coefficients.!” The syn-
thesis of TiO,/Pt bottom electrodes on a well defined elastic
layer of thermal SiO, grown on Si (100) serves as a template

Fig. 2. Set of images of composite actuators consisting of a stack of SiO,/Si;N,/SiO,/Ti/Pt/PZT/Pt. Film thicknesses for the elastic layer are indicated
on the figures while the Pt (100 nm) and PZT (500 nm) are nearly constant for each sample. Micrographs show where, (a) the Si;Ny is closest to the
bottom interface, (b) the SisNy thin film is in the middle of the SiO,/Si;N4/SiO, composite, (c) the SisNy is closest to the Pt bottom electrode.
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Fig. 4. Rocking Curve-Full Width Half Maximum RC-FWHM
showing correlation of Pt (222) and TiO, (200) orientation.

for PZT growth and provides the basis of many of the
devices that will be discussed in later sections.

The details regarding the TiO,/Pt templates with an elastic
layer of 500 nm SiO, film commercially grown by thermal
oxidation on Si (100) are discussed in Ref. 17. The template
begins with a well-oriented 20 nm thick Ti metal layer with a
rocking curve full-width half maximum (RC-FWHM) of
approximately 4.5°. Next, the Ti is converted to a well-ori-
ented TiO, in the rutile phase with a RC-FWHM of
4.5 + 1.5° degrees by a furnace anneal at 750°C in flowing
oxygen. Finally, a Pt film is sputter deposited at 500°C yield-
ing a Pt (111) film with a RC-FWHM of 2 + 0.5°. The X-ray
diffraction RC-FWHM plotted in Fig. 4 shows that the ori-
entation of the Pt correlates well with that of the TiO,, lower
(i.e., improved) Pt RC-FWHM being obtained for lower
TiO, RC-FWHM. This comparison demonstrates the causal
impact of TiO, orientation improvement on that of Pt. The
influence of the Pt quality on the texturing of PZT films with
a Zr/Ti ratio of 52/48 is illustrated in Fig. 5. In this compari-
son, the PZT films were deposited via chemical solution
deposition (described in greater detail in the next section) on
a highly textured TiO,/Pt template and an un-textured Ti/Pt
template. The results from Fig. 5 show that a properly ori-
ented TiO,/Pt layer provides better PZT (111) peaks with a
Lotgering Factor'® Jainy ~ 0.95 compared with that of Ti/Pt
with af&“l) ~0.45.

As mentioned in the previous section, plasma enhanced
chemical vapor deposition (PECVD) SizN4 and SiO, multi-
layer composites can be used to control the stress in the elas-
tic layer for fine tuning the residual stress induced
deformation in PiezoMEMS composites. However, the as-
deposited surface of the PECVD films was found to have an
unacceptably high surface roughness compared with the ther-
mally grown SiO, elastic layer used in the work described in

= :':_E %ﬁ
16 |

—{ 111}

L E+R

Fig. 5. X-ray diffraction scans for (a) PZT/Pt/Ti and (b) PZT/Pt/
TiO, for Zr/Ti=0.52/0.48. All PZT films were prepared via
chemical solution deposition.

Table I. Thickness, Sheet Resistance (R), and Surface
Roughness Calculated from AFM Measurements on Elastic
Layers of Thermal SiO,, As-deposited SiO,, and Chemical

Mechanical Polished (CMP) SiO,. In Addition, XRD
Measurement of Rocking Curve-Full Width Half Maximum
(RC-FWHM) on Ti, TiO,, and Pt Thin Films on the Various
Elastic Layers is Presented

Elastic Layer Type

Thermal PECVD PECVD
Test Units SiO, SiO, SiO, After CMP

Elastic Layer
Surface Roughness nm  0.211  2.8-4.2 0.30-0.38

Thickness pm 0.5 0.7-2.2 0.5-2.0
Titanium

R, Q/sq 45 81-95 50

RC-FWHM deg 4.5 22-27 5.7
Titanium Oxide

Thickness nm 33 33 33
Platinum

R Qfsq 1.26 1.3 1.26

RC-FWHM deg 1.7-2.3 12-14 2.25-2.35

the previous paragraph on TiO,/Pt templates. The increased
surface roughness degraded the quality of the deposited Ti as
well as the resulting TiO, and Pt. To improve the quality of
the PECVD films, chemical mechanical polishing (CMP) can
be used to decrease the roughness of the as-deposited thin
films to nearly that of thermally grown SiO,. As an example,
a combination of SiO, and SiO,/Si3N4/SiO, (Oxide/Nitride/
Oxide) composite films deposited by PECVD on Si(100)
wafers underwent CMP performed by Axus Technology,
Chandler, AZ. In each case, 200 nm of SiO, was removed
during the polishing process. Final thicknesses based on
deposition rate and spectroscopic ellipsometry measurements
of the PECVD SiO, and oxide and nitride composites are
given in Table I. Ti sputter deposition, oxidation to convert
to TiO,, and Pt sputter deposition were performed exactly as
described above for the TiO,/Pt on thermal SiO,. Test results
to characterize the elastic layer, Ti, TiO,, and Pt for the
unpolished PECVD material, CMP-processed PECVD mate-
rial, and standard thermal SiO, are provided in Table I. The
data show that polished PECVD surfaces with surface rough-
ness comparable to that of thermal SiO, can be achieved,
reducing the surface roughness of untreated PECVD surfaces
by an order of magnitude. Pt RC-FWHM deposited on the
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Fig. 6. Correlation of Rocking Curve Full Width Half Maximum
(FWHM) of Pt (222) and Ti (001) orientation for PECVD [without
and with chemical mechanical polished (CMP)] and thermal SiO,
elastic layer.

CMP-treated PECVD is similar to that for Pt on thermal
Si0, (~2.3°). Fig. 6 shows that the RC-FWHM of the Ti and
Pt films are decreased in magnitude (improved) by the CMP
compared with the case for no CMP treatment of the PEC-
VD elastic layer. Therefore, the data show that TiO,/Pt tem-
plates obtained on CMP PECVD exhibit satisfactory
orientation for use in stress engineered PiezoMEMS compos-
ite structures.

(3) PZT Optimization

The morphotropic phase boundary (MPB) of Pb(Zr, Tij.,)
0;, PZT, exhibits exceptional piezoelectric and electrical
properties that can be taken advantage of in MEMS devices.
At the MPB, a mixture of rhomobohedral and tetragonal
phases exists resulting in an increase in the number of equiv-
alent poling directions (six for tetragonal and eight for rhom-
bohedral) and exceptional dielectric and piezoelectric
properties. These properties can be further improved by con-
trolling the crystal orientation of the PZT thin films to be in
the (001) direction.’®' For the following discussions, all of
the PZT films were deposited with a Zr/Ti ratio of 52/48
using chemical solution deposition (CSD) from a solution
with a 2-Methoxyethanol solvent using a process modlﬁed
from that originally described by Budd, Dey, and Payne®
and Zhou, Hong, Wolf, and Trolier-McKinstry.>* The (001)
crystal orientation in PZT (52/48) films prepared by the
aforementioned CSD can be textured with proper templating,
annealing procedures, and control of the excess Pb content
to gain higher forces and displacements and lower power
consumption in PiezoMEMS actuators. Several methods of
optimization can be employed, such as the use of highly
(111) oriented Pt to be used for templating, a PbTiO; seed
layer deposited by CSD, and thermal treatment of PZT and
Pb-excess to achieve highly (001)/(100) oriented films (for
greater detail see Ref. 24).

The use of the PbTiO; seed layer is inspired by the work of
Paul Muralt®"?* who showed that the PbTiO5 promoted (100)
growth in PZT thin films and suppressed (111) growth. Simi-
lar results were obtained using a 17 nm thick PbTiO; seed
layer deposited by CSD in conjunction with the highly tex-
tured TiO,/Pt template (see Fig. 7). X-ray diffraction results
using a Rigaku Ultima III Diffractometer (The Woodlands,
TX) with Bragg-Brentano optics showed f(oo1,100) improving
from 0.10 to 0.96 for films with and without the PbTiO5 seed
layer, respectively. Textured PZT using the PT seed layer
exhibits both (001) and (100) diffraction indicating the pres-
ence of both c-axis and a-axis oriented tetragonal unit cells.
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Fig. 7. XRD patterns comparing the effects of using the PbTiO;

seed layer on highly textured. (111) Pt for PZT (52/48) thin films

prepared by chemical solution deposition.
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Fig. 8. Improvements of the f(yo1/100) are observed when using fast
ramp techniques of fio1/100) = 0.99 compared with the slow ramp
rate  with  foo1/100) = 0.96 across all Pb-excess PZT (52/48)
compositions studied. The three curves represent TiO,/Pt/PbTiOs/
PZT (52/48) slow ramp, rapid ramp, and double ramp data. All PZT
films were prepared via chemical solution deposition.

Further improvements to the (001) orientation of PZT
(52/48) can be achieved with optimization of the thermal
treatment and Pb-excess processed in the films. During the
crystallization anneal of the PZT, volatile PbO is lost due to
high temperature processing. This PbO loss will greatly influ-
ence not only the nucleation and growth characteristic of
PZT but will also lead to nonstoichiometric PZT and
reduced electrical properties.”®> Traditionally, PZT (52/48)
films were annealed at 700°C for 60 s in a rapid thermal
anneal (RTA) with a slow ramp (SR) rate of 4°C/s. There
are several theories on how “slow” or “fast” ramps generate
(001) PZT films.?*>® Examination of two alternative anneal-
ing conditions using fast ramps of 200°C/s has been com-
pared with the slow ramp of 4°C/s. The first fast ramp
condition involved a hold time of 60 s at 700°C which was
referred to as rapid ramp (RR). The second condition was a
double ramp (DR) technique where the temperature was
ramped to 550°C to minimize Pb-loss and begin nucleation
events at a lower temperature. After 60 s the temperature
was ramped up to 700°C for 30 s to promote perovskite
growth. The optimization of the PZT (001) texture was
found to occur using either the rapid ramp or double ramp
in conjunction with 10% excess lead (see Fig. 8) enabling
further refinement of f(g01,100 to 0.99.
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III. Robotics MEMS Devices

The research in material optimization for higher PZT piezo-
electric coefficients greatly improves performance of PZT
sensors and actuators. The next three sections highlight how
better piezoelectric materials have been utilized to generate
larger forces, displacements and greater sensitivity for reduc-
tions in size, weight, and power (SWaP) for millimeter-scale
robotic applications.

(1) PZT MEMS Actuators for Robotic Mobility

The inherent work and power densities of PZT thin films
enable altogether new application spaces. One example is the
emerging field of micro- and millimeter-scale robotics.?*
Biologically inspired autonomous millimeter-scale robots
have a range of anticipated applications resulting from their
unique scale, low-cost, and potential for highly integrated
manufacturing. The large electromechanical coupling factors
and piezoelectric coefficients of PZT thin films combined
with the ability to monolithically couple thin film actuators
to high performance flexural and structural elements allows
PiezoMEMS devices to meet mobility and power consump-
tion system needs for a millimeter-scale robotics platform.
Flexural amplification using larger load bearing structures
has demonstrated the ability of PZT thin film actuators to
achieve very large forces and displacements with small foot-
prints, low power, and low voltages.! Thin film PZT actua-
tors could avoid the inefficient and bulky power conditioning
circuits required for high voltage drive and permit the use of
the monolithically integrated PiezoMEMS power transform-
ers discussed in a later section.*’ Piezoelectric sensing,
described in the following section, can also provide efficient
and typically passive sensing capability and piezoelectric
transduction may also be used for energy harvesting. The
integration of the other complementary PiezoMEMS device
technologies described in this article provides additional
opportunities for achieving highly integrated, capable, and
low cost millimeter-scale robots.

Integration will be a key element in the development of
these small-scale systems by mitigating manufacturing costs
and maximizing system capabilities. The batch fabrication nat-
ure of MEMS is expected to permit relatively low unit costs
and limited assembly strategies amenable to modular system
design. Fig. 9 depicts the kind of notional systems that
PiezoMEMS technology makes possible. Everything for the
mobility component of the system would be manufactured in a
monolithic PZT MEMS process, described above, that would
provide at a minimum, all of the necessary components like

Communications

censors _ Microcontroller

Fig. 9. [Illustration of a notional PiezoMEMS enabled multi-chip
millimeter-scale robot.

joints and actuators for a mobile millimeter-scale system. The
highlighted chips represent the other requisite subsystems, like
power or control that are required for a robotic platform. The
entire system is expected to be comprised of five or six individ-
ual chips, manufactured in their own performance and cost
optimal processes, and simply assembled with standard IC
packaging techniques for a complete semi-autonomous or
autonomous platform. Such an approach allows PZT MEMS
device and fabrication technologies to provide the unprece-
dented ease of implementing large degree of freedom robotic
mechanisms; the strong potential for simple and low-cost inte-
gration of actuation, sensing, and control; and the relative ease
of diverse device technology integration.

Actuation technologies intended to compete with their bio-
logical counterparts at this scale generally must achieve large
force and displacement, extremely low-power consumption,
provide system and payload enabling load bearing capacity,
low voltage operation, and simplicity of design that facili-
tates implementation in complex robotic mechanisms. ARL
has developed several integrated piezoelectric lateral, rota-
tional, and vertical MEMS actuators that meet these require-
ments. Most of these designs utilize the d3; mode of
operation and to varying degrees incorporate the unimorph
bender functionality. Traditional vertical unimorph actuators
and out-of-plane rotational/torsional actuators can provide
leg lifting actuation, see Fig. 10. Lateral piezoelectric actua-
tors can drive in-plane rotational joints whereas coupled high
aspect ratio silicon or metal based flexures largely support
the weight of the robot.>* The lateral piezoelectric actuators
demonstrated in Ref. 34 provide superior force and displace-
ment per unit power over rival technologies, and are the
basis for essential in-plane pseudo-rotational micro-robotic
joints, see Fig. 10(a). Due to inherent nonlinearity, these
designs produce optimal work for very small displacements
(7 mN at 1 pm for 20 V in a 500 um x 100 um footprint at
~8 n/J per actuation) and thus require proper flexural ampli-
fication mechanism design to translate those large forces into
large displacements. The individual flexural actuators, piezo-
electric actuators, and coupled flexures, can provide approxi-
mately 5° of rotation and are cascaded to create individual
joints capable of significantly larger rotations. Increasing
load bearing capacity and hence available power is a major
focus of ongoing research in actuator performance, flexure
and mechanism process design, control design, and joint/
robot design.

In addition to terrestrial mobility, robotics researchers
are attempting to create highly maneuverable, small-scale
vehicles with insect-inspired flight capabilities.>**> The
ARL is attempting to reproduce the aerodynamic forces
generated by agile insect flyers by achieving similar kine-
matic performance in comparable millimeter-scale wing
structures. Lift production in insect flight depends upon
unsteady aerodynamic effects associated with three-dimen-
sional kinematics utilizing both stroke (i.e., flap) and pitch
(i.e., wing rotation) degrees of freedom. Previous efforts
demonstrated the feasibility of achieving insect-like stroke
amplitudes in thin-film PZT actuated millimeter-scale
wings®® and the design and fabrication of the integrated
stroke and pitch actuators and strain sensors were reported
at Hilton Head 2010.*” The 2 mm long wings are of a sim-
ilar scale to that of a fruit-fly (Drosophila). The actuated
wing design features two independent degree of freedom
actuators that drive a micro-fabricated wing structure, see
Fig. 11. The thin film PZT stroke actuator drives the flap-
ping degree of freedom at resonance and the pitch actuator
quasi-statically drives the wing rotation. It is the coordi-
nated motion of these two degrees of freedom and the
resulting complex three-dimensional wing kinematics that
generate the aerodynamic lift that sustains flight. Such
devices have successfully demonstrated 120° of stroke
amplitude at 10 V and 45° of pitch amplitude at 20 V at
biologically comparable frequencies.
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Fig. 10. Images of three examples of PiezoMEMS actuator designs applicable to millimeter-scale robotics: lateral actuator (left), traditional

vertical unimorph bender (center), and in-plane torsional actuator (right).

Fig. 11. (a) Image of PiezoMEMS actuated wing design, illustrating PZT stroke and pitch actuators and thin film wing structure. (b) Image of

suspended platform with individually controllable wings next to a US dime.

(2) Proprioceptive Sensing with thin Film PZT

As previously described, PZT actuators can be used for
mobility in small robotic systems. Alternatively, the voltage
generated by applied stresses in the PZT can be utilized for
inertial sensing. This section details the design, fabrication,
and preliminary results of a biologically inspired, low-power,
two-axis, angular rate sensor (ARS) to be integrated into
micro-robotic aerial platforms. Proprioceptive sensors enable
mobility control for millimeter-scale robotics and are essen-
tial to achieving stable flight in aerial autonomous systems,
but they are challenging to integrate at this scale. For
instance, stable hover of the aforementioned millimeter-scale
flapping win% platforms requires three types of propriocep-
tive control.® These include a means of orientation control,
three-axis relative velocity control, and three-axis angular
rate control. Most flying insects, particularly two wing or
order diptera, use both visual and inertial sensors for stable
flight,* so mimicking biology at this scale requires inertial
sensors also at a similar scale.

Traditional, packaged rate sensors do not possess compati-
ble SWaP to be practical for millimeter-scale robotics.® The
mass of current state of the art vibrating MEMS angular rate
sensors is individually larger than the desired target mass of
expected entire robotic systems, requiring alternative integra-
tion strategies. One integration option is to eliminate the lead
frames and plastic encapsulation then die bond the sensor to
the robot. This non-traditional packaging, sensor die integra-
tion, and sensor protection creates many difficult engineering
issues at this scale. It may be possible, but entails packaging
size and weight trade-offs. Ideally the rate sensors would be
made monolithically in the process that makes the robotic
platform and also operate effectively in air, eliminating the
need for vacuum packaging. Wu ef al. demonstrated

Fig. 12. Example of the club-like haltere location (circled) relative
to the wings of diptera on a Giant Crane Fly. The haltere is believed
to be a devolved hind wing as four wing insects do not have this
structure. Two haltere can give information on all three-axes of
rotation.

bio-mimetic, ARS that can detect angular rates of 1 radés
and are 5-mm in length driven by bulk PZT actuators.*®
However, these are not small enough to integrate directly
with the millimeter-scale actuation platforms being developed
by ARL, but they provide the basis for scaling.
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The haltere in insects, shown in Fig. 12, measure the resul-
tant Coriolis forces (caused by the angular rates) and motion
orthogonal to the direction of haltere oscillations. Force

Fig. 13. Vectors show orthogonal velocity (v) and Coriolis forces
(F.) on a mass due to angular rate (®) about the illustrated axis
vectors on a notional haltere. The orthogonal aspect ratios of the
beam allow for compliance in the drive and sense direction.**

" Sensor

Fig. 14. SEM of a PZT-based MEMS haltere with PZT actuators
to enable resonant drive and PZT sensors along the cantilever
section to detect the strains generated by the Coriolis force acting
upon the vibrating proof mass.

PZT Drive
Actuator

Cu Mass
I C 00 um

sensing hairs are connected to their neural system at the base
of the haltere. Inspired by the insect sensors, a MEMS-based
pendulum structure that is both actuated and sensed piezo-
electrically has been created. The MEMS ARS are designed
to be monolithically integrated with the piezoelectric mobility
actuators, thus enabling direct proprioceptive control of
millimeter-scale and cm-scale robotic platforms. The ARL
PiezoMEMS ARS maximizes the sensitivity to rotational rate
(roll-pitch or yaw) for a minimal SWaP requirement.

For a MEMS based haltere, Fig. 13 illustrates the general
concept with the Coriolis forces (F.) acting on the end mass
due to angular rate about the illustrated axis vectors. Thin
film based versions include the use of PZT actuators at the
base of the structure and anchor attachment to enable reso-
nant actuation. PZT sensing sections are patterned on the
SiO, layer before a high aspect ratio cantilever section is
added forming an inverted “T” cross-section. The PZT con-
verts lateral Coriolis force generated strain in the film to a
voltage (see Fig. 14). Electroplated metal, Cu in this case,
was used to fabricate the high aspect ratio features on the
cantilever section. The out-of-plane dimension was thickened
to reduce the sensitivity of the sense PZT to drive motion.
Figures 15,16 show an example of the ANSYS modeling
used to predict and optimize the mode shape and natural fre-
quencies of the drive and sense modes shapes, respectively.
The haltere was designed so that the natural frequency of the
sense mode shape is at least 2-3x higher than the drive fre-
quency. This is to ensure that the haltere sensors can respond
to the frequency of the Coriolis force. In an initial fabrica-
tion run of PZT/Cu devices, MEMS haltere has demon-
strated devices vibrating at 588 Hz with tip displacements of
213 pm for a 500 um long haltere beam.

Modeling and testing indicates the area of the PZT desig-
nated for sensing will be inherently sensitive to the Coriolis
forces caused by changes in angular rate with a 1 rad/s
design goal. Scale studies and modal analysis were completed
to guide the MEMS-level sensor development. MEMS-based
haltere have been fabricated as individual sensors and in cou-
pled arrays in 10, 20, and 30 micrometer thick Cu. Under-

drive motion
50 um

Fig. 15. ANSYS modal analysis showing drive or actuation mode shape, out of plane motion and relative strain at the root of the high aspect

ratio beam due to the drive motion. (Note: the second view is rotated)

PZT sensor

I 200

High stress in PZT
from Coriolis Force LL

20 pm

Fig. 16. ANSYS modal analysis showing the Coriolis force sensing mode shape, in-plane motion, and relative strain along the sides of the high
aspect ratio beam due to the sideways motion. (Note: the second view is rotated)



Fig. 17. ANYS modal simulation showing the B;3 mode shape
standing wave. A traveling wave results from two standing waves
excited 90° in space and phase relative to each other. The patterned
PZT thin film process enables a traveling wave by ensuring the
antinodes and nodes of the pair of standing waves are aligned.
Displacement is exaggerated in the simulations. Actual motion is
<l pm.

standing the coupling mechanisms between multiple haltere
will enable triaxial-sensitivity to angular rates resulting in
reductions in size, weight, and power and enabling proprio-
ceptive sensing on micro-air vehicles at this unprecedented
scale.

(3) Traveling Wave Ultrasonic Motors

Many small scale motors have been developed over the years,
however, few if any are able to produce high torques, espe-
cially at low speeds, without the use of gearing.***! Traveling
wave ultrasonic motors (TWUM) offer a path toward
addressing this need. Advantages of TWUM include high
torque-low speed performance, silent drive, zero power hold-
ing torque, compact design, and low power.*? Macroscale,
bulk PZT, TWUM have found wide application in autofocus
camera lenses as well as automotive applications. Despite
these many advantages, miniaturization of TWUM has
stalled due to the minimum resolution of the manufacturing
process. The PiezoMEMS process offers many advantages
for further scaling of TWUM including high resolution
(<1 pm), batch fabrication enabling large production vol-
umes, and zero hand assembly.

The PiezoMEMS based TWUM uses a thin film of PZT
to generate standing and traveling waves within the PZT and
Si stator. The stator does not rotate, but the elliptical motion
of the stator surface is transferred to a rotor in contact.
Teeth attached to the stator can be used to amplify the pie-
zoelectrically induced elliptical motion in the stator resulting
in increased rotation rates in the motor. ANSYS simulations
were performed to optimize the performance of the stator for
the desired modes. The B3 vibration mode is shown in
Fig. 17 and described in more depth in Ref. 43. In addition,
the stators were designed to allow for control of the location
of the nodal diameters of the mode shape of the stator.
Specifically, the top Pt electrode (Act Metal 1 from Fig. 3)
layout was configured to enhance operation of the B3 mode
and limit the number of external interconnects required for
operation (see Fig. 18).

During operation, two electrical signals were used to cre-
ate two standing waves apart in space and offset in phase,
which add by superposition to create a traveling wave. Direc-
tional control of the traveling wave was accomplished by
adjusting relative phase of the two drive signals from + 90 to
— 90 thereby enabling bi-directional rotation. For a 3 mm

Botlom Au
contact

PUPZT/Pi(12) Si stator wafer

Etch

holes

200 pm
E'-.mla'i.-'l-ﬁ ——
Fig. 18. This micrograph of a fabricated stator 2 mm diameter

stator shows the electrode layout used to create a quarter-wavelength
offset in space.

Fig. 19. Micrograph of the ultrasonic motor assembly.

stator using 30 pm thick Si and ~I pm thick PZT (52/48),
the resulting traveling wave propagates around the disc every
4 ps. To demonstrate motor rotation, a 2 mm wide silicon
rotor, manufactured using deep silicon reactive ion etching,
was placed on the stator. The stator was then wirebonded to
a 24-pin dual in-line package. In this configuration, the wire-
bonds also served to maintain the position of the rotor on
the stator. The assembled device is shown in Figure 19.
Upon excitation with phase offset sine wave inputs oscillating
between 0 and 10 V, the rotor spun at rates ranging from
400 to 2300 rpm depending on contact with the wirebonds.
When rotational direction was changed by altering the phase
offset between the two drive signals, full speed change of
direction occurred within 30 ms. This assembly was used as a
simple proof of concept for a PiezoMEMS enabled TWUM
and significant performance enhancement is expected in future
integrated designs that contain integrated confinement and
positioning of the rotor relative to the stator.

IV. RF MEMS Devices

In the area of RF circuits, RF MEMS technologies, includ-
ing switches and relays, phase shifters, resonators, filters, and
oscillators, have been investigated. These technologies can
play a significant role in reducing loss, power consumption,
improving isolation and linearity, and reducing size com-
pared with current technology solutions for tactical and com-
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mercial communication systems and phased array radar sys-
tems. This section discusses several of these device technolo-
gies and how PiezoMEMS technology can be used for
additional performance benefits.

(1) RF MEMS Switches
Compared with other RF MEMS technologies, PZT thin
film based switches offer certain benefits. Usually, the low
actuation voltage of PZT devices is pointed out as their sig-
nature advantage.***> However, PZT devices are also capa-
ble of generating large contact/restoring forces and
displacements. They also tend to consume less power and are
typically faster than thermally*® and magnetically*’ actuated
RF MEMS devices. When compared with switches actuated
by electrostatic force, an additional advantage of piezoelec-
tric switches is the full control of their displacement when
the switch is making contact. Electrostatic switches are char-
acterized by a parameter called pull-down voltage.*® Once
the pull-down voltage is reached and the gap of the electro-
static capacitor is reduced to 2/3 of the gap at 0 V, a positive
feedback is created in the device. A smaller gap creates larger
closing force, which in turn moves the switch in the direction
of even smaller gaps. This process of constant acceleration
ends when the RF contact is closed against a typically
immovable RF line. In contrast, PZT RF MEMS switches
move only in response to the magnitude of the DC actuation
voltage. They do not exhibit positive feedback and their
dynamic behavior is well controlled. As a result, switches
with piezoelectric actuation can be operated where the con-
tacts close with only a modest acceleration resulting in mini-
mal contact bounce thus improving switch cycle reliability.*’
Two representative PZT based switches are shown in
Fig. 20. The RF circuit is reciprocal using a co-planar wave-
guide (CPW) transmission line configuration with the input
or output on the left or right hand side of each image. The
PZT actuators reside between the center conductor and the
ground plane and are mechanically coupled with the elastic
layer. In addition, the mechanical link provides the location
for the electrical contact, which completes the electrical cir-
cuit path between the input and output RF transmission line
air bridges. At zero actuation voltage, the input and output
are isolated. Upon applying voltage, the actuators move
upward out of the plan of the wafer resulting in the contact
pad contacting both air bridges and completing the circuit
between the input and output circuit path. One significant
deviation of these devices from the earlier published results
in Refs. 45 and 46 is the use of a 4 um thick Si elastic layer
from a SOI wafer as opposed to a 0.5 pm thick composite
silicon dioxide and silicon nitride elastic layer. The change of
elastic layer was prompted in part by a desire for devices

with an increase in contact force and increase restoring force
for improved reliability and RF performance (for more infor-
mation on switch reliability see reference 50). Devices with
increasing actuator widths are shown in Fig. 20 to demon-
strate the capabilities of the fabrication technology, note that
release holes are required because of fabrication tolerances.
It should be noted that, from an electrical perspective, these
switches are four terminal devices (i.e., the two terminals for
DC actuation and the two RF terminals (input/output) are
decoupled from each other). Such a topology allows indepen-
dent optimization of the mechanical and RF performance of
the devices.

The PZT RF MEMS switches were characterized using an
Agilent E8361A PNA Network Analyzer in the frequency
range from 100 MHz to 40.1 GHz. In the off-state, the verti-
cal gap between the air bridges and contact pad combined
with the etch trench surrounding the contacts enables devices
with isolation better than —20 dB up through 25 GHz (see
Figure 21). The devices have actuation voltages as follows:
single actuator —15 V; dual actuator —20 V. These voltages
are 2-2.5 times higher than the previously published results
as these devices have yet to be optimized for initial gap and
temperature stability. Nevertheless, the contact resistances of
these switches is in the range 0.5-1 Ohm with the corre-
sponding insertion loss (see Fig. 22) better than —0.5 dB up
to ~15 GHz (note, insertion loss is higher than it should be
at these contact resistances. The substrate losses were sub-
stantially higher on these initial devices and will be reduced
on subsequent wafers).

(2) NanoMechanical Logic

Piezoelectric RF switches have also become enabling in
very low power digital logic circuits. The low leakage current
observed on a PZT-based actuator has led to the develop-
ment of a digital, single-pole, double-throw (SPDT) mechani-
cal relay with zero leakage current in one state and under
30-fA of leakage current in the other state.’! The device is
shown schematically in Fig. 23 and with the two independent
current paths highlighted in green in Fig. 24. In addition to
low leakage currents, the structure’s material composition
provides innate radiation hardening®*>* and the SPDT con-
figuration of this device, highlighted in Fig. 24, makes it
optimally suited for complimentary logic circuits.

Due to PZT’s large ds; coefficient, large deflections, several
hundred nanometers for the previously mentioned nanome-
chanical logic relay, can be achieved at modest voltages. This
enables the relay to have an open-state contact gap sufficient
to support up to 40 V hot switched across its contacts, whereas
still allowing for fully functional Boolean logic operations at
fewer than 2 V (see Table II). In addition, due to the ambipo-

Fig. 20. SEM images of PZT-based RF MEMS switches with actuators of different width (a) single actuator and (b) dual actuator.
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Fig. 21. Insertion loss in the on-state (voltage applied) with the
single actuator in red and dual actuator in black.
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Fig. 22. Isolation in the off-state (0 V) with the single actuator in
red and dual actuator in black.
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Fig. 23. Single-pole double-throw relay schematic.

lar nature of metal-to-metal contacts, the device is well suited
to functioning in a pass-gate logic configuration, allowing for
a reduction in gate count without harming the signal integrity.
Fig. 25 demonstrates this behavior with a Boolean AND oper-
ation. Here, the top electrode of Fig. 24 is grounded, the bot-

ﬂlﬂyl‘l‘l. — 0
0V Actuation Voltage 1.5V Actuation Voltage

Fig. 24. Electron micrograph of a fabricated relay highlighting the
two paths of current flow.

tom electrode is connected to “Input A,” the normally closed
(NC) input is grounded, the normally open (NO) input is con-
nected to “Input B” and both the NC and NO outputs are con-
nected together. In this configuration, when “Input A” is false,
ground is shorted to the output and when “Input A” is true,
“Input B” is passed to the output.

The device can also operate as either of the two classes of
digital memory: dynamic and static.’® The low leakage of the
PZT dielectric makes dynamic memory especially attractive
for low power operation, as the data can be preserved for long
periods without any external power. Fig. 26 shows one relay,
one capacitor implementation of a dynamic flip-flop. This
device operates by propagating “D” to the storage capacitor
when “PHI” is high and then transporting that charge to “Q”
as soon as “PHI” goes low. Measured results of this operation
are shown in Fig. 27. Note that the rapid decay shown in those
results is due to the | M-Q terminating resistance of the mea-
surement equipment, which is approximately six orders of
magnitude lower than the parasitic resistance of the MEMS
relay, the component this circuit is intended to drive.

(3) RF MEMS Resonators

The PZT RF MEMS resonators provide a potential solution
for bandpass and bandstop filters in communication systems
in addition to high quality factor, low phase noise oscillators
for timing references utilized in electronic systems. The key
advantage for contour-mode, piezoelectric MEMS resonators
is the multi-frequency integration on a single chip. These res-
onators also show promise as resonant power transformers
for single chip power supplies.’> The PZT is an attractive
choice for RF MEMS acoustic resonators/transformers due
to its large electromechanical coupling factors and stress con-
stants. The high electric field PZT nonlinearity also allows for
electric field tuning of the dielectric, elastic, piezoelectric con-
stants, and coupling factors; enabling resonant frequency tun-
ing, which is an attractive feature for RF systems. The
approach with the most promise to date is to combine the
high electromechanical coupling of the PZT material with the
high mechanical quality factor of single crystal Si.*>® The
silicon layer provides a means for higher quality factor, lower
loss resonators.’’ PiezoMEMS resonators of this design have
recently demonstrated an insertion loss as low as 2.1 dB at
~15 MHz (see Fig. 28), a loss competitive with Film Bulk
Acoustic Resonator (FBAR) technology.” Additional
research activities in thin film PZT resonators that will be dis-
cussed include unique tether designs that minimize anchor
loss, ultimately improving the mechanical quality factor,’
tunable parallel resonance with > 110 dB of rejection for
notch filter applications and a numerical electrode shaping
design technique permitting the excitation and detection of
arbitrary modes in arbitrary geometries.®® In addition, these
PZT resonators have also been integrated with PZT switches,
enabling a monolithic switchable filter approach.®’ The fol-
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Table II.  All 16 Boolean Logic Functions Possible with PiezoMEMS SPDT Relay

Boolean Function Top Pt Bottom Pt NC Input NC Output NO Output NO Input
Always 0 X X GROUND OUTPUT INPUT B

A NOR B VDD INPUT A GROUND OUTPUT NOT INPUT B
(NOT A) AND B GROUND INPUT A INPUT B OUTPUT GROUND
NOT A GROUND INPUT A VDD OUTPUT GROUND

A AND (NOT B) GROUND INPUT B INPUT A OUTPUT GROUND
NOT B GROUND INPUT B VDD OUTPUT GROUND

A XOR B INPUT A INPUT B GROUND OUTPUT VDD

A NAND B GROUND INPUT A VDD OUTPUT NOT INPUT B
A AND B GROUND INPUT A GROUND OUTPUT INPUT B

A XNOR B INPUT A INPUT B VDD OUTPUT GROUND

B X X INPUT B OUTPUT INPUT B
(NOT A)OR B GROUND INPUT A VDD OUTPUT INPUT B

A X X INPUT A OUTPUT INPUT A

A OR (NOT B) GROUND INPUT B VDD OUTPUT INPUT A

A ORB GROUND INPUT A INPUT B OUTPUT VDD

Always 1 X X VDD OUTPUT VDD
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Fig. 25. Measured results of Boolean AND function being MEMS relays. Note that glitches introduced between 4.5 and 5 m\s
performed via a PiezoMEMS relay. do not propagate to the output.
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Fig. 28. Insertion loss versus frequency for a PiezoMEMS contour-

lowing section briefly highlights a handful of current efforts mode resonator at various DC bias voltages. At 10 V bias a low-loss

to improve performance in PiezoMEMS resonator devices. of 2.1 dB resulted.

(A) Anchor Loss Mitigation:  Anchor loss is an impor-
tant research topic for resonators as it can ultimately limit a common MEMS-based approach for anchor loss mitiga-
the mechanical quality factor and limit device performance. tion. In general, the support should accommodate large reso-

Quarter-wave support design for acoustic matching has been nator motion and velocity at the attachment point while



simultaneously providing a large mechanical impedance at
the substrate attachment; ultimately, an efficient impedance
transformer is desired where acoustic energy radiating into
the substrate is minimized. An alternative design involves
determining the desired resonator geometric and resonant
mode and then subsequently designing a tether that tends to
accommodate the general resonator motion. Modal analysis
was used to consider dissimilar anchor support designs to
gain an understanding of the tether response (which can be
considered a resonator in itself) at a desired resonant
frequency. The Von Mises stresses at the surface between the
tether and the substrate is then used to assess the relative
energy that would be radiated when comparing two variant
tether designs. For example, two tether supports are consid-
ered using ANSYS 12.0 FEA (Pittsburgh, PA) modal analy-
sis for disc resonator geometries as shown in Fig. 29. The
tether displacements are assessed and compared (see inset
images for each design in Fig. 29. The response is the vector
sum of the unity normalized displacements, where the blue
represents near zero relative displacements. It is evident that
the alternative tether design [Fig. 29(b)] will present the resona-
tor with reduced energy transfer into the substrate resulting in
a larger resonator mechanical quality factor and improved
device performance.

(B) Electrode Shaping: Another area of study is elec-
trode shaping, which is motivated by designing for the most
optimal electrode patterns for a particular resonant mode
to both minimize insertion loss for a particular resonant
mode and improve the suppression of spurious vibrational
modes. The proper design of the resonator electrodes to
selectively excite and detect desired modes, or “electrode-
shaping,” can provide improvements in these performance
metrics. Optimal excitation and detection electrodes may be
analytically derived for simple one-dimensional modes by
utilizing the orthogonality property of the vibrational mode-
shapes. However, extending this technique to more compli-

cated modes is difficult, but extending the theory to higher
dimensional modes, such as those existing in discs, poses
considerable complications. An alternative approach has
been developed that determines the local suitability of plac-
ing an electrode on the resonator.®® The local suitability is
accomplished by considering strain compatibility between
the excited piezoelectric material and the desired mode at
each location on the resonator. The electrode shapes are
ascertained from maps of this local determination of elec-
trode placement. For excitation, maximizing the local strain
leads to maximizing the local contribution to the lumped
equivalent excitation force, or modal force. This technique
does not necessarily maximally excite the desired mode or
maximally suppress unwanted modes, but rather determines
electrode shapes that ensure the desired mode is excited and
detected. Figure 30 displays the results of the current tech-
nique for the detection electrode for the two-port devices.

(C) PZT Resonant Power Transformers: An alternate
application of thin-film PZT resonators includes piezoelectric
power transformers for power supplies in on-chip applica-
tions.>> The large size of the passive components limits the
size of the switched mode power supply (SMPS), thus creat-
ing the need for a high frequency SMPS to reduce the size of
the passives. Low frequency bulk resonant piezoelectric
transformers (<5 MHz) have been implemented in the past in
power conditioning units for advantages including high volt-
age isolation, small size, and the absence of induced electro-
magnetic noise.®> Thin film PZT resonant transformers offer
an elegant solution for on-chip high frequency power pas-
sives integration.

To realize either a voltage buck or voltage boost configu-
ration an approximate analysis can be followed. Assuming a
low loss, contour mode, two port piezoelectric resonant
transformer as depicted in Fig. 31, the input power, Pj,, is
approximately equal to the output power. Based on this
approximation,

Fig. 29. Modal analysis of 100 pm diameter PZT-on-Si disc resonator operating at 60 MHz high order disc flexure mode. The plotted response
is the vector-sum of unity normalized displacements (blue identifies near zero relative displacements). (left) 20 um long x 5 pm wide straight

tether design and (right) new transformer design.

50 100 150  20C
Frequency (MHz)

Fig. 30. (Left) FEA modal analysis a high order flexure disc mode with 100 um diameter. (Center) Micrograph of the fabricated two-port PZT-
on-Si disc resonator electrode-shaped for the mode illustrated in (left) and (right) it’s corresponding frequency response. The dashed red line

identifies the design frequency.
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Fig. 31. [Illustration of extensional mode resonator where the
output electrode is designed based on the resistive load to which

power will be delivered. The output electrode area is traded for the
input transducer area for voltage boosting.

Iin Vin = Iout Vuut (1)
VouI/Vin = in/lout = (AinNi )/(AoutNout) (2)

where Vi, is the input voltage amplitude, V,,, is the output
amplitude, [, is the input current, /,,, the output current, 4;,
and A,y the area of the input and output electrodes, respec-
tively, and Ny, and Ny, are the number of input and output
electrodes, respectively. Therefore, voltage bucking or voltage
boosting occurs with mismatched input and output electrode
areas. A detailed analysis of electrode area trade-offs for the
fundamental length extensional modes can be found in* for a
thin film PZT resonator (single PZT stack). The trade for
input area versus output area is considered for a device illus-
trated in Fig. 31 with a 190 pm x 40 pum x 11 pm volume.
The voltage gain, efficiency, and power delivery are all a func-
tion of the input and output transducer design areas and the
resistive load value. With a contour mode resonator of Q
~2000, voltage boosts as high as 8, with 29% efficiency, are
predicted. In addition, efficiencies as high as 80% are pre-
dicted for 1:1 transformers depicted in Fig. 31.

As previously mentioned, the PZT based PiezoMEMS reso-
nators utilize a single crystal silicon elastic layer which serves
as a high quality factor resonator material. In addition to
higher quality factor devices, the implement of silicon signifi-
cantly improves the device power handling,%® which is essential
for high power density SMPS. There is, however, a fundamen-
tal trade with improved quality factor and power handling
with electromechanical coupling factor, kcﬁz. Therefore, the
ke’ X Q metric is an important design parameter as it directly
impacts the open circuit voltage gain and efficiency.

V. Conclusion

Over the last decade, the potential of nano to millimeter scale
PZT thin-film devices is finally being realized across a breath
of commercial and military areas. Material, design, and fabri-
cation optimization are all areas that have fueled this growth.
In many areas, like FRAM, ink-jet printing, RF MEMS, and
millimeter-scale actuation, thin-film PZT transduction has
proven itself as a truly enabling solution to engineering chal-
lenges that have been studied for decades. Compatible pro-
cesses and integration of these individual PZT solutions will
only enhance system performance while reducing components
to size, weight, and power scales never thought possible.

Acknowledgments

The authors thank their many collaborators over the years of development on
PiezoMEMS technology at the US Army Research Laboratory including the

vision of Madan Dubey and Robert Zeto in initiating the PZT MEMS
research effort. Specifically, Joel Martin and Brian Power are acknowledged
for their contributions to device fabrication. In addition, the roles of Fox
Materials Consulting, Pennsylvania State University, Cornell University, and
the University of Maryland are acknowledged for their contributions to the
fabrication, design, and evaluation of PiezoMEMS devices.

References

'R. G. Polcawich and J. S. Pulskamp, “Chapter 5: Additive Processes for
Piezoelectric Materials:Piezoelectric MEMS;” pp. 273-355 in MEMS Materials
and Processes Handbook, Edited by R. Ghodssi and P. Lin. Springer, NY,
2011.

2P. Muralt, R. G. Polcawich, and S. Trolier-McKinstry, “Piezoelectric Thin
Films for Sensors, Actuators, and Energy Harvesting,” MRS Bull., 34, 658-64
(2009).

3S. Tadigadapa and K. Mateti, “Piezoelectric MEMS Sensors: State-of-the-
Art and Perspectives,” Meas. Sci. Technol., 20, 092001 (2009).

“P. Muralt, “Recent Progress in Materials Issues for Piezoelectric MEMS,”
J. Am. Ceram. Soc., 91 [5] 1385-96 (2008).

>http://www.ramtron.com/products/nonvolatile-memory/

Shttp://www.ti.com/product/msp430fr5728

"http://www.fujitsu.com/us/services/edevices/microelectronics/memory/fram/

Shttp://industrial. panasonic.com/www-data/pdf/ARC0000/ARCO000CE13.pdf

“http://www.epson.com/cgi-bin/Store/Landing/Ink TechPrinter.jsp

"http://www.dimatix.com/files/SAM BA-Technology-Backgrounder.pdf

1y, s. Pulskamp, A. Wickenden, R. Polcawich, B. Piekarski, M. Dubey,
and G. Smith, “Mitigation of Residual Film Stress Deformation in Multilayer
Microelectromechanical Systems Cantilever Devices,” J. Vac. Sci. Technol. B,
Microelectron. Process. Phenom., 21 [6] 2482—6 (2003).

2g, Zakar, R. Polcawich, M. Dubey, J. Pulskamp, B. Piekarski, J. Conrad,
and R. Piekarz, “Stress Analysis of SiO,/Ta/Pt/PZT/Pt Stack for MEMS
Application,” Proc. 12th IEEE Int. Symp. Appl. Ferroelectr., 1947 (2000).

13].S. Cross, K. Kurihara, and H. Haneda, “Diffusion of Oxygen Tracer
Into Deuterium-Gas-Baked IrO,/Pb(Zr,TiO;)Pt Capacitors and Pb(Zr,Ti)O5Pt
Films,” J. of Appl. Phys., 98 [9] 094107, 5pp (2005).

L. A. Bursill, I. M. Reaney, D. P. Vijay, and S. B. Desu, “Comparison of
Lead Zirconate Titanate Thin Films on Ruthenium Oxide and Platinum Elec-
trodes,” J. of Appl. Phys., 75 [3] 1521-5 (1994).

ST, S. Moise, S. R. Summerfelt, and K. R. Udayakumar, “Method of
Forming PZT Ferroelectric Capacitors for Integrated Circuits”; US Patent
7,935,543, 2011.

1G. L. Smith, R. G. Polcawich, J. S. Pulskamp, T. Waggoner, and J. Con-
ley, “Atomic Layer Deposited Alumina for use as an Etch Barrier Against
Xenon Difluoride Etching”; pp. 194-7 in Proceeding of 2010 Solid State Sen-
sor, Actuator and Microsystems Workshop, Transducers Research Foundation,
Hilton Head, 2010.

7D. M. Potrepka, G. R. Fox, L. M. Sanchez, and R. G. Polcawich,
“Pt/TiO, Growth Templates for Enhanced PZT Films and MEMS Devices,”
MRS Online Proc. Library, Material Research Society, 1299, mrsf10-1299-s04-
02 (2011).

I8F. K. Lotgering, “Topotactical Reactions with Ferrimagnetic Oxides Hav-
ing Hexagonal Crystal Structures,” J. Inorg. Nucl. Chem., 9 [2] 113 (1959).

B. Jaffe, R. S. Roth, and S. Marzullo, “Piezoelectric Properties of Lead
Zirconate- Lead Titanate Solid Solution Ceramics,” J. of Appl. Phys., 25 [6]
80910 (1954).

20p. Muralt, T. Maeder, L. Sagalowicz, S. Hiboux, S. Scalese, D. Naumovic,
R. G. Agostino, N. Xanthopoulos, H. J. Mathieu, L. Patthey, and E. L. Bull-
ock, “Texture Control of PbTiO; and Pb(Zr,Ti)O, Thin Films With TiO,
Seeding,” J. of Appl. Phys., 83, 3835 (1998).

21, Hiboux, P. Muralt, and N. Setter, “Orientation and Compostition
Dependence of Piezoelectric-Dielectric Properties of Sputtered Pb(Zr,,Ti;.,)
OsThin Films,” Proc. MRS, 596, 499-504 (1999).

22K. D. Budd, S. K. Dey, and D. A. Payne, “Sol-gel Processing of PbTiOs,
PbZrOs, PZT, and PLZT Thin Films,” Br. Ceram. Proc., 36, 107-21 (1985).

Q. F. Zhou, E. Hong, R. Wolf, and S. Trolier-McKinstry, “Dielectric
and Piezoelectric Properties of PZT 52/48 Thick Films With (100) and Ran-
dom Crystallorgraphic Orientation,” Mat. Res. Soc. Symp., 655, 1171-6
(2001).

L. M. Sanchez, D. M. Potrepka, G. R. Fox, I. Takeuchi, and R. G.
Polcawich, “Improving PZT Thin Film Texture Through Pt Metallization
and Seed Layers,” MRS Online Proc. Library, 1299, mrsf10-1299-s04-09
(2011).

2N, Ledermann, P. Muralt, J. Baborowski, S. Gentil, K. Mukati, M. Can-
toni, A. Seifert, and N. Setter, “Textured, Piezoelectric Pb(Zr,, Ti;_,)O3; Thin
Films for MEMS: Integration, Deposition, and Properties,” Sens. Actuators A:
Phys., 105 [2] 162-70 (2003).

). Chen, K. R. Udayakumar, K. G. Brooks, and L. E. Cross, “Rapid
Thermal Annealing of Sol-gel Derived Lead Zirconate Titanate Thin Films,”
J. oprpL Phys., 71 [9] 4465 (1992).

2H. N. Al-Shareef, K. R. Bellur, O. Auciello, X. Chen, and A. 1. Kingon,
“Effect of Composition and Annealing Conditions on the Electrical Properties
of Pb(Zr,Ti;_,)O; Thin Films Deposited by the Sol-gel Process,” Thin Solid
Films, 252 [1] 38 (1994).

2C.-R. Cho, W.-J. Lee, B.-G. Yu, and B.-W. Kim, “Dielectric and Ferroelec-
tric Response as a Function of Annealing Temperature and Film Thickness of
Sol-gel Deposited Pb(Zry 5,Tig45)O3 Thin Film,” J. of Appl. Phys., 86, 2700-12
(1999).



»S. Hollar, A. Flynn, S. Bergbreiter, and K. S. J. Pister, “Robot Leg
Motion in a Planarized-SOI, Two-Layer Poly-Si Process,” J. Microelectro-
mech. Syst., 14, 725-40 (2005).

). 'S. Pulskamp, R. G. Polcawich, and K. Oldham, “Highly Integrated
Piezo-MEMS Enabled Millimeter-Scale Robotics”; Vol. 6, pp. 797-805 in
Proceedings of ASME IDETC/MNS, ASME, San Diego, CA, 2009.

3K, Oldham, J. Pulskamp, R. Polcawich, and M. Dubey, “Thin-Film PZT
Actuators With Extended Stroke,” J. Microelectromech. Syst., 17 [4] 890-9
(2008).

8. S. Bedair, J. Pulskamp, B. Morgan, and R. Polcawich, “Performance
Model of Electrode Tailored Thin Film Piezoelectric Transformers for
High Frequency Switched Mode Power Supplies”; pp. 436-8 in Proceedings of -
PowerMEMS, Transducers Research Foundation, Washington, DC,
2009.

BK. Oldham, J. Pulskamp, and R. Polcawich, “Thin-Film Piezoelectric
Actuators for Bio-Inspired Micro-Robotic Applications”; Integr. Ferroelectr.,
95 [1] 54-65 2007.

3R S. Fearing, K.H. Chiang, M.H. Dickinson, D.L. Pick, M. Sitti, and J.
Yan, “Wing Transmission for a Micromechanical Flying Insect”; Vol. 2, pp.
1509-16 in Proceedings of IEEE Int. Conference on Robotics and Automation,
IEEE, San Fransisco, CA, 2000.

BR. J. Wood, “The First Takeoff of a Biologically Inspired At-Scale
Robotic Insect,” IEEE Trans. on Robotics, 24 [2] 341-7 (2008).

36J. R. Bronson, J.S. Pulskamp, R.G. Polcawich, C.M. Kroninger, and E.D.
Wetzel, “PZT MEMS Actuated Flapping Wings for Insect-Inspired Robotics™;
pp. 1047-1050, Proceedings of IEEE Conference on MEMS, 1EEE, Sorrento,
Italy, 2009.

). S. Pulskamp, G. L. Smith, R. G. Polcawich, C. M. Kroninger, and E. D.
Wetzel, “Two Degree of Freedom PZT MEMS Actuated Flapping Wings With
Integrated Force Sensing”; pp. 390-391 Proceedings of Solid State Sensor, Actu-
ator and Microsystems Workshop, TRF, Hilton Head Island, SC, 2010.

BW. Wu, R. Wood, and R. Fearing, “Halteres for the Micromechanical
Flying Insect,” Proc. IEEE Int. Conf. Robot. Autom. p. 60, 2002.

%G. Frankel and J. W. S. Pringle, “Halteres of Flies as Gyroscopic Organs
of Equilibrium,” Nature, 141, 919-21 (1938).

L. F. Fan, Y. C. Tai, and R. S. Muller, “IC-Processed Electrostatic
Micromotors,” Sens. Actuators, 20, 41-7 (1990).

4IR. Legtenberg, E. Berenschot, J. Van Baar, and M. Elwenspoek, “An
Electrostatic Lower Stator Axial-Gap Polysilicon Wobble Motor Part I:
Design and Modeling,” J. Microelectromech. Syst., 7 [1] 87-93 (1998).

42K Uchino, “Piezoelectric Ultrasonic Motors: Overview,” Smart Mater.
Struct., 7, 273-85 (1998).

4G. L. Smith, R. Q. Rudy, R. G. Polcawich, and D. L. Devoe, “Integrated
Thin Film Piezoelectric Traveling Wave Ultrasonic Motor,” Sens. Actuators
A: Phys., in press (2011).

“R.G. Polcawich, J. S. Pulskamp, D. Judy, P. Ranade, S. Trolier-Mc-Kins-
try, and M. Dubay, “Surface Micromachined Microelectromechanical Ohmic
Series Switch Using Thin-Film Piezoelectric Actuators,” Microwave Theory
and Techniques, IEEE Transactions, 55 [12] 2642-54 (2007).

“R. G. Polcawich, D. Judy, J. S. Pulskamp, S. T. McKinstry, and M.
Dubey, “Advances in Piezoelectrically Actuated RF MEMS Switches
and Phase Shifters,” JEEE MTT-S Microwave Symposium, 2083-6 (2007).

“M. Daneshmand, S. Fouladi, R. R. Mansour, M. Lisi, and T. Stajcer,
“Thermally Actuated Latching RF MEMS Switch and Its Characteristics,”
Microwave Theory and Techniques, IEEE Transactions, 57 [12] 3229-38
(2009).

Gabriel L. Smith received B.S. and
M.S. degrees in mechanical engi-
neering from the University of
Maryland, College Park, in 1999 and
2002, respectively. He has worked in
MEMS Design for the past 15 years
with the U.S. Naval Surface Warfare
Systems, U.S. Army Armaments
Research Dev. Eng Center, and U.S.
Army Research Laboratory. He has
developed MEMS devices for safe
and arm devices for torpedoes and
gun-launched munitions, piezoelectric sensors, and actuators
for millimeter-scale robotic systems, and piezoelectric traveling
wave ultrasonic motors. He has also fielded inertial sensors in
Army systems for target and launch detection. He currently
holds six US patents with three patents pending and has
authored seven journal and conference papers on MEMS
devices.

“IM. Glickman, P. Tseng, P. Harison, J. Niblock, T. Goldberg, I. B. Judy,
and J. W. Judy, “High Performance Lateral Actuating Magnetic MEMS
Switch,” J. Microelectromechanical Systems., 20 [4] 842-51 (2011).

“G. M. Rebeiz and J. B. Muldavin, “RF MEMS Switches and Switch Cir-
cuits,” Microwave Magazine, IEEE., 2 [4] 59-71 (2001).

“B. McCarthy, G. G. Adams, and N. E. McGruer, “A Dynamic Model,
Including Contact Bounce, of an Electrostatically Actuated Microswitch,” J.
MEMS, 11, [3] 276-83 (2002).

5. L. Ebel, D. I. Hyman, and H. S. Newman, “RF MEMS Testing —
Beyond the S-Parameters,” IEEE Microwave Mag., 8, 76-88 (2007).

>IR. M. Proie Jr, R. G. Polcawich, J. S. Pulskamp, T. Ivanov, and M.
Zaghloul, “Development of a PZT MEMS Switch Architecture for Low-Power
Digital Applications,” J. Microelectromech. Syst., 20 [4] 1032-42 (2011).

>’F. Wang, and V. D. Agrawal, “Single Event Upset: An Embedded Tuto-
rial”; pp. 429-34, VLSI Design, 2Ist International Conference on, 1EEE,
Hyderabad, India, 2008.

*3J. M. Benedetto, R. A. Moore, F. B. McLean, P. S. Brody, and S. K.
Dey, “The Effect of Ionizing Radiation on sol-gel Ferroelectric PZT Capaci-
tors,” Nuclear Science, IEEE Transactions on, 37 [6] 17137 (1990).

S, C. Lee, G. Teowee, R. D. Schrimpf, D. P. L. Birnie, D. R. Uhlmann,
and K. F. Galloway, “Total-Dose Radiation Effects on sol-gel Derived
PZT Thin Films,” Nuclear Science, IEEE Transactions on, 39 [6] 203643
(1992).

3J. M. Rabaey, A. Chandrakasan, and B. Nikolic, in Digital Integrated
Circuits: A Design Perspective, 2nd ed., Edited by C. S. Sodini. United States of
America: Pearson Education, Inc., Upper Saddle River, 2003.

*°H. Chandrahalim, S. A. Bhave, R. Polcawich, J. Pulskamp, D. Judy, R.
Kaul, and M. Dubey, “Influence of Silicon on Quality Factor, Motional
Impedance and Tuning Range of PZT-Transduced Resonators”; pp. 360-3 in
Proceedings of 2008 Solid State Sensors, Actuators & Microsystems Workshop,
Transducers Research Foundation, Hilton Head, SC, 2008.

5. S. Pulskamp, S. S. Bedair, R. G. Polcawich, D. Judy, and S. Bhave,
“Ferroelectric PZT RF MEMS Resonators”; pp. 1-6 in IEEE Frequency Con-
trol Symposium 2011 Proceedings, IEEE, San Francisco, CA, 2011.

#sS. S, Bedair, J. S. Pulskamp, R. G. Polcawich, D. Judy, A. Gillon, S.
Bhave, and B. Morgan, “Low Loss Micromachined Lead Zirconate Titanate,
Contour Mode Resonator With 50  Termination,” pp. 708-12 IEEE Interna-
tional Conference on Micro Electro Mechanical Systems Proc, Paris, France,
2012.

S. S. Bedair, D. Judy, J. Pulskamp, R. G. Polcawich, A. Gillon,
E. Hwang, and S. Bhave, “High Rejection, Tunable Parallel Resonance in
Micromachined Lead Zirconate Titanate on Silicon Resonators,” Appl. Phys.
Lett., 99 [10] 103509, 3pp (2011).

3. S. Pulskamp, S. S. Bedair, R. G. Polcawich, G. L. Smith, J. Martin, B.
Power, and S. A. Bhave, “Electrode-Shaping for the Excitation and Detection of
Arbitrary Modes in Arbitrary Geometries in Piezoelectric Resonators,” IEEE
Transactions Ultrasonics Ferroelectrics & Frequency Control, (in press) (2012).

613, S. Pulskamp, D. C. Judy, R. G. Polcawich, R. Kaul, H. Chandrahalim,
and S. A. Bhave, “Monolithically Integrated PiezoMEMS SP2T Switch and
Contour-Mode Filters”; pp. 900-3 in IEEE International Conference on Micro
Electro Mechanical Systems Proc., IEEE, Sorrento, Italy, 2009.

A, V. Carazo, “50 Years of Piezoelectric Transformers. Trends in the
Technology™; pp. 33-44 in Proceedings of Materials Research Society Sympo-
sium, Material Research Society, Boston, MA, 2003.

SR. Polcawich, J. S. Pulskamp, S. S. Bedair, G. Smith, R. Kaul, C. Kronin-
ger, E. Wetzel, H. Chandrahalim, and S. A. Bhave, “Integrated PiezoMEMS
Actuators and Sensors,” in IEEE Sensors 2193-96 2010. Od

Jeffrey S. Pulskamp received the B.
S. degree in mechanical engineer-
ing from the University of Mary-
land, College Park, in 2000. He is
currently a MEMS Design and
Mechanical Engineer with the Micro
and Nano Materials and Devices
Branch, U.S. Army Research Labo-
ratory, Adelphi, MD. His current
research  interests include RF
MEMS devices, electromechanical
design and modeling of MEMS, and
millimeter-scale robotics. He is currently the holder of eight
patents related to piezoelectric MEMS devices and has an
additional five patents pending.

27



28

Luz M. Sanchez received her B.A.
degree in Physics from Hunter Col-
lege -City University of New York
(CUNY), New York, N.Y. in Janu-
ary 2008. As of 2008, she is pursu-
ing her Ph.D. in Materials Science
and Engineering at the University
of Maryland College Park under
the mentorship of Dr. IchiroTakeu-
chi. She is also working as a stu-
dent intern at the U.S. Army
Research Laboratory in the Micro
and Nano Materials and Electronic Devices Branch. Her
current research interests are in the optimization of sol-gel
deposited PZT and highly oriented PZT in multilayer
structures.

Daniel M. Potrepka is a Senior
Research Electronics Engineer at the
U.S. Army Research Laboratory in
Adelphi, Maryland. He received his
Ph.D. in Physics in 1998 from the
University of Connecticut. Dr. Pot-
repka was a Process Engineer at
Mostek Corporation, an Associate
Member of the Technical Staff at
RCA Laboratories, and an Associ-
ate Research Scientist at United
Technologies Research Center between
1979 and 1993. As a National Research Council postdoctoral
fellow he studied perovskite materials and their ferroelectric behav-
ior and is currently involved in PiezoMEMS process and materials
research. His current research is focused on a crystoallographic
study of PiezoMEMS response in PZT for both sputtered and
atomic layer deposited thin films and on packaging applications
for MEMS. He has authored or coauthored more than 40 techni-
cal papers and has five patents.

Robert M. Proie Jr. received the B.
S. degree in electrical engineering
from the University of Pittsburgh,
Pittsburgh, PA, in 2007, the M.S.
degree and the Ph.D. degree in
computer engineering from The
George  Washington  University
(GWU), Washington, DC, in 2010
and 2011, respectively. He is cur-
rently an electronics engineer at the
U.S. Army Research Laboratory,
Adelphi, MD. His research interests
are in the areas of low-power electronics and MEMS device
design. His current focus is on piezoelectric MEMS design
and verification for both RF and digital applications.

Tony G. Ivanov received the M.S.
and Ph.D. degrees in electrical engi-
neering from the University of Cen-
tral Florida, Orlando, in 1994 and
1997, respectively. From 1997 to
2003, he was with Bell Laboratories
(AT&T, Lucent Technologies, Ag-
ere Systems Holmdel, NJ), where
he worked on SiGe and BiCMOS
technology development. Starting
and Development organization, and
he was involved with CMOS sili-
con-on-insulator and RF microelectromechanical systems
(MEMS) technologies for wireless products. He is currently
with the Sensors and Electron Devices Directorate, U.S.
Army Research Laboratory, Adelphi, MD. His research

interests cover technologies and circuits for RF/millimeter-
wave applications, with emphasis on MEMS. He has
authored or coauthored more than 40 journal and conference
papers and is the holder of 13 U.S. patents. Dr. Ivanov is a
founder of the IEEE Central North Carolina Chapter of
ED/MTT/SSC. He has been a member of the Technical Pro-
gram Committees for the IEEE MTT-S International Micro-
wave Symposium and IEEE Antennas and Propagation
Society International Symposiums, and he has been involved
in IEEE in various capacities.

Ryan Q. Rudy received the B.S.
degree and the M.S.E. degree in
mechanical engineering from the
University of Michigan, Ann Arbor,
MI, in 2009 and 2010, respectively.
Since 2010 he has been part of the
MEMS and Microfluidics Labora-
tory at the University of Maryland,
College Park, where he is pursuing
the Ph.D. degree. His current
research interests include millimeter-
scale robotic actuators with a specific
focus on rotary traveling wave ultrasonic motors.

William D. Nothwang joined the
Army Research Laboratory from
Clemson University in the Fall of
2001 as a ASEE Research Fellow.
In the Spring of 2003, he became a
Distinguished Army Scholar within
the Army Research Laboratory.
Dr. Nothwang’s past research expe-
rience has focused on ultra-thin
film hetero-structures, residual stress,
thin film deposition, and integration,
and specifically on the role of resid-
ual stress on complex nanostructures composed of many layers
of dissimilar materials. For research in these areas, he was one
of the recipients on both the 2005 Army R&D Award and the
2007 Army R&D Award. In 2009, he transferred to the
RF Division of the Sensors and Electron Devices Directorate
of ARL to take on a leadership role within the MAST pro-
gram and to start his new research program. Dr. Nothwang’s
current research endeavors focus on cyber-physical sensing and
control, including bio-mimetic sensors for low power, small size
applications.

Sarah S. Bedair received the B.S.
degree in Applied Sciences &
Computer Engineering from the
University of North Carolina -
Chapel Hill (2002, Magna Cum
Laude with Highest Distinction).
She also received her Ph.D. and M.
S. degrees in Electrical & Computer
Engineering from the Carnegie
Mellon University (2004 and 2008,
respectively) where her thesis work
focused on CMOS MEMS based
chemical gravimetric sensors and mechanical oscillators.
Dr. Bedair spent one year (August 2008-June 2009) as an
Oak Ridge Associated University Postdoctoral Fellow at the
U.S Army Research Laboratory (ARL) in Adelphi, Mary-
land. She has been a staff researcher in the Power Compo-
nents Branch at ARL since June 2009. Her research is on
the modeling and fabrication of MEMS based power devices,



specifically for single chip scale power conversion and RF
electronics. She has contributed to over 30 research publica-
tions and is co-inventor on 4 patent applications or invention
disclosures awaiting patent submission. She is also a mem-
ber of IEEE. Dr. Bedair has received fellowships and awards
for excellence in academics and research. These include the
Phillip and Marsha Dowd-Institute for Complex Engineered
Systems Fellowship and the James D. Crawford Award at
UNC-Chapel Hill. She also received the 2010 Excellence in
Federal Career -Technical & Scientific Rookie of the Year
Award and the 2009 ARL Research and Development
Achievement Award.

Christopher D. Meyer received the
B.S. and M.S. degrees in electrical
engineering from the University of
Florida, Gainesville, FL, in 2006
and 2009, respectively. Since 2006
he has been part of the Interdisci-
plinary Microsystems Group at the
University of Florida while pursu-
ing the Ph.D. degree. His current
research interests include three-
dimensional microfabrication tech-
nologies, hybrid integration, and
magnetic power systems.

Ronald G. Polcawich received the
B.S. degree in materials science and
engineering from Carnegie Mellon
University, Pittsburgh, PA, in 1997,
and the M.S. degree in materials
and the Ph.D. degree in materials
science and engineering from Penn-
sylvania State University, Univer-
sity Park, in 1999 and 2007,
respectively. He is currently a Staff
Researcher with the Micro and
Nano Materials and Devices
Branch, U.S. Army Research Laboratory, Adelphi, MD,
where he is also currently the Team Lead for the RF MEMS
and Millimeter-Scale Robotics programs. The current
research programs include switches and phase shifters for
phased array antennas, tunable MEMS resonators/filters for
secure communication, and mobile unattended sensor plat-
forms. His research activities include materials processing of
lead zirconatetitanate thin films, MEMS fabrication, piezo-
electric MEMS, RF components, MEMS actuators, and mil-
limeter-scale robotics. He is currently the holder of four
patents and has authored over 30 journal articles and one
book chapter on fabrication and design of piezoelectric
MEMS devices. Dr. Polcawich is a member of IEEE.

29






Modeling and Optimal Low-Power On-Off
Control of Thin-Film Piezoelectric
Rotational Actuators

Biji Edamana, Bongsu Hahn, Jeffery S. Pulskamp, Ronald G. Polcawich
and Kenn Oldham

IEEE/ASME Transactions on Mechatronics, 16(5) (2011)

ResearcheARL




Modeling and Optimal Low-Power On—Off Control
of Thin-Film Piezoelectric Rotational Actuators

Biju Edamana, Bongsu Hahn, Jeffrey S. Pulskamp, Ronald G. Polcawich, and Kenn Oldham, Member, IEEE

Abstract—A novel open-loop minimal energy on—off servo sys-
tem and control strategy are described for ensuring specified dis-
placements from new microscale piezoelectric rotational joints un-
der extremely strict power budgets. The rotational joints are driven
by thin-film lead—zirconate-titanate actuators and are targeted for
use in autonomous terrestrial microrobots. A lumped-parameter,
second-order model of anticipated joint behavior is utilized to esti-
mate the natural frequency and damping ratio of the robot joints,
which, in turn, are used to identify necessary sampling rates and
switching drive circuit parameters for implementation of on—off
control. An identified model of leg joint behavior is then used to
both verify lumped-parameter modeling and to optimize on—off
input sequences to the rotary joint. The optimization procedure in-
corporates energy costs from both switching and holding an input
voltage on microactuators that behave as a capacitive load, while
ensuring that specified final states of a dynamic system are achieved
at a specified point in time. Optimization is done via a new applica-
tion of binary programming. In addition, modest robustness of the
system response to parameter variation can be produced during
control sequence generation. Optimized input sequences are ap-
plied to both macroscale piezoelectric actuators and to prototype
thin-film piezoelectric leg joints, and show that specified actuator
motions can be achieved with energy consumption of less than 5 p1J
per movement.

Index Terms—Integer programming, microactuators, micro-
electromechanical devices, on—off control, piezoelectric devices,
switched systems.

[. INTRODUCTION

HE OPPORTUNITY to dramatically reduce the size of ac-
T tuators and sensors through microelectromechanical sys-
tem (MEMS) technology makes possible a variety of miniature
autonomous devices, such as unattended sensor nodes or mobile
microrobots. However, in autonomous operation, taking full ad-
vantage of the small size of MEMS mechanisms requires that
one also ensure small size of power sources, circuitry, and other
subsystems required to operate the central MEMS component.
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Fig. 1. Concept drawing of an autonomous microrobot based on thin-film
piezoelectric actuator joint arrays.

One opportunity for reducing power needs of MEMS microac-
tuators is aggressive reduction in power needed to perform con-
trolled actuator movements. A new optimal on—off switching
controller, as described in this paper, is a promising method
for meeting especially strict constraints on power consumption.
This method accommodates both efficient actuator drive cir-
cuitry and minimizes servo system energy usage to accomplish
prescribed movements.

Especially severe power constraints are faced when MEMS
actuators are intended to actuate autonomous microrobots, on
the scale of one centimeter or smaller, as in the concept drawing
shown in Fig. 1. While a few microrobots at this scale have
been demonstrated in autonomous or tethered operation, their
mobility has been limited by the need to either carry a large-
power supply, by limited actuation force at low power, or by
the need to operate on a dedicated substrate. Several previous
robots have been based on thermal actuation, but the large-
power consumption of thermal actuators permits only single
degree of freedom, short-displacement leg joints in order to carry
large-battery mass [1]-[3]. In contrast, microrobots based on
electrostatic actuation can be powered with much smaller power
supplies, but electrostatic actuators require very large areas to
produce significant force, permitting only a few limbs or degrees
of freedom per robot; alternatively, electrostatic microrobots
may depend on a specialized substrate to deliver power, limiting
autonomy to small areas [4]—[6].

Thin-film piezoelectric actuators, in contrast, are capable of
delivering much larger forces than electrostatic actuators with
much smaller power requirements than thermal actuators, or
other potential robotic actuators, such as electromagnetic ac-
tuators or shape-memory alloys. A thin-film lateral actuator
has been previously demonstrated capable of generating up to
3 x 107 N-m of work in a 500 zm x 100 zm area, and this pa-
per may be leveraged using silicon microstructures to generate
rotational motion of 3° or more from a single such actuator at
20 V [7]. Operated in multiactuator arrays, these actuators can



generate large-angle rotations of microrobotic leg joints. A typ-
ical array, as discussed in this paper, would have a capacitance
of less than 1 nF, corresponding to intrinsic energy consumption
of less than 1 pJ each time an actuator is charged to an operating
voltage on the order of 20 to 30 V. Furthermore, integrated with
silicon structures, they could potentially carry between 5 and
50 mg payloads per leg [8], [9]. However, even with state-of-
the-art thin-film battery or solar power sources [10], [11], the
power budget per leg at that payload capacity is on the order of a
few hundred microwatts to a few milliwatts, making extremely
low-power servo systems a necessity for microrobots based on
these actuators. In addition, reduction in power requirements to
control piezoelectric actuators could be useful to slightly larger
miniature robots [12], [13], where energy constraints are not as
severe, but servo power reduction still allows for larger payloads.

Unfortunately, controlling the motion of a robotic appendage,
as to move a leg to a specified angle in a given step, introduces
significant additional power consumption beyond that of the
actuator itself. Existing operational amplifiers operating in the
range of 20 to 30 V consume at least 400 W in quiescent power,
and in a typical analog amplifier circuit for piezoelectric actua-
tors, as much as 95% of the power used by the actuator may be
wasted [14]. As a result, switching interface circuits between a
high-voltage supply and the piezoelectric actuator are desirable,
with motion control typically applied using pulsewidth mod-
ulation (PWM). However, PWM requires very high switching
frequencies, which dramatically increases power consumption
when driving a capacitive load. Charge recovery, such as that
developed by Campolo et al. [15], is one method for reduc-
ing this energy, use is through, but inductor sizes necessary for
effective charge recovery can be excessively large and energy
losses are still most prevalent during switching, although these
losses are reduced.Another way of rotating through fixed angles
is to make use of mechanical stops [16], [17]; the drawback in
this method is that there is only one possible angle of rotation.
Meanwhile, power consumption of sensor circuitry required
for feedback also greatly exceeds power consumption of thin-
film piezoelectric actuators, such that open-loop control may be
necessary to meet especially strict power limits.

Open-loop on—off control, using a limited number of switch-
ing transitions per actuator movement, can produce regulated
movements with extremely small energy usage, provided that
on—off switching times are chosen carefully and a reasonable
model of the system is available. Previous optimization tech-
niques for on—off control schemes have minimized the time to
reach a desired set of system states [18], or the amount of time
spent with an “on” input to reach a desired set of states at a
specified time [19], [20], but these approaches do not account
for switching costs, such as energy usage to charge a capacitive
actuator. Alternatively, full-fledged hybrid system models can
be used to approach on—off control design [21], [22], but this
may be an unnecessarily complex approach when only two input
selections are available.

This paper presents a model for a piezoelectric microrobotic
leg joint, a low-power switching circuit for control of the joint,
and an optimization procedure for generating minimum energy
on—off input sequences to direct the resulting motion. The open-

loop optimal on—off switching sequences drive a set of initial
states to a desired set of output states, while minimizing total
energy usage. The optimization procedure is based on binary
programming, which permits a simpler optimization procedure
than that of full-fledged hybrid systems approaches, but allows
switching costs to be incorporated into the optimization cost,
unlike previous controllers designed specifically for on—off se-
quence optimization. Applied to the piezoelectric microactuator
arrays in a novel rotational joint configuration, the controller can
drive comparatively large displacements to specified angles with
just a few on—off switching transitions and extremely low-power
consumption. The control inputs are applied to the piezoelectric
actuators through a low-power switching drive circuit, to further
reduce system power consumption.

Following this introduction, Section II introduces the thin-
film piezoelectric actuator and leg joint models. Section III de-
scribes the design of a low-power switching circuit for interfac-
ing. Section IV describes the on—off input sequence optimization
procedure and a simulational study. Section VI provides exper-
imental results from the on—off controller using a low-power
switching drive circuit. Section VII discusses implications for
future low-power microrobot operation and concludes the paper.

II. ACTUATOR DESIGN AND MODELING
A. Individual Flexure and Actuators

The large-angle, rotational joint to be controlled consists of a
series of eight elastic silicon flexures between rigid silicon links
developed at the U.S. Army Research Laboratory, as shown in
Fig. 2. Each link contains a thin-film piezoelectric actuator that
applies a bending moment to one of the silicon flexures via a
thin silicon tether. Net rotation at the tip of the joint is the sum
of the rotation angles of each flexure—actuator pair.

Each flexure in the array is a thin silicon beam that experiences
elastic deflection due to the moment generated by the actuator
force offset from the tip of the actuator by distance L,, as
shown in Fig. 2(c2) and (c3). The rotational stiffness of each
link is given by the equation

3
_ Etwf
12L;

where FE is the elastic modulus of silicon, ¢ is the thickness
of the silicon flexures, w; is the flexure width, and L is the
flexure length. Flexure parameters as described and fabricated
are shown in Table 1. While the nominal flexure thickness was
to be 10 um in the legs tested, excessive undercut of the sili-
con structures during deep reactive ion etching resulted in thin
silicon structures (flexures and tethers) having a thickness of
only approximately 6 um, leading to a somewhat less stiff joint
structure than anticipated.

The piezoelectric actuators consist of bend-up and bend-down
unimorph segments connected in series to produce net in-plane
displacement at the actuator tip, as shown in Fig. 3. The bend-up
unimorph segments consist of a silicon dioxide base layer that
sets the height of the neutral bending axis below the pizezoelec-
tric film, a bottom platinum electrode, a lead—zirconate—titanate
(PZT) piezoelectric thin film, and a top platinum electrode. The
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Fig.2. Multiactuator leg joint. (a) Optical photograph. (b) Schematic drawing
of components. (c1) Link dimensions. (c2) Force and displacement at actuator
tip. (c3) Equivalent bending moment model. (d) Mass and inertia definitions in
deflected state.

TABLE I
FLEXURE AND ACTUATOR PARAMETERS
Parameter Label Units Nominal | Fabricated

Value Value

Elastic Modulus (Si} E GPa 170 170

Device Thickness t pm 10 6

Flexure Width wy pm 7 6.7
Flexurc Length Ly pm 120 120
Spring Constant ko #N/rad/s 0.38 0.23

Actuator Offset Lact pm 12 12
Tether Width Wy pm 5 4.7
Tether Length Ly pm 292 292

Single Actuator
Tethered to Flexure

Fig.3. Schematic diagram and optical images of an individual thin-film piezo-
electric lateral actuator, alone and tethered to single flexure.
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Fig. 4. Force versus displacement curve of thin-film piezoelectric actuators at
20 V, nominal model from [7] and with effects of fabrication limitations.

bend-down unimorph segments have an additional gold film
added, to raise the neutral bending axis of the structure above
the midline of the PZT film in that segment. The net effect is
to produce in-plane lateral actuators with the large-force capac-
ity of piezoelectric actuation and increased stroke length due
to nonlinearity of the bend-up and bend-down structure. A full
force—displacement model of these actuators was previously de-
scribed in [7], and the resulting force—displacement curve for a
nominal 500-pum-long, 100-pm-wide actuator at 20 V is shown
in Fig. 4. The effective electroactive piezoelectric strain coef-
ficient (d31 q) for these actuators at 20 V was approximately
—60 pm/V, while the dielectric coefficient was approximately
230.

Unfortunately, while the nominal force—displacement of the
actuators, as designed and tested in the previous work, would
generate greater than 3° of rotation at each link, flaws dur-
ing the microfabrication process greatly reduced the force—
displacement capabilities of the actuators tested here. Namely,
insufficient undercut of the silicon layer beneath the actuators
reduced their length to only about 440 um, and residual stress
in the thin film layers, particularly the gold films used to gener-
ate bend-down motion at the outer segments of the actuator, has
the effect of shifting the force—displacement curve away from its
nominal position. When the observed length of the actuators fol-
lowing fabrication and estimated residual stress levels are incor-
porated in the actuator models, the expected force—displacement
curve diminishes, as shown in the additional curves in Fig. 4.
While this decrease in performance is not a significant factor in
verifying controller performance and power consumption, re-
ducing negative effects of residual stress and better regulating
actuator length and stiffness will be necessary to achieve truly
large range-of-motion microrobotic joints.

Conversion of the actuator force as a function of displacement
to the moment on the flexures as a function of flexure rotation
depends, first, on the offset between the actuator tether and the
elastic flexure in each link, and second, on the stiffness of the
tether itself. For a given offset L,¢, the resulting moment due
to the actuation force F, is given by

M, = 2

The static lateral displacement at the tip of each actuator x .
is dependent on the force F,.; that the actuator is applying,
and is given by the force—displacement curve for the thin-film

act Lact .
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Fig. 5. Static applied actuator moment at 20 V versus rotation angle at silicon
flexures, based on nominal actuator design and taking into account all fabrication
limitations.
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Fig. 6. Sample image of leg joint at 0 and 20 V.

piezoelectric actuators. The actuator tip displacement is also
equal to displacement due to rotation of the leg link (L, times
rotation angle for the link to which it attached) plus any ax-
ial stretching in the tether x;. A corresponding static rotation
Omax (M) for each leg link can then be estimated from

Lact (Fact) — It

gmax Min = (3)
( ) Lact
where z; is given by
FactLt
=2 4
T Ewtt ( )

with L; being the length of the tether and w; is the tether width.

This rotation must match that of the flexures, such that the
actual static rotation of each link occurs at the point, where the
actuation moment as a function of rotation intersects the ro-
tary stiffness curve of the flexures, as shown in Fig. 5. Had the
actuators been functioning at full-nominal performance as dis-
cussed with respect to the force—displacement curve in Fig. 4,
anticipated rotation angle of each link for a 20 V input was
to be approximately 3° or 0.052 rad. At the reduced actuation
capacity of the actuators as formed, we find rotation angles of
approximately 1° or 0.021 rad per link, and 8° per leg joint. Ex-
perimentally, a rotation of 7.5° from the entire joint is observed
at 20 V, with a sample rotary leg joint at 0 and 20 V shown
in Fig. 6. Again, this reduction in displacement is primarily a
result of underetching of silicon along the actuator length, and
residual stress prestressing the actuator against the direction of
desired motion.

B. Lumped-Parameter Dynamics

Although on—off input sequence optimization is ultimately
performed using an identified model of system dynamics, an
analytical model for joint dynamics is useful for both design-
ing leg joint design and specifying reasonable sampling times
and switching circuit parameters when implementing the on—off
controller. While the large deflection leg joints consist of several
flexures and rigid links in series, the small mass of the intermedi-
ate links allows actuator dynamics to be described with reason-
able accuracy using a lumped-parameter second-order model,
particularly for small displacement of approximately 10° or less,
where small angle sine and cosine approximations are effective.
The resulting second-order model has the form as follows:

Jtotétot + btotétot + kiot0 = Gu(t) (5)

where Ji,¢ is the total rotary inertia of the system, by, is a
rotational damping coefficient, k,; is the equivalent total spring
stiffness, G is the equivalent actuation moment per volt, and u(¢)
is the applied input voltage.

The input to the system is treated as constant when voltage is
applied, taken as the moment applied by the actuator when the
moment is zero, while the shape of the moment—rotation curve
is accounted for in an equivalent stiffness of the actuator. As a
result, kit is estimated from

k(? + kact
kot ¥ — (6)
where NNV is the number of links in the joint, and k.. is an
equivalent stiffness of a single actuator, taken from a linear fit
of the moment-rotation curve shown in Fig. 5 over the range of
anticipated link rotation.

The total inertia .J; is calculated by treating the intermediate
links as point masses m;, with the distance from the center of
mass of ith link to the first flexure being Ly, ;, and the total
inertia of the final leg structure, incorporating both leg inertia
Jieg = Jn and mass myeg = my

N-1
Jiot & Z mLL%J + Jy + mNL?V. @)

i=1

Damping coefficients in micromechanical systems are typi-
cally quite difficult to estimate. In the case of the piezoelectric
leg joints modeled here, the leg and joint move just a few mi-
crometers above the surface of the surrounding silicon wafer,
or substrate, which would typically result in viscous drag be-
ing a significant source of damping. In addition, experimental
system identification, described in following section, suggested
that viscous drag might be a likely source of damping due to
the similarity of experimental response to that of a second-order
linear system. As a result, a basic estimate of damping coeffi-
cient was obtained by integrating the moment due to viscous
drag between the underside of the joint and the wafer surface
M, and equating it to an effective total damping coefficient
biot, using the integral

Ly out . .
M, — / @(re)dr ~ byl )
0
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TABLE I
'VARIABLES FOR LUMPED-PARAMETER MODEL
Parameter Label Units Value
Number of Links N 8
Actuator Stiffness kact pN/rad/s 0.55
Predicted Stiffness ktot 1uN/rad/s 0.097
Link Mass mi-m7 ug 1.1
Leg Mass my ne 17
Leg Inertia JIn pg-mm? 15
Link 1 Distance Lra pm 220
Link 2 Distance Ly pm 440
Link 7 Distance Lp7 pm 1540
Link 8 (leg) Inner Radius LN in pm 1760
Link 8 (leg) CoM Distance Ly pm 2700
Link 8 (leg) Outer Radius LN out pm 4300
Predicted Inertia Jiot ,ug-mmz 49
Viscosity w mN-s/m? 0.02
Leg width Wieg pm 90
Joint Gap to Substrate g pm 2-40
Predicted Damping biot pN-pm/rad/s 2-4

where r is the radius from the base of the joint, Ly oy is the
outermost point on the joint and leg structure, p is the dynamic
viscosity of air, w(r) is the width of the joint as a function of
radius from the base, g is the gap between the underside of the
leg and the ground, and 76 is the approximate linear velocity of
points along the leg. This type of drag depends heavily on the
precise gap between each link in the joint and the substrate, and
for a system of smaller links and one long leg link at the end is

approximately equal to
Ly out
"
Ly in

where Ay, ; is the planar area of the ith link, g; is the gap
between the ith link and the ground, Ly i and Ly oy are the
distance from the first flexure to the inner and outer dimensions
of the leg (the final, Nth link), and wjc, is the width of the
leg. Unfortunately, the gaps g; are difficult to predict, being
dependent on residual stress in the completed legs, although it
can be taken as having an approximately linear increase along
the links, from approximately 0.5 pm at the first link to gaps
between 0.5 and 40 pm at the leg link itself.

Values of the parameters used to predict system dynamics
are shown in Table II. The estimated total spring stiffness and
moment of inertia correspond to a natural frequency w,, of ap-
proximately 1880 rad/s, and damping ratio between 2% and
20% depending on specific gap widths due to residual stress.
These estimates are useful for both refining the design of future
leg joints, and anticipating sampling and response time need
for driving circuitry and controllers, in this case indicating sam-
pling time for discretization on the order of 100 us or less, and
ideal switching-circuit response time, an order of magnitude
or more smaller than that. Note also that sampling rate refers
to the rate at which inputs may be changed, not any sensing
measurements, as the system is run in open loop under the fol-
lowing control scheme in order to conserve energy. In practice,
a 100 ps sampling rate was used for microscale actuator ex-
periments, with the switching circuit described in the following
having a response time of less than 2 ys.
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Fig. 7. Step response of the MEMS actuator, which was used for system
identification.

C. Experimental System Identification

Exact system dynamics were measured experimentally using
the step response of the completed leg joints. Joint motion was
measured by filming the microscale leg joints through a stere-
oscope using a high-speed camera system. Images were col-
lected at 4000 frames per second, and angle measurements in
each frame were extracted using the MATLAB Image Process-
ing Toolbox. The measured response and an identified second-
order model response are shown in Fig. 7. The identified natural
frequency was 1770 rad/s, while the identified damping ratio
was 5.7%.

These identified parameters fit in well with the estimated
response of the system, given uncertainties in MEMS process-
ing accuracy, and indicate the utility of approximated lump-
parameter modeling of the piezoelectric leg joints, although
some nonlinearity in the system step response appears to be
present, which is likely a result of nonlinear piezoelectric be-
havior (discussed in the following) and unmodeled damping
effects, such as variation in gap between the joint and the sub-
strate as the joint rotates; there is a slight upward deflection of
the actuator (approximately 1-2°) due to residual stress in the
thin films on the surface of the actuator. This, and etch holes
remaining from the actuator fabrication process mean that the
gap between the underside of the actuators and the substrate
surface is not entirely constant, as is assumed to estimate the
approximate linear damping coefficient. In particular, the gap
between joint and substrate is larger at the deflected position,
leading to a lower effective damping coefficient near the final
position than the initial position during a step displacement.

In addition, changes in system parameters with environmental
conditions, and hysteresis of piezoelectric materials can cause
the real system to deviate from models used for controller de-
velopment. For example, the deflection of the piezoelectric ac-
tuators is sensitive to temperature, and there is also a modest
hysteresis in the piezoelectric actuators, as shown in Fig. 16.
We will discuss methods of improving robustness of the actua-
tor response under open loop on—off control when uncertainty is
present in controller design. Namely, we treat the stiffness and
damping of the system as having approximately 10% uncertainty
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due to nonlinearities, hysteresis, or environmental changes and
attempt to minimize worst-case error in final position under
this uncertainty. These uncertainty bounds may be increased if
larger variation is anticipated, but with corresponding reduction
in accuracy; systems subject to large parameter variation would
require some use of feedback if improved accuracy is required,
although this would increase total actuator power consumption.

III. DRIVE CIRCUIT DESIGN AND TESTING
A. Circuit Design

To limit switching losses in the interface between a low-
voltage controller and the comparatively high-voltage actuators,
a low power on—off switching circuit was designed to interface
the two elements. As this interface can cause a significant por-
tion of the switching energy losses for microscale actuators,
it is important to be able to predict and measure these losses
for incorporation into controller design, as well as to improve
performance of the overall system.

The on—off switching circuit designed for the thin-film piezo-
electric actuators consists of a CMOS inverter with a level
shifter. CMOS inverters are a commonly used switching circuit
configuration in the integrated circuit design area for reducing
power consumption because in the ideal case, there is no static
current and power is consumed only at the “on” or “off” tran-
sition time. However, a CMOS inverter alone cannot be used
directly for driving piezoelectric actuators. While a piezoelec-
tric actuator should be driven at 20 to 30 V or more, most IC
circuits, as are typically used to implement a control law, oper-
ate at 5, 3.3 V, or less. Therefore, a level shifter based on the
CMOS inverter was designed to interface between a high volt-
age and a conventional IC process [23]. In order to reduce the
power consumption of the circuit, two resistors are added to the
basic-level shifter. The conceptual circuit is shown in Fig. 8.

The novel addition of these resistors to the inverter helps to
reduce peak leakage current during the switching transitions.
While this loss is typically of little consequence when using
larger actuators, it can be a substantial portion of energy con-
sumption when working with microscale piezoelectric actua-

tors having comparatively small capacitance. The total energy
consumption Fi,; due to the circuit alone for a single cycle
(charging and discharging of the actuator) can be derived from
the energy consumed by transistor capacitance E¢, and the

energy consumed in leakage through the right and left sides of
the bridge upon switching £ 4 and Ep

Eior = Ec,, + Ea + Ep (10)
with the respective powers being calculated from
Eg, =20, U, an
_ (CL + Gm,) (Umax - Wp - ‘/tp log(Umax/‘/tp))
EA = Umax
K!I
(Umax - ‘/tp)RICm‘/tn (12)
KRQ V;n
EB — CVm (Umax - ‘/tp - ‘/tp 1Og (Umax/vtp)) U )
Kq max
(umax - V;p)Rl Cm‘/tn
13
T KR, (1

assuming that the low voltage achieved by the switching cir-
cuit is zero, and where (), is the capacitance of the MOSFET
transistors, Uy, is the low-voltage input level of the controller,
Umax 1s the high-voltage “on” voltage to the actuators, V;, is
the threshold voltage of the PMOS transistor in the circuit, Vi,
is the threshold voltage of the NMOS transistor in the circuit,
R, is the pull-up resistor resistance on the low-voltage CMOS
inverter, R, is the pull-up resistor resistance of the high-voltage
CMOS inverter, C7, is the load capacitance of the piezoelectric
actuators, and K, is the gain coefficient of the transistors.

The piezoelectric joints have a total capacitance of approxi-
mately 1.1 nF, while the transistors utilized had threshold volt-
ages of 1 V, capacitance of 0.23 nF, and gain coefficient of 1.99.
Pull-up resistors of 100 and 1000 €2, respectively, were used
to balance response time of the circuit with low-power con-
sumption, while using readily available surface mount resistors.
These parameters correspond to a projected energy consumption
of the circuit alone of 1.02 pJ per charge and discharge cycle,
with 0.84 uJ lost due to leakage current and the remainder due
to capacitive loading of the CMOS transistors’ gate capacitance.

IV. CONTROLLER DESIGN

A. System Dynamics and Constraints

As described earlier, the dynamics of the single leg are mod-
eled as a second-order linear system, which can be discretized
and represented in state space form as follows:

z ((k+1)T,) = Agz(kT,) + By
y(kT,) = Cqx(kTy)

14)
s)

where the states of the system are the angle of rotation (6o )
and the angular velocity (;0¢) of the leg. The discrete time
state matrix is Ay, input matrix is By, and output matrix is Cj.
There are two important constraints on the system when using
on—off control. The first is that the inputs ux,k =1,2,...,n
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can take only two values, namely {0,1}. Second, the transi-
tions between input values can take place only at the sampling
instants, meaning wy can change its value only at these times.
These constraints limit the reachable subspace of the system in
a given time duration.

B. Problem Statement and Optimization Procedure

The unavailability of feedback and aforementioned input con-
straints limits the capabilities of this system. So, the limited
objective of a controller is to make the leg joint rotate to a de-
sired angle and stay stationary at least instantaneously at the
end of a desired time, which will enable the robot to walk in a
quasi-static manner.

Mathematically, then, the aim here is to find a sequence of
inputs ux, k = 1,2, ..., n, which, if a solution exists, will move
the states of the system from a specified set of initial states to
an e ball containing a set of desired final states x4 in a given
time ¢ty = nT, (which limits the possible number of transitions
between the input states), using minimum energy. The final-state
constraints can be written mathematically as x4 — e < z(t;) <
Tq + €.

Our objective function is then to minimize energy consump-
tion, while satisfying the aforementioned constraints. Energy
consumption consists of two parts Jo and Jg, corresponding
to capacitive and resistive energy losses in the system, respec-
tively. The piezoelectric actuator acts as a capacitor in an elec-
tric circuit. Hence, the major part of the energy loss happens
when actuators are charged or discharged. This corresponds to
a transition of wuy; from 0 to 1 or vice versa. This energy loss
is termed as capacitative loss or Jc. In a general on—off con-
trol case, the quantity CUZ, /2 can be replaced by an arbitrary
“cost-to-switch”

n 1
Jo =Y S0 ((ue — ) +uf)  (16)
k=1
where C' is the capacitance of the piezoelectric actuator and
Unax 1s the ‘on’ voltage applied to the actuators.

The second part of the objective function Jp includes energy
lost to resistive dissipation due to leakage current in the on—off
drive circuit or through the piezoelectric actuator, and is given
by

. Ur%lax
J R — I; R TS Ul

an

where R is the resistance of the system. In other words, this is
the energy required for keeping wy, at 1. Again, here the quantity
U2 . /R can be generalized to an arbitrary “cost-to-hold.”

The optimization problem is to minimize the total energy
cost J = Jo + Jg subjected to state-dynamics constraints (n
constraints), binary constraints, and final-state constraints given
earlier. Since the final state is the only point of interest here, the
state dynamics can be calculated outside the optimization (18)
and can be combined to the final-state constraints

n—1
z(ty) = x(nts) = ZAZ*Fleui.
i=0

(18)

TABLE IIT
NOMINAL VALUES FOR THE PARAMETERS USED FOR THE DESIGN OF OPTIMAL
SEQUENCES FOR THE SYSTEMS

Parameters Simulation Macro MEMS
Model System Leg Joint

R () 3107 3% 107 3% 10°

C (F) 1%1079 1%107% | 1x10°

Umaz(V) 20 20 20

J (kg.m2) 1410712 | 1 1.4 x 10712

b (N.m.s/rad) 3.4%10-11 | 14 2.7 x 10710

k (N.m/rad) 3.2%10—6 | 40350 4.4 %1078

G (N.m/V) 8% 1078 64151 2.8x 1078

Sampling time (Ts)(sec) | 0.0001 0.001 0.0001

Now, the final-state constraints take the form

n—1
Id—ESZKiUi <xg+e
i—0

19)

where
K; = Agiiile.
The total energy consumption can be rewritten as follows:

J=Jc+Jr

n 1 n UZ
2 max
= k; §CU§1ax((U1f —up—1)” +ug) + g:o ST uy.

(20)

Now, this problem is a binary programming problem with a
quadratic objective function (20) and a system of linear con-
straints (19). Hence, it can be modeled directly in dynamic
programming software such as A Mathematical Programming
Language (AMPL) and solved using the integer-programming
solver CPLEX, which uses the branch and bound technique to
integer programming.The parameter values used for optimiza-
tion are given in Table III.

C. Modification to Find a Robust Sequence

Uncertainty in the inertia, damping and stiffness estimates
(either from analytical or experimental methods) affects the
performance of the system, as does variation in actuator behavior
due to environmental changes. It is useful to minimize the error
for the worst-case system with a bounded uncertainty Apqund.-
This is a minimax problem, which can be represented as the
following:

H%Lin{mAaX ||371 - $1n||}7 HAH < Apound- 20
Since the direct solution of this is numerically infeasible, the
algorithm given in Fig. 9 and described in the following was
developed to find an input sequence that gives a satisfactory
performance.

Two optimization techniques are employed here. Continuous
nonlinear optimization for determining the worst-case systems
(A values) and binary programming for finding the best ro-
bust input sequence. In this particular problem, three param-
eter uncertainties are considered, namely A,,, Aj, and Ay
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Fig. 9. Robust sequence algorithm.

corresponding to uncertainties in inertia, damping, and stiff-
ness. It is assumed that these uncertainties are bounded on
either sides. But, the maximization of error with respect to
the As is not a convex optimization. Hence, the optimization
was initialized at a number of values and the corresponding
worst-case system for each was found. For the procedure, let
(A1,B1),(As,By), ..., (A, By) be the dynamics of each of
the worst-case systems obtained by the maximization. Then, the
final-state constraints for all m systems are added to the binary
programming to find the robust u as follows:

n—1

Ty —€< Z A’f’i’IBlui <z4+e
i=0
n—1

Ty —€< Z A;”i’IBgui <z4+e
i=0

n—1
wa—e<Y AT B <ag e (22)
i=0
These constraint equations help the designer to identify a
specific input sequence u such that if it exists, it will keep the
final states of all the aforementioned systems within some €
neighborhood of the desired final state.

V. SIMULATION RESULTS

JO + b0 + k6 = Gu. (23)

The system given in (23) and the corresponding parameters are
given in Table III was used for initial simulational study. A
couple of sample system responses using the minimal energy
open-loop on—off optimal controller is given in Figs. 10 and 11.
In these examples, a single leg link is driven to a desired final
angle. When only a single leg link is to be controlled, the control
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Fig. 10. Sample simulated system output using optimal on—off controller with
loose positioning constraint, showing (a) output angle and (b) system input u.
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Fig. 11. Sample system output using optimal on—off controller with strict
positioning constraint, showing (a) output angle and (b) system input u.

input can be quite simple, as in the example shown. In Fig. 10,
the input switches twice and when the constraints on states
are stringent the controller needed three switches, as shown in
Fig. 11, which corresponds to a cheaper controller or higher state
cost as in linear-quadratic Gaussian (LQG) controller terminol-
ogy. To explore controller behavior, this on—off controller was
compared to the LQG controller for the system, had feedback
and analog rather than on—off inputs been available. Two LQG
responses corresponding to cheap and expensive controllers are
given in Figs. 12 and 13. Both the on/off and LQG controllers
produce qualitatively similar trajectories from the initial to the
final value. In addition, the capacitative portion of the cost func-
tions from the respective controllers is found to be less for the
optimal on—off controller, due to the minimal number of tran-
sitions that it dictates. The PZT actuators used in the prototype
system have very large resistance, such that over 99% of energy



40

o 0.5 1 15 2 25 3 a5 4
(a) w107
Oy
3
_5. 02|
E
o i
(1] 0.5 1 15 2 25 3 3.5 4
(b} x1?
= = B00F T
28
g8
;,_; = u:-‘-""— —
£s
7 2 R
(] 0.8 1 15 2 28 3 s 4
Time (sac) <107
(c)
Fig. 12. Simulated LQG response with a cheap controller, analogous to

strict positioning constraint, showing (a) output angle, (b) system input u, and
(c) derivative of input.
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Fig. 13. Simulated LQG response with an expensive controller, analogous to

aloose positioning constraint, showing (a) output angle, (b) system input «, and
(c) derivative of input.

use is due to capacitive switching losses, as opposed to resistive
holding losses.

The following studies are done to make sure that the op-
timization is indeed optimal and it can perform effectively
in the presence of uncertainty in the system parameters or
disturbances.

A. Comparison to Brute Force Methods

To ensure that the optimization method is working properly,
the result of the efficient optimization method was compared
with that of brute force optimization for a shorter time period.
In the brute force method, all possible combinations of u,’is
were checked for feasibility and that with lowest cost, measured
by the on—off cost function, was selected. This approach is, of
course, numerically inefficient, as one must check the cost for
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Fig. 14. (a) Response of the perturbed systems when a robust sequence is
applied; the red lines show the worst case systems. (b) Corresponding robust
on—off sequence.

2" combinations of input, making it impractical for a larger
time period. However, it is possible to verify that for our sam-
ple system, the result of the brute force method matches the
result obtained by the branch and bound optimization method,
which is computationally much more efficient. Over the shorter
time period analyzed, the optimal control sequence identified by
integer programming exactly matched the best of all possible
control sequences tested through the brute force method.

B. Robustness Analysis Results

From the simulations, it was found that if the parameter vari-
ation (in all parameters) is within 10% of the nominal value
for the sample system, then it was possible to find an on—off
sequence, which keeps the final state within 10% of the desired
final state. This range of parameter uncertainty is sufficient to
account for hysteresis in the piezoelectric response, variation in
the damping coefficient during leg motion, and potential change
in piezoelectric properties over an approximately 10°C range.
Examples of perturbed systems are shown in Fig. 14. When the
parameter variations are kept within £10% of nominal values,
the final states of the randomly perturbed system are within
+10% of the nominal value, 0.3 = 0.03, and this was consistent
over the situations we examined.

C. Behavior of the System in the Presence of Disturbance

A natural limitation of open-loop control is its inability to re-
ject disturbances. Additional simulation studies were performed
to explore the sensitivity of the leg joint under open-loop on—off
control to disturbances. While an external force is difficult to
apply to the experimental system due to its small size, simulated
behavior of the system in the presence of various disturbance,
such as due to gravity when the system is tilted, friction forces
or electrostatic forces, can be examined. In the sample simula-
tion result shown, ideal dynamic friction between the leg and
the ground was considered as a disturbance. A normal force
between leg and ground of 5 mN and coefficient of dynamic
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Fig. 15. Comparison between the nominal response and response in the pres-
ence of ideal friction.

friction of 0.3 were assumed to be present. The deviation in
response from the nominal response of the simulated system is
shown in Fig. 15, with an approximately 15% reduction in dis-
placement. As this normal force is much larger than the payload
capacity of the leg (5-50 mg, corresponding to approximately
0.5 mN) and much larger than electrostatic forces operating
over the displacement range of the leg, there is reason to be-
lieve that disturbance forces that would not cause damage to the
leg joint result in comparatively small errors. This is primarily
a consequence of the large forces for this scale generated by
the thin-film piezoelectric actuators. On the other hand, because
there is no feedback available, the system has limited capacity to
perform a disturbance rejection to reduce this positioning error.
When energy constraints are so strict as to preclude sensor use,
as may be the case for a microrobot, the additional positioning
error must be accepted. However, if occasional sensor measure-
ments can be made, it may be possible to adapt the input on—off
sequence over multiple movements, or to switch between opti-
mized on—off sequences if a disturbance is detected, in order to
respond to disturbances or environmental changes.

VI. EXPERIMENTAL RESULTS
A. Experimental System Description

Experimental testing of the on—off control algorithm was
tested on both a macroscale piezoelectric test actuator and the
prototype MEMS leg joint. Before conducting the experiments
on the MEMS actuator, the control scheme was tested on a
macroscale piezoelectric actuator to verify the controller de-
sign procedure. The macroscale actuator was a 40-mm-long,
10-mm-wide Ceratec, Inc. bimorph actuator with a strain gauge
attached to it for measuring the deflection in terms of the volt-
age through its sensing circuitry. The on—off switching sequence
was loaded into a TMS320F28335 microprocessor, which was
interfaced to the bimorph actuator through the fast-switching
circuit explained in the previous section. The output voltage
was measured using a Tektronix TDS2024B oscilloscope and
data was captured using National Instruments Signal Express
Tektronix Edition Software. From the step response of the sys-
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Fig. 16. Hysteresis curve for the MEMS actuator with the dotted lines showing
the variation in slope.

tem, the following second-order system given was identified
between input voltage and strain gauge voltage:

y(s) _ 64151 . 24)

u(s) s>+ 14s + 40350

The MEMS actuator was also operated using the micropro-

cessor and the switching circuit. Prototype joint arrays were
connected to the switching circuit using ultrasonic wire bond-
ing to bond pads at the base of the actuator, on the fixed portion
of the substrate. The switching circuit was driven by the micro-
processor or a function generator, as appropriate. The motion of
the leg was captured using a high-speed camera at 4000 frames
per second and the angle of rotation was measured using the
MATLAB Image Processing Toolbox. Using the step response
given in Fig. 7, a second-order system was identified between
the input voltage and the angle of rotation (radians)

y(s) 1.9656 x 10*

u(s) 82+ 2 x 0.0547 x 1766.4s + 1766.42 "

To measure hysteresis, a static input voltage was varied from
0 to 20 V and back, giving the hysteresis plot in Fig. 16. This
hysteresis effect is included as an uncertainty in stiffness for
designing a robust sequence, which is used in the experimental
result discussed in the next section.

(25)

B. Comparison of Experimental and Simulation Results

A comparison of the responses from the macro system is
shown in Fig. 17. The optimization constraint on final output in
this example was to reach 0.5 = 0.1 V in strain gage output at
20 ms. A binary optimization was done on the identified macro
system given in (24) to obtain the input sequence shown in
Fig. 17(b) and the constraints are verified using the MATLAB
simulation shown. The same input sequence was applied on
the macro system and is shown in Fig. 17(a). The experimental
response follows very closely with the simulation and reaches
0.58 V at the desired time.

A similar approach with additional robustness constraints to
account for hysteresis effects was applied to the MEMS ac-
tuator given in (25). In the optimization, the constraints were
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Fig. 18. (a) Comparison of displacement results obtained by experiment and
simulation for the MEMS system when under an optimal on—off sequence
for 0.15 rad final displacement. (b) On—off voltage input applied. (c) Angular
velocity observed in the simulation, showing successful return to 0 rad/s at final
time.

applied on both angle of rotation as well as angular velocity at
4 ms for all the perturbed systems with stiffness varying be-
tween ki, = 127.906 V/rad to k. = 190.476 V/rad, which
is about +20% of the nominal value k,omina1 = 158.73 V/rad.
The requirement was to make the angle of rotation reach 0.15 +
0.03 rad and angular velocity reach 0 & 1 rad/s. From the opti-
mization, it was found out that the minimum possible tolerance
on angle is +0.03 rad because of the 20% uncertainty in the
stiffness value. The input sequence and simulation responses
shown in Fig. 18 were obtained as a result, which satisfies all
the constraints in the simulation. When the same sequence was
applied on the physical system, the response shown with a red
line was obtained. The experimental result follows the simula-
tion result closely and reaches about 0.1115 rad at the stipulated
time, which is very close to the expectation from the simula-
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Fig. 19.  Current consumption of switching circuitry and the MEMS actuator

while the switch is (a) turned on and (b) turned off.

tion (misses the constraint by 0.0085 rad). Also, the direction
of rotation reverses in the same video frame, indicating that the
angular velocity goes through zero verifying the final-velocity
constraint. The discrepancies between the experimental and de-
sired motions are a result of nonlinearity of the actual system,
particularly hysteresis in the piezoelectric film. The robust de-
sign approach aids in ensuring states are near desired final values
even in the presence of model error, but does not ensure any par-
ticular accuracy at intermediate times.

During this experiment, the cumulative energy consumption
of the microrobotic leg together with the switching circuitry
was also measured. The current profiles, while the switch was
turned “on” and “off” were measured using a current probe
and oscilloscope and are shown in Fig. 19. The power supply
was kept constant at 20 V during the entire experiment and
each turning “on” cost 4.6 x 10~7 J and each turning “off” con-
sumed 1.4 x 1077 J. Of this quantity, 2.2 X 107 J is attributed
to charging at the microactuator, resulting in total energy loss in
the circuit alone of just 3.8 x 107 T per cycle (the difference
between total “on” and “off” energy usage and the energy re-
quired to charge the piezoelectric capacitance). This is smaller
than the predicted energy usage, which appears to be due to
additional resistance within the leg between electrodes for the
leg and the piezoelectric actuators; the extra resistance further
increases the effect of the pull-up resistors included in the circuit
design. Total power consumption of a robot using this controller
would depend on step frequency, but for walking gates of 20 Hz
or lower, power consumption would be in the tens of microwatts
or smaller. This is within the power availability we predict for a
microrobot based on piezoelectric actuators, and much smaller
than power consumption of an analog controller or PWM con-
troller with much higher switching frequencies.

VII. DISCUSSION

Although the optimal control method discussed earlier can
be extended to include feedback by using a model predic-
tive control approach, the use of open-loop on—off control to



regulate the motion of a piezoelectric actuator is driven entirely
by the need to ensure extremely low-power consumption from
the entirety of a servo control system. This results in significant
tradeoffs in performance for the sake of power reduction. The
simple switching interface between controller and actuators,
and small number of transitions utilized, allows for control of
microactuators that act primarily as a capacitive load with very
little energy consumption, less than a microjoule per leg motion.
However, such a controller explicitly forgoes the use of feed-
back to improve response time, robustness, or other closed-loop
controller benefits due to power limitations, and the relatively
low-switching frequency results in oscillatory output motions
with specific desired output states being achieved only at a spe-
cific time. In addition, switching controllers may often excite
high-frequency dynamics, though this is not a large effect in the
experimental test actuators examined here. If present, higher
order dynamics may be incorporated into the optimization pro-
cedure described here by expanding the system order, but the
controller will only act to ensure that these dynamics do not
influence behavior at the final time, not to avoid vibration or
oscillation at intermediate transitions.

The open-loop, on—off control strategy presented here func-
tions best when the system model is well known, and distur-
bances or uncertainty in modeling have known and bounded
magnitudes. For example, in the MEMS application discussed
here, analytical modeling of the piezoelectric rotational joint be-
ing controlled is useful in initial actuator design and setting up
controller parameters. It may be used to identify necessary sam-
pling periods and on—off drive circuit response times as well as
ranges of probable system parameters (such as spring stiffness or
damping). However, the accuracy of analytical models is limited
by variation in fabrication processes that is difficult to predict
before the actuator is completed. For instance, underetching
of the silicon layer beneath individual actuators and residual
stress in the thin-film piezoelectric and gold layers forming the
actuators results in a significant reduction in joint displacement
from its ideal performance. In addition, uncertainty in exact etch
progress and light upward tilt of the entire joint causes viscous
drag on the leg joints to vary over the course of motion, with
resulting nonlinear deviations in damping coefficient. Once a
leg joint is in use, an experimentally identified model is best
used for final controller design. Even so, the on—off controller
has no direct ability to adjust to variations in the plant due to
environmental changes or external disturbances. It may only be
designed, as described in this paper, to minimize error over a
range of potential variations and disturbances.

Nonetheless, on—off switching control has a tremendous ad-
vantage in terms of power consumption, as switching an on—off
signal at select time points requires much less power than ana-
log drive circuitry or high-frequency PWM inputs. Because of
its very small energy usage, this controller could provide useful
baseline control for autonomous microrobotics. On—off control
with a desired final time is especially well suited to quasi-static
walking, with multiple legs driven through coordinated motions
over a specified time, at which legs in contact with the ground
are raised and raised legs lowered for the next step, and absolute
precision of an individual leg is not as important as assured for-

ward progress. In such an application, total inertia of the system
would be much larger than that of the leg alone, while damping
in the system will depend on the geometry of the body and feet
as well as legs. In practice, the environment and loads on the
robot may change dramatically, requiring some level of adapta-
tion or feedback. A variety of optimized on—off sequences under
different load conditions may be stored for use, or the optimal
on—off sequence may serve to initiate adaptive control using
only occasional or very low frequency sensor feedback to make
modest adjustments to the input sequence, while keeping power
consumption low.

VIII. CONCLUSION

The chief conclusions of this paper, then, are based on the
idea that while thin-film piezoelectric actuation may one day en-
able unique mobility capabilities from microscale autonomous
robots, achieving directed appendage movements will require
aggressive reduction in power consumption throughout the servo
control system. In this paper, we focus on modeling leg dy-
namics and reducing power consumption by the actuators and
in the drive circuit interfacing low-voltage control electronics
with a high-voltage actuator supply. In particular, we introduce
a simple optimization method for achieving minimum energy
on—off control when switching costs are substantial. We have
applied the control algorithm to both a macroscale piezoelectric
test bed and to prototype microrobotic leg joints, successfully
directing the states of the systems to desired target values. In
addition, with use of an inverter circuit specifically designed
for low-power operation, we can limit leakage current while
driving the actuators and obtain our desired motions with just
a few microjoules per leg step, within the predicted energy and
power limitations of future microrobotic platforms, and well
below more conventional control implementations. Controlled
motions are completed successfully with better than 10% posi-
tioning accuracy given a linear model, and better than 15% in
simulation against a disturbance forces greater than 1 mN, and
thus, larger than we would expect the actuator to face. How-
ever, further improvements in accuracy are difficult given the
ultralow power open-loop strategy, such that further robustness
to parameter variation or disturbances would require a true feed-
back implementation, and thus, increased servo system power.
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Abstract—As a novel approach to future microrobotic locomo-
tion, a multi-degree-of-freedom (m-DoF) microrobotic appendage
is presented that generates large range of motion (5°—40°) in mul-
tiple axes using thin-film lead zirconate titanate (PZT) actuators.
Due to the high driving force of PZT thin films and a robust
fabrication process, m-DoF legs that retain acceptable payload
capacity (~2 mg per leg) are achieved. The fabrication process
permits thin-film PZT actuator integration with more complex
higher aspect ratio silicon structures than previous related pro-
cesses, using vertical silicon dioxide barrier trenches formed be-
fore PZT deposition to provide robust encapsulation of the silicon
during later XeF, release. Planarization of the barrier trenches
avoids detrimental effects on piezoelectric performance from the
substrate alteration. Once fabricated, kinematic modeling of com-
pact PZT actuator arrays in prototype leg joints is compared
to experimental displacement measurements, demonstrating that
piezoelectric actuator and assembled robot leg joint performance
can be accurately predicted given certain knowledge of PZT prop-
erties and residual stress. Resonant frequencies, associated weight
bearing, and power consumption are also obtained. [2012-0041]

Index Terms—Actuators, lead zirconate titanate (PZT), piezo-
electric devices, robots.

I. INTRODUCTION

ICROROBOTS are a frequently discussed potential

application of the ability to create highly engineered
microdevices synthesizing microactuators, sensors, and pro-
cessing circuitry [1]. Various microactuation mechanisms
developed for walking microrobotic locomotion have been re-
ported in the literature, but existing approaches typically feature
limited mobility, large power requirements, or low speed. Thin-
film piezoelectric actuation, integrated into multi-degree-of-
freedom (m-DoF) robot legs may be able to overcome some
of these limitations on autonomous microrobots.

Several previous researchers have  demonstrated
microelectromechanical-systems (MEMS)-based microrobots
of less than 1 cm in length using various actuation mechanisms.
For example, Ebefors et al. built a silicon walking robot with
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single-degree-of-freedom thermally actuated polyimide leg
joints [2]. Although the polyimide joint structures provided
large weight-bearing capacity, large power consumption and
low speed were a result of thermal actuation. This tradeoff was
also demonstrated by Murthy et al. [3] and Mohebbi et al. [7].
In [4], Hollar et al. built the electrostatic inch-worm motors
in a two-legged microrobot. However, the pin-joint hinge
mechanism provided a single-degree-of-freedom motion,
although power consumption was very small. In [5],
Bergbreiter and Pister integrated electrostatic inchworm
motors with molded elastomers to generate a rapid jumping
motion from a similar power source and actuation mechanism
as in [4]. In [6], Donald er al. used electrostatic scratch drives
that were actuated by electric potential difference between the
actuator and the substrate, but this type of actuation limits the
mobility of the microrobot to a certain operating environment.

Piezoelectric actuation is a desirable candidate technology
for microrobotics because it may dramatically increase ap-
pendage speed and has large force capacity, modest voltage
requirements [16], and ability to recover much stored electrical
energy using charge recovery techniques [19]. Recently, lateral
thin-film lead zirconate titanate (PZT) actuators were developed
in [8] that demonstrated very large work densities and could be
connected in parallel or series to provide large force capacities
or range of motion, depending on application. Lateral thin-
film PZT actuator arrays generating series rotation between 5°
and 20° at 20 V potentially enable comparatively large range
of motion for autonomous microrobotic appendages [9], [10],
while vertical bending piezoelectric actuators can achieve even
larger angles.

A first topic of this paper is to introduce basic models
of out-of-plane and in-plane piezoelectric actuator arrays for
microrobotic leg joints, to illustrate the critical properties of
actuator design. The strength of thin-film PZT actuation for
microrobotic applications is the combination of high speed,
relatively large angle, and low-power operation in multiple
axes, as compared to previous technologies in Table I. The
cost for this improvement on the various prior robotic leg
technologies is a reduction in payload capacity, at least for the
type of leg configurations to be discussed in this paper.

The second topic of this paper is a robust fabrication pro-
cess of the microrobotic leg joints based on thin-film PZT
actuator arrays. Integrating large numbers of thin-film piezo-
electric actuators into high-performance legs with multiple
degrees of freedom requires high-yield fabrication of both
vertical and lateral actuators and appropriate connecting struc-
tures. Preferably, associated structures should be composed of



TABLE I
COMPARISON OF MICROROBOTIC DEVICES

. . . Power
Weight Bearing Speed [mmy/s] DoF Maximum Angle Volt Consumption
Ebefors (Thermal) 312.5 mg/leg 6 1 ~18.7° 18V 1.1W
Hollar (Electrostatic) 5.1 mg/leg 4 1 35° 50V 100nW
Murthy (Thermal) 667 mg/leg 1.55 1 ~2.9° 10V 750mW
Mohebbi (Thermal) 1448 mg 0.64 3 N.A. 60V Not specified
Current Work 2.1 mg/leg 27 (est. max.) 3 5°, 40° 18V 60uW

(Piezoelectric)

high-aspect-ratio silicon or other hard materials to maintain
weight-bearing capacity.

Previous processing techniques for integrating thin-film PZT
unimorph benders with high-aspect-ratio structures have lim-
ited the complexity of potential microactuator joint arrays.
Conway and Kim demonstrated an SU-8 integrated amplify-
ing mechanism in [17]. Although SU-8 could be chosen for
potential microactuator joint arrays, it is limited to single-
level processing above the piezoelectric film. In another work,
Aktakka et al. developed a multilayer PZT stacking process
over high-aspect-ratio structures in [18]. Although the thickness
of a thinning-stop layer could be chosen for various target
thicknesses of the resulting PZT layer, this PZT remains thick
compared to chemical-solution-deposited thin-film PZT and
thus requires large voltages for equivalent strains. For several
energy-harvesting devices, such as that in [20], silicon is left
underneath the thin-film PZT layer; this can be acceptable
for energy harvesting from vibration at such devices’ natural
frequency, even under the environmental vibration at low fre-
quency. However, timed wet etching used to obtain the silicon
cantilever is not desirable for undercutting the PZT layer itself,
which limits displacement as an actuator.

To overcome previous processing limitations for producing
complex microrobotic joint structures, low-pressure chemical
vapor deposition (LPCVD) of silicon oxide vertical barrier
trenches prior to thin-film PZT deposition was performed in
this paper. Compared to a previous photoresist encapsulation
technique in [11], consistent undercut length of thin-film PZT
actuator array was realized that is essential for producing the
proposed microrobotic platforms with complex joint configu-
rations. An effective piezoelectric strain coefficient is obtained
with minimal change in magnitude from PZT structures without
the barrier trenches.

The final topic of this paper is then a description of exper-
imental testing procedures and measured robot leg behavior,
as related to range of motion, response speed, and power
consumption. After fabrication, a prototype leg joint is charac-
terized experimentally to validate the in-plane and out-of-plane
joint models. Important nonidealities of the fabrication process
as they influence robot leg joint performance and appropriate
adjustments to displacement models described are noted.

To summarize paper organization, Section II introduces the
analytical models for piezoelectric vertical and lateral actuators
and applies them to the actuator arrays produced in this paper.
Section III describes the fabrication process for thin-film piezo-
electric layer, integrated with complex silicon microrobotic
structures. Section IV presents experimental characterization of

fabrication process and of the kinematics and dynamics of a
sample microrobotic leg. Section V concludes this paper.

II. SYSTEM DESCRIPTION
A. Thin-Film PZT Actuator Basics

Two types of thin-film piezoelectric actuators are used to
create M-DoF appendages such as that shown in Fig. 1: lateral
(or in-plane) rotational actuators and vertical (or out-of-plane)
unimorph bending actuators [15]. Individual thin-film PZT ac-
tuators consist of unimorph bending segments, as in [8]: a single
bend-down uniform segment for the vertical actuators and a
combination of two bend-down and two bend-up segments for
the lateral actuators. Each segment contains a material stack of
a base silicon dioxide layer, a bottom Ti/Pt electrode, the PZT
thin film, and a top Pt electrode. For bend-down segments, an
additional gold film is deposited to move the neutral axis of
the unimorph above the centerline of the PZT film, as shown
in Fig. 2. In the material stack, the PZT thin film both imposes
a contractive force F,.¢ and a bend-down or bend-up moment
M1 or Myct 2, under an applied voltage according to

Fact =e31,e8 —— ApzT (D
tpzT
14 _ _
Mact i =es1,e6 —— Apzr Upzr — Us) (2
tpzT

where ez o is the effective field-dependent electroactive stress
coefficient, which is a measured ratio of stress to electric field
rather than the exact linear piezoelectric coefficient of the
material [8]. The coefficient is approximated by the nominal
(short circuit) axial elastic modulus Epyr of the PZT film in
a free beam and by the effective field-dependent electroactive
strain coefficient d3i ef OF €316 = Epz1d31,06. The empir-
ical values of e31 e and d3i e include a number of effects
associated with the effective piezoelectric coefficient ds31, 5 or
effective piezoelectric stress coefficient e3¢ but also nonlinear
piezoelectric/ferroelectric and electroactive material responses
[11]. For other nomenclature, V' is the applied voltage, ¢,
and A, are the thickness and the cross-sectional area of PZT,
Ypyr 1s the position of the PZT film midline in the unimorph
material stack, and y; and y, are neutral axes of segments with
(bend down) and without (bend up) a gold layer. The composite
rigidity of respective thin-film PZT unimorphs is referred to
as (EI); or (EI)z. The aforementioned parameters associated
with thin-film PZT actuator structure are shown in Table II.
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Fig. 1. Fully released m-DoF leg. (a) Optical image. (b) Schematic drawing.
(c) Schematic drawing of actuation substructures [(left) before actuation,
(bottom left) before actuation of PZT film, and (bottom right) after actuation
of PZT film].

Au
. T sio:
1 W
Sl g e

Vo |, n
PZT Si

Fig. 2. Cross-sectional view of a lateral rotational actuator.

TABLE 11
PROPERTIES OF THIN-FILM PZT LATERAL ROTATIONAL AND
VERTICAL ACTUATORS

Parameter Value Parameter Value

Lau 1 (um) Lpzr 480 (um)

tp 0.105 (pm) Ly 536 (um)
tpzr 0.8 (um) Weiexure 13 (um)
Iritpi 0.08 (”m) Weether 10 (Hm)
tios 0.17 (um) (EDfex 1.693-10% (N-um?)
Yogr 0.62 (um) (EA) 11.20 (N)

7 1.05 (um) (ET), 6.909 (N-um?)
¥, 0.32 (um) (ED), 1.986 (N-ym?)
Litex 118 (um) Flper (at 20V) 1.17-102(N)
tether 284 (um) Mer,1(at 20V) 53102 (N-um)
Lot 15.5 (um) Myer2 (at 20V) 3.7-102 (N-um)

B. Thin-Film PZT Vertical Actuator Array

Out-of-plane motion is generated by simple unimorph bend-
ing in the first joint (joint o) of the m-DoF appendages shown
in Fig. 1(a) and (b). Displacements of any actuator array can
be expressed using six coordinates, d = [z y z 0, 0, 0,]"
although only specific coordinates of significant motion are
shown in each respective joint analysis. Since all out-of-plane
or vertical actuators are composed of identical silicon dioxide,
PZT thin film, and metal layers, a multilayer composite can-
tilever is an appropriate model to estimate the displacement of
vertical actuator d(q)

Za
e = [9;(;)]
L: L L F,
- [%fm}Macm WD 2<§U1] EiC
(ED AED; (BD): N

where z(,) and 0, (o) are the vertical displacement and the
rotational angle at the tip of joint o, L, is the length of a vertical
actuator, F,, and M, are external force and moment, if present,
due to the external loads applied at the tip of vertical actuators,
and N is the number of vertical actuators connected in parallel.
A schematic view of this motion is shown at the bottom of
Fig. 1(c). If desired, a lateral displacement at the tip of the
joint y,) component may also be estimated through numerical
integration along the small angle displacement of 6, (4. In pro-
totype leg joints, ten vertical actuators are connected in parallel
such that large weight-bearing capability can be maintained by
joint av.

As implied by (2) and (3), vertical actuator joint angles can
be very large when using thin-film PZT unsupported by sili-
con because the effective piezoelectric coefficient is relatively
large, electric fields are high, and composite stiffness is low.
Downward bending motion is used, with the added gold layer
of bend-down unimorphs both increasing offset from the PZT
layer to the neutral axis and preventing composite stiffness of
the beams from becoming too low in resisting external loads.

C. Thin-Film PZT Lateral Rotational Actuators

In-plane motion is driven by individual lateral PZT actua-
tors [21], [22] integrated with silicon flexural structures. The
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Fig. 3. Single thin-film PZT lateral rotational actuator connected to a high-
aspect-ratio silicon flexural structure. (Left) Optical image. (Center) Schematic
drawing. (Right) Equivalent spring structure. (Dashed-line box) Outline of the
detailed view given in Fig. 6.

net motion at the tip of individual lateral actuators is ideally
horizontal, as two bend-down and two bend-up segments are
located symmetrically on either side of the actuator midpoint.
However, due to residual stress in the thin films, unconstrained
in-plane motion is not generally obtained. Thus, the end of
the actuator is connected to a high-aspect-ratio silicon flexural
structure that prevents out-of-plane bending under most circum-
stances. The flexure structure also converts small translational
piezoelectric displacements into rotational displacements, as
shown in Fig. 3.

Force—displacement curves for such lateral actuators have
been previously described in [8]. For microrobotic leg design,
a region of small displacement and large force is chosen to
increase the weight-bearing capacity and locomotion speed of
joint structures. In that region of behavior, the axial contraction
in (1) dominates actuator motion, while the bending motion
of beams that can lead to larger displacements against small
forces has negligible influence on the present leg joint designs.
Equation (4) shows the in-plane small displacement of a single
actuator rotary joint that consists of high-aspect-ratio elastic
flexure and tether, a PZT actuator, and a rigid link. The relation
of the force generated by a single actuator and the displacement
at the tip of the flexure in the rotary motion is as follows:

( kyrokio

kf,e T kt,g + kact,@) 0= FactLact (4)

where k¢ g, k¢ 9, and K. ¢ are the equivalent rotational spring
stiffness values of the flexure, tether, and actuator, which are
given in the Appendix. L, is the distance between the tether
and the flexure joint. Because the actuator itself and the silicon
tether experience the axial force generated by piezoelectric film,
the maximum rotary angle 6 is represented in terms of the
combined spring stiffness of the joint structure.

D. Thin-Film PZT Lateral Actuator Arrays

For intended in-plane actuation in microrobotic legs, multi-
ple lateral actuators are connected in series arrays so that large
rotational displacement can be produced. In the prototype legs,
this occurs in joints 5 and ~. In these joints, lateral actuators
are arranged in two sets of four with flexural mechanisms
facing each other, as shown in Fig. 1(b). A schematic view
of this motion is shown in Fig. 1(c). By aligning the high-
aspect-ratio flexures toward a microrobot’s foot, such arrays are
intended to reduce out-of-plane deflection due to torsion from

weight bearing of future microrobotic platforms and to multiply
rotational motion of individual actuators.

Within each in-plane joint array, displacement is calculated
from the driving thin-film PZT actuation force and its equiva-
lent rotary moment. Eight local coordinates, as shown in Fig. 4,
are used to calculate the total displacement. The displacement
of the origin of the ith coordinate with respect to the first
coordinate at the start of the array (point 3y or 7y) is represented
as the summation of projections onto previous coordinates.
Then, displacement of the mth coordinate with respect to the
origin of the first flexure joint is represented in

1 _ k-1 n n n n+1
dis=>_ [T B 6 <p T f(g) + Bisi(sm)4 )

n=1k=1
5

where dé (8.7) is the total local displacement of the compact ar-

ray in question, R{ is the rotational matrix of the ith coordinate
with respect to jth coordinate by the angle of 6;, and, fori > 5,
R} is a combined transformation of the reorientation of axis by
m radians R(7) with rotational displacement by ¢; R(6;). When
i=1, RY is the identity matrix. T is the compliance matrix
of the flexure structure, f* is the forcing term generated by
the actuator and, if present, external forces and moments, P
is the initial position of flexure tip, and ¢° is the position vector
between the ith and ¢ — 1th coordinates. The subscript 3 or -y
indicates whether the model is referring to the inner or outer
compact array.

For in-plane actuator design, performance is best if the
elastic flexure, denoted by kg, can be fabricated with high
aspect ratio, so that out-of-plane stiffness and weight bearing
are increased without overly increasing resistance to in-plane
motion. Likewise, small gaps between flexures and tethers L,
are also useful for generating large rotation angles. Significant
forcing is again available through large piezoelectric coefficient
and high electric field across the PZT thin film.

E. Kinematic Leg Model

In the prototype leg configuration, coordinate systems are de-
fined at the silicon flexures of each individual in-plane actuator,
in addition to the initial vertical actuator. As shown in Fig. 1,
the following locations are used as reference frame of the local
coordinates during kinematic analysis.

1) Point O represents the beginning of leg, at the fixed end of
the vertical actuators, oriented along the long axis of the
vertical actuators.

2) Point A represents the tip of the vertical actuators (end
of joint ), where a rigid silicon connection to joint /3
begins.

3) Points 5y and B represent the beginning and end of joint
B, at the end of the rigid silicon connector between joints
« and .

4) Points 7y and C' represent the beginning and end, respec-
tively, of joint ~, at the end of the rigid silicon connector
between joints 3 and 7.

5) Point D is the end tip of the m-DoF leg.
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Fig. 4. Schematics of local coordinates of inner and outer actuator array in m-DoF robotic leg.

6) Point F is the corner of the rigid silicon link between
joints 3 and -y, which is easily tracked during experimen-
tal measurements.

The local coordinate axes for each joint is chosen such that
the yo-axis is aligned along the lateral direction of the thin-
film PZT actuators in the given joint. Local displacements
are related to global displacements of points of interest using
rotation matrices. Fixed rotation matrices are denoted by the
notation R(6;;/,), where i corresponds to the local axis of
rotation and b and a indicate the ending and starting points of
interest, respectively, that a change in orientation is taken from.
As an example, for the first rotation matrix, from the global
coordinates to the base of the vertical actuators, the rotational
matrix is formed from 6, 4, which is the angle between global
coordinates (Zglobal, Yglobal, Zglobal) and the local coordinates
(z0,y0,20) at point 0, the beginning of the leg. From the
measured distance of point A from zero, 0, 4,0 is estimated
at 39.5°, and coordinate transformation from the raw data to the
desired coordinate (xq, Yo, 20) is obtained in

Xglobal = R(0., 4/0) X0 (6)

where Xg1o1a1 and X are the position vectors with respect to
the global and point O coordinates.

Rotations that may change with applied voltage are also
written using standard rotation matrices, denoted by H (0; 5/q),
and generally, their rotation angles consist of a fixed compo-
nent, due to residual stress, and a changing component due
to applied voltage. For example, the rotation matrix used to
transform coordinates about point A with respect to coordinates
about point 0 is written H (0, 4/0), With 6, 4,0 being the sum
of vertical rotations at the tip joint o due to residual stress
and due to an applied input voltage. Use of these rotations to
evaluate leg joint performance will be discussed in more detail
in Section IV.

III. FABRICATION

A. Robust Encapsulation and Multilevel Fabrication
Integrated With Thin-Film PZT Layer

A previous microfabrication process for components of thin-
film PZT-actuated microrobotic leg joints has been reported in
[8]. Individual actuators were released from underlying silicon

with a timed XeFs; etch when a photoresist encapsulation
layer protects silicon anchor points. However, this resulted in
obstacles to releasing the undercut PZT actuator layer across
large devices, such as inconsistent actuator undercut length and
occasional crack and failure of photoresist encapsulation layer.

A robust fabrication process used to produce the current
m-DoF appendages is as follows. Fabrication begins with a
silicon-on-insulator (SOI) wafer with a 10-um-thick device
layer, 0.1-pm-thick buried oxide layer, and 500-um-thick han-
dle wafer (thicker device layers may also be used, with legs
from 30-pm device layers also fabricated). Narrow (3 pm wide)
trenches are etched to the buried silicon dioxide layer (step A)
in Fig. 5) along the sidewalls of bulk-micromachined silicon
structures, such as flexural springs and silicon connectors from
the tethers to PZT unimorphs. Prefurnace-cleaned trenches are
then filled with silicon dioxide by LPCVD [step B)].

It was observed that keyholes are generated in the oxide
trenches due to nonuniformity in the trench sidewalls and a
slightly faster deposition rate at the trench mouth than that
inside the trench. Instead of annealing above 1000 °C, which
has been shown to make the oxide reflow in the trench [12], the
top oxide is removed by either chemical mechanical polishing
or reactive ion etching (RIE), and the upper part of the trench
is etched by short RIE [steps C) and D)]. Once the keyhole is
opened, LPCVD process is repeated to fill the opened trenches
in step E). Several iterations of steps B)-D) may be necessary
to diminish the size of keyhole, but it is difficult to eliminate
it entirely. Nonetheless, since the observed piezoelectric coeffi-
cients of PZT films can be very sensitive to underlying surface
conditions [13], refill is continued until a standard mechanical
boundary condition of the intermediate layer between PZT film
and the substrate is achieved. In this case, closure of all surface
trenches and a planarized surface are achieved. Planarization of
the surface of refilled oxide trenches is followed by additional
silicon dioxide deposition by plasma-enhanced chemical vapor
deposition to reach a minimum target base oxide thickness of
2000 A.

After SOI wafers are processed up to step E), PZT (with
a Zr/Ti ratio of 52/48) and electrode layers are deposited at
the U.S. Army Research Laboratory and Radiant Technologies,
Inc. The resulting metal stack consists of a platinum bottom
electrode, PZT film, and platinum top electrode [step F)]. Two
argon milling steps for the top electrode and PZT layers and
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Fig. 5. Multilevel microfabrication process flow of thin-film PZT-actuated silicon structure in the microrobotic application.

a wet etch for contact vias to the bottom electrode are next
performed [step G)], as in [8]. Then, a 1-um-thick Ti/Au layer
is deposited on the top of PZT actuator surface by a lift-off
process [step H)], and the silicon microstructure in the top
device layer is patterned and micromachined by deep RIE
(DRIE) [step I)].

To perform backside etching of the SOI wafer, oven-baked
photoresist is used to protect the microstructure of top device
layer, and the backside of SOI wafer is patterned for other
geometries such as microrobot feet. Backside patterning and
etching also provide the open area for XeFs to etch the un-
derneath silicon layer of actuator and other unprotected silicon
structures in step J). During the XeFs underetching process
of thin-film PZT actuator and silicon microstructure layer, a
uniform undercut length of the PZT/Au unimorph actuator
structure is obtained after removal of chemically inert Teflon-
like passivation layer, which is deposited during DRIE process
and prevents XeFs gas from etching the silicon underneath the
material stack. Fig. 6 shows a scanning electron microscopic
image of thin-film PZT actuator layer connected to silicon
tether.

To summarize, in the microfabrication process described
earlier, deposition of oxide trenches provides a vertical etching
barrier against isotropic XeFs etching of the substrate silicon
device layer connected to thin-film PZT actuators. This serves
as a robust encapsulation structure to eliminate encapsulation
failures and underetching variance of thin-film PZT actuators
observed in previous integration approaches. Oxide deposited
for such trenches can also be used as a hard mask on the
backside of a SOI wafer permitting backside patterning and
thus multilevel fabrication for complex silicon structure. Silicon
structures up to 30 pm tall by 5 pm wide have been produced
in this manner on other test wafers.
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T e ]
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Buried oxide layer Silicon tether

20.0KV 20.8mm x999 '50.0um

Fig. 6. Scanning electron microscopic image of thin-film PZT actuator layers
connected to silicon tether, as marked in a dashed red box in Fig. 2.

One limitation of the finalized process flow is an inability
to remove the oxide trenches following XeF, release. While
the oxide trenches were originally intended to be removed via
isotropic RIE, and structures were designed with the removal of
silicon dioxide expected, in practice, the top platinum electrode
on the PZT layer was found to be eroded in such an RIE
step, causing the removal of electrical connection in most of
actuators. Thus, flexible structures in the device layer are wider
than originally designed by the oxide trench width, and flexible
electrical interconnects (such as that providing power to the
outer in-plane actuator) are also reinforced. This reduces the
range of motion of the final leg structures compared to their
designed specifications, and future devices should take oxide
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trench width into account in the design stage. In addition,
residual stresses in the metal stack result in the vertical actuator
array having a nonzero neutral position. The change of the
neutral position leads to variation in vertical displacements
from planar neutral position which would be expected from an
initially flat structure.

IV. EXPERIMENTAL RESULTS
A. Piezoelectric Coefficient Measurement

Following fabrication, simple cantilever beams were used to
verify piezoelectric coefficient magnitudes. This was done to
verify that the preprocessing of the SOI with barrier trenches
would not have a detrimental effect on thin-film PZT quality.
Since a randomly oriented polycrystalline structure is present
in PZT thin film after fabrication, a poling treatment is required
to align the scattered polydomain structure into a metastable
alignment in the direction of an applied electric field to form
a consistent remnant polarization of the layer. The poling
test was performed at 250 kV/cm (i.e., 20 V) using a direct-
current power supply at room temperature which was used for
45 min. After poling, the static vertical displacement of the tip
of cantilever was measured by optical profilometry by stepping
down to 0 V in 1-V decrements and returning back to 20 V in
1-V increments.

Due to intrinsic residual thin-film stress following fabrica-
tion, the piezoelectric coefficient is experimentally determined
from radius of curvature of the beam p in the Bernoulli-Euler
equation with the superposition of the resultant moment due
to the residual stress and the moment generated by PZT
thin film

1 _ Mresidual + MPZT
S = - w7 PAT )
14 (EI)comp,no Au

®)

Mpyr =es1,e6——Apzr (Upzr — U1)
tpzT

where M, csiqual 1S the moment due to residual stress of the
films, Mpyr is the moment generated by PZT actuator, which
corresponds to Mt 2 in (2), and (ET)comp no Au 18 the vertical
composite rigidity of the material stack without Au deposition.
Fig. 7 shows the estimated field-dependent effective electroac-
tive strain coefficient d3; g of the piezoelectric cantilevers
with and without oxide barrier trenches. Multiple measure-
ments have been performed at each applied electric field and
represented as error bars, and the electroactive —d31 o values
for both test cantilevers at higher voltages are determined in the
range of 60-80 pm/V. The variation of measured d3; o With
respect to electric field is observed inversely proportional to the
applied electric field as deflection due to intrinsic residual stress
is predominant at low voltage and the piezoelectric coefficient
is inversely proportional to electric field. The empirical d3; o#
coefficients in Fig. 7 show that the performance of fabricated
actuators could be preserved in the proposed microfabrication
process, particularly at high voltages where typical operation
occurs.
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Fig. 7. Empirical effective electroactive piezoelectric strain coefficient curve
at applied voltages.
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Fig. 8. Trajectory of point £ (knee) between joints 3 and ~y and point D (foot)
as the vertical actuators are activated by 15-V dc. The left images are at 0 V,
and the right images are at 15 V.

B. Range-of-Motion Analysis

Completed m-DoF leg joints were characterized experimen-
tally to verify functionality and vertical and lateral joint design
performance. This experimental verification is based on kine-
matic descriptions of joint motion, with deformation of contin-
uous beams (vertical unimorph actuators and elastic rotational
flexures, for out-of-plane and in-plane motions, respectively)
converted to motion of specified points on a prototype actuator
in global coordinates [14]. This motion was captured by a
high-speed camera above the device, and the global coordinate
(Zglobal, Yglobal ) data are obtained from the optical images.

As discussed in (6) in Section II-E, displacements of any
point of interest, as measured in global coordinates, can like-
wise be related to rotations and displacements of proceeding
links in the robotic leg. For example, the displacement of the
tip in terms of global coordinates X p depends on all relevant
rotations and displacements, as

Xp =H(0z.4/0)R (0:,50/4) H (02,5/5,) H (0:,0/+,) X
+ H(0,4/0)R (0.6,/4)
+ H(0,4/0)R (0.5,/4)

+ Utrans

H (ez,B/ﬂg) Strans
Wirans T H(ez,A/O)utrans

9
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Fig. 9. Trajectory of two in-plane compact arrays with points D (foot) and
E (knee) represented with hollow markers, as designed, and represented with
solid markers, as measured, with respect to point B9 when joint « is activated.

where H (0, 4/0), H(02,5/p0), and H (0. c/~0) are the local
coordinate transformations due to rotations at joints «, (3, and
7, respectively, and R(6 go/4) is a fixed rotation representing
the difference in orientation between joint o and joint 8. X /¢
is fixed translational offset of the tip of the leg from the end
of joint 7, Strans 1S the nominal offset from the beginning of
joint «y to the end of joint v plus any displacement of joint vy
(i.e., dé (7)) due to an applied voltage, wrans 1S the nominal
offset from the beginning of joint 5 to the end of joint y plus
any displacement exerted by joint 3 (i.e., dé 8 ), due to applied
voltage, ugrans 1S the nominal offset of joint S from joint a,
and vypans 1S the nominal offset from the beginning to the end
of joint « plus any displacement of joint o due to an applied
voltage.

Fig. 8 shows the top view of the device and the trajectory
of E (knee) and point D (foot) taken by stereoscope and
high-speed camera when the vertical actuators are activated by
various input voltages. In Fig. 9, the direction of motion of
points D and E exerted by joint « is opposite to the intended
direction. This is because residual stress causes the leg to start
in an upward deflected position, such that downward rotation
of the vertical actuator under an applied voltage causes the
tip of the leg to move away from the base (in global (z,y)
coordinates), rather than closer to the base if the leg had started
in a flat fully extended position. Furthermore, residual stress
leading to the deformation of joint /3 causes significant out-of-
plane bending.

Fig. 10 shows the measured trajectories of points D and
E under various combinations of applied voltage to joints 3
and . Differences between the designed and the measured
trajectories of the leg also arise from nonidealities in the
fabrication process, particularly the following: 1) excess silicon
dioxide that increases the stiffness of flexures and, particularly,
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Fig. 10. Trajectory of two in-plane compact arrays with points D (foot) and
E (knee) represented with hollow markers, as designed, when joints 3 and ~
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respect to point 5o when joint 3 is activated.

TABLE III
DISPLACEMENT OF POINT A BY VERTICAL ACTUATORS

Degree of As desiened As fabricated As fabricated
Freedom g (from model) (from experiment)
X (um) 0 0 1.86
y (um) -43 10.6 19.4
Z (um) -189 -189 -148
0.(%) -40 -40 -37
6y (°) 0 0 0
0,(°) 0 0 0

the interconnect across the inner lateral actuator and 2) residual
stress in the actuator arrays.

C. Comparison to Actuator Models

Mapping back observed motion at the points of interest
along the leg to displacements at the actuator arrays allows the
actuator array performance to be measured. Since the motion
of m-DoF microrobotic legs is generated by combinations of
two in-plane compact actuators and vertical actuators, differ-
ent sets of actuators were independently activated to verify
actuator models. Three sets of displacements are shown in
Tables III-V, for the three actuators. The first set of results
shows the displacement of an ideal leg design, which assumes
a planar neutral position (no residual stress), no excess silicon
dioxide, and negligible interconnect stiffness across the inner
lateral actuator; this set of results is intended to demonstrate the
ideal capabilities of the device. The second set of results shows
the predicted displacements when residual stress effects are
included, with extra oxide and with full interconnect modeling.
The third set of results is from the experimentally extracted
actuator array displacements and rotations, when measurable.
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TABLE IV
DISPLACEMENT OF POINT E WITH RESPECT TO POINT A BY INNER
COMPACT ACTUATORS

Degree of As desioned As fabricated As fabricated
Freedom g (from model) (from experiment)
X (pum) 230 4.9 3.8
y (um) 65 -133 -143
z (um) 0 843 798
0« (®) 0 18.9 18.1
0,(°) 0 0 Unable to measure
0,(°) -4.7 -0.1 -0.1
TABLE V

DISPLACEMENT OF POINT C' WITH RESPECT TO POINT E BY OUTER
COMPACT ACTUATORS

Degree of As designed As fabricated As fabricated
Freedom (from model) (from experiment)
X (um) 149 144 114
y (um) -208 -201 -186
Z (um) 0 0 108
0.(%) 0 0 17.7
6y(°) 0 0 Unable to measure
0,(%) -4.7 -4.5 -3.85

Based on experimental observations of fabrication limita-
tions, various adjustments were made to the actuator models.
First, it should be noted that, even with high-aspect-ratio flexure
and tether structures, residual stress in the experimentally re-
leased prototype devices described in Section III still led to out-
of-plane bending from the in-plane actuators. Thus, an addition
to the lateral actuator model to account for out-of-plane defor-
mation was obtained. This was particularly significant when
the elastic interconnect is present, as a deformation similar to
buckling is observed.

To account for the stiffness of the PZT interconnect to joint
~ across joint /3, which impeded lateral rotation in joint 5 and
contributed to out-of-plane bending moment about the z-axis,
an expanded model of the lateral actuator array with intercon-
nect was created. Details of the augmented model are included
in the Appendix, but in brief, this effect can be estimated by the
average offset distance €45t Of the beginning of the rigid silicon
links between joints /5 and -y along the local z-direction with
respect to point A during the motion. This offset distance and
in-plane actuation moment result in out-of-plane deflection and,
thus, the resulting angle 6. ,, of the thin-film PZT interconnect
about point A. A lumped spring model is used to estimate the
displacement of the parallel structure of the elastic interconnect
and joint (3, which is represented by the displacement of joint

By (5)

dglg(g) ~ (Kic,quic + Karray,eq)ilFact (10)
where Kicoq and Karray,eq are the lumped spring stiffness
values of the thin-film interconnect and inner in-plane actuator
array and G is a matrix projecting the additional spring force
at the tip of the interconnect back to actuator locations.

In general, there is a good agreement between experimental
and model results when nonidealities are taken into account.
Angular rotation of the vertical actuator tip is closely matched
to the model, although the initial curvature due to residual stress
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Fig. 11. Frequency response of point C (foot) measured with respect to global
coordinates when the vertical actuator array is activated with driving sinusoidal
input.

TABLE VI
RESONANT FREQUENCIES

Actuator Measurement 1% and higher resonant frequency
Vertical actuator Point A (hip) 300, 1500, 1810 Hz
Point B (knee) 37,300, 800 Hz
Point C (foot) 35,150, 300, 650 Hz
Compact actuator Point A (hip) 1510, 1810 Hz
Point B (knee) 800 Hz

Point C (foot) 30, 150, 250, 650, 1150, 1450 Hz

changes the associated tip displacements from the ideal case.
Similarly, in-plane motions of the two lateral actuator arrays
(z, y, and 6, displacements) are very similar to experimental
results, so long as the interconnect stiffness is accounted for in
the design as fabricated. With the existing robot leg configu-
ration, this means that substantial in-plane rotations can only
be generated by one joint at a time, although both joints were
shown to function. The total in-plane displacement of the foot
was approximately 900 pym for a 4.5-mm-long leg.

D. Frequency Response

Resonance analysis of the fabricated m-DoF microrobotic
legs indicates that such a robotic appendage is capable of
moving under high bandwidth. Fig. 11 shows the frequency
response of point C' measured with respect to the global co-
ordinate of high-speed camera under stereoscope when the
vertical actuator array is activated with the driving sinusoidal
input voltage where the offset and peak-to-peak voltages are
chosen to 3 V and 2 Vpp, respectively. () factor along the
vertical motion is approximately obtained as 8.58 at the first
resonant frequency of 34.7 Hz in a ten-base logarithm scale.
Table VI shows resonant frequencies of other points when
vertical actuator and compact actuator sets are independently
activated. When the vertical actuator is activated, a 280-ms
settling step time was observed at the foot.

E. Weight and Power Considerations

For use in producing terrestrial microrobot locomotion,
weight bearing and energy use of a given robot leg design
are critical. As fabricated, the primary source of out-of-plane



compliance to load at the leg tip is the vertical actuators.
This compliance can be estimated from (3), using an external
moment on the vertical actuator equal to the weight load times
the leg length. Estimated compliance is 3080 rad/N. For the
actuated motion of the foot to be greater than any bending
of the vertical actuators during load bearing, this produces an
absolute maximum weight capacity of 2.1 mg per foot, which
is somewhat further reduced by out-of-plane compliance of the
lateral actuator arrays. Fortunately, each actuator array has a
capacitance of only 1.2 nF, such that power consumption of
three actuators at 15 V with a 15-Hz step frequency is only
12 uW. This would correspond to an approximate speed of
27 mm/s for the observed 0.9-mm step lengths of 15 steps/s
from each leg. This translates to an ability to operate with
battery power densities as low as 5.7 W/kg, well below that
of current battery technologies. In practice, the ability to suc-
cessfully operate a robot leg of this type with a power supply
that it can carry is more dependent on the efficient use of energy
in any control and energy conversion circuitry, than on its own
fundamental power consumption [15].

Still, for the immediate development of microrobotic pro-
totypes, the current work’s primary benefits are the increased
reliability of thin-film PZT actuator arrays and verification
of actuator array modeling techniques. This process has pro-
duced a prototype hexapod using the leg design analyzed that
has been produced with five out of six legs that are intact
(one leg failing due to fracture of a flexure/tether unit during
fabrication). Moving forward, however, more feasible robot
prototypes for the next phase of further robot development
will utilize millipede-style layouts, with larger numbers of legs,
fewer actuators per leg, and shorter distances to leg tips to
be explored. These prototypes thus trade reduced mobility for
larger weight-bearing capacity (up to approximately 200 mg
for an entire chassis) to allow greater flexibility in control and
power systems. Nonetheless, the ability to create as complex leg
geometries as described here while meeting fundamental needs
for energy use versus weight-bearing capacity and the ability
to predict leg behavior given fabrication constraints appear
encouraging for a long-term goal of highly mobile bioinspired
microscale robots.

V. CONCLUSION

Prototype microrobotic leg joint arrays based on thin-film
piezoelectric actuation are described, fabricated, and charac-
terized in this paper. These leg joints take advantage of high
electric fields and good piezoelectric coefficients for thin-film
PZT to generate large forces and/or joint angles from in-plane
or out-of-plane motion. They are coupled with a robust fab-
rication process that allows multiple joints to be incorporated
into full high-mobility legs. Modeling of thin-film PZT lateral
and vertical actuator arrays is described, noting the benefits of
having both free PZT unimorphs and thicker silicon structures
in a combined structure. This integration is done with com-
plex high-aspect-ratio silicon structures encapsulated by silicon
dioxide vertical barrier trenches. Consistent undercut length of
thin-film PZT actuator array is obtained with minimal effect on
the piezoelectric performance of the actuators.

In experimental validation, both types of joint are shown
to function in the integrated structure, with angular displace-
ments varying from joint to joint. The in-plane motion gen-
erated by the final leg structure is smaller than the intended
motion generated by the proposed m-DoF microrobotic leg
due to the remaining silicon dioxide vertical barrier trenches.
Nonetheless, performance is well predicted by microrobotic
joint modeling that includes the following: 1) compensation
for intrinsic residual stress of thin-film stacks that changes the
initial deflection of the actuator arrays; 2) behavior of in-plane
flexure joint array structures when the width of oxide trench
barrier is taken into consideration; and 3) design of an elec-
trical interconnect structure connected with the outer compact
actuator array with less impact on the final device motion.
Vertical actuation performed near-original design expectations
(~40°) with only the neutral position changed by residual
stress.

The completed leg structures permit faster leg movement
with more degrees of freedom than previous walking micro-
robot actuators. Weight bearing is small but sufficient for the
power demands of the piezoelectric actuators. Further improve-
ment to the current design and fabrication of thin-film PZT de-
vices will support continued microrobotic chassis development.
This includes the parametric design of the stiffness of silicon
flexure and tether in which the oxide vertical barrier trenches
are taken into account, and the run-to-run stress analysis and
process control of metal stack layers by which the initial out-
of-plane bending of the appendage is minimized.

APPENDIX

Lateral Actuator Array Spring Definitions

From (4), the rotational spring stiffness values of the flexure,
tether, and actuator are k¢ g, k¢ 9, and kit 9, respectively

(EI)ﬂex
kpg=-—2"% 11
1o Lﬂex ( )
L2 . (EA
kt,e — M (]2)
Ly
kact,@ = kact (Fact)Lict (]3)

where k., is the axial spring stiffness of the actuator dependent
on the actuation force, (ET)gex and (FA), are the composite
flexural rigidity values of the silicon and silicon dioxide flexure
and tether along transverse and axial directions, respectively,
L.t is the distance between the tether and the flexure joint,
and Lgex and L, are the lengths of the flexure joint and tether
as shown in Fig. 1 and Table I. Because the actuator itself
and the silicon tether experience the axial force generated by
piezoelectric film, the maximum rotary angle is represented in
terms of the combined spring stiffness of the joint structure in
(11)—(13) as shown in Fig. 3.

Lateral Array Modifications for Interconnect Stiffness

When combining lateral actuator models, such as that defined
by (4) and (11)—(13), basic equation (4) can be applied to the
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outer in-plane actuator array (joint ), but in the m-DoF device
fabricated, the motion of the inner lateral actuation array (joint
B) is limited by the need to deliver an electrical signal to joint
~. This signal is transferred via an elastic interconnect created
from the PZT-metal stack. As the inner compact array and
the interconnect are mechanically connected in parallel, the
following relation is used to predict in-plane motion of the
resulting combination, based on the assumption that only small
angular displacements contribute nonnegligible stiffness to the
elastic interconnect:

Mic,z =

> (0,

i=1

(Ej?ic,z (14)

8
L —
where (ET);c , and L;. are the composite in-plane rigidity and
effective length of the material stacked PZT thin-film intercon-
nect and M;. . is the moment applied at the interconnect by
the inner compact actuators. The displacement of the tip of the
elastic interconnect from the center of in-plane compact array
. is estimated from the length of the PZT interconnect and the
sum of rotational displacements of each link 3(0, (5)),. Since
the inner compact array and the PZT thin film are connected
in parallel, the radius of rotation exerted by inner compact
array is close to J. for the small displacement exerted by the
parallel structure of the interconnect and inner compact array.
The moment is equivalent to the force, which is the ratio of
M;e,» to 6. from the center of rotation, applied at the tip of
eighth link of inner compact array. This force applied at eighth
link f8 is then projected onto each flexure by f at ith link
in addition to the forcing component by individual actuators to
form new forcing terms within the array

sin (927(5))1,8
Co8 (06([3)>i,8

s)

sin(0o0)s | g
COs (96’(6))8 iCQA 5Ca
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where (6 (), ¢ is the sum of rotational displacements from ith
link to eighth link. Then, the forcing term f(”ﬁ in (5) consists of

[Fact, 0, Fact]™ and fi, and the nonlinear system of equations

from (5), (14), and (15) is solved numerically for (0. (s)), [9].

From (10), the stiffness matrix K¢ q for PZT interconnect
is modeled as

Tic
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where Fi. is the forcing term applied at the tip of the intercon-
nect with the axial force Fi ;, out-of-plane moment M ,, and
rotational moment M;, ., respectively. Then, the relation of the
forcing term Fi. to the lateral actuation force F,.4 within joint
[ is obtained

8
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i=1
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A lumped compliance matrix for the joint § is derived
for the case when only very small displacements of point B
are observed and joint displacement is assumed to be exerted
equally by each actuator. This model, combining the motions
at the eight individual actuators into an approximate lumped
model, becomes (18), shown at the bottom of the page.
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Abstract—As the capability and complexity of robotic plat-
forms continue to evolve from the macro to the micron scale,
the challenge of achieving autonomy requires the development of
robust, lightweight architectures. These architectures must pro-
vide a platform upon which actuators, control, sensing, power,
and communication modules are integrated for optimal perfor-
mance. In this paper, the first autonomous jumping microrobotic
platform is demonstrated using a hybrid integration approach to
assemble on-board control, sensing, power, and actuation directly
onto a polymer chassis. For the purposes of this paper, jumping
is defined as brief parabolic motion achieved via an actuation
pulse at takeoff. In this paper, the actuation pulse comes from
the rapid release of chemical energy to create propulsion. The
actuation pulse lasts several microseconds and is achieved using a
novel high-force/low-power thrust actuator, nanoporous energetic
silicon, resulting in 250 p.J of Kkinetic energy delivered to the robot
and a vertical height of approximately 8 cm. [2011-0030]

Index Terms—Autonomy, microrobot, porous silicon.

1. INTRODUCTION

MALL autonomous robotic platforms hold the potential to

help target the efforts of first responders, provide stealthy
surveillance, or add mobility to sensor networks. However,
existing microrobot platforms have limited autonomy [1]-[11].
Autonomous microrobot platforms require essential compo-
nents including sensors, actuators, electronic circuits, and a
power supply. These components must further be integrated
to provide certain essential functions including conversion of
sensor data to actionable information, intelligence to make
decisions based on the information, and mobility to take action
on the decisions. Integration of sensing, control, power, and
actuation on a single chassis increases the utility of robots,
allowing them to be placed in environments where they can
sense, think, and act with limited or no human intervention
[1]-[5]. These enabling features of autonomy lead to robots that
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will eventually traverse environments unreachable by humans,
while providing critical data, and the ability to adapt to ever
changing surroundings.

As robot length scales decrease below the centimeter scale, it
becomes an increasing challenge to integrate systems to deliver
complex functionality on a single platform. Larger robots like
RoACH [6] or Alice [7] are assembled using commercial off-
the-shelf (COTS) components including motors, sensors, and
electronics with little difficulty. Application-specific integrated
circuits (ASICs) provide a unique approach to developing con-
trol architectures for millimeter scale platforms by reducing the
chip area [5]. This paper will take a new hybrid integration
approach that includes both custom fabrication (similar to the
bottom-up design of ASICs) and COTS components (similar to
simple assembly available to larger robots).

Recent work in microrobotics has made progress toward
achieving autonomous functionality, which the authors define
as the integration of sensing, actuation, power, and control on a
single chassis. These characteristics are available to the robot
independent of the operating environment. A number of the
published microrobots can be characterized as “actuator only”
platforms because they rely on a controlled operating environ-
ment to function, cannot make decisions based on the environ-
ment, and cannot carry their power supply. The microrobot in
[8] maneuvers using an integrated scratch drive actuator and a
cantilever steering arm, allowing it to achieve speeds greater
than 200 pm/sec. The operation of the microrobot depends on
an underlying electrical grid, which provides power and control.
The “walking chip” in [9], designed to carry a maximum
external load of 2.5 g on its back, relies on external power in
the form of tethered wires that measure up to 10 cm in length
and lacks sensing and on-board control. The bio-inspired fly in
[10] demonstrates insect-like wing trajectories with integrated
actuation and mechanics, but does not yet possess integrated
on-board sensing, power, or control.

The complexity of the design and integration increases as
more functionality is incorporated directly onto the chassis.
The microrobot in [11] appears to come close to our definition
of autonomy using solar cells for power, electrostatic motors
for actuation, and a CMOS finite state machine for control.
These components are fabricated individually and integrated
using a hybrid approach involving wirebonding to electrically
connect each component. However, the robot does not have
integrated sensors to allow it to observe and react to changes
in the environment. The only robots that appear to include
all components necessary for individual autonomy are several
centimeters in size or larger [6], [12].
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Fig. 1. Computer model of jumping microrobot showing the polymer chassis
and control circuit. The energetic thrust actuator is underneath, on the “belly”
of the robot.

While these microrobots have demonstrated ingenious func-
tionality, the goal remains to develop a platform that is truly
autonomous, where all required functionality is provided on-
board the microrobotic platform. To overcome the challenges
associated with implementation and integration on a sub-
centimeter scale, the authors have developed a novel hybrid
integration approach to fabricate a microrobotic platform,
conceptually shown in Fig. 1. The microrobotic platform is
designed with a polymer chassis, upon which micron-scale
electrical traces are lithographically defined and patterned to in-
tegrate power (capacitors), sensing (a phototransistor), and the
most rudimentary form of decision making (a single transistor).
Nanoporous energetic silicon, a solid energetic formulation that
produces gas when ignited [13], [14], functions as a thruster to
provide mobility. The nanoporous energetic silicon is mounted
underneath the polymer chassis. The microrobotic platform can
detect a change in the ambient light and respond to the change
by triggering ignition of the energetic material. This produces
an upward thrust.

This work offers two key contributions toward greater au-
tonomy in microrobotics along with a demonstration of this
autonomy. First, a novel energetic silicon-based actuator is
proposed to enhance mobility (Section II). Mobility is demon-
strated in the form of vertical thrust as stored chemical energy
is rapidly converted to mechanical energy. While only a single
propulsion event is demonstrated, the nanoporous energetic
silicon can be arrayed on-chip to provide multiple propulsion
events in different directions. The second contribution develops
a hybrid integration approach used to mechanically and electri-
cally integrate this actuator with sensing and control elements
(Section III). The integration of on-chip, chemical-based actu-
ation with electronic controls results in sufficient autonomy for
applications ranging from mobile sensor networks to dynam-

TABLE I
PHYSICAL DIMENSIONS OF SYSTEM COMPONENTS
USED TO DESIGN THE HEXAPOD

Component Mass (mg) Footprint
Dimensions

10uF cap 9 0.8 x 1.6 mm?
100uF cap 133 2.6 x 3.4 mm?
FET 8 2.9x 1.3 mm?
Phototransistor 3 1.2 x2.0 mm?
10k resistor 5 1.5x 0.8 mm?
Chassis w/ alloy 62-69 4.0 x 7.0 mm?
Silicon chip 22-28 4.0 x 4.0 mm?
Metal pads 14-18 n/a
Wires 11-15 n/a
Extra polymer 13-36 n/a

ically controlled microthrusters. These two contributions are
combined to demonstrate the first robot at this size scale with
the ability to sense, think, and act (Section IV).

II. SYSTEM ARCHITECTURE

The goal for the microrobot system architecture was to
develop a robotic platform that could sense a change in light
intensity and respond by jumping. To simplify matters, the
microrobot would jump vertically with a takeoff angle of 90°
rather than follow a particular direction. To accomplish this
goal, the system architecture required a sensor, control circuit,
actuator, and power, each of which needed to be integrated on a
polymer chassis. The electronics were designed and fabricated
with COTS parts to provide both on-board power and logic to
sense a change in light intensity and to provide an electrical
stimulus to trigger the energetic material. Table I summarizes
the size and weight of each of the components of the system,
and the following subsections describe in detail the function
of each part. The total mass of the assembled system was
approximately 300 mg. In our experiments, three hexapods
were assembled and tested. The overall mass of the hexapod
varied from 280 mg to 318 mg across the platforms that were
assembled. The largest contributor to this variation in mass was
an additional layer of polymer that was applied to the hexapod
once it was assembled to encapsulate the IC components and
increase the robustness of the robot.

A. Actuation

Instead of using a mechanical spring to store energy as seen
in [15], nanoporous energetic silicon was chosen to store and
release energy chemically. The primary benefit to this approach
is reduced complexity and lower part count due to eliminat-
ing the need for a separate electrically controlled actuator to
compress a spring. Nanoporous energetic silicon is formed
in an electrochemical etch process as outlined in [13]. It is
initially inert, and only becomes energetic when infused with an
oxidizer such as sodium perchlorate. The exothermic reaction
can be triggered with heat, friction, or focused light. Multiple
actuators can be integrated onto the chassis of a microrobot,
allowing it to achieve multiple jumps in different directions.
For this work, actuation was demonstrated using a single, 2 mm
diameter region of nanoporous energetic silicon.
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Fig. 2. Tethered jump of 100-mg hexapod platform, tethered by 12-mil wire.
The images are spaced 10 frames (10 ms) apart. In frames 1-3, a portion of the
silicon chip detached from the hexapod.

Propulsion of a hexapod platform was demonstrated using
the nanoporous energetic silicon. Fig. 2 shows an initial (teth-
ered) experiment with a 2 mm diameter, 40 pm thick volume
of nanoporous energetic silicon incorporated on the polymer
hexapod chassis [16]. The nanoporous silicon was attached
to the underside of the hexapod, and connected via wires to
an external DC power supply. The components of the control
circuit were not attached to the hexapod in this experiment,
resulting in a significantly lower system mass. Including the
wire leads and the energetic silicon chip, the hexapod weighed
100 mg in this configuration. The hexapod travelled up out of
the ~11 cm field of view. The takeoff velocity was measured
at 2.8 m/s from high-speed video frames captured at 1000
frames/s. Based on this, the projected jump height was 40 cm.
This experiment showed that nanoporous energetic silicon is a
viable actuator for a jumping robot, so the authors proceeded to
integrate sensing, control, and power functions onto the chassis.

B. Sensing and Control

The microrobotic platform is designed to jump in response
to “seeing” a change in light level, as an insect which may
jump in response to sensing the shadow of a predator. Sensing
is achieved using a light-sensitive phototransistor (SFH3710)
shown in Fig. 3. The space available to integrate electronic
control, sensing, and actuation is limited to the top and bottom
of the chassis, approximately 56 mm? total area. The top of
the chassis is used to integrate a circuit composed of five
discrete surface-mount components (shown in Fig. 3), while the
underside of the chassis houses the energetic material used for
actuation. The control circuit itself consists of a 2N7002, single
n-channel enhancement MOSFET, and a 10 k) resistor used to
bias the gate of the MOSFET.

The spectral sensitivity of the NPN phototransistor chosen
is 350 nm to 950 nm with a maximum sensitivity at 570 nm.
When the lighting condition is varied from an illuminance
of ~0.3 lux, which is comparable to a full moon on a clear
night [17], to approximately 26 lux, somewhat less than the
illuminance of a family room [18], the voltage at the gate of
the MOSFET rises to 5 V. This closes the MOSFET transistor.

100uF 10uF
4| + l_
3Q
SFH 3710 } (Electro-thermal
Initiator)
2N7002
v 10kQ

Fig. 3. Circuit designed to provide sensing and actuation. The 3 2 resistor
represents the hotwire used to ignite the energetic material.

A series connection of a 10 uF capacitor and 3 €2 resistor with
the MOSFET is shown in Fig. 3. The 3 (2 resistor is used to
model the electrical characteristics of an electrothermal initiator
used to ignite the energetic material. Details about the electrical
initiator design and performance are discussed in [13]. The
10 uF capacitor is precharged to 6 V for the experiments
discussed here. As the MOSFET closes, it provides a path for
current to flow through the electrical initiator, producing heat
to ignite the energetic material. The electrothermal initiator re-
quires at least 150 mA to ignite the energetic material. However,
it should be noted that this current is only required for at most
100 ps. In this system, the capacitor discharges directly through
the electrothermal initiator wire, without voltage or current
regulation. This arrangement simplifies the circuit, reduces the
part count, and is sufficient to ignite the energetic silicon.

C. Power

The two capacitors shown in Fig. 3 provide power to the
phototransistor and the initiator on the nanoporous energetic
silicon. The 100 upF capacitor provides power to bias the
phototransistor. The 10 pF capacitor is used to provide power to
ignite the nanoporous energetic silicon once the phototransistor
detects the increase in light intensity. Both the 100 pF and
10 pF capacitors in Fig. 3 are precharged to 6 V. Both power
sources are isolated until an event is detected, triggering the
actuation response. A larger capacitor is chosen to power the
phototransistor to increase the time constant and supply a larger
amount of energy to accommodate leakage. While the longevity
of the capacitors as power sources is not investigated in detail,
the 100 pF capacitor is able to retain sufficient charge to power
the phototransistor for up to 8 min in a dimly lit room (~0.3
lux). While the expected discharge time, based on the off-state
resistance, for the phototransistor and the FET is approximately
40 min, a significant amount of leakage current across the
phototransistor results from exposure to the low-level ambient
light. It should be noted that the 100 pF capacitor used to
bias the phototransistor is the heaviest single part of the robot
(Table I), with the much smaller capacitor only acting to ini-
tiate the energetic material. In the future, the requirement for
this larger capacitor may be removed through better sensors
or through the use of a low-volume, high-capacity thin film
battery. The energy associated with the capacitors and the
nanoporous energetic silicon is summarized in Table II.



TABLE 1I
SUMMARY OF ENERGY SUPPLIED BY THE CAPACITORS AND
ENERGY SUPPLIED TO AND GENERATED BY THE
NANOPOROUS ENERGETIC SILICON

Component Type of Energy Energy

10 pF Capacitor Electrical 0.18 mJ

100 pF Capacitor Electrical 1.8mJ

Energetic Porous Si | Electrical (ignition) 0.18 mJ
Energetic Porous Si Chemical 19]

III. HYBRID INTEGRATION

To electrically and mechanically integrate the sensing,
power, and control components with the actuator and robot
chassis with minimal added mass, a new hybrid integration
process was designed. This approach used a polymer chassis
for structural support to carry a payload as well as a substrate
for electrical traces for the integration of the control circuit.

A. Polymer Chassis

The hexapod style chassis was chosen to enable walking in
future iterations of the platform, and the polymer was chosen
for robustness, durability, light weight, and ease of fabrication.
The chassis provided the robot’s functional skeleton as well as
a point of assembly on which to integrate all other components
in this hybrid integration approach (Fig. 1). It is 4 mm by 7 mm
by 0.5 mm in dimensions and was fabricated using a rapid pro-
totyping process [19]. A photodefinable polymer (Loctite3525
modified acrylic) was first spread evenly on a transparent plastic
sheet, and another transparent sheet was placed on top of the
polymer film. Glass slides were placed between the two sheets
to define the thickness. A photolithographic mask, with the
hexapod features defined as clear windows in an opaque field,
was then placed on top, and UV light was used to expose the
hexapod features through the mask. The exposed polymer was
hardened, and the unexposed polymer could then be removed
with a methanol rinse. The metal traces for assembly of the
control circuit were deposited and patterned (described in the
following section), then the legs were bent out of plane, and an
additional layer of polymer, [shown in Fig. 4(c)], was applied to
the inside corner between the legs and the body and cured. This
resulted in the 3-D hexapod structure similar to that in Fig. 4(d),
which allows for future integration of leg actuators for bimodal
(walking/jumping) mobility or to orient the robot for a jump in
a particular direction.

B. Metallization

A copper film was deposited on top of the polymer chassis
using metal evaporation at room temperature. Once deposited,
the electrical traces were lithographically patterned on the
copper film. With photoresist protecting the underlying copper
metal traces, the exposed copper was etched using a 2:1
mixture of water to nitric acid. To facilitate attaching the circuit
elements to a flexible substrate, the copper traces were then
coated with a low melting temperature solder (Indalloy 117
from Indium Corporation) using a dipping process discussed

(a)

(b} Metal Traces

Loctite

/@

(d)

Fig. 4. Process flow to fabricate 3-D hexapod structure. This process flow
shows metal patterned on the legs. For the purpose of our experiment, metal
was only patterned on the body.

133 pm

§
7

Polymer Chassis

Fig. 5. Metalized layer begins to crack when submerged in low-temperature
solder. Copper traces were subsequently widened to 472 pm to allow enough
solder to heal the cracks.

in [20]. Indalloy 117 melts at 47 °C, and was chosen because
the Loctite polymer softens above 100 °C and using a solder
iron to heat the solder would result in damage to the polymer
substrate. The circuit components can be attached by reflowing
the low-temperature solder without damaging the substrate.
For this process, the solder was kept at 65 °C to ensure the
robustness of the polymer chassis. A mixture of ethylene glycol
and hydrochloric acid was added to the solder dipping crucible
to remove any surface oxides on the copper traces and on the
solder. The polymer chassis was slowly submerged into the
molten alloy, and retracted after 10 s. About 50% of the time, a
visual inspection revealed incomplete coating, and the chassis
was submerged again to coat all copper traces. Initial results
indicated a tendency for the copper layer to crack when cooling
after removal from the solution, as shown in Fig. 5. Therefore,
the minimum copper feature size was increased from 133 ym
to 472 pm, providing greater surface area to capture enough
solder to “heal” any cracks that form.
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Fig. 6. Metal bond pads fixed to Si allow the energetic to be connected to the
control circuit.

C. Assembly

A serial process was used to assemble each of the compo-
nents. The hexapod and circuit components were separately
coated with the low melting temperature alloy. A solder iron
was used to manually solder external wires to the capacitors
and the MOSFET before the components were assembled onto
the hexapod chassis. This allowed electrical leads to be easily
attached to charge the capacitor power sources after assem-
bly. The polymer hexapod was then placed on a hotplate at
65 °C to melt the Indalloy, and the circuit components were
positioned using tweezers. Moderate pressure was applied man-
ually between the component and the binding site to ensure
a robust connection. The hexapod was then removed from
the hotplate and allowed to cool. As the polymer substrate
cooled, the circuit components were fused to the binding
sites.

Attempts to solder directly to the energetic porous silicon
chip were unsuccessful because the thin-film initiator was not
robust enough to withstand the heat of a soldering iron. The low
melting temperature alloy was not attempted because of con-
cern that the dipping process might contaminate the nanoporous
silicon. Although it was possible to wirebond to the silicon chip,
wirebonding to the polymer chassis was not successful because
the polymer was too soft. Therefore, gold-plated metal pads
shown in Fig. 6 were glued to the silicon chip, and wirebonds
were made between the integrated initiator and the metal pads.
Wires were then soldered between the control circuit and these
metal pads, and the nanoporous energetic silicon was attached
to the underside of the hexapod using a double-adhesive tape.
In future iterations, the pads could be eliminated by creating
vias in the polymer chassis and the nanoporous silicon substrate
and filling them with metal for direct connection using the low-
temperature solder.

Once the hexapod was assembled, the circuit and underlying
electrical traces were coated with an additional layer of Loctite
to prevent delamination of the rigid circuit elements from the
flexible polymer skeleton. This robust integration allowed the
hexapod legs to be flexed and potentially actuated out of plane,
without disturbing the functionality of the circuit. This unique
process therefore uses one material as the mechanical structure,
electrical substrate, and packaging material for the microrobotic

Fig. 7. Metal bond pads soldered to wires coming off of the capacitor
and MOSFET.

platform. Fig. 7 shows a circuit that has been fully assembled
onto the polymer chassis.

D. Packaging

The sodium perchlorate oxidizer used to make the
nanoporous silicon into an energetic material is strongly hygro-
scopic, and the absorption of water by the oxidizer degrades
the efficiency of the energetic reaction and produces stress
within the porous layer. The induced stress can also cause the
porous material to crack and the hotwire initiator to subse-
quently break. For this reason, the jumping experiments were
all conducted in a dry box plumbed with nitrogen. Even so,
the process of opening the door of the enclosure to charge the
capacitors prior to ignition allowed enough time for the oxi-
dized sample to absorb water and degrade the efficiency of the
reaction.

Three techniques were employed to limit the rate at which
moisture was absorbed by the oxidizer. The first technique
involved applying one drop of oxidizer solution (3.2 M NaClO4
in methanol) using a syringe in a dry room controlled to < 1%
relative humidity and allowing the sample to dry for 20 min.
After the sample was dried, a thin layer of Loctite (~500 ym
thick) was carefully applied on top of the porous silicon and UV
cured for 5 min. The second technique was to apply the oxidizer
and dry in a nitrogen dry box, then seal the porous silicon with
an evaporated parylene layer (~12 pm thick). While loading
the samples into the parylene system, there was some exposure
to environmental moisture. An alternative approach which has
not been attempted yet would be to dry the sample under
the dry nitrogen inside the parylene coating chamber to avoid
transport.

The final (and simplest) humidity exposure minimization ap-
proach was to connect leads to the hexapod prior to application
of the oxidizer and run these leads outside of the controlled
environment chamber. The oxidizer was allowed to dry for
15 min. The door to the chamber was then opened very briefly
(less than 30 s) to disconnect the leads and then closed for the
experiment.

IV. RESULTS

Experiments were performed in a laboratory, and a mod-
erately dark environment was simulated by turning off all



overhead fluorescent lights, and turning on a small 12-W
lamp in the corner of the room to allow some visibility
for positioning the device and connecting and disconnect-
ing electrical leads. The resulting ambient light level at the
photodetector was ~0.3 lux, as mentioned above. Oxidizer
was applied to the nanoporous energetic silicon using one of
the three different techniques discussed above to minimize
moisture exposure. The 100 pF and 10 uF capacitors were
charged to 6 V, and the hexapod was positioned approximately
12 inches under a high intensity 3 LED array light source. The
light source was turned on, triggering the phototransistor, which
closed the MOSFET switch, which in turn triggered ignition of
the energetic nanoporous silicon. Each jump was captured by a
high-speed camera recording at 1000 frames per second.

The first untethered experiment was performed with the
Loctite moisture seal encapsulating the porous silicon. The
experiment was done in ambient air; therefore an encapsulation
layer was needed to prevent moisture uptake and subsequent
degradation of the porous silicon and oxidizer mixture. This
hexapod had a total weight of 280 mg, and achieved a vertical
height of 1 cm when the light was turned on. The limited
height may have been due to packaging the sample with Loctite.
Deposition of the Loctite directly on the porous silicon resulted
in a thick layer (~500 pum) of the Loctite remaining on the
surface. A portion of the output energy being converted into
thrust for movement would therefore be lost in breaking the
seal created by the Loctite. It was also possible that the Loctite
coating may have affected the oxidized porous silicon surface,
causing it to be less reactive. Similar results were achieved with
the parylene-coated samples. Further work must be done to
explore other alternatives to encapsulate the energetic without
degrading the performance.

The best jump heights were achieved with the simplest
humidity exposure minimization approach, which involved pre-
connecting the electrical leads to charge the capacitors before
applying and drying the oxidizer, and running the experiment
in a nitrogen-filled box. The box was only very briefly opened
(less than 30 s) to disconnect the leads. In this case, a 314-mg
hexapod jumped approximately 8 cm vertically (Fig. 8).

The authors analyzed approximately 200 frames of the jump
trajectory to determine if any significant acceleration sources
other than gravity affected the microrobotic platform during
flight. Several frames at the end of the trajectory were not
captured in the high-speed video, so the landing portion of the
trajectory was not shown. The center of the hexapod chassis was
chosen as the center of mass, and the height was measured as
the center of mass crossed each half centimeter marker on the
height scale. The resulting position versus time data is shown
in Fig. 9. Given the resolution of the camera, the accuracy
with which we were able to pinpoint the robot’s center of mass
in each frame, and parallax errors involved observation from
a fixed viewpoint, we estimated the uncertainly for each data
point as approximately 0.25 cm. Using this uncertainty, the
potential energy based on the maximum observed height was
between 246 pJ and 262 pJ.

The data points were then fitted to the parabolic curve
describing the motion of a projectile under constant free-fall
acceleration g and negligible air resistance. The parabolic curve

Fig. 8. Propelled hexapod when actuator triggered by light captured at 1000
frames per second. Frames shown above are 20 ms apart. The vertical scale bar
shown is spaced 1 cm per division.
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Fig. 9. Trajectory of the hexapod jump. Experimentally determined height
shown as blue circles. The parabolic curve fit describes projectile motion under
acceleration due to gravity and negligible air resistance.

was then fitted to the data to determine the initial veloc-
ity v;, as shown in Fig. 9. This fit resulted in a calculated
take-off velocity of 1.263 m/s. The associated kinetic energy
is 250 pJ, which is within the potential energy uncertainty
bounds calculated based on measured maximum height. The
quality of the fit to the experimental data also demonstrates
that the microrobotic platform followed a drag-free parabolic
trajectory under acceleration due to gravity and negligible
air resistance.

Although the overall mass of the energetic chip as given in
Table I was approximately 25 mg, the mass of the reactive
region was estimated at only 0.21 mg. The 2 mm diameter
energetic region was able to propel the robot approximately
8 cm into the air, even though the robot was more than
1000 times the mass of the energetic material.

As a point of comparison, to achieve the same height with
a conventional actuator would require an actuator stiffness
of 2.4 kN/m and a force of at least 9.6 N (assuming the
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leg length of 4 mm is the actuator throw). This would be
very difficult if not impossible to achieve at this size scale.
To ignite the nanoporous energetic silicon, a maximum of
180 uJ of electrical energy was consumed (assuming that the
10 uF capacitor discharged entirely from 6 V to 0 V). Defining
an “effective actuation efficiency” as the ratio of mechanical
energy produced to electrical energy consumed, the 8 cm jump
here represented an effective efficiency of 137%. Based on
past measurements of the energy density of the nanoporous
energetic silicon reaction, approximately 1.9 J of chemical
energy was released [21]. Therefore, the chemical to kinetic
conversion efficiency was actually extremely low (0.0127%),
indicating that the vast majority of the available energy was
wasted.

There is consequently room for improvement, and the au-
thors believe implementation of a nozzle in future designs will
increase this efficiency by directing gases in a more effec-
tive manner to produce maximum thrust. However, the fact
that a respectable height of over 11x the body length was
achieved despite the abysmal conversion efficiency underscores
the tremendous amount of energy available in the nanoporous
energetic silicon. The authors believe that this technology will
have many applications in future MEMS systems if the energy
can be more efficiently captured and put to use.

V. CONCLUSION

An autonomous jumping microrobot has been demonstrated,
achieving a vertical jump of 8 cm, which was over 11 times its
longest physical dimension. Autonomy was achieved through
on-board integration of a simple circuit constructed of dis-
crete surface mount components. The resulting system has
optical sensing, control, power, and mobility. The rudimen-
tary sensing and intelligence allow the hexapod to detect an
increase in light intensity and respond by jumping. In ad-
dition, the novel use of an energetic material for actuation
was shown, allowing significantly more mechanical energy to
be produced than the electrical energy needed to initiate the
reaction.

A hybrid integration approach has also been presented, which
uses a low-temperature solder and metal interconnects pat-
terned directly on the robot’s polymer chassis to integrate var-
ious discrete electrical components. One of the unique aspects
to the integration approach is that a single UV-curable polymer
material was used for the robot chassis, as a substrate for the
assembly of the circuit components, and as a packaging mate-
rial. The authors expect improvements in direction control and
development of an array of energetic actuators to allow multiple
jumps, leading to future technological leaps for autonomous
microrobots.
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This article presents a Kalman filter based adaptive disturbance accommodating stochastic control scheme for
linear uncertain systems to minimise the adverse effects of both model uncertainties and external disturbances.
Instead of dealing with system uncertainties and external disturbances separately, the disturbance accommodat-
ing control scheme lumps the overall effects of these errors in a to-be-determined model-error vector and then
utilises a Kalman filter in the feedback loop for simultaneously estimating the system states and the model-error
vector from noisy measurements. Since the model-error dynamics is unknown, the process noise covariance
associated with the model-error dynamics is used to empirically tune the Kalman filter to yield accurate estimates.
A rigorous stochastic stability analysis reveals a lower bound requirement on the assumed system process noise
covariance to ensure the stability of the controlled system when the nominal control action on the true plant is
unstable. An adaptive law is synthesised for the selection of stabilising system process noise covariance.
Simulation results are presented where the proposed control scheme is implemented on a two degree-of-freedom
helicopter.

Keywords: disturbance accommodating control; stochastic adaptive control; Kalman filter; stochastic stability

1. Introduction

Uncertainty in dynamic systems may take numerous
forms, but among them the most significant are noise/
disturbance uncertainty and model/parameter uncer-
tainty. External disturbances and system uncertainties
can obscure the development of a viable control law.
This article presents the formulation and analysis of
a stochastic robust control scheme known as the
Disturbance Accommodating Control (DAC). The
main objective of DAC is to make necessary correc-
tions to the nominal control input to accommodate for
external disturbances and system uncertainties. Instead
of dealing with system uncertainties and disturbances
separately, DAC lumps the overall effects of these
errors in a to-be-determined term that is used to
directly update a nominal control input.

DAC was first proposed by Johnson in 1971
(Johnson 1971). Though the traditional DAC
approach only considers disturbance functions which
exhibit waveform patterns over short intervals of time
(Johnson and Kelly 1981), a more general formulation
of DAC can accommodate the simultaneous presence
of both ‘noise’ type disturbances and ‘waveform
structured’ disturbances (Johnson 1984, 1985). The
disturbance accommodating observer approach has
been shown to be extremely effective for disturbance

attenuation (Profeta, Vogt, and Mickle 1990; Kim and
Oh 1998; Biglari and Mobasher 2000); however, the
performance of the observer can significantly vary for
different types of exogenous disturbances, which is due
to observer gain sensitivity.

This article presents a robust control approach
based on a significant extension of the conventional
observer-based DAC concept, which compensates for
both unknown model parameter uncertainties and
external disturbances by estimating a model-error
vector (throughout this article the phrase ‘disturbance
term’ will be used to refer to this quantity) in real time.
The estimated model-error vector is further used as a
signal synthesis adaptive correction to the nominal
control input to achieve maximum performance. This
control approach utilises a Kalman filter in the
feedback loop for simultaneously estimating the
system states and the disturbance term from measure-
ments (Sorrells 1982, 1989; Davari and Chandramohan
2003). The estimated states are then used to develop a
nominal control law while the estimated disturbance
term is used to make necessary corrections to the
nominal control input to minimise the effects of both
system uncertainties and the external disturbance.
There are several advantages of implementing the
Kalman filter in the DAC approach: (i) tuning of the
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estimator parameters, such as the process noise matrix,
can be done easily unlike conventional DAC
approaches in which the adaptation involves the
entire feedback gain; (i) the estimated disturbance
term is a natural byproduct of state estimation and
(iii) the Kalman filter can be used to filter noisy
measurements.

It is a well-known fact that the closed-loop
performance and the stability of the Kalman filter-
based DAC approach depends on the accuracy of the
estimated disturbance term. Since the dynamics of the
disturbance term is unknown, the process noise
covariance associated with the disturbance term is
used to empirically tune the Kalman filter to yield
accurate estimates. Although the Kalman filter-based
DAC approach has been successfully utilised for
practical applications, there has not been any rigorous
stochastic stability analysis to reveal the interdepen-
dency between the estimator process noise covariance
and controlled system stability. The first main con-
tribution of this article is a detailed stability analysis,
which examines the explicit dependency of the con-
trolled system’s closed-loop stability on the disturbance
term process noise covariance and the measurement
noise covariance. Since the system under consideration
is stochastic in nature, the notion of stability is depicted
in two separate fashions. The first method deals with
moment stability and the second technique considers
stability in a probabilistic sense.

Stochastic stability analysis on the Kalman filter-
based DAC approach indicates that the effectiveness of
the proposed control scheme depends on the estimator
parameters such as the process noise covariance
matrix. The stability analysis also indicates that the
DAC scheme is most effective when the assumed
process noise covariance satisfies a lower bound
requirement which depends on the system uncertain-
ties. In general, it is difficult to select a stabilising
process noise covariance for the broad type of
uncertain systems considered here. One could always
try to select an extremely large value of process noise
covariance that might stabilise the system or even
monotonically increase the process noise covariance
matrix in an ad-hoc manner until the system stabilises.
However, it is important to keep in mind that selecting
a large process noise covariance matrix would result in
noisy control signal which could lead to problems such
as chattering. The second main contribution of this
article is the formulation of a stochastic adaptive
scheme for selecting the appropriate process noise
covariance that would guarantee closed-loop stability
of the controlled system.

The structure of this article is as follows. A detailed
formulation of the stochastic DAC approach for multi-
input multi-output (MIMO) systems, followed by a

stochastic stability analysis, is first given. Next, an
adaptive scheme is developed for the selection of
stabilising the disturbance term process noise covar-
iance. Simulation results are then presented where the
proposed control scheme is implemented on a two
degree-of-freedom helicopter.

2. DAC formulation

Let (22, F,[P) denote a probability space, where 2 is the
sample space, F is a o-field and P is a probability
measure on the measurable space (2, ). Additionally,
the elements of © are denoted by w and the members
of F are called events. Now consider a linear time-
invariant stochastic system of the following form:

Xl(t) :A]Xl(l)-‘rz‘izXz(l), Xl(t()) :Xlo,

Xo(1) = AsXi (1) + AsXo(0) + Bu(r) + W(n), (D)
Xa(t0) = Xy,.

Here, the stochastic state vector, [XlT(t) er(t)]T:
X() 2 X(t,w) : [t0, 1] x Q—>N", is an n-dimensional
random variable for fixed 7. The state vectors, X;(?)
and X,(7) are of dimensions X;(¢) 2 X (1, w) : [to, 7] %
QR and  Xo(1) £ Xo(t,0): [t 1] x Q> N,
respectively. The system given in (1) is in the typical
kinematics-dynamics form, where the kinematics is
assumed to be fully known, i.e. the state matrices
A e RO and A, e RO are  precisely
known. Uncertainty is only associated with the
dynamics, i.e. the state and control distribution
matrices, A;eN>" L, e R, BeR™, are
assumed to be unknown. Also, the input matrix B is
assumed to be non-singular. Finally, the stochastic
external disturbance W(1) £ W(t,): [to, t;] x 2 = R
is modelled as a linear time-invariant system driven by
a Gaussian white noise process, i.e.

W) = LX0), WD) + V1), W(to) =001, (2)

where [L(-) is an unknown linear operator and
V(1) £ V(t,w):[to, ty] x 2 — N’, is assumed to be
zero-mean Gaussian white noise process, i.e. V(f)~
N(0, Q8(7)). It is important to note that the linear
operator LL(-) and the covariance of the white noise
process V(¢), are unknown. The measurement equation
is given as

Y(1) = CX(1) + V(0), 3)

where Y(7) 2 Y(t, w):[to, t7] x Q > R is the measure-
ment vector and C € R"™" denotes the known output
matrix. The measurement noise, V(¢) 2 V(t, w):
[t0,t/] x Q = N, is assumed to be zero-mean
Gaussian white noise with known covariance, i.e.

V(1) ~ N(0, RS(2)).
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The assumed (known) system matrices are given as
As,, As, and B,,. Now the external disturbance and the
model uncertainties can be lumped into a disturbance

term, D(7) € N, through
D(1) = A1 X1 (1) + A Xo(1) + ABu(t) + W(D),  (4)
where AA] = (A3 - A3 ), AAZ = (A4 - A4 ) and

AB=(B— B,,). Using this disturbance term the true
model can be written in terms of the known system

matrices as follows:
Xi(1) = 41X (1) + A:Xo(0),
Xo(1) = A3, Xi1(1) + As, Xo(t) + Byu(t) + D(1).

m m

)

The control law, u(z), consists of a nominal control and
a control correction term to minimise the adverse effect
of the disturbance term, D(z), i.e.

u() = u(t) + a(s). (6)

Here u(7) is the nominal control and u(z) is the control
correction term. For the purpose of analysis, the
control correction term is selected to ensure the
complete cancellation of the disturbance term. Thus
the DAC law can be written as

u(t) = a(t) — B, D(o). 7

The disturbance term is not known, but an estimator
can be implemented in the feedback loop to estimate
the disturbance term online. Estimating the distur-
bance term requires knowledge of its dynamic model.
Since the dynamics of the disturbance term is not
precisely known, the disturbance term dynamics is
modelled as

Dy(t) = Ap, Du() + W(1), Do) =0, (3)

m

where Ap, is Hurwitz and W(r) £ W(t, w): [to, 7] X
Q — N’ is zero-mean Gaussian white noise process,
i.e. W(0)~N (0, Q8(z)). Equation (8) is used solely in
the estimator design to estimate the true disturbance
term. After constructing the assumed augmented state

vector as Z,,(t) = [Xle(t) X2Tm(t) DT(I)] T, the assumed

m
extended model of the system can be written as

Xy, (1) A Ay Operwr | [ X1, (0
Xo,(0) | =| 43,  As, L Xa,, (1)
D, (1) Orxtnn Orxr  Ap, | [ D)
Og1—r)xr 001—)x1
+ B, u(?) + 0,51 . )
0,51 W(2)

The zero elements in the disturbance term dynamics
are assumed for the sake of simplicity; however, the
control formulation given here is also valid if non-zero

elements are assumed. Equation (9) can be written in
terms of the appended state vector, Z,,, as

Z,(t) = FpZon(1) + Dyu() + GW(1),

(10)
Z,(t) =[X] X3 0],
where
/Il /12 O(n—r)xr 0(11—r)><r
Fn = A3 Ay ) > Dp= By P

m m

0r><(n7r) Or><r AD
G:[mw}
II‘X)‘
Note that the uncertainty is only associated with the
dynamics of the disturbance term. Let Z(¢) =

[XI(1) X)) D"(0]" and H=[C 0,.,]. Now the
measured output equation can be written as

0r><r

m

Y(1) = HZ(1) + V(1). (11)

Though the disturbance term is unknown, an estimator
such as a Kalman filter can be implemented in the
feedback loop to estimate the unmeasured system
states and the disturbance term from the noisy
measurements. Let Z(1) = [X! (1) X1 (1) ’fDT(t)]T, now
the estimator dynamics can be written as

2(1) = FpZ(t) + Dyi(t) + K(OLY(1) — Y (1),
Z(10) = Zon(to).

where K(¢7) is the Kalman gain and \A((t) = HZ([). The
Kalman gain can be calculated as K(f)=P(1)H'R™",
where P(7) is obtained by solving the continuous-time
matrix differential Riccati equation (Crassidis and
Junkins 2004):

(12)

P(1) = F,,P(1) + P(1)F,}
— P(OHTR'HP(1) + GOGT, P(tp). (13)

Let Z(1) = [X{ (1) X3 (1) 'DT(I)]T, now the estimator
dynamics can be rewritten as

2(0) = F\ (1) + Dyyu(r) + K(OHIZ(1) — Z(1)] + K(OV (7).
(14)

The estimator uses the assumed system model given
in (10) for the propagation stage and the actual
measurements for the update stage, i.e. Z(¢) =
E[Z,,()|{Y(?)...Y(?)}]. Due to system uncertainties,
the estimator in (14) is sub-optimal and the estimates
Z(1) may be biased.

Remark 1: Accuracy of the estimates depends on Q
which indicates how well the disturbance term
dynamics is modelled via (8). A4 large Q indicates



that (8) is a poor model of the true disturbance term
dynamics and a small Q indicates that (8) is an accurate
model of the true disturbance term dynamics. Note
that selecting a small Q, while having a poor model,
would result in inaccurate estimates.

The total control law, u(z), consists of a nominal
control and necessary corrections to the nominal
control to compensate for the disturbance term as
shown in (7). The nominal control is assumed to be a
state feedback control, where the feedback gain,
Kmé[Kml KmZ], is selected so that (A, — B,,K,,) is
Hurwitz, where

A A 0
A, = ! 2 and B, = |: @ r)xr].
Ay A4 By,

m m

While the nominal controller guarantees the desired
performance of the assumed model, the second term,
—D(?), in (7) ensures the complete cancellation of the
disturbance term which is compensating for the
external disturbance and model uncertainties. Now
the DAC law can be written in terms of the estimated
system states and the estimated disturbance term as

(o) = —[K, Bml][;f)((?)} —S7Z(), (15

where § 2 —[K, B;'l. Note that B,, is assumed to be a
non-singular matrix. A summary of the proposed
control scheme is given in Table 1.

Remark 2: It is important to note that if Q ~ 0, then
D, (1)~ D, (ty) =0 and the total control law given in
(15) becomes just the nominal control. If the nominal
control, u(¢), on the true plant would result in an
unstable system, i.e. the matrix (A — BK,,) is unstable,

where
4 4 On—)' Xr
A= A A and B:[( ) :|,
A; Ay B

then selecting a small Q would also result in an
unstable system. On the other hand, selecting a large Q
value would compel the estimator to completely rely
upon the measurement signal and therefore the noise
associated with the measurement signal is directly
transmitted into the estimates. This could result in a
noisy control signal which could lead to problems such
as chattering. Also note that as R, the measurement
noise covariance, increases, the estimator gain
decreases and thus the estimator fails to update the
propagated disturbance term based on measurements.
Thus, for a highly uncertain system, if the nominal
control action on the true plant results in an unstable
system, then selecting a small Q or a large R would also
result in an unstable closed-loop system.

If the estimator in (14) is able to obtain accurate
estimates of the system states and the disturbance term,
then the control law in (15) guarantees the desired
closed-loop performance. The accuracy of the esti-
mated system states and the disturbance term depends
on the estimator parameters such as the process noise
covariance, Q, and the measurement noise covariance,
R. Thus the performance of the DAC approach
presented here depends on the estimator design
parameters. A schematic representation of the pro-
posed controller is given in Figure 1.

3. Stochastic stability analysis

Without the loss of generality, the following assump-
tion can be made about the external disturbance
model.

Assumption 3.1: The linear operator, L(-), in the
external disturbance term model in (2) is assumed to be

LX(0), W(1) = Aw, X1(1) + Aw, Xo(1) + 4w, W(D),
(16)

where Ay,, Aw, and Ay, are unknown matrices.

Table 1. Summary of DAC control process.

Plant

Xi(1) = 41X (1) + A>Xa (1)

Xo(1) = A3, X1 (1) + Ag, Xa(2) + Bu(t) + D(D)

Initialise
Estimator gain

Y()= CX(0) + V(1)
Z(19), P(19)

P(1) = F,,P(t) + P()F! — P()H" R HP(1) + GOG”

K(t)=P(H"R™!

Estimate 2(6) = FyZ(t) + Dy(r) + KO[Y(1) — Y(1)]

Control synthesis

u(t) = —[K. B, ]Z(1)
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Based on Equation (4), the true disturbance term
dynamics can now be written as

D(1) = A X, (1) + Ad2Xo(1) + ABi(r)

+ L(X(2), W(0) + V(1). 17)

Substituting the control law (15) the above equation
can be written as

D(1) = A X (1) + A>Xo(1) + ABSZ(1)

+ L(X(2), W(1)) + V(2)

= A4 { A X(1) + 4:X5(0)}

+ Ad> [ A3, X1 (1) + Aa, Xo(1) + BuSZ(1) + D(1)}

+ ABS{[FM + DmS - K(t)H]

x Z(1) + K(OHZ(1) + K()V(1))

+ Aw, X1 (1) + Aw,Xo(2) + AW, W(1) + V(0).
Assume that the output matrix can be partitioned as
cz [C; C5], and H can be written as H 2
[C1 C3 0,5,]- Thus K()HZ(t) = K(1)C1 X, (1) +
K(1)CoX5(7). Also note that W(7) can be written as
W(t) =D(t) — A4 X,(f) — A4>X5(1) — ABu(r). Now the
true disturbance term dynamics can be written as

D(1) = {A41 41 + Adr A5, + ABSK(1)C,

+ Ay, — Aw AL YX1(2)

+ {A41 4> + Adr Ay, + ABSK(1)C>

+ Ay, — AW3AA2}X2(Z)

+ {ABS[F,, + D,,S — K()H]

+ AA4>B,,S — Aw, ABS}Z(1)

+ {AA4y + Ay, }D(1) + ABSK()V(1) + V(7).
Let ABSK())V(t) + V(1) =W, (1), thus W,(¢) is also a
zero-mean stochastic process with

E[W (OW!(t+71)] = {ABSK()RK" ()STAB" + Q}8(7)

Note that D(7) is a linear function of the true extended
system state, Z(¢), the estimated states, Z(t), and the
noise term, W,(t). Thus the system in (1) is rewritten as
the following extended dynamically equivalent system:

Xl(t) fil /12 O(nfr)xr Xl(t)
XZ(Z) = A3m A4,,, 1r><r XZ(Z)
D(1) Ap,(f) Ap,(1) Ap,(t) || D)
O(n—/') x (n+r) . 0(l’t—r) x1
+ BmS Z(t) + 0r><l B (1 8)
Bp(?) Wel(0)
where
Ap, (1) = {AA1 A} + Adr 45, + ABSK(1)C,
+ Aw1 - AW3AA1 }’
Ap, (1) = {AA1 A5 + Ad> A4, + ABSK(HC>
+ AW3 - AW3AA2}5
ADJ(I) = {AA2 + Aw3}
and
BD(t) = {ABS [Fm + DS — K(t)H]
+ AA43B,,S — Ay, ABS}.
Equation (18) can be written in concise form as
Z(1) = F()Z(1) + D(OZ(1) + GW, (1), (19)
where
/Il 1412 0(n—r)><r
Ft)=| As, Ay, Ly, and
| Ap, (1)) Ap,(1)  Ap, (1)

0 0(”7,1) X (n+r)

= Qu(0)3(7). D(t) = B,S
Bp(1)
W (¢ Vi(t
Ref. signal ) I_f ) l ®
Nominal controller () @ u(t) Plant @ Y(@®)
X(t)
Estimator

Figure 1. DAC block diagram.




After substituting the control law, the estimator
dynamics can be written as
(1) = FuZ(1) + Dy SZ(1) + KO HIZ(1) — Z(1)]
+ K(0)V(2).

Let Z(t) = Z(1) — Z(t) be the estimation error, then the

error dynamics can be written as

i(z) = [F,y — K()H + AF()]Z(1) + [AF() + AD(0)]Z(1)
+ GW.u(1) — K(V (1), (20)

where AF({t)=F(1t)—F,, and AD(t)=D(t)—D,,S.
Combining the error dynamics and the estimator
dynamics yields

7200 [<F — KWH +AF(0)  (AF() + AD(I))]

2(z) K([)H (Fm + DmS)
y @(z) N [ G —K(Z)] [Wa(t)]
Z(1) 0(n+r)><r K1) V(@)
2
or in a more compact form as
Z(t) = T()Z(1) + T(1)G(1), (22)
where
() = [(F — K(OH + AF(1)) (AF() + AD(t))}
L K(H (Fn+DpS) [
TG —K(1)
r() = ]
_O(n+r)><r K(t)

[z B Wu(t)]
Z(1) = _2(t):|, g(z)_[ v |

Although the Kalman filter-based DAC approach
has been successfully utilised for practical applications,
there has not been any rigorous stochastic stability
analysis to reveal the interdependency between the
estimator process noise covariance and controlled
system stability. Since the system under consideration
is stochastic in nature, the notion of stability is
depicted in two separate fashions. The first method
deals with moment stability; for the Gaussian stochas-
tic processes presented here, the first two moments are
considered. The second technique considers stability in
a probabilistic sense.

3.1 First moment stability

In this section a detailed stability analysis which
examines the explicit dependency of the controlled
system’s first moment stability or the mean stability on
the estimator parameters, such as the disturbance term

process noise covariance Q and the measurement noise
covariance R, is given. First, a few definitions
regarding the closed-loop system’s mean stability are
given. These definitions and notations are first
introduced for a system without any parameter
uncertainties and are used throughout the rest of this
article.

3.1.1 System without uncertainties

Here a system without any parameter uncertainties
is considered, ie. F()=F,, D{@)=D,S, and
W (£)=W(t). If there is no model error, then the
estimator is unbiased, ie. E[Z(1)] = p5 (1) = 0. Note
that the overline is used to indicate the states of the
system when there is no model uncertainties. Now (21)
may be written as

i(l) _ |:Fm - K(Z)H 0(n+r)><(n+r) ] |i?(t)i|
i(t) K(HH F,, + D,S Z(Z‘)

N [ G —K(t)i||:W(t):|
O(n+r)><r K(Z) V(t) ’

where Z(7) and Z(t) denote the estimation error and
estimated states when there is no model error,
respectively. Let Z(1) = [Z7(1) ZT(Z)]T and G(r) =
[WT(Z) VT(t)]T, now the above equation can be
written in a more compact form as

Z() = YO Z(1) + T(H)G(), (23)
where
(1) = [F’” — K(H 0<n+r>x<n+r>]
L KWH  Fy+DuS]

Note that G(f) is a zero-mean Gaussian white noise
process with

Q Orxm

E[G(HG (1 —1)] = [0 -

:|5(‘E) = AS(1).

Since the first moment stability is of concern here,
the first moment dynamics or the mean dynamics is
written as

E[Z(0)] = iiz() = YOz (). (24)

Definition 3.2: Given M > 1 and B € N, the system in
(23) is said to be (M, B)-stable in the mean if

|B(t, to)puz(to)] < M |uz(t0)] V=15, (25)

where ®(1, 1) is the evolution operator generated by
Y(¢) and || indicates the Euclidean norm, i.e.

|m|:,/m%+m%+--~
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Since most applications involve the case where
B =<0, (M, B)-stability guarantees both a specific decay
rate of the mean response (given by B) and a specific
bound on the transient behaviour of the mean
(given by M).

Definition 3.3: If the stochastic system in (23) is
(M, B)-stable in the mean, then the transient bound of
the system mean response for the exponential rate 8 is
defined to be

Mg = inf{M e M V> 1o 1D 10)] < Meﬂ(’*’o)}.
(26)
Here ||| indicates the matrix two-norm, i.e.
M| = Gmax(M)s
where o,,.4(+) denotes the maximum singular value.

As shown in Theorem 3.4, the (M, B)-stability and
the transient bound of the system’s mean response are
related to a continuous time Lyapunov matrix
differential equation.

Theorem 3.4: Assume that there exists a bounded,
continuously differentiable positive definite matrix func-
tion P(t) satisfying the Lyapunov matrix differential
equation

P() = YWYP(1) + P(OYT(1) + T(OATT (1), Plto)
27
then the system in (23) is (M, B)-stable in the mean and
the transient bound Mg of the system mean response can
be obtained as

M?; < sup Oﬂmax(,ﬁ(t))/oimin(/]_)(to))s (28)

=1y
where omin(-) denotes the minimum singular value.

Proof: Since T()ATT(f)>0V:>1t, the (M,p)-
stability in the mean follows directly from the existence
of bounded positive definite solution, P(¢), satisfying
Equation (27). Now the solution to (27) can be
written as

P(t) = (1, o) P(to) D7 (1, 1)

+ ft &1, )T (D) ATT(0)® (¢, 7)d7
Note that Vr>1, P() = D1, 10)P(to)® (1, 1o) >
Omin(P(0))@(1, 10) P (1, 1), i.e.
Omax(P(1) = 191, 10YP(10)®" (1, 10)l
> Omin(PO)I (1, 007, 1 = to.

Now (28) follows from
Omax(P(0)/omin(P(t0)) = (1, 00)I*, > to.
O

Remark 3: Assume that P(ty) is selected as
P(to) = E[Z(to) Z"(1p)], then the positive definite
solution, P(r), satisfying Equation (27) denotes the
correlation matrix, i.e.

P =E[Z@1) Z70]

Thus the transient bound of the system mean response
can be obtained in terms of the bounded correlation
matrix.

Note that T(f)AT7(7) in (27) can be factored as
shown below:

_ [ (GOGT + KRKT) —KRK”
(AT ()= (GoG™ + )

i —KRKT KRKT

_[GoG" —0] KRKT —KRKT

Lo o —KRKT KRKT
rG PHT

= GT 0 R'[HP —HP
NG e

=LOLT+N(OR'NT(p),
where
167 . [ P(H"
L= [ 0] and N(?) = [—P(Z)HT]'
Thus (27) can be written as
(1) = Y(O)P(t) + P()YT (1) + LOLT + N(t)R™" N (1).
(29)

3.1.2 Uncertain system

In this section, the first moment stability of the
perturbed system given in (22) is considered, i.e.

Z() = T Z(1) + ATOZ() + TG0,  (30)
where
AT() = [AF(t) (AF(1) +AD(z))].
0 0
The correlation matrix P(f)= E[Z(r) Z7(1)] satisfies
the following matrix Lyapunov differential equation:
P(1) = (Y1) + AYD)P(0) + PO)(Y(@0) + AT(@) "
+ (AT (1), (31)

where

Qﬂ(t) O)AXVI‘I

Mmszwmdcfm:[O. -

]8(t)



Assuming that the nominal control action on the true
plant would result in an unstable system, stability of
extended uncertain system given in (30) depends on the
disturbance term process noise covariance, Q and
the measurement noise covariance, R. Theorem 3.5
indicates that the stability of the extended uncertain
system given in (30) is guaranteed if the selected Q and
R satisfies a lower and an upper bound, respectively.

Theorem 3.5: The uncertain system in (30) is
(M, B)-stable in the mean if

{omin(Q) + Tmin(RTHIN@ONT (1)l — 1} P(0)]I 7>
> 2(AY(IP 1= 1, (32

where 75(1) satisfies the matrix differential equation

P(t) = TP + POT(0) + 101 + INOR ™ N |11

— POATT(O)AY()P(). (33)
Proof: For the linear time-varying system given
in (30), uniform asymptotic stability in the mean
implies (M, B)-stability in the mean. In order to show

the uniform asymptotic stability of the mean, consider
the mean dynamics of the system in (30):

frz() = Y(Dpz (D) + AY(Opz(0), (34

where E[Z(f)]=p=(t). Construct the following
Lyapunov candidate function:

Vipz(D] = nZ(OP~ Onz ). (35)

Note that the solution, 75(1), of (33) is required to be a
bounded positive definite matrix as long as AY is
norm-bounded (Apou—Kandil, Freiling, Ionescu, and
Jank 2003). Thus P~!(¢) exists and V[uz(#)]>0 for all
n=(t) #0. Since 75(t)73_1(1) = [, the time derivative of
PP (1) is 0:

Clpwp o] = PoP @+ PoP 0 =0

Solving the above equation for ”IGD?I(Z) and substituting
(33) gives

P (0) = =P (yPyP (1)
=P (T - Y0P @)

—{lQll + INOR™ N TP (0P (1)
+ AT (AT ().

Now the time derivative of (35) can be written as
Vina) =P pz+nsP g+ ulP itz
=[Tuz +ATpz]"P ' pz — ,“2754 Tuz
— WL TP g — {101+ INRTNT il
X 73_2143 +uZATTAY pg
+uL P [Ypz +ATus)
=pZAY P gy +ps P AT
— {11+ INRTNT I} ub P g + W AYTAY
=p£,{ATT75*‘ +P AT
—{IQI+INRNTIP T + AYTAT | u.

Asymptotic stability in the first moment is
guaranteed if

{ATT75“ +PAY
— QI+ INRTNTIPT + ATTAY] <0,
Note that
o o T o
[ATT - P‘l][ATT - 79—1] >0 = AYTAY + P2
> AYTP 4 PIAY.

Thus the above condition for asymptotic stability is
satisfied as soon as

[2ATTAY + P72 — {0l + INRNTIP T} <0
or

[2PAYTAYP + 1 {101+ INRT NI} < 0.
Using the inequalities

IPIZIAYP T > PAYTAYP, 0min(Q) < 1Qll and

omin(R™DINNT| < [INR'NT||
yields

2IPIPIATI? < Omin(Q) + Omin(R™DINNT|| — 1.

Hence the uniform asymptotic stability in the first
moment is guaranteed if

2IATDI? < {omin(Q) + omin(R™HIN@ONT ()| — 1}
x IPOI72 1= 1.
O

Remark 4: The uncertain system in (30) is (M, B)-
stable in the mean if the selected Q and R satisfy the
inequality in (32). Thus for a highly uncertain system,
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if the nominal control action on the true plant would
result in an unstable system, then selecting a small Q or
a large R would also result in an unstable closed-loop
system.

3.2 Mean square stability

In this section the controlled system’s stability in the
second moment or the mean square stability is
considered. It is shown here that the (M, B)-stability
in the mean implies mean square stability. More details
on mean square stability can be found in Kushner
(1967) and Soong (1973).

Definition 3.6: A stochastic system of the following
form Z()=7Y{@)Z@()+T'()G(r) is mean square
stable if

Jim E[ZT(HZ()] <M, (36)

where M is a constant square matrix whose elements
are finite.

Note that E[ZT(1)Z(1)] =Tr{P(:)}, i.e.

%E[Z(t) ZT(0] = P() = YOP() + POYT(0)
+ (A0

and the solution to the above equation can be
written as

P(t) = [ t o, MA@ (DT (1, T)dt

The (M, B)-stable in the mean implies that the system
matrix, Y(f) = Y(r) + AY(f), generates an exponen-
tially stable evolution operator and therefore P(¢) has a
bounded solution (Abou-Kandil et al. 2003).
Therefore, for the system given in (30), (M, B)-stability
in the mean implies mean square stability.

3.3 Almost sure asymptotic stability

The solution to the stochastic system given in (30)
cannot be based on the ordinary mean square calculus
because the integral involved in the solution depends
on G(f), which is of unbounded variation (Soong and
Grigoriu 1993). For the treatment of this class of
problems, the stochastic differential equation may be
rewritten in It6 form as

dZ(1) = [T()Z(1) + AY () Z(1)]dt + T () A" (1)d B(r)
or simply as

dZ(1) = Y(O) Z(0)dr + T() AV*(1)dB(r), 37

where dB(7) is an increment of Brownian motion
process with zero-mean, Gaussian distribution and

E[dB(1) dBT(¢)] = 1dt. (38)

The solution Z(¢) of (37) is a semimartingale process
that is also a Markov process (Grigoriu 2002). Details
on the almost sure (a.s.) stability for the stochastic
system in (37) is presented in this section.

Definition 3.7: The linear stochastic system given
in (37) is asymptotically stable with probability 1, or
almost surely asymptotically stable, if

P(Z() > 0ast— co) = 1. (39)

(M, B)-stability in the mean response implies that
Y(7) generates an asymptotically stable evolution for
the linear system in (37), but it does not imply almost
sure asymptotic stability due to the persistently acting
disturbance. In fact, given Y(¢) generates an asympto-
tically stable evolution, the necessary and sufficent
condition for almost sure asymptotic stability is

lim [IT()]* log(r) = 0. (40)

A detailed proof of this argument can be found in
Appleby (2002). Equation (40) constitutes the sufficent
condition for the almost sure asymptotic stability of
a linear stochastic system given (M, f)-stability in
the mean.

4. Stabilising @ and transient bound on

uncertain system

The Lyapunov analysis given in Theorem 3.5 indicates
a lower bound requirement on the system process noise
covariance, Q, and an upper bound requirement on
system measurement noise covariance, R, in order for
the controlled system to be (M, §)-stable in the mean.
Since the measurement noise covariance can be
obtained from sensor calibration, the process noise
matrix Q is usually treated as a tuning parameter. This
would compel one to select an extremely large Q so
that the stability is always guaranteed. Selecting a large
Q value would force the estimator to completely rely
upon the measurement signal and therefore the noise
associated with the measurement signal is directly
transmitted into the estimates. This could result in a
noisy control signal which could lead to problems such
as chattering. This section shows a systematic
approach to select a stabilising Q using the over-
bounding method of Petersen and Hollot (Petersen and
Hollot 1986; Douglas and Athans 1994).



Assume that the structure of the uncertainty AY(¢)
is given as
/
AY(D) =Y r() Y, (41)
i=1

where Y; is assumed to be a rank-one matrix of the
form Y;=tiel. In the above description, r{f) is the
ith component of the vector re %/ and is upper
bounded by

r>suplri(t)] Vie{l,2,...,1}. (42)
=1

Define matrices 7 and E as

i /
T= Zl:t,-t,-T and E = Z;e,-ef. (43)

Lemma 4.1: If the uncertain matrix AY(t) has the
structure given in (41), then the following matrix
inequality is valid for all matrices P*(t) of appropriate
dimensions:
PTOAYT(1) + AT(OP*(2)

<PT+PTEP() Vi= 1, (44)
where v, T and E are from (42) and (43).
Proof: Substituting Y; = t;e] into (41) yields

AY(OP*(1) + P*T (DAY (1)

/
= > {rte] P () + r(yP*  (eit] }.

i=1
Note that
[t — P*T(yei][ri()t: — P*T(1)ei] = 0.
Thus
r(Ota! + P (el P¥(1)
> ri(Otel P* (1) + ri(P* (r)et”
and

{rtt! + P (Dee] P*(r))
1

!
> Z{r,-(t)t,ef P(t) + r ()P (test] }.
i=1

/

I

Now substituting for 7" and E yields
PT+ P T()EP (1) = AYE)P* () + P T()AYT(1).
O

A computationally feasible procedure for the
calculation of a stabilising Q is given next.

Theorem 4.2: Assume that the uncertain matrix AY(t)
has the structure given in (41) and the process noise
covariance, Q*, is selected so that the following matrix
differential Riccati equation has a bounded positive
definite matrix solution, P*(r):

(1) = YOP* (1) + P* () YT (1)
— 7P (0P (1) + R(Q*. R™") (45)

and

R(Q*, R7") = yP*(tyP* (1) + PT+P* () EP*(r) V= 1o,
(46)
where  is a positive constant and R(Q*, R™") denotes a

positive definite matrix function. Then, the uncertain
system in (30) is (M, B)-stable in the mean and

M?} = sup Unlax(ﬁ*(t))/alnin(75*(10))’ 47)

1=ty
where Mg represents the transient bound of the uncertain
system’s mean response.

Proof: Since Y() is assumed to generate an exponen-
tially stable evolution operator, there exists a bounded
positive definite matrix, P*(s), that satisfies
Equation (45). Note that (45) can be written as

PH(0) = [T(0) + ATO]P* () + P (O[T + AT(1)]
— PP (tyP*(t) + R(Q". R™")
— AY(O)P*(t) — P*(OAYT(1).
The solution to above equation is

PH(1) = O(t, to)P* (10) D (1. to)
+ / (1, D{R(Q*. R™") — yP*(0)P*(7)

fo

— AY(D)P*(7) — 75*(T)ATT(I)}<I>T(I, )z,

where ®(z, 1o) is the evolution operator generated by
Y(r) = Y(r) + AY(¢). Based on Lemma 4.1 and the
matrix inequality Equation (46)
R(Q*, R™") = 7P ()P*(1)
— AY(tYP*(1) = P*()AYT (1) = 0.
Thus

PH(1) = D1, to)P* (1) D (1, t0)
> omin (P*(10)) (1, 1)@ (1, 19).
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Now (47) follows from
Umax(ﬁ*([))/gmin(’l_)*(lo)) = ||¢)(l‘, lO)”2~

Therefore, ®(t,17) generates an exponentially stable
evolution. O

Assuming that the system uncertainties can be
written in the form given in (41), a stabilising process
noise covariance, Q*, can be calculated. Note that
bounds on the system uncertainties used here may be
highly conservative and therefore it may result in an
extremely large value of Q. As mentioned earlier,
selecting a large Q results in a noisy control signal and
it could lead to problems such as chattering. Also note
that obtaining the upper bound 7 is rather difficult
since the system uncertainties, AF(r) and AD(r), may
depend on the estimator gain, K(¢). Thus increasing the
process noise covariance would also increase the upper
bound on the uncertainty, i.e. r. Finally, the reader
should realise that the dependency of system uncer-
tainties on the estimator gain is eliminated if the
control distribution matrix is precisely known, i.e.
AB=0. For more details, please refer to (18).

5. Adaptive scheme

After substituting the DAC law, u(f) = SZ(!), the plant
dynamics in (1) can be written as

X(1) = AX() + B[Si(l) + B"W(t)] (48)
and the estimator dynamics in (14) can be written as
(1) = [(Fo + DuSIZ() + KON(@), (49

where Y(0) = [Y() — Y(2). Let Xex(1) =
[XlT(t) XZT(t) WT(I)] T, now based on Assumption 3.1,
the controlled plant in (48) can be written as

Xext(D) = AexXext() + BexSZ(1) + GV(1),  (50)

where
1‘11 /12 O(nfr)xr O(nfr)xr
Aext = A3 A4 ]r><r and Bexl = B
Aw1 sz Aw; Or><r

The following assumptions are now made.

Assumption 5.1: The pair (Acx, Bexy) is controllable
and the pair (Aexi, H) is observable.

Assumption 5.2: There exist an r x m matrix T1 such
that 1711 > Ly 1.e. m<r. If m>r, then the r-outputs
considered here are selected such that the corresponding
(Aexts H) is observable.

Assumption 5.3:  There exists an m x m matrix R > 0
such that ¥t > t,, we have

EI:)7([) ?T(z)] >R

Based on Assumptions 5.1, 5.2 and 5.3, an adaptive
scheme for selecting the stabilising process noise
covariance matrix can be developed as shown next.

Theorem 5.4: Given Assumptions 5.1, 5.2, and 5.3, the
controlled system is mean square stable, E[X(f)]€
LyN Ly, and X(t) is asymptotically stable in the first
moment, i.e.

lim E[X(1)] =0

if the process noise covariance is updated online using the
adaptive law

d0(1) = {400() + 0 A + yn¥ ¥ (11" |dr,
(5D

where Ag is an r x r negative definite matrix such that
0<—2Tr{Adp} <1 and y is the adaptive gain.

Proof of this theorem is based on the following
lemmas.

Lemma 5.5: Consider the following linear stochastic
system

Z(1) = AZ(1r) + U(1).

If the matrix A generates an exponentially stable
evolution operator ® 4(t — tg) and U(t) € L,, i.e.

00 1/2
E[/ |U(r)|2d1':| < o0,
fy

where |-| represents the Euclidean norm, then Z(t) €
LN Ly, and

lim E[Z(f)] = 0.
1—00
Proof: The solution Z(¢) can be written as

Z(1) = ® (1 — 10)Z10) + f 941 - DU,

4]
Since @ 4(7 — tp) is exponentially stable
[D4(1 — 1)l < hoe™ ™™™ < ng V1= 1,

where ||| represents any induced matrix norm and Ag
and a are two positive constants. Thus

1Z(D] < 1Pt — 10)Il | Z(10)] +/ [®.4(r— D] U(7)ldz

t
< e | Z(10)] + / hoe~ I U (D)l dr

to



< hoe T Z(1y))|

!
+ f e (@200 =0 /200 (1) dr.

fo

The last inequality is obtained by expressing e~““~ as
e~ (a=a/D=D)p=aw/2=7)  where ay<2a is a positive
constant. Applying the Schwartz inequality yields

t 1/2
1Z(D] < hoe™ ™| Z(10)] + 2o ( / e‘(z"““)("’)dr)

to

t 1/2
X (/ e’“O(”’)|U(r)|2dr> .
to

1Z(1)] < roe™ 7| Z(1)]

A ¢ 1/2
+ 0 </ e—ao(t—r)lU(TNZd.[)
Vv 2a — ag) \Jy

Thus

and

ENZ )] < hoe " E| Z(19)]]

TR ( / gt |U(r)|2dr) "
V(2a—ay) o .

Therefore
lim E[Z(1)] = 0.
=00

Also note that E[|Z(¢)|] is bounded by

E[Z(1)]] < roe " E[|Z(1))]]

2 gl [ o "
BNCTED) [(/' wrar) }

Since U(¢) € L,

00 1/2 00 1/2
E|:(/ |U(r)|2dr) } < E[/ |U(r)|2dr:| < 0.
t t
Note that Z(¢) € L, since
00 t
f ( / e""’(”r)lU(r)lzdr>dt
N N
< f |U(r)|2< / e’“‘](”’)dt)dr
0] fo

1 lo'e)
<L f U(Dldr.
ao ly

Finally note that

Z(t) € L, = E[Z()] € L.

Lemma 5.6: Consider the following linear stochastic
system

Z(t) = AZ(1) + U(7),
Y(f) = CZ(2).

If (A,C) is observable, Y(t) € Ly and U(t) € L,, then
Z(t)e LN Ly, and

lim E[Z(1)] =0.

Proof: If (4,C) is observable, then there exist a
matrix K such that 4,=4—KC is exponentially
stable. Now Z(¢) can be written as

Z(1) = A,Z(f) + U(f) + KY(7).

Thus from Lemma 5.5 one could conclude that
Z(t)e L,N Ly, and

lim E[Z(1)] = 0.

O

The stability analysis given in Section 3 reveals that
selecting a sufficiently large process noise covariance
would guarantee asymptotic stability of the controlled
system’s mean response. Thus the adaptive law given in
Theorem 5.4 increases the process noise covariance to
ensure that E[Y()] € L,. Now based on the above
lemmas the proof of Theorem 5.4 can be easily
obtained as shown next.

Proof: Let F }{ denote a filtration generated
by Y(1), i.e.
E [i?(s) ’ f?] =Y(s), s<u
Now consider the following nonnegative function:
Vito,,Z,Y, P, 0)
t ~ -7 ~ ~
_ v v
_ f,o E [Y(t) ‘ ]—",0] E [Y(t) ‘ ]-',D]dt
N o7 . .
+E [Z(t) ‘ f)g] XE [Z(t) ‘ f}{]]
+Tr{Q" = 0} + Tr{ Py, — PO},

where Q* > Q(f) Vt>1t, is a stabilising process noise
covariance and P}, is selected such that

P: > P*(t) Vt > ty, where P*(f) may be obtained by

max
solving the continuous-time matrix differential Riccati

equation:

P*(t) = F, P*(1) + P*()FL — P*()HT RV HP*(1)
+GO*GT, P*(t)) = P,.
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Note that for any Q(¢) < Q*, P(f) < P} ,., where P(¢)
satisfies
P(1) = F, P(1) + P(OFL — POHTR™'HP(1)
+GO(NGT,  P(ty) = Py. (52)

More details on this can be found in the comparison
results given in Abou-Kandil et al. (2003, Chapter 4).
The matrix X is a positive definite matrix of appro-
priate dimensions and it is selected so that it satisfies
the following matrix inequality:

X[Fy + DpS1+ [Fp + DpSITX + XX + M <0,

where M>0. It is important to note that the
expectation given in the above non-negative function
is conditioned on the filtration at the lower time limit.
For example, consi@er~a time instant s such that
to<s<t, now V(s,t,Z,Y, P, Q) can be written as

V(s,t,Z,Y, P, Q)
- / 'k [37(1) ] ff]TE [?(T) ‘ f}?]dr
+E[ 20| 7Y "XE (20| 7]
+Tr{Q" — Q) + Tr{ P — P(D)).
Now dV(s,t,Z,Y, P,0) can be calculated as
dV(s,1,Z,Y,P,0)
=E[Y0| ff]TE [Yo| 73
+ E[dZ(t) ( ff]TXE [i(z) ‘ ff] tE [Z(z) ] ff]T
x XE[dZ() | 7Y | - Tr{d0(} - Tr{dP()}.
Note that
E [dZ(t) ‘ ff] — [Fpy + Dy SIE [Z(z) ‘ f}?]dz
+E [K(z)s?(z) ] ff]dz.
Thus
dV(s,1,Z.Y, P, Q)
=E[Y0| f}?]TE [Yoo| #¥]ar
— Te{do(} - Tr{dPO)} + E[ 20| fjf]r
X [Fyy + DyS1TXE [Z(z) ’ ff]dz
+E [K(t)SN((t) ‘ fﬂ "xE [2(z) ‘ ff]dz
+ E[260)| 7] ME+ DauSIE[200) | 7 a

+E [Z(t) ’ fjf] "xE [K(z)?(z) ‘ ff]dz.

Note that for any two vectors a and b of same
dimensions, the following inequality holds:

a’a+b’b>a’b+b’a
ie.
E [Z(z) ‘ ff]TXXE [Z(z) ’ fj’] YE [K(z)?(z) ‘ ff]T
x E[K(z)s?(z) ] ff]
> E [K(z)s?(z) ’ ff]TXE [Z(r) | f}?]
+E [2(;) ‘ ff]TXE [K(z)?(z) ‘ ff]
Therefore
dV(s,1,2,.Y, P, Q)
< E[Y0| ff]TE [Yo | 7Y ]ar = Tr{aow)
— Tr{dP(1)} + E [2(;) ‘ ff]T
x {X[Fy + DyuS]+ [Fn + DS X + XX}
x E[20)| 7Y+ E[ko¥ 0| 7]
x E [K(t)?(z) ) ]—‘f]dr.
Now employing the Cauchy-Schwarz’s inequality gives
d¥(s,1,2.Y,P,Q)
<E [?T(z)\?(z) | ff]dz +E [?T(z)KT(t)K(z)\?(t) | ff]dz
—Tr{dQ()} + E[i(z) ‘ ff] !
x {X[Fyy+ DS+ [Fpu+ DS X + XX}
x E[2(0)| F¥ Jdr = Tr{dP(n).
Substituting (51) and (52) yields
dV(s,1,2,Y,P,0Q)
< E[W(z)?(z) ‘ ff]dz+E[?T(1)KT(z)K(z)?(t) ‘ ff]dz
— E[i(t) ‘ ff] TME[Z(:) ( ff]dz
- Tr{AQQ(t) + 0045 + ym?(z)?T(z)nT}dz

—Tr{F,,P(1)+ P(1)F},

m

— P()H"R™"HP(1)+ GO()G" }dt.

Note that

—Tr{AQQ(l) + Q(r)Ag} = —2Tr{400()}

—2Tr{AQ}Tr{Q(t)}
Tr{o(}.

=
=



The first inequality is valid because —Ay is positive
definite and the process noise covariance Q(¢) is
positive semi-definite (Yang 2000). The last inequality
holds since 0<—2Tr{A4p} <1. Also note that due to
the nature of matrix G, we have

Tr{GO(1)G"} = Tr{Q(n)}.
Thus
dV(s,1,2,Y,P,0Q)
< Tr{ E[?(r)?T(z) ‘ ff] }dz
+ Tr{E [KT(z)K(z)?(t)i?T(z) ‘ fﬂ }dz
_ E[Z(t) ]f)?] TME[Z([) ‘ f}?]dz
- yTr{?(t)?T(t)nTn }dz+ Tr{P()HT R~ HP()}dt
—2Tr{F,,P(r)}ds
< E[(1+IKOK ) Te{ Y0¥ (0} 7Y ]ae
- E[Z(t) ]ff] TME[Z([) )f}?]dz
- yTr{?(z)?T(z)}dz +Tr{P()H" R~ HP(1)}dt
—2Tr{F,P(n)}dt.
The second inequality holds since
IYOP + KOYOI® < (1 + IKOK OV
Therefore E[dV(s,,Z,Y, P, 0)| F¥] can be written as
E[dVs.1,2.Y.P,0)| Y]
= E[(1+ IKOK ) V0P | 7Y ar
— E[2) | FY] "ME (2| 7Y ]ar
—YE [|\7(:)|2 ‘ fj’]dz
+E [Tr{ P()HTR™VHP(1) — 2F,, P(1)} ' ]—‘f}dt.
Combining the similar terms yields
E[dVs.1,2.Y. P, 0)| Y]
= E[(1+ IKOK 0l = ) V() | 7Y Jar
—E[2) | FY] "ME (20| 7Y ]ae
+E [Tr{P(z)HTR*IHP(t) — 2, P(1)) ( fﬂdz.
Let = y; + ya, where y, is selected such that

y = 1+ KK ()] (53)

Thus
E[dVs.1.2..P,0)| 7]
< —yZTr{E [?(z)?T(z) ‘ ff] }dz
- E[20| 7] "ME (20| 7Y ]ae
Y E [Tr{P(z)HTR‘lHP(t) —2F,P()} ‘ ff]dz.
Now based on Assumption 5.3, we have
E[aVs.1.2.Y,P,0)| Y]
<_E [Z(z) ‘ ff]TME[i(z) ‘ ff]dz
+ E[Tr{P(t)H" R™"HP(1) — 2F,,P(1)}
— pTe{RY | F¥]dr.
Finally note that E[dV(s,1,Z,Y, P,Q)| F¥] < 0 if
ys = Te{ P(O)HT RV HP(1) — 2F,, P()) Tr{R} ™. (54)
Assuming that Y(f) is precisely known yields
E [?(z) ‘ f)g] —E [?(z)].

Thus selecting y; and y, according to Equations (53)
and (54) yields

E[Vit.1.2.Y. P.O)| = V0,10, 2.¥. P. )
15 A~
- [ £[arn.n2.5.r.0)] <0
4}

Therefore

E[V(to, AN Q)] < 7 (10)Xa(t9) + Tr{Q* — O(10)}
+Tr{P* —P(I())}.

max

Also note that
E[V5:0.2.%.,0) | F¥] = V10,5, 2.5, P, 0)
:/’E[dV(s,r,Z,iP,Q)’ff] <0.
Thus S
EVs.1.2.,P.0) | FY] = Vi, 5.2.¥.P.0).

Now the properties of V1,1, 7Y, P, Q) may be
summarised as
Q) Vto,,2,Y, P,0) > 0;
(i) E[V(t0.1.2.Y. P, Q)] <ox:
(i) E[V(t0,t,2,Y,P,Q)| F¥] < V10,5, 2Z,Y, P, Q).
s<t )
(iv) W1,t,Z,Y, P, Q) is adapted to F).
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These properties imply that V(z, 1, Z,?, P.Q) is a
non-negative .’F}{—supermartingale (Kushner 1967;
Liptser and Shiryayev 1989) and the non-negative
supermartingale  probability  inequality  yields
(Doob 1953)

[P(sup Viot,2.5,P.0) z/\)

121y

B iT(to)Xi(Z()) + TI‘{Q* - Q(l‘())} +TI‘{P;§MX — P(I())}
= 3 >

where A>0 is any positive constant. Thus selecting
sufficiently large A yields

[P’(sup V(to,1,2,Y, P,0) < oo) =1.

=1

That is, V(t,¢, Z’A?;,P’ Q) is almost surely bounded.
Note that V(ty,t,Z,Y, P, Q) is defined as

V(to, t,Z,Y, P, Q)
- / 'E [?(z)] 'k [\Nf(r)]dr TE [Z(t)]TXE [Z(z)]
+t0Tr{Q* -0} + Tr{Pr, — PO}
Therefore
V(to,t,Z,Y,P,0) € Loy a.s.
:>E[\~((t)] €L, O()eLs and P(1)€ Ly as.
Since P(7) is a.s. bounded, the estimator gain, K(r)=

P()HTR™!, is also a.s. bounded. Thus there exists a k*
such that

I]J’(sup IK(?)|| > k*) =0.

1=ty

The estimator dynamics is given as

2(1) = [Fp + DnS12(0) + KOV (1).

Since [F,,+ D,,S] generates an exponentially stable
evolution operator, and since E[Y()] € Lo, based
on Lemma 5.5, it can be shown that E[Z(?)] €
Lr,N Ly, and

lim E [Z(z)] —0.

Since E[Y(?)] € L,
E[Z(1)] € Ly => E[Y(?)] € Ls.

Now given the observability assumption, based on
Lemma 5.6, it can be shown that E[X(?)]e
LN L., and

lim E[X()] =0,

Finally note that the controlled closed-loop system can
be written as

Xext([) _ Aext Bext S Xext(?)
20 | | KOH {Fu+D.S—K0OH) || Z)

+ V@) (55)
KOV(@) |

Note that the closed-loop state matrix

Aext Bexts
Feu() = [ }

K()H {F+ DyS— K()H}

is bounded. Also, the asymptotic stability of
E[Xex(?)] and E[Z(?)] implies that the matrix, Fcy (%),
generates an asymptotically stable evolution operator,
q)CL(ta Io), i.e.

lim | ®cL(z, 1)l = 0.
[— 00

Equation (55) can be written in It6 form as

dXcL(t) = FeL()XcL()dt + Pen()dBer(r),  (56)

where

G 0
CeL(d) = [ 0 K(t)] and

0
E[dBcL(DdB (1)] = [% R]dt = Qcrdr.

Remark 5: It is important to note that if one wishes
to express (55) in Stratonovich form, the results given
here hold since we are considering linear stochastic
differential equations with state free diffusion term
and the solution obtained from the Stratonovich
integral equation converges a.s. and uniformly to that
obtained from the Itd integral equation. For more
details please refer to the Wong-Zakai theorem
(Grigoriu 2002).

Now using Ité formula d(XcL()X{ (1)) can be
written as

d(XcL(HXEL(0)
= XcL(0dXeL () + dXeL ()X &L (1)
+ CerL(DQcLTeL(#)d?
= {XcLOXE OFEL () + Fe (XL (X &L ()
+ FeL(nQcLTeL(n)}de
+ FeL(VABeL(OXEL (1) 4+ X (DdBEL(OTE ().
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Figure 2. Adaptive DAC block diagram.
Thus ?Yaw Axis
XeL (OXEL (1) i
= ®cr(1, 10)XcL(t)X & (10)PE (1, 10) %
t T 1
T ]
+ [ [xa@ra@dsam]]
to
!
T
+/ XcL(D)[TeL(r)dBeL(1)] /
1) 7
' T T 'Il\/
+/ OcL(t, e (1)QcLl oL () Py (4 T)dT. @fbo /
to Pitch Axis o ,
Therefore Figure 3. Two degree-of-freedom helicopter.
E[XcL X8 0]

= E[QCL(Z, 10)XcL(10)XE (1)L (1, 1)

t
+ / Per(t, D en(t)Qer Ny ()DL (1, f)df}
to

Since Py (1,1) is an asymptotically stable evolution
operator and I'cy () is bounded, it can be easily shown
that the closed-loop system is mean square stable, i.e.

Jim EXcL(OXEL (0] < M,
—> 00

where M is a constant square matrix whose elements
are finite (Soong 1973). O

Even though the initial process noise covariance,
0O(ty), may not be the stabilising Q, the adaptive law
given in (51) can be used to update the process noise
covariance online so that the controlled system is
asymptotically stable. A schematic representation of
the proposed adaptive controller is given in Figure 2.

6. Simulation results

For simulation purposes, consider a two degree-of-
freedom helicopter that pivots about the pitch axis by

angle 6 and about the yaw axis by angle 1. As shown in
Figure 3, pitch is defined positive when the nose of the
helicopter goes up and yaw is defined positive for a
counterclockwise rotation. Also in Figure 3, there is a
thrust force F), acting on the pitch axis that is normal to
the plane of the front propeller and a thrust force F,
acting on the yaw axis that is normal to the rear
propeller. Therefore a pitch torque is being applied at
a distance r, from the pitch axis and a yaw torque
is applied at a distance r, from the yaw axis. The
gravitational force, F,, generates a torque at
the helicopter centre of mass that pulls down on the
helicopter nose. As shown in Figure 3, the centre of
mass is a distance of /., from the pitch axis along the
helicopter body length.

After linearising about 6(19) = ¥(19) = 6(tg) =
¥i(to) = 0, the helicopter equations of motion can be
written as

(Jeq,p + Mineiil2,)0(t)

= KppVinp(0) + Ky Vin (1) — B,(0) + Wi(1)  (57a)
(Jeq.y + Mneiil2,)¥(2)

= Ky Vi (1) + Kypp Vi p(1) — By(1) + Wa(2).  (57b)
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Table 2. Two degree-of-freedom helicopter model parameters.

System Assumed True
parameter Description values values Unit
B, Equivalent viscous damping about pitch axis 0.8000 1 N/V
B, Equivalent viscous damping about yaw axis 0.3180 —0.3021 N/V
Jeap Total moment of inertia about yaw pivot 0.0384 0.0288 Kgm?
Jeqy Total moment of inertia about pitch pivot 0.0432 0.0496 Kgm?®
K,, Trust torque constant acting on pitch axis from pitch motor/propeller 0.2041 0.2552 Nm/V
K, Trust torque constant acting on pitch axis from yaw motor/propeller 0.0068 0.0051 Nm/V
K,, Trust torque constant acting on yaw axis from pitch motor/propeller 0.0219 0.0252 Nm/V
K, Trust torque constant acting on yaw axis from yaw motor/propeller 0.0720 0.0684 Nm/V
Mpeli Total mass of the helicopter 1.3872 1.3872 Kg
lem Location of centre-of-mass 0.1857 0.1764 m
A detailed description of system parameters and A K, A K,,

3 = 4 =

assumed values is given in Table 2. The system
states are the pitch and yaw angles and their
corresponding rates, i.e. 6(), ¥(¢), 6(r) and (7). The
control input to the system are the input voltages of
the pitch and yaw motors, V,, , and V,, ,, respectively.
The external disturbances are denoted as W;(2) an7g1
Wi(n). Let Xy()=[0(1) ¥(n]", Xa(1) = [6(1) ¥(1)] .
() = [V (0) Vo] and W) =[W1(t) Wa0)]".
For simulation purposes, the external disturbance
W(2) is selected to be

Wi(6) = 2.436(¢) — 1.39/(£) — Wy (2) + 2Wa(0) + V1 (),
Wa(t) = —0.346(1) + 1.924/(1) + W1(2) — 3Wa(£) 4+ Vs(1)
(58)
and
Vi(2)
[Vz(f)

Now the state-space representation of the plant can be
written as

} = V(1) ~ N (0,1 x 1072D,28()).

X1(1) = Xa(1),
Xa(1) = AsXo(t) + Bu(t) + W(1), (59)
W(1) = Ay, Xo(1) + Ay, W(E) + V(0),

where
243 —1.3 -1 2
sz = 5 wa = >
—0.34 192 ’ 1 -3

[al 0 ] [bl bz]
A4 == N B =
0 ar b3 b4

and the system parameters are given as
_ —B, _ —B,
" Veap +mneil2)” P T Ueqry + mnail2y)’
_ Kop by = Kpy
(Jeq,p + MineilZ,)’ (Jeq.p + Mnetilly)’

ai

by

(ch.y + mhclilczm) ’ (ch.y + n1hclilc2m) '

The state-space representation of the assumed system
model is

Xy, (1) =X, (1),

sz(t) = A4, X, (1) + Byu(2),

a, 0 b, b,
A4,,, = 5 Bm = .
0 a, b3, ba,

The measured output equations are given as

Y(7) = CX(¢) + V(2),

where

where X(1) = [X!(#) X!(1)]" and C=[L.> 0,.]. Note
that the disturbance term, D(r) = [D(r) Dd‘,(t)]T,
can be written as

Dy(t) = Aar0(1) + Abyu (1) + Dbyur(1) + Wi (1)
D (1) = Aayyr(t) + Absuy (1) + Abaur(1) + Wa(1).
The assumed disturbance term dynamics is modelled as
D;, (1) = =D, (1) + Wi(0),
Dy, (1) = =3D;, (1) + Wa(0).
Let the extended assumed state vector be

Z,(0) = [XI() Dy, (1) Dy (]". Now the assumed
extended state-space equation can be written as

Zm(t) = FmZm(t) + Dmu(t) + GW(t)»

where
0252 Dax2 022 02x2
Fm = 02><2 A4,,, 12><2 5 Dm = Bm and
02x2 02x2  Ap, 0252

045
G:[ ¢ 2].
Iy2



The estimator dynamics can be written as
Z(1) = FuZ(1) + Dyu(t) + KO[CX(1) — HZ(1)]
+ K()V (1), (60)

where H=[C 0,,]. The nominal controller is a linear
quadratic regulator which minimises the cost function

1

Ry [ /0 (K1) — %) Qx(Xo(8) — X4)

+ uT(t)Ruu(t))dt], (61)

where xg =[6s w4 0 0],6,and ¥, are some desired
final values of 6 and v, respectively, and Qx and R, are
two symmetric positive definite matrices. The nominal
control that minimises the above cost function is

ﬁ(l) = m(Xm(t) — Xq )7

where K, is the feedback gain. Now the DAC law can
be written in terms of the estimated states and the
estimated disturbance term as

X(1) — xy
u() = [-K, —B,)'1| D)
D(1)
= SZ(Z) + KinXa-

After substituting the above control law, the true
extended system dynamics can be written as

X, (1) 022 D2 02x2 X1(?)
Xo(t) | =] Ok As, Dx2 Xa(?)
D(r) Ap, (1) Ap,(1) Ap, ()| D()
026 024 0251
+| BuS |Z()+ | BuKoy |Xa+| 021 |,
Bp, (1) Bp, W.(1)
(62)
where

AD| (1= ABSK(Z), ADz(t) =AA,A4
AD3 (l) =AA4;+ AW3

+ AW2 — AW3AA2,

m

BDl (t) = {ABS[FW! + DS — K(Z)H]
+AA>B,,S — Ay, ABS)

and
BDz(t) = AAZBme - Aw3ABKm.

Here AB=B—B,, and A4y = A4 — Ay,

Table 3 shows the nominal controller and estima-
tor matrices. Since the measurement noise covariance,
R, can be obtained from sensor calibration, the process
noise matrix, Q, is treated as a tuning parameter. Based
on the weighting matrices given in Table 3, the
feedback gain is calculated to be

[ 70229 0.8239 1.6691 0.3310
"7 -0.8239  7.0229 —0.0830 2.4486 |

For simulation purposes the initial states are selected
tobe [0 wo 60 Vo]’ =[—45° 0 0 0]7 and the
desired states 6, and v, are selected to be 45° and 30°,
respectively.

The desired response given in Figure 4 is the system
response to the nominal control when there is no
model error and external disturbance. For illustrative
purposes, simulations are conducted using the
traditional DAC as well as the proposed adaptive
DAC. Results obtained using the traditional DAC is
given first.

6.1 DAC results

Figure 5(a) shows the unstable system response
obtained for the first simulation where the disturbance
term process noise covariance is selected to be Q=
10% x L»,». Figure 5(b) shows the input corresponding
to the first simulation scenario. Figure 6(a) and (b)
contains the estimated disturbance term and the error
between the desired states and the true states corre-
sponding to the first simulation. Note that the first
simulation results given in Figures 5 and 6 are unstable
due to the low value of Q selected.

A second simulation is conducted using
0 =10° x L»». The system response obtained for the

Table 3. Nominal controller/estimator matrices.

LQR weighting matrices

Covariance matrices

Ra=10 x L,

100 x 12><2

0= [41 q2i|, R=107x Ly,

q3 44

107! x Do 02x2 0252
500 x Iy 02 -
Oy = |: Ozxzz 2 2 ] P(ty) = |: 0252 by 0252

0252 022 107 X yz
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second simulation is given in Figure 7. Figure 8 shows
the estimated disturbance term and state error
obtained for the second simulation. Note that the
estimated system rates, estimated disturbance term and
the control input are highly noisy because of the large
Q selected.

The results shown here indicate that for a small
value of process noise covariance, the controlled
system is unstable. Though a large value of process
noise covariance stabilises the controlled system, it also
results in highly noisy estimates. The direct dependency
of the controlled system’s stability on the process noise
covariance is more evident in the simulation results
given next.

Combining the plant dynamics in (59) and the
estimator dynamics in (60), the closed-loop system
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dynamics can be written as

Xi(1) 02x2 DLz 02x2 026
Xa(1) | 022 A4 Do BS
WO | | 02 Aw, Aw, 0256
2(1) K() 022 022 (Fyu+ DpS—K(0H)
Xi(9) 0251
| X0 BB . (63)
W(1) V(1)
Z(1) DKuxa+ K(0)V(1)

Since we are considering a time-invariant
system here, the Kalman gain K(z) converges to its
steady-state value fairly quickly. Using the steady-state
Kalman gain, the stability of the closed-loop

system can be easily verified. Figure 9 shows the
closed-loop poles of the system for different values of
Q ranging from 1x 10°x byr to 1x10°x hyo.
Figure 9 indicates that the controlled system is
unstable for the initial small values of Q and the
closed-loop poles migrate into the stable region as Q
increases.

6.2 Adaptive DAC results

Results obtained by implementing the proposed
adaptive disturbance accommodating scheme is pre-
sented in this section. Based on the assumed system
parameters and controller design matrices given in
Tables 2 and 3, the assumed state matrix, A, the
assumed input matrix, B, and the DAC matrix,
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S, can be calculated as

00 1.00 0 0 0
00 O 1.00 0 0
Am: 5 Bm: and
00 —9.28 0 2.37 0.08
00 0 =350 0.24 0.79

S— —-7.02 -0.82 —-1.67 —-0.33 —-042 0.04
“Lo08 —702 008 —245 0.13 —128]

As shown in Section 6, matrix Ap,, is given as

W [0
=0 3]

Now the matrix [F,,, + D,,S] can be calculated as

[£+D,,S]
r 0 0 100 0 0 0
0 0 0 100 0 0
~16.56 —2.50 —13.22 —098 0 0
| 104 —5756 —034 —551 —0 0
0 0 0 0 —1.00 0
Lo 0 0 0 0 —3.00]

Let M = 107" x I, now the positive definite symmetric
matrix X’ that satisfies the following matrix inequality:

X[Fy + DpS]+[Fp + DS X+ XX+ M <0

can be calculated as

-
[¢)] o
T T
X % + O
TTT D
S 099
o000
AR VI

Pole 6
Pole 7 “ -k

Imag axis
o

SHADO
g
()
o]

Real axis

Figure 9. System closed-loop poles for Q varying from
1 x 10% to 1 x 10°.

Figure 10(a) and (b) shows the system response and
the DAC input obtained for the first simulation.
Figure 11(a) and (b) contains the estimated disturbance
term and the error between the desired states and the
true states corresponding to the first simulation. Note
that the first simulation results given in Figures 10 and
11 indicate that the adaptive scheme is able to stabilise
and recover the desired performance despite the initial
unstable process noise covariance selected. The time

 0.1117  0.0005  0.0035
0.0005 0.1165 —0.0008

0.0035 —0.0008 0.0041
= —0.0011 0.0102  —0.0005
—0.0000 —0.0000 —0.0000
L —0.0000 —0.0000 —0.0000

—0.0011 —0.0000 —0.0000 T
0.0102  —0.0000 —0.0000
—0.0005 —0.0000 —0.0000
0.0110  0.0000  —0.0000
0.0000  0.0513  —0.0000
—0.0000 —0.0000 0.0167 |

Since the number of inputs and the number of
outputs are the same here, the matrix IT is selected as
the identity matrix I,,,. For the implementation of the
adaptive law, the following parameters are selected:

Ap =—0.25x Iy, and
y = (1K@ + Tr{P()H" R"HP(1)
- 2FmP(f)}T1‘{R}71+103).

Three different simulation scenarios are considered
here.

6.2.1 Simulation 1

For the first simulation, the initial process noise
covariance is selected to be Q(fo) =107 x Lryo.

varying process noise covariance obtained for the first
simulation is given in Figure 12.

6.2.2 Simulation 11

For the second simulation, the initial process noise
covariance is selected to be Q(zy) = I».». Figure 13(a)
and (b) shows the system response and the DAC input
obtained for the second simulation. Figure 14(a) and
(b) contains the estimated disturbance term and the
error between the desired states and the true states
corresponding to the second simulation. The simula-
tion results given in Figures 13 and 14 indicate that the
adaptive scheme is able to stabilise and recover the
desired performance despite the initial unstable process
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noise covariance selected. The time varying process
noise covariance obtained for the second simulation is
given in Figure 15.

6.2.3 Simulation 111

For the third simulation, the initial process noise
covariance is selected to be Q(to) = 10° x I,. Figure
16(a) and (b) shows the system response and the DAC
input obtained for the third simulation. Figure 17(a)
and (b) contains the estimated disturbance term and
the error between the desired states and the true states
corresponding to the third simulation. Figure 18 shows
the time varying process noise covariance obtained for
the third simulation.

Figure 19 shows the time varying process noise
covariance obtained for the three simulations.
Figure 19 indicates that, regardless of the initial
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matrix selected, the process noise covariance settles
down at its steady-state value, which is around
4~5x10? for the present scenario.

7. Conclusion

This article presents the formulation of an observer-
based stochastic DAC approach for linear time-
invariant MIMO systems which automatically detects
and minimises the adverse effects of both model
uncertainties and external disturbances. Assuming
that all system uncertainties and external disturbances
can be lumped in a disturbance term, this control
approach utilises a Kalman estimator in the feedback
loop for simultaneously estimating the system states
and the disturbance term from measurements.
The estimated states are then used to develop a
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nominal control law while the estimated disturbance
term is used to make necessary corrections to the
nominal control input to minimise the effect of system
uncertainties and the external disturbances. The
stochastic stability analysis conducted on the con-
trolled system reveals a lower bound requirement on
the estimator design parameters, such as the process
noise covariance matrix and the measurement noise
covariance matrix, in order to ensure the controlled
system stability. Since the measurement noise covar-
iance can be obtained from sensor calibration, the
process noise matrix is treated as a tuning parameter.
Based on the stochastic Lyapunov analysis, an
adaptive law is developed for updating the selected
process noise covariance online so that the controlled
system is stable. The adaptive scheme introduced here
guarantees asymptotic stability in the mean and the
mean square stability of the controlled system.
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The simulation results given here explicitly reveal the
direct dependency of the proposed control scheme on
the process noise covariance matrix. Since the nominal
control action on the true plant is unstable, selecting
a very low process noise covariance resulted in an
unstable system. On the other hand, selecting a large
value stabilised the system but resulted in a highly
noisy control input. The numerical simulations indi-
cate that the adaptive scheme is able to stabilise and
recover the desired performance despite selecting an
initial unstable process noise covariance. The results
also indicate that regardless of the initial matrix
selected, the process noise covariance settles down to
its steady-state value.
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Robust Kalman-Bucy Filter

Jemin George

Abstract—Development of a robust estimator for uncertain stochastic
systems under persistent excitation is presented. The given continuous-time
stochastic formulation assumes norm bounded parametric uncertainties
and excitations. When there are no system uncertainties, the performance
of the proposed robust estimator is similar to that of the Kalman-Bucy filter
and the proposed approach asymptotically recovers the desired optimal
performance in the presence of uncertainties and or persistent excitation.

Index Terms— H ., filtering, Kalman-Bucy filter.

1. INTRODUCTION

Even though the Kalman-Bucy filter possesses some innate robust
characteristics, the estimator performance degradation in the presence
of system uncertainties may not be tolerable. The robust estimation
problem addressed here involves recovering unmeasured state variables
when the available plant model and the noise statistics are uncertain.
There exist several literature on the design of robust estimators based
on H, filtering [1]-[6], where the estimators are designed to minimize
the worst case H, norm of the transfer function from the noise inputs
to the estimation error output. Since H filtering is a worst-case design
method, while guaranteeing the worst-case performance, it generally
sacrifices the average filter performance. While the H, formulation
involves deregularization, a robust estimator design based on the regu-
larized least-squares approach is presented in [7]. Extension of the reg-
ularized least squares approach to time-delay systems and time varying
system are presented in [8] and [9], respectively.

Robust estimation approach known as the guaranteed cost filtering is
presented in [10]-[12]. Here, estimators are designed to guarantee that
the steady-state variance of the state estimation error is upper bounded
by a certain constant value for all admissible model uncertainties. De-
sign of robust estimators that ensure minimum filtering error variance
bounds for systems with parametric uncertainty residing in a polytope
are given in [13] and [14]. A robust state estimator for a class of un-
certain systems where the noise and uncertainty are modeled determin-
istically via an integral quadratic constraint is presented in [15]. This
approach, known as the set-valued state estimation, involves finding
the set of all states consistent with given output measurements for a
system with norm bounded noise input [16]. Petersen and Savkin [17]
provides a comprehensive research monograph on robust filtering for
both discrete and continuous time systems from a deterministic as well
as Ho point of view. More recently, [18] and [19] proposes a robust
filtering approach based on penalizing the sensitivity of estimation er-
rors to parameter variations.

Presented here is the formulation of a robust estimator for uncertain
linear stochastic systems under persistent excitation. The proposed es-
timator guarantees asymptotic convergence of the estimation error even
in the presence of persistent excitation. In contrast to the existing ap-
proaches, the main contributions of this manuscript are given below:
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* Most of the existing robust estimator schemes are in discrete-time
or assumes deterministic noise scenario. Therefore, a complete
stochastic formulation of a continuous time robust estimator is
presented here.

* Present formulation considers uncertainties in both system and
output matrices as well as an unknown persistently exciting signal.

* Proposed approach asymptotically recovers the desired optimal
performance.

The structure of this technical note is as follows. A detailed problem
formulation and the development of the robust estimator are first given
in Sections II and III, respectively. Afterwards, numerical simulations
are presented in Section IV to further illustrate the performance of
the proposed robust estimator. Finally concluding remarks are given
in Section V.

II. PROBLEM FORMULATION

Consider the following linear time-invariant stochastic process de-
fined on the filtered probability space (2, F, {F:}.P):

de = {AXf + Wf}dt + dBf, t € [tn, OO) (1)
with initial condition X, = X¢. Here, X; : [to, 00) X +— R" is the
state vector, Wy : [tq, oc) X £ +— R" is an unknown persistent exci-
tation, and B; : [tg, o) x © — R" is an n-dimensional F;-Wiener
process with zero mean and the correlation of increments

E [{B(r) = BO}MB(r) - BOY| = Qlr = ¢l.

Elements of the system matrix A € R"*", and the noise intensity
matrix @ € R"*", are assumed to be unknown. The measurement
process is given as

dY; = CX,dt + dV, (2)

where Y; : [ta, o0) X © +— R™ is the output vector, and V; :
[to, o) x 2 — R™, is assumed to be an F;-Wiener process with
zero mean and the correlation of increments

E [{v(r) = V(O} (V(r) = V(Y| = Rir =]

The output matrix ' € R™*™ is assumed to be unknown and the
measurement covariance R € £™*™ is assumed to be known.

Definition 1: The stochastic process W is persistently exciting
with level «[20] if

t+T
P (/ W, WZ2dr > ouTInxn> =1 3)
k3

for some v > 0, T > 0, and V¢ > tg.

Since the true system state matrix, A, and the output matrix, C, are
unknown, the assumed (known) system matrix and output matrix are
given as A,, and C..,, respectively. Define

Arlt: {A*Am}Xf +W¢, and (4)
N, ={C-Cn}X.. (5)

Now the system equation and the output equation may be rewritten
in terms of the assumed system matrix, A.., and the assumed output
matrix, C,,, as

dX; = {A, Xy + M} dt + dB,, 6)
dY; = {CnXs + N} di 4 dV;. Q)

Assumption 1: The persistent disturbance, Wy, is an F;-adapted
process and is almost surely (a.s.) upper bounded as follows

P <sup [Wy| < oc) =1 8)
>t
where | - | is the one-norm, i.e., |x| = 3, ||

Assumption 2: The matrices, A and A, are Hurwitz. The assump-
tion of the stability of the uncertain system is a weak one, as it is rare
that an estimator be applied "open-loop’ to an unstable system [10].
Furthermore, if A is only marginally stable, and the the persistent ex-
citation is such that the system states are bounded, then an equivalent
representation of system (1) similar to the one in(6) can be selected
such that the state matrix is Hurwitz.

Lemma 1: Given assumptions 1 and 2, the process, X, is a.s. upper
bounded as follows:

P (sup |X:| < c) =1

t>to

where ¢ < oo is a constant.
Proof: Matrix A generates an exponentially stable evolution op-
erator ® 4 (+ — #5) and the solution of (1), X (%), can be written as [21]

¢
X(#) = ®da(t—10)X(to) + / St — 1YW (T)dr
t
° t
+/ D 4(t — 7)dB(T).
to
Since ® 4 (* — ) is exponentially stable

| ®alt—to) |< oe "0 < xo, Wt 2>t

where || - || represents induced matrix norm and g and a are two
positive constants. Now define

M, = / D a(t — 7)dB(7).

Note that M, is a supermartingale and based on Doob’s martingale
inequality [22] it is a.s. bounded. Thus

[X#H)| < | ®alt —fo) || [X(ta)l
+ [ Weatt =) N IWilar + 1AL
0
<oe T X (10)]
+ / Ao INW () dr + (M,
1,
o D 1)
+/t Age (a7 a0/ D7) —00 /20— (137
to

+ | M.

The last inequality is obtained by expressing e T g
e (@me0/2)(t=r)—a0/2(t=7) "\yhere 1q < 2a is a positive constant.

Applying the Schwartz inequality yields

IX(2)] < AoeCTH X (1)

+ 1/2
W (/ 87(2a7a0)(t7‘r)d7_)
i

t 1/2
y ( [ e*"°<***>|wm|%) Yy
Jig
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Thus
X ()] < A(lﬁia(tit[)) [X ()]

Ao . (t—7) 2 "
/ e CONTTNW () [Fdr + | M.
Tt

+ V(2a — ag)

Given |Xg| is a.s. bonded, based on assumption 1, it can be shown that
there exist a positive constant ¢ < o such that

P (sup |X:| < c) =1

>4

]

Given the system parameter uncertainties are bounded and the

system states are a.s. bounded, an upper bound on M; can be obtained
as

P (M < a(h) =1, t>ta. ©

Consider the process N defined in (5), now the trivial application of
Ito formula [23] on N; yields

AN, ={C - Co.}{A.Xs + M} dt + {C — C..} dB:.  (10)
Define

Ui = {C = Cou} {[Am + Turcn] Xe + M} . an

Since the system parametric uncertainties, system states, and M, are

assumed to be upper bounded, a conservative upper bound on the sto-

chastic process U; can easily be obtained, i.e.

P

U <ot)=1, Vt>t. (12)

After appending dN; to the system equation the extended system may
be written as

X, A 0 X M, T
d{m} = [ 0 ,;} {NJ {Ut} it + {AC}JB* (13)

where AC = {C - ). Define Z; = [X7 N?]T’ o=
Am 0 Lixa - o
T = e T .

{ 0 7Imxm}’p |:A(j } andT; = [M; U, | .Now (13)

may be written as
dZ; ={FZ:; + T;} dt + GdB, (14)
and the output equation may be written as
dY; = HZ:dt + dV, 15)

where H = [Cy Ty |. Note that the process Ty = [MT U7 |7
may be upper bounded by (t), where
(t) = max {a(t), 51} (16)
Remark 1: In practice, an upper bound on the system states and
the disturbance can be obtained from knowing the regime and the en-
vironment in which the system is operating. An upper bound on pa-
rameter uncertainties can be obtained from system identification/cali-
bration [24], [25]. After substituting these bounds into (4) and(11), an
upper bound on I'; can be obtained from (16).

Now assume for a minute that there are no uncertainties, i.e., A, =
A Cn = C,W,; = 0,and B, = B;, where B; is an F;-Wiener
process with zero mean and known correlation of increments

E [{B(r) - B} {B(r) - B} | = QIr — .

Then, T; is identically zero for all time and the system in (14) can be
written as

A7, = FZn,dt + GrndBs 17
where Gty = [Inxn Onxm]®. The corresponding measurement
process is given as

AY rn, = HZo, dt + dV;. (18)

For the system in (17), an optimal estimator, such as a Kalman-Bucy
filter [26], of the following form can be designed:

AZn, = F,dt + K [de - Hzmdt] (19)

where K € R+ %™ i the steady-state Kalman gain and is calcu-
lated as

K=PH'R™ (20)

where P € R®+m)>(n+m) cap be obtained by solving the algebraic
Riccati equation [27]:

FP+PFT - POTR'HP+G..QGE =0. @1

Now subtracting (19) from(17), the estimator error dynamics corre-
sponding to the optimal estimator in(19) may be written as

dZn, = [F — KH) Z,,,dt — KdV; + G,.dB; (22)

where Zm, =Z.., — Z,,,, . Note that the estimation error is unbiased,
ie., B |Z.,,| = 0, and the steady-state value of the error covariance
is given as [26]
lim E [zmt iﬁ,f] =P 23)
t—F oo N
Given next is the formulation of a robust estimator which guarantees the

asymptotic convergence of the true state estimation error to the desired
optimal error Z,, .

III. ROBUST ESTIMATOR

In this section, a robust estimator of the following form is proposed:
A% = {FZ + n(t)}dt + K [dYt - HZ/H] (24)

where (#) is a signal whose details would be explained shortly. The
robust estimator formulation presented here follows the typical robust
controller formulation [20] in that the estimator “input,” (), is se-
lected such that the true estimator error dynamics given in (25) asymp-
totically tracks the desired error dynamics given in (22). A systematic
approach for the selection of 9(¢) constitutes the main result of this
section and is presented in Theorem 1.

Define Z; = Z; — Z, now subtracting (24) from(14), the estimator
error dynamics, i.e., le, may be written as

A, = {[F ~ KH)Z+T: n(t)} dt — KdV; + GdB;. (25)



Define Z; as the difference between the desired estimation error in
(22) and the true estimation error in (25), i.e., Z; = Z; — Zm,, . After
subtracting (22) from (25), dZ; can be written as

dZy ={|F - KH) Z: + Ty — 5(t)} dt + GdB; — G dB;. (26)
The solution Z; of (26) can be written as

t
2, =2, +/ (IF = KH|Z, + T\ — n(s)} ds

t

° t t _

+/ GdB, — / G dBs.(27)
o 0
Let Y denotes the innovations process, i.e.
av, = [dY,S - Htht] .

Now define Z; = E | 2, .7-?? , where .7-?? is the filtration generated

by Y[28]. Note F [dBt F¥l =0ad B [dBt FT } = 0, thus Z,
can be written as

2, =2,4F U {[Ff KH Z, +T, - n(s)}ds f?] . (28)

Based on previously stated assumptions, we could presume that Z; is
mean square Riemann integrable! and therefore, Z; can be written as

i i
2z, =2, +/ [F— KH] zqu+/ E [I‘g
to to

—/E [n()

0

f?]ds

.7:?] ds.

Thus, dZ, can be written as

2, =[F KH|Zdt+FE [I‘t

f?] it— R [n(t)

FY ] At (29)

Theorem 1: Assume there exist a positive definite symmetric matrix
X e Rirtmdx(ntm) qich that

[F-KH" X+ X[F-KH|+5<0 (30)
and
X =HTAT 31

where § ¢ Rrtm)x(ntm) ¢ 4 positive definite matrix and A €
R(+mXm Then the robust estimator error dynamics in (25) is glob-
ally asymptotically stable in the first moment, i.e.

im E [Zt] -0

t— oo

and we have mean square convergence of the true conditional error to
the desired conditional error, i.e.

lim B [|2t|2] =0

t— oo
if the estimator inputs, #(#), are selected as

() = sen {AdYt} () 32)

ISee [26, Theorem 3.8]

where sgn{-} denotes the signum function or the sign function and ~v(t)
is an upper bound on the process T';.

Proof: Proof of this theorem is based on the stochastic Lyapunov
stability analysis. Consider a stochastic Lyapunov function

Now AV (Z,) can be calculated as
A T - T - A
av(Z,) = 2, {[F —KH"X+X[F-K H]} Z.dt

+oF [zf;m

J—'f’] dt—2F [éf}(n(t)

Fr ] dt.
Substituting (30) and (31) yields

dV(Z) < —Z, SZ,dt +2F [szTATrf

f?] dt
AT 17T\ T 24
_oF [zt HTA n(t)(]—'t ]dt.
Note

HZ,dt=F [Hzf

f?] i
-F [(Hztdt - Hthdt> ‘f?]
—-F [(dﬁ?t - d?mt> ‘ff]

—dV, - E [dei ff’}

where dY ., = [def — Hmedt} . Given Z,, (to) = Zwm(tn), one

could conclude that Y,,, is a zero mean processes and

E [d?mt

J—'f’] -F [«ﬂ?mt} —o0.
Therefore dV (Z,) can be bounded as
AV(Z) < —Z, SZ,dt
+2E HdY?ATI‘, - dY?ATn(t)}‘f?} .

After substituting (32), an upper bound on dV'( z 1) can be obtained as
AV(Z) < —Z, SZ.dt

+2F HJY?ATE — d¥T A sgn {Adﬁ} ~(t) } ‘f?} .
Note

YT A sgn {AdY,} = |AdY|
and dYTATT, < |dYTAT||Ty| < |dY T AT |v(t). Thus
AV (Z) < — 2, S2.d1.

Now it can be concluded that for every initial value Z(to), the
solution, Z;, of (29) has the property that Z; — 0 almost surely as
t — c[29], i.e.

P( EA =0> =1.
t— oo
Also note that, ¥t > g, we have

V(Z)<V(Z) = E [V(z)} <E [V(Zg‘)] < oc.
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Fig.2. Simulation I: State estimation error. (a) Kalman-Bucy Filter. (b) Robust
Kalman-Bucy Filter.
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Fig. 3. Simulation I: State Estimation Error Norm. (a) Kalman-Bucy Filter.
(b) Robust Kalman-Bucy Filter.

Thus Vi > ta, Z, € L7, ic., E Uz,

conclude that

2
} < o0. Therefore, we could

F |:s11p z,

>t

2
< 0o.

Now based on the Lebesgue’s dominated convergence theorem, a.s.
convergence of Z; implies [30]

i B2 =0
Moreover, Z, € £2 implies Z; € £* and
R CAIR
Note
iz > |o[2] | |e[e] - o[z |

Thus, the asymptotic convergence in the mean follows from the fact
that Z,,,, is a zero mean process. ]

The design of proposed robust estimator requires the calculation of
matrices X and A that satisfies the conditions given in (30) and(31).
As shown in [31], matrices X and A that satisfies the conditions (30)
and(31) can be obtained by solving the following linear matrix in-
equality:

{{F ~KHY" X4+ X{F-KH}+S§

X — HTAT }
xT —AH

O(ntm) st (ntm)
<0. (33)

Matrices that satisfy the above LMI can be obtained by using the
MATLAB LMI toolbox [31], [32].

IV. NUMERICAL SIMULATIONS

Performance of the proposed estimator is evaluated here though
numerical simulations. For simulation purposes consider a stochastic
system of following form:

Xy, 0 0 —-1.000 0 X,
X |0 0 0 ~2.000 | | Xo, |
X, 2.300 1.330 —R.500 —1.620| | Xy,
Xy, 1780 2.030 —1.020 —9.500] | X4,

+[01xa Wi, W, |Tdt

+ [01><'z dB, dB‘zt]T-

The measurement equation is of the following form:

Y1, 0.4300 0 —2.310 0 Y1,
JYe | 0 —2.400 0 1540 | |\ Yo, |
Ys, 3.640  2.740 0 0 Ys,
Ya, 0 2420 1120 4.340] |V,
+[dVy, dVs, dVs, dVa,T.

The assumed matrices are selected as

r o 0 —1.000 0
4 = 0 0 0 —2.000
™1 0300 0130 —4.240  0.200
L —0.400 0.530 0.420 —5.430
and
ro.430 0 —2.310 0
oo = 0 —2.400 0 1.540
™7 10950  1.700 0 0
L 0 0 1.300  0.430

The processes W5, and W, are given in Fig. 1. Note that the system
uncertainty is only associated with the dynamics of the last two states
and the output matrix error is only associated with the last two outputs.
Since the two measurement uncertainties are only associated with the
last two outputs, N; € %2 and thus the matrices F’ and H are defined

Am 042
as F = [ 4xe } and H = [Ch [02x2  Taxs]” ], respec-

Oaxa —Taxa
tively. After defining G, = [ Taxa
gain can be calculated.

Since there is no uncertainties or external disturbances acting on the
first two states T is defined as Ty = =|M{. M7 UL UL]7,
where 2 = [Osx2 JTaxs]”. Now the robust estimator may be de-
signed based on the premises of Theorem 1 after replacing the con-
dition X = HTAT with Y= = H7A”. System process noise co-
variance and the measurement noise covariance_matrices are selected

sR=10"2xT dQ = |~
as X Tix4 and Q [ 0 0.35

ulations are considered here. The first simulation scenario considers
the case where there is no system uncertainties. For the second sce-
nario, aforementioned uncertainties as assumed. True initial states are

0247, the steady-state Kalman

«

}. Two different sim-
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selectedtobe Xg = [1 —2 5 0]7 and the assumed initial states
are an = 04x1.

A. Simulation I

For the first simulation, consider a scenario where there is no model
uncertainties and external disturbances, i.e., A = A4,,, C = C..
and W; = 0. For the first simulation, the state estimation error ob-
tained using the Kalman-Bucy filter is given in Fig. 2(a) and the esti-
mation error obtained from the proposed robust estimator is presented

in Fig. 2(b). Fig. 3 shows the estimation error norm obtained for both
estimators. Results shown in Figs. 2 and 3 indicate that the performance
of the proposed robust estimator is identical to that of the Kalman-Bucy
filter when there is no system uncertainties.

B. Simulation IT

The uncertain system is considered for the second simulation. Fig. 4
contains the model-error vector, I';, corresponding to the aforemen-
tioned uncertainties. Note that at any time, |T';| is upper bounded by

= 8. The state estimation error obtained using the Kalman-Bucy
filter is given in Fig. 5(a) and the estimation error obtained from the
robust estimator is presented in Fig. 5(b). Fig. 6 shows the estimation
error norm obtained for both estimators. Results shown in Figs. 5 and 6
indicate that the performance of the proposed robust estimator is supe-
rior to that of the Kalman-Bucy filter when there is system uncertain-
ties. Finally note that the performance of the robust estimator given in
Figs. 5(b) and 6(b) are similar to the ones given in Figs. 2(b) and 3(b).

V. CONCLUSION

This technical note presents the formulation of a robust estimator
for uncertain stochastic systems under persistent excitation. The con-
tinuous-time stochastic formulation given here assumes norm bounded
parametric uncertainties and excitations. Proposed robust estimator
guarantees the asymptotic convergence of the state estimation error.
Simulation results given here indicate that the performance of the
proposed robust estimator is similar to that of the Kalman-Bucy filter
when there are no system uncertainties and excitations. As shown
by the numerical simulation results, the approach asymptotically
recovers the desired optimal performance in the presence of system
uncertainties and persistent excitation. Potential future work include
extending the proposed approach to the nonlinear estimation problem
by introducing constrains on the drift and diffusion terms of the
nonlinear stochastic differential equation.
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Abstract

Many applications of autonomy are significantly complicated by the need for wireless networking, with challenges includ-
ing scalability and robustness. Radio accomplishes this in a complex environment, but suffers from rapid signal strength
variation and attenuation typically much worse than free space loss. In this paper, we propose and test algorithms to
autonomously discover the connectivity area for a base station in an unknown environment using an average of received
signal strength (RSS) values and a RSS threshold to delineate the goodness of the channel. We combine region decom-
position and RSS sampling to cast the problem as an efficient graph search. The nominal RSS in a sampling region is
obtained by averaging local RSS samples to reduce the small-scale fading variation. The RSS gradient is exploited dur-
ing exploration to develop an efficient approach for discovery of the base station connectivity boundary in an unknown
environment. Indoor and outdoor experiments demonstrate the proposed techniques. The results can be used for sensing
and collaborative autonomy, building base station coverage maps in unknown environments, and facilitating multi-hop

relaying to a base station.
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1. Introduction

The use of autonomous agents is significantly complicated
by the need for wireless networking, with its challenges of
maintaining scalability and robustness. Radio provides the
ability to communicate around and through barriers in a
complex environment, but suffers from rapid signal strength
variation with relatively small movements induced by mul-
tipath propagation, as well as attenuation that is typically
well beyond free space loss. To gain in robustness and
maintain connectivity, we would like a map delineating the
physical boundary between good and poor communications
from some location, e.g. between a base station and its sur-
rounding environment. This is much more preferable than
to assume a fixed distance (disk) model, which is highly
inaccurate unless the propagation is essentially free space
without scattering. Knowledge of this boundary is useful
in developing behaviors that maintain reliable communi-
cation among robots or between robots and a base station,
including applications such as sensor data collection or col-
laborative control. Furthermore, when considering a vari-
ety of base stations and environments, the discovery of the
boundary between good and poor communication scales in
a manageable way.

Given a stationary node or base station, we can create
algorithms so that platforms can maintain communication

with this base station with some relatively high probabil-
ity of success for each packet transmission. We assume a
platform is any autonomous entity capable of relating its
position to a physical map of the environment. Determin-
ing the (possibly disconnected) physical boundary between
regions of good and poor communication in an environment
is useful for constraining the movement of these platforms.
The connectivity boundary is selected such that if the plat-
form remains inside the bounded region, then communica-
tions are deemed sufficiently reliable. We refer to the area of
good communication as the connectivity area with regard to
the base station, and we propose techniques for building a
2D map of this connectivity boundary using an autonomous
platform. The exploration, mapping, region segmentation,
received signal strength (RSS) sampling, and connectivity
area discovery are carried out autonomously and simultane-
ously. This requires the platform to be capable of simultane-
ous localization and mapping (SLAM) as well as estimating
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RSS on a transmission by transmission basis. Our exper-
imental platform is equipped with a radio receiver, laser
scanner, and inertial measurement unit (IMU) in order to
accomplish these tasks.

In a complex environment with line-of-sight (LOS)
and non-line-of-sight (NLOS) propagation, the problem
of determining the good/poor boundary is non-trivial.
Exhaustive search and sampling can be used to learn the
propagation environment by estimating the parameters of
fading models such as Rayleigh/Rician or Nakagami (see,
e.g., Mostofi et al., 2010). If a single model is built, then
it is representative of the environment on average but, due
to local non-stationary variation, is not necessarily good
for prediction. For example, in an indoor environment,
the fading model parameters can be highly variable from
room to room, and parameter estimation requires many
samples in each local area. The parameters may also
change with small local movement of scatterers such
as doors.

The problem of how to sample and build a data-driven
model of a random field such as radio signal propaga-
tion in a non-parametric way is also challenging. One
approach is to employ a kernel to spatially smooth RSS
samples, such as a Gaussian process. The use of a Gaussian
process with a stationary non-compact kernel function
(Fink and Kumar, 2010) presents two main issues. First,
computational complexity of the Gaussian process is not
scalable over a large number of samples. Second, the
Gaussian process does not provide adequate information
to guide anything more than simple exploration of the
environment.

The idea of simplified models and reliance on mea-
sured data for determination of wireless connectivity has
been described in the robotics literature. Zickler and Veloso
(2010) presented a data-driven model that relates the dis-
tance between nodes with the RSS in a probabilistic way to
enable tethering and localization of non-cooperative mobile
agents. However, by relying on a distance-based abstrac-
tion, this method will reduce to the standard disk-based
model for our base station connectivity area application.
Our work takes more inspiration from that of Hsieh et al.
(2008), where an outdoor environment is decomposed into
a number of cells such that agents within the same cell can
communicate with high probability.

In this paper, we propose and test algorithms to discover
the connectivity area for a base station, using average RSS
value and a threshold to delineate the goodness of the chan-
nel. The primary issues are how to build t