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1. INTRODUCTION 

 
1.1 Objective 

The long-term objective of this research is to develop an imaging technology for detecting 
prostate cancer based on trans-rectal fluorescence diffuse optical tomography (FDOT) of zinc-
specific fluorescent marker. The specific aims of this research are to evaluate the challenges 
unique to trans-rectal FDOT of zinc-specific fluorescence probe, and to assess the strategies of 
overcoming these challenges in clinically-relevant application settings.     
 
1.2 Background 

Zinc is a well-established metabolic marker of prostate cancer [1]. Benign prostate tissues secrete 
zinc in the form of Zn3Citrate2, and zinc has a concentration of approximately 10mM in prostatic 
fluid. In cancerous prostate tissue the zinc secretion ceases, resulting in five to ten folds of 
reduced level of zinc in the associated prostatic fluid. It is thus hypothesized that a fluorescence 
reagent with the affinity to zinc will be loaded up more by the tissue containing more free zinc, 
and much less in cancerous prostatic tissue, generating a ñreverse-uptakeò of the fluorescent 
probe. Subsequently, a fluorescence optical imaging approach for detecting prostate cancer based 
on a zinc-specific fluorescent probe has to be able to recover a target (or targets) of interest that 
has a weaker fluorescence than the background does. Such ñreverse-uptakeò or ñnegative-

contrastò case is projected to be more challenging than the conventional FDOT cases [2-12] of 
which the task is to reconstruct a strong fluorescence target (or targets) within a weakly-
fluorescent background. This project aims to identify and characterize the challenges associated 
with trans-rectal FDOT of target with a ñnegative contrastò over the background fluorescence.     
 
1.3 Specific aims 

The specific tasks of this project are to perform:  Task 1: Conduct synthetic study on FDOT of 
fluorescence-strong targets within a weak background and FDOT of fluorescence-weak targets 
within a strong background.  Task 2: Develop image processing techniques to extract spatial 
prior from TRUS for 3-D FEM model generation. Task 3: Perform relevant experimental 
investigation. These tasks are equivalent to the following aims:  (A) to study algorithms to enable 
trans-rectal FDOT reconstruction, and to develop methods to assess how sensitive the trans-
rectal fluorescence measurement is to a ñnegative-contrastò fluorescence target in comparison to 
a positive-contrast fluorescence target; (B) to experimentally evaluate the feasibilities or 
challenges of trans-rectal FDOT of ñnegative-contrastò fluorescence; (C) to develop procedures  
for extracting the spatial information from imagery of trans-rectal ultrasound as the spatial 
constraint information to improve trans-rectal DOT/FDOT image reconstruction.   
 

1.4 Overview of the outcomes of this project 

This project has resulted in six journal publications, two referred full-length proceeding papers, 

and nine short-papers and abstracts in conferences. This project has trained two pre-doctoral 
fellows to completing doctoral degrees and continuing to pursue academic paths. The original 
trainee PI, Mr. Guan Xu, after completing his doctoral degree, accepted a post-doctoral position 
in the University of Michigan Medical School. The current trainee PI, Mr. Anqi Zhang, after 
completing his doctoral degree, accepted a post-doctoral position in the Johns Hopkins 
University. In the following body section, we report the key results not yet peer-review-
published and refer the peer-reviewed results to the attached copies of the publications.  
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2. BODY 

 

2.1 Synthetic FDOT study of “negative-contrast” with spatial prior  

 
A. Region-wise reconstruction to simultaneously recover emission-band optical properties and 

the fluorescence yield under spatial prior for negative contrast case in continuous-wave FDOT 

The region-based reconstruction following a hierarchical algorithm we developed 
previously [13] is simulated in the geometry shown in Fig. 1(a). The imaging domain is a cube of 
80mmĬ80mmĬ80mm. Substructures are segmented according to the presumed spatial prior. The 
optical array includes 7 sources and 7 detectors, arranged in parallel rows at the bottom of the 
imaging geometry, based on an experimental trans-rectal optical applicator available to this 
project. Figure 1(b)-(f) show the optical properties assignment. The optical properties in the 
excitation bands are assigned following the values shown in Table 1. The fluorescence quantum 
efficiency is set to 0.5 for all regions. The reconstruction initial values are set as: μam =0.01, μ’sm 
=1 and ημaf =0.0001. Table.1 compares the assigned values and the reconstructed values. Note 
that the scattering coefficients at excitation and emission wavelengths ( μ’sx,m =1/(3ĀDx,m)- μax,m ) 
are shown instead of showing the diffusion coefficient at excitation and emission wavelengths 
(Dx,m ). As Table 1 indicates, although the reconstructed values do not agree exactly with the set 
values, the relative positive or negative contrasts among the regions are accurately identified. 

 

 
 

Fig.1 Simulation geometry and procedures with an innovative region-wise reconstruction 
algorithm. (a) Simulation geometry; (b)-(d) μax and μ’sx distribution, reconstruction 
parameters in the step 1; (d)-(f) μam /μ’sm/ημaf distribution, reconstruction parameters in 
the step 2. 
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Table 1 Comparison between the set values and the reconstruction results. 
Note: The optical properties in excitation band is assumed as known, only the unknown 

parameters in the second step (Fig.10 (d)-(f)) are recovered here. 
 regions μam /  

mm-1 

μ’sm /  

mm-1 

μam /  

mm-1 

μ’sm /  

mm-1 

μaf /  

mm-1 

Set values peripheral 
tissue 

0.006 0.8 0.0072 0.88 0.001 

prostate 0.02 1.25 0.0240 1.375 0.002 

rectum 0.008 1 0.0096 1.1 0.001 

tumor 0.004 1.3 0.0048 1.43 0.001 

Reconstructed 

values 

peripheral 
tissue 

- - 0.0072 0.88 0.001 

prostate - - 0.0259 1.23 0.0024 

rectum - - 0.0094 1.11 0.0010 

tumor - - 0.0027 1.22 0.0020 

 

B. Piece-wise FDOT reconstruction of negative-contrast in fluorophore uptake 

We also investigated the performance of piece-wise reconstruction in the negative contrast 
FDOT scenario and implemented the geometric-sensitivity-difference (GSD) reconstruction 
method [J8, C6] that will be discussed in the section 2, in planar reflectance geometry.  
 A few preliminary simulations indicate that the minimum source-detector distance 
(20mm) of our previous optical array could limit the depth resolution. Therefore, a modified 
optical array arrangement shown in Fig. 2(a) is used for the simulations study. As is shown in 
Fig. 2(a), the optical array has eleven sources and ten detectors. The sources and detectors are 
interspersedly positioned. The minimum source-detector distance in this geometry is thereby 
10mm, and the sagittal and lateral extensions of the entire optical array are 60mm and 20mm, 
respectively.  
 Simulations include the examinations of the depth and longitudinal sensitivity of the 
imaging geometries. The FEM mesh includes 6466 nodes and 33591 elements. The background 
optical properties are assigned as μax =0.01, μ’sx =1, μam =0.012, μ’sm =1.1 and ημaf =10-4. A 
7.5mm radius spherical blob is assigned as the heterogeneity. The optical properties of the blob 
are μax =0.02, μ’sx =1.1, μam =0.264,  μ’sm =1.32 and ημaf =10-5 (fluorophore uptake contrast ratio 
between the background and target is 10:1). In all the following simulations, we assume that the 
absorption and scattering properties of the targets are accurately determined and only the 
fluorescence yield is to be recovered. 
 The first set of simulations compares the target depth localization in image reconstruction 
with conventional and geometric differential approaches. The target is positioned at the middle 
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of the sagittal plane. The center depth of the target varies from 5mm to 17mm at a step size of 
3mm. Fig. 2(b) shows the reconstruction results with both the conventional method and the GDS 
method. It can be observed that similar to the endoscopic circular imaging geometry, the GDS 
method outperforms the conventional method in this planar optical array imaging geometry.  

 
(a) Optical array geometry                                        (b) Simulation results with varied target depth 

Fig.2 Optical array geometry used in piece-wise simulation study. The numbers at the top 
of each column in (b) indicated the actual center-to-bottom depths of the targets 

  
 The second set of simulations examines the longitudinal target location variation. The 
target is embedded at the center depth of 14mm and moved along the sagittal middle plane from 
15mm to 40mm from the left boundary of the imaging domain at a step size of 5mm. The 
reconstruction results are shown in Fig.3. 

  
 
Fig.3 Piece-wise simulation results with varied target longitudinal position variation in 
sagittal-middle plane of the imaging geometry. 

  
 

 

2.2 A novel geometric-sensitivity-difference method to improve target depth localization for 

trans-rectal fluorescence diffuse optical tomography [J8, C6] 

 

Fluorescence diffuse optical tomography (FDOT) reconstruction based on reflectance 
measurements only is subjected to incorrect localization of the object depth when no prior 
information of the object is available. Depth-localization of an object of fluorescence contrast in 
an axial outward imaging geometry as applying to trans-rectal imaging of the prostate is 
particularly challenging, due to the significant variation of the sensitivity of the surface 
fluorescence measurement upon the depth of the object as associated with each pair of excitation 
source and detector.  An important contribution of this project is a new algorithm of improving 
the target depth-localization in the case when the sensitivity dependence upon the depth varies 
significantly. We introduced a geometric-sensitivity-difference (GSD) algorithm that is shown to 
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improve object depth-localization in both DOT [J8] and FDOT [C6]. The GSD method optimizes 
the data-model fit based on the paired measurements corresponding to two pairs of source-
detector that share either the source or the detector, in comparison to the conventional method 
that optimizes the data-model fit based on the unpaired measurements corresponding to 
individual pairs of source-detector. The GSD method is shown to improve the depth-localization 
of an object with either a positive or negative fluorescence contrast over the background.  The 
case of the object having a negative contrast of fluorescence over the background is specifically 
related to FDOT of zinc-specific fluorophore for prostate cancer detection since free-zinc 
concentration in cancerous tissue is known to be substantially lower than in normal tissue.      
 
 
2.3 Systematic analytical and numerical evaluation of the photon propagation patterns 

associated with trans-rectal DOT and FDOT [J5-J7] 

 

This project has also contributed to a new theoretical approach to a unified treatment of photon 
diffusion, at both excitation and emission wavelengths, in geometries containing long cylindrical 
tissue-applicator interface [J4-J7]. We have examined steady-state fluorescence photon diffusion 
in a homogenous medium that contains a homogenous distribution of fluorophores, and is 
enclosed by a ñconcaveò circular cylindrical applicator or is enclosing a ñconvexò circular 
cylindrical applicator, both geometries being infinite in the longitudinal dimension. The analytics 
and finite-element method are used to examine the changing characteristics of the fluorescence-
wavelength photon-fluence rate and the ratio (sometimes called the Born ratio) of it versus the 
excitation-wavelength photon-fluence rate, with respect to the line-of-sight sourceïdetector 
distance. The analysis is performed for a source and a detector located on the mediumïapplicator 
interface and aligned either azimuthally or longitudinally in both concave and convex 
geometries. When compared to its steady-state counterparts on a semi-infinite mediumï
applicator interface with the same line-of-sight sourceïdetector distance, the fluorescence-
wavelength photon-fluence rate reduces faster along the longitudinal direction and slower along 
the azimuthal direction in the concave geometry, and conversely in the convex geometry. 
However, the Born ratio increases slower in both azimuthal and longitudinal directions in the 
concave geometry and faster in both directions in the convex geometry, respectively, when 
compared to that in the semi-infinite geometry.  
 
 

2.4 Change to steady-state fluorescence measurement by a target of positive or negative 

contrast with respect to otherwise homogenous distribution of fluorophore 

 
We have studied the changes to steady-state fluence at the emission wavelength as well as the 
Born ratio when the otherwise homogenous medium contains a target of fluorescence contrast, 
either positive or negative, over the background. We consider the following simplified 
configurations of the fluorescence target with respect to the source-detector positions: (1) the 
fluorescence target and the source-detector pair are all at the same azimuthal plane of a concave 

geometry with the source and the detector symmetric to the target; (2) the fluorescence target and 
the source-detector pair are all at the same azimuthal plane of a convex geometry with the 
source and the detector symmetric to the target; (3) the fluorescence target and the source-
detector pair are all at the same sagittal plane of a concave geometry with the source and the 
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detector symmetric to the target; (4) the fluorescence target and the source-detector pair are all at 
the same sagittal plane of a convex geometry with the source and the detector symmetric to the 
target; and these four configurations are compared against the case wherein the fluorescence 
target and the source-detector pair are all at the same normal plane of a semi-infinite geometry 
with the source and the detector symmetric to the target.  

The FEM meshes of (1), (2) are illustrated with respect to a semi-infinite case in Fig. 4, 
and those of (3), (4) are illustrated with respect to a semi-infinite case in Fig. 5. In all these cases, 
the anomaly is set as a sphere with 6mm radius, and the center of the anomaly is 7mm away from 
the applicator interface. The radius of the cylindrical applicator is cmR  2 . The background 
optical parameters are 1 025.0 cmax , 1 025.0 cmaem , 1 10 cmsx  and 1 10 cmsem . 
For positive contrast fluorescent anomaly, the absorption coefficient of at excitation wavelength 
of the anomaly is 1

_  1.0 cmanomalyafl  and the background fluorophore is 
1

_  05.0 cmbackgroundafl . The fluorescence yield is 1.0 . For negative contrast fluorescent 
anomaly, the absorption coefficient of at excitation wavelength of the anomaly is 

1
_  05.0 cmanomalyafl  and the background fluorophore is 

1
_  1.0 cmbackgroundafl .  These optical 

parameters for both case-azi and case-longi are summarized in Table 2.  
 

 
Table 2. Optical parameters used for evaluating the change to florescent measurement by an anomaly 

  
background fluorescence 
 backgroundafl_  (cm-1) 

anomaly fluorescence 
 anomalyafl_  (cm-1) 

Set 1 positive  contrast Case-azi 0.05 0.1 

Set 2 negative  contrast Case-azi 0.1 0.05 

Set 3 positive  contrast Case-longi 0.05 0.1 

Set 4 negative  contrast Case-longi 0.1 0.05 

 

Figure 4. FEM imaging volume for case-azi. Detectors are aligned along the azimuth 
plane on the applicatorôs interface. (A) concave geometry, (B) semi-infinite geometry, 
(C) convex geometry.  
 

(A) (B) (C) 
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 The simulation results for case-azi of both concave and convex geometries are illustrated 
in Figs. 6 as following: (A) shows the emission-fluence at the positive-contrast case, (B) is the 
Born ratio correspondence of (A),  (C) shows the emission-fluence at the negative-contrast case, 
(D) is the Born ratio correspondence of (C).  Figure 7 is the case-longi counterpart of Fig. 6.  In 
all sub-plots of Figs. 6 and 7, the results corresponding to the anomaly (plotted by solid lines) are 
compared to the cases without the anomaly (plotted by dashed lines), to show the changes to the 
emission-fluence by the introduction of the target at the set parameters.  

Figure 6 demonstrates that fluorescence measurement along the azimuthal direction is 
significantly more challenging in the convex geometry than in the concave geometry.  Fig. 7 
demonstrates that fluorescence measurement along the longitudinal direction is slightly more 
challenging in the convex geometry than in the concave geometry.  Both figures show that a 
negative-contrast target is much more challenging to detect, regardless of the concave or convex 
geometry and the case-azi or case-longi configuration. Therefore, we can anticipate that, trans-

rectal FDOT of negative-contrast target faces the lowest signal sensitivity to the target property.    
  

Figure 5. FEM imaging volume for case-longi. Detectors are aligned longitudinally 
with same azimuth angle on the applicatorôs interface. (A) concave geometry, (B) 
semi-infinite geometry, (C) convex geometry.  
 

(A) (B) (C) 
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Figure 6. The comparisons of the change of fluorescent measurement due to an anomaly 
with fluorescence contrast in concave, convex and semi-infinite geometry in case-azi. (A) 
The change in fluorescence data due to a positive contrast anomaly. (B) The change in Born 
ratio due to a positive contrast anomaly. (C) The change in fluorescence data due to a 
negative contrast anomaly. (D) The change in Born ratio due to a negative contrast 
anomaly. It is indicated that the fluorescent measurement is less sensitive to negative 
contrast anomaly than positive contrast anomaly and Born ratio is more sensitive to the 
anomaly inclusion than only the fluorescent data.  

(A) (B) 

(C) (D) 
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Figure 7. The comparisons of the change of fluorescent measurement due to an anomaly 
with fluorescence contrast in concave, convex and semi-infinite geometry in case-longi. 
(A) The change in fluorescence data due to a positive contrast anomaly. (B) The change in 
Born ratio due to a positive contrast anomaly. (C) The change in fluorescence data due to a 
negative contrast anomaly. (D) The change in Born ratio due to a negative contrast 
anomaly. It is indicated that the fluorescent measurement is less sensitive to negative 
contrast anomaly than positive contrast anomaly and Born ratio is more sensitive to the 
anomaly inclusion than only the fluorescent data.  
 

(A) (B) 

(C) (D) 
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2.5 Experimental trans-rectal FDOT Measurement   

 
The previous numerical analyses have clearly indicated that we should not become very 
optimistic about the outcome of reconstructing a target of negative contrast over the background 
fluorescence, particularly in trans-rectal geometry. To examine the feasibility of trans-rectal 
FDOT of negative-contrast target, we modified our trans-rectal ultrasound (TRUS)-coupled near-
infrared (NIR) DOT system [14] for FDOT measurement. The NIR applicator coupled to TRUS 
transducer has 7 source channels and 7 detector channels. However, one detector channel within 
the applicator was out of order, likely due to aged adhesive that de-coupled or misaligned the 
micro-optics, leaving only 6 working channels for the detection of light from the tissue.    

In terms of the system modification, as schematically shown in Fig. 8, an excitation laser 
diode at 705nm is coupled sequentially into the seven source channels through a fiber switch 
system. This 705nm laser diode is used to excite the indocyanine green (ICG) in the following 
phantom experiments to facilitate the measurement of the emission signals using the 
spectrometer of the system. For light excitation at each source channel, the six detector channels 
transmit the remitted signal at both the excitation (at 705nm) and the emission (centered at 
785nm) to the spectrometer. The detection using a spectrometer allows separating the emission 
band from the excitation wavelength without a filtering scheme, for acquisition by a CCD, as 
long as the excitation wavelength has minimal overlapping with the emission spectra of ICG. 
Longer excitation wavelength (i.e., around 760nm) may be used to more effectively excite the 
fluorescence of ICG, however, the need to use a long-pass filter to block the excitation 
wavelength compromises the total emission power of the ICG.  

 

 
 

Figure 8. TRUS-coupled FDOT system. (A) System configuration. (B) The photograph 
of the system. (C) The applicator placed in a tissue phantom for positive-contrast test.  

 

(A) 

(B) 

(C) 
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 To simulate a target with positive-contrast of fluorescence over the background, we 
utilized silicon-based tissue phantoms (a collaborative development [C9]), the ones 
photographed in Fig. 8. The fluorescence target was a cylinder (1.4cm in diameter and 
approximately 4cm in length) filled with ICG concentration of 8 ɛM, which was embedded in 
the non-fluorescent homogeneous background enclosing the TRUS-coupled FDOT applicator, 
and was 3mm away from the optical probe and in the middle-sagittal plane. To simulate a target 
with negative contrast of fluorescence over the background, we developed a liquid phantom with 
a background ICG concentration of 8 ɛM, and embedded a non-fluorescent solid cylindrical 
phantom (1.5cm in diameter and 2.5cm in length), placed 5mm away from the optical probe and 
orthogonal to the middle-sagittal plane. The center locations of the targets at the two experiments 
were similar, as illustrated by the TRUS image of Fig. 9. The image was shown upward from the 
TRUS-NIR applicator, i.e., the position of the applicator was at the lower edge of the shown 
TRUS image.    

The two sets of experiments, as one placed a target of fluorescence over a background of 
no-fluorescence, and the other embedded a target of no-fluorescence within a background of 
fluorescence, represent virtually the best-scenario cases in terms of the target-to-background 
contrast. The two cases, though not comprehensive, should reveal the potential of using tans-
rectal FDOT to reconstruct a positive-contrast target or a negative-contrast target. It can be 
observed from the reconstructed results shown in Fig. 9 that, the contrast and size of the positive-
contrast target were much more realistically recovered than those of the negative-contrast target. 
There negative-contrast target was ambiguous within a background of fluorescence that was 
strongly heterogeneous.  The shown difficulty of recovering a target with strongly negative-

contrast of fluorescence agrees with the numerical analyses in terms of the sensitivity of FDOT 

measurement to the target with a positive or negative contrast to the background.  

 

Figure 9. TRUS-coupled FDOT measurement. Top panel: a TRUS image of the negative-
contrast tissue phantom. Lower left: the reconstructed image for the target having a 
positive-contrast of fluorescence over the background. Lower right; the reconstructed 
image for the target to have a negative-contrast of the fluorescence over the background.   
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2.6 Using 3D prostate profile extracted from sparsely positioned 2D TRUS images as the 

spatial constraint information to improve trans-rectal DOT image reconstruction 

 
The TRUS axial images taken at different longitudinal positions are aligned according to one 
sagittal TRUS image to synthesize the approximate 3D profile of a prostate, as shown in Fig. 10. 
We use this prostate mesh as a spatial prior for NIR reconstruction by generating a mesh having 
a homogenous background region and a prostate region. The NIR image reconstruction uses a 3-
dimensional mesh representing 80 x 40 x 70 mm3 using different optical properties for prostate 
mesh and homogeneous background mesh. The Õa value for nodes of homogeneous mesh is 
0.008 mm-1 whereas, that for nodes of prostate profile mesh is 0.02 mm-1  

 

         
Figure 10 Several axial TRUS images are aligned using one sagittal image to extract the 
approximate 3D profile of the prostate to use as a spatial prior that are expected to 
improve reconstruction outcome. 

  

 The potential benefit of implementing the prostate profile as a spatial prior to trasnrectal 
DOT image reconstruction is illustrated in Fig. 11 for a right-lobe and Fig. 12 for a left-lobe, of a 
previous canine subject [15] that was developed in another project.  
 
Baseline: Before TVT injection in a prostate, at baseline, in the left prostatic lobe, a large cystic 
lesion was observed. It showed highly elevated [HbT] and hypoxic for reconstruction with and 
without spatial prior. Right lobe of the prostate showed homogeneously weak [HbT] and StO2 
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contrast except for some part which shows strong [HbT] and hyper-oxic region. The hyperoxic 
region is believed to be because of the intra-vascular tissue.  
 
Right Lobe: After TVT injection in near-cranial-edge of the right lobe, the development of 
hypo-echoic mass in the middle-aspect of right lobe became evident on US by day 28. By day-
49, the mass in the middle aspect of the right lobe which is marked as T1 and T2 turned to be an 
echoic and bi-lobular structure with shadowing at its caudal aspect. The larger dorsal-cranial-
mass T1 had unremarkable [HbT] contrast for both with and without spatial prior reconstructions. 
However, StO2 marked a very strong response for mass T1 in reconstruction with the spatial prior 
which was not very well developed in the reconstruction without using spatial prior. The smaller 
ventral-caudal-mass T2 had strongly-marked StO2 contrast for both the cases and weakly 
increased [HbT]. The necropsy performed at the end of 63 days showed the presence of tumors 
T1, T2, T3 which matches our results of hypoxic region. 
   

 
Figure 10 Image dimension: 60 mm x 40 mm (cranial-caudal x dorsal-ventral). Images 
were acquired at base-line, day-49, day-56 and day-63 after the injection, for grey-scale 
US, [HbT] and StO2 (for reconstruction with and without using a spatial prior), at right-
mid-sagittal plane across the planed TVT injection site as well as a later developed tumor 
mass (marked by the dashed line across the axial US image in the lower panel for the 
right-lobe). The prostate after necropsy was performed is in the right corner. The dashed 
line at the dorsal edge of the US images indicates the actual location of the NIR sensors 
at approximately 3 mm ventral to the surface of the US transducer. C indicates cyst; T 
indicates tumor. 
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By day-56, T1 started regressing and reduced slightly in size on US with echoic reverberation 
artifact, the hyperoxic focus of it becoming larger, more intense and the [HbT] contrast of it 
remaining undetectable for reconstruction without spatial prior. For reconstruction using spatial 
prior, T1 showed hypoxic region comparatively less strong than that for day-49 which is in 
correspondence with regressed tumor. T2 was unremarkable on US except for the shadowing 
hypo-echoic region at the caudal aspect of the previously-indicated mass, the focus of it 
appearing as slightly hypoxic and having significantly increased [HbT] for reconstruction with 
spatial prior. Reconstruction without spatial prior showed highly hypoxic response with slightly 
increased [HbT]. 
 By day-63, T1 remained unchanged in size on US with reduced echoic reverberation 
artifact, and the caudal aspect of the T2-indicating region became heterogeneously hypo-echoic 
without shadowing. The extended region corresponding to T1 & T2 was mostly anoxic-like, and 
only weak hyper-[ HbT] contrast was observed in the indicated T2 mass.  
 
Left Lobe: By day-49 the cystic lesion remained similar in NIR appearances to that in base-
line. On Doppler US the blood flow was observed in areas ventral to the cystic lesion. On 
Doppler US the blood flow was observed in areas ventral to the cystic lesion. The cystic lesion 
showed strongly elevated [HbT] throughout the 63 days of this study for reconstruction using 
spatial prior in correspondence with the Doppler. However, no consistent feature in the 
proximity of the cystic lesion indicating lesion-wise blood flow was observed. By day-49, a 
response at the cystic lesion was highly hypoxic and the shape of the cystic lesion is somewhat 
visible and both were comparative in size to the ultrasonographically delineated lesion. However, 
for reconstruction without the spatial prior, cystic lesion showed elevated [HbT] similar to that 
with a spatial prior but, it was shown hyper-oxic in corresponding StO2 map. 
By day-56, it presented strong heterogeneously elevated [HbT] of which the gross profile 
resembled the hypoxic profile of the cystic lesion in base-line and day-49. Near that location the 
corresponding NIR image revealed a cluster of hyper-[ HbT] region, but the center of which 
seemed displaced slightly cranially with respect to that of US hypo-echoic mass. The region of 
strong heterogeneously elevated [HbT] was associated with weak heterogeneous hyper-oxia for 
reconstruction with spatial prior. For reconstruction without spatial prior, cystic lesion was 
shown highly hypoxic and slightly elevated [HbT]. 
 By day-63, the cystic lesion appeared as having weak lesion-wise hyper-[ HbT] and 
heterogeneous hyper-oxic interior for reconstruction without using spatial prior whereas, for 
reconstruction using spatial prior, cystic lesion sows hypoxic interior. The leaked TVT cells from 
right lobe started to grow in the left lobe in early weeks. In week 4, the tumor mass became big 
volume at caudal to prostate. By day-63, a hypo-echoic mass with shadowing and Doppler flow-
signal in its caudal aspect was noticed at the cranial-dorsal edge of the left lobe and was 
seemingly confined within the prostatic capsule which is marked by T4. At the indicated position 
of T4 mass, a hypoxic region of approximately 10 mm in longer axis was seen on StO2 image 
with weak hyper-[ HbT] contrast for reconstruction without spatial prior. The same T4 mass was 
shown highly hypoxic and weak [HbT] for reconstruction with spatial prior. Retrospectively on 
day-56, the T4 mass was shown smaller on US with shadowing, and at its dorsal aspect weak 
[HbT] and StO2 contrast were noticed. From all these observations, it can be said that the NIR 
images reconstructed and displayed at the mid-sagittal plane correlate with TRUS images. The 
hyper-contrast region of [HbT] is correlated with the hypo-echoic region in TRUS images 
indicating the tumor mass. The necropsy result post 63 days indicates the presence of tumor T4 
was recognized by NIR which did not show up in TRUS images. 
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Figure 11 Image dimension: 60 mm x 40 mm (cranial-caudal x dorsal-ventral). Images 
were acquired at base-line, day-49, day-56 and day-63 after the injection, for grey-scale 
US, [HbT] and StO2 (for reconstruction with and without using a spatial prior), at left-
mid-sagittal plane across the cyst (marked by the dotted line across the axial US image in 
the upper panel for the left-lobe) The prostate after necropsy was performed is in the right 
corner. The dashed line at the dorsal edge of the US images indicates the actual location 
of the NIR sensors at approximately 3 mm ventral to the surface of the US transducer. C 
indicates cyst; T indicates tumor. 

 

3. KEY RESEARCH ACCOMPLISHMENTS 

This project has the accomplished the following tasks related to the challenges and feasibilities 
of trans-rectal FDOT of ñnegative-contrastò zinc-fluorescence for prostate imaging:     
 

 Algorithms to enable trans-rectal FDOT reconstruction are developed, and synthetic 
FDOT study are performed to assess how sensitive the trans-rectal fluorescence 
measurement is to a ñnegative-contrastò fluorescence target in comparison to a positive-
contrast fluorescence target. 
 

 A novel geometric-sensitivity-difference method is introduced to improve target depth 
localization for trans-rectal fluorescence diffuse optical tomography 
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 A novel analytical approach has been developed to quantifying the diffuse photon 
propagation in an outward-imaging geometry that idealizes transrectal optical imaging. 
This analytical approach is also the first of its kind that applies to both outward-imaging 
and in-ward imaging through a cylindrically-shaped medium-applicator interface.  
 

 Numerical studies have demonstrated that DOT/FDOT measurements is less sensitive to 
a negative-contrast target than to a positive-contrast target, and detecting a target of 
negative-contrast in the trans-rectal prostate-imaging geometry is especially challenging.  

 
 Experimental woks are conducted to test the feasibility of TRUS-coupled FDOT of tissue 
phantoms containing target of positive or negative fluorescent contrast over the 
background. "Negative-contrast" target is found very challenging to reconstruct. 

 
 A routine is developed to use sparsely positioned axial TRUS images and one sagittal 
TRUS image to synthesize the 3D prostate profile, which when used as the spatial 
constraint information is shown to improve the interpretation of the reconstructed image 
with respect to the histological or gross necropsy findings.  

 

4. REPORTABLE OUTCOMES  

The research has lead to the following reportable outcomes. 
 

Journal publications 

 
[J1] Xu G, Piao D, Dehghani H, ñThe utility of direct-current as compared to frequency 

domain measurement in spectrally-constrained diffuse optical tomography toward cancer 
imaging,ò Technol Cancer Res Treat.; 10(5):403-16 (2011). 

 
[J2] Xu G, Piao D, ñFeasibility of rapid near-infrared diffuse optical tomography by 

sweptspectral-encoded sequential light delivery,ò Proc. SPIE 7896, 78961W (2011). 
 
[J3] Xu G, Piao D, Dehghani H, ñSpectral a priori to spatial a posteriori in continuous-wave 

image reconstruction in near-infrared optical tomography,ò Proc. SPIE 7892, 78920D 
(2011). 

 
[J4]      Piao D, Zhang A, Yao G, Xu G, Daluwatte C, Bunitng CF, Jiang Y, Pogue BW, ñWhen 

is spiral straight?ò, Optics & Photonics News, 22(12): 24, (2011). ñOptics in 2011ò 
special issue (peer-reviewed). 

 
[J5] Zhang A, Piao D, Bunting CF, ñPhoton diffusion in a homogeneous medium bounded 

externally or internally by an infinitely long circular cylindrical applicator. III. Synthetic-
stuy of continous-wave photon fluence rate along unique spiral-paths,ò Journal of the 

Optical Society of America, A, 29(4): 545-558 (2012). 
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[J6] Zhang A, Piao D, ñPhoton diffusion in a homogeneous medium bounded externally or 
internally by an infinitely long circular cylindrical applicator. IV. Frequency-domain 
analysis,ò Journal of the Optical Society of America, A, 29(7): 1445-1458 (2012). 

 
[J7] Piao D, Zhang A, Xu G, ñPhoton diffusion in a homogeneous medium bounded 

externally or internally by an infinitely long circular cylindrical applicator. V. Steady-
state Fluorescence,ò Journal of the Optical Society of America, A, 30(4): 791-805 
(2013). 

 
[J8] XU G, Piao D, ñA geometric-differential-sensitivity based algorithm improves object 

depth-localization for diffuse optical tomography in a circular-array outward-imaging 
geometry,ò Medical Physics, 40(1): 013101 (2013), 18 pages. 

 

Conference proceeding papers  

 
[C1] Xu G, Piao D, ñChallenges of and new configurations toward fluorescence diffuse optical 

tomography of zinc-specific biomarker for prostate cancer detectionò, poster presentation 
in 2nd Innovative Minds in Prostate Cancer Today (IMPaCT) Conference for research 
funded by the Department of Defense (DOD) Prostate Cancer Research Program (PCRP), 
Mar. 09-11, 2011, Orlando, FL. Paper PC094694-1920. 

 
[C2] Xu G, Piao D, ñNear-infrared diffuse optical tomography based on a wavelength-swept 

light sourceò Research Symposium 2011, Oklahoma State University. The presentation 
was selected to the First-place of oral presentations in Biomedical Science. 

 
[C3] Xu G, Piao D, ñA Geometric-differential-sensitivity based reconstruction algorithm 

improves target-depth localization for trans-lumenal outward-imaging diffuse optical 
tomography,ò Optical Society of America, Biomedical Topical Meetings (BIOMED), 
Paper BTu2A, Apr. 29-May 02, 2012, Miami, FL.    

 
[C4]  Piao D, ñTime-domain photon diffusions evaluated on concave and convex cylindrical 

medium-applicator interfaces show opposite trends of the time to reaching the peak-
fluence rate----An analytic model,ò Optical Society of America, Biomedical Topical 

Meetings (BIOMED), Paper BTu3A.67, Apr. 29-May 02, 2012, Miami, FL.   
  
[C5]  Zhang A, Piao D, ñEffects of heterogeneity to continuous-wave photon remission along 

unique straight-line equivalent spiral-paths on a long cylindrical medium-applicator 
interface,ò Optical Society of America, Biomedical Topical Meetings (BIOMED), Paper 
BTu3A.69, Apr. 29-May 02, 2012, Miami, FL.    

 
[C6] Tokala KT, Piao D, Xu G, ñImproving the object depth-localization in fluorescence 

diffuse optical tomography in an axial outward imaging geometry using a geometric-
sensitivity-difference method,ò Saratov Fall Meetings (SFMô 13), Saratov, Russia, Sep. 
25-28, 2013. [Internet invited lecture]. 
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[C7]  Palande D, Piao D, ñtrans-rectal near-infrared optical tomography reconstruction of a 
regressing experimental tumor in a canine prostate by using the prostate shape profile 
synthesized from sparse 2-dimensional trans-rectal ultrasound images,ò Saratov Fall 

Meetings (SFMô 13), Saratov, Russia, Sep. 25-28, 2013. [Internet report]. 
 
[C8]  Zhang A, Piao D "Normalized Born ratio of steady-state fluorescence in concave- and 

convex- shaped infinitely long cylindrical medium geometries,ò SPIE International 

Symposium on Biomedical Optics, Feb. 02-07, 2013, San Francisco, CA. Paper 8578-40. 
 
[C9] He J, Weersink RA, Veilleux I, Zhang A, Piao D, Trachtenberg J, Wilson BC, 

"Development of transrectal diffuse optical tomography combined with 3D-transrectal 
ultrasound Imaging to monitor the photocoagulation front during interstitial photothermal 
therapy of primary focal prostate,ò SPIE International Symposium on Biomedical 

Optics, Feb. 02-07, 2013, San Francisco, CA. Paper 8578-56. 
 
 

5. CONCLUSIONS 

 In conclusion, this project has completed the original scopes of the work and resulted in 
additional discoveries that have substantially advanced our understanding of the challenges 
pertinent to trans-rectal FDOT of negative-contrast fluorescence probe based on zinc-specific 
fluorophores. This project has also successfully trained two pre-doctoral fellows who are 
pursuing academic paths.   
 

REFERENCES 

1. V. Zaichick, T. Sviridova, and S. Zaichick, "Zinc concentration in human prostatic fluid: 
Normal, chronic prostatitis, adenoma and cancer," International Urology and Nephrology 
28, 687-694 (1996). 

2. J.S. Reynolds, T.L. Troy, R.H. Mayer, A.B. Thompson, D.J. Waters, K.K. Cornell, P.W. 
Snyder, and E.M. Sevick-Muraca, ñImaging of spontaneous canine mammary tumors 
using fluorescent contrast agents,ò Photochem. Photobiol. 66, 87-94 (1999). 

3. S. Achilefu, R. Dorshow, J. Bugaj, and R. Rajagopalan, ñNovel receptor-targeted 
fluorescent contrast agent for in vivo tumor imaging,ò Invest. Radiol. 35, 479-485 (2000). 

4. E. Kuwana and E.M. Sevick-Muraca, ñFluorescence lifetime spectroscopy for pH sensing 
in scattering media,ò Anal. Chem. 75, 4325-4329 (2003). 

5. A. Godavarty, M.J. Eppstein, C.Y. Zhang, S. Theru, A.B. Thompson, M. Gurfinkel, and 
E.M. Sevick-Muraca, ñFluorescence-enhanced optical imaging in large tissue volume 
using a gain-modulated ICCD camera,ò Phys. Med. Biol. 48, 1701-1720 (2003). 

6. V. Ntziachristos, J. Ripoll, L.V. Wang, and R. Weissleder, ñLooking and listening to 
light: the evolution of whole-body photonic imaging,ò Nat. Biotech. 23, 13-20 (2005). 

7. A. Corlu, R. Choe, T. Durduran, M.A. Rosen, M. Schweiger, M.D. Schnall, and A.G. 
Yodh, ñThree-dimansional in vivo fluorescence diffuse optical tomography of breast 
cancer in humans,ò Opt. Express 15, 6696-6716 (2007). 

8. J. Tian, J. J. Bai, X.-P. Yan, S.-L. Bao, Y.-H. Li, W. Liang, and X. Yang, ñMultimodality 
molecular imaging,ò IEEE Trans. Med. Biol. Mag. 27, 48-57 (2008). 



19 
 

9. A. Hagen, D. Grosenick, and R. Macdonald, ñLate-fluorescence mammography assesses 
tumor capillary permeability and differentiates malignant from benign lesions,ò Opt. 
Express 17, 17016-17033 (2009). 

10. S. van de Ven, A.J. Wiethoff, T. Nielsen, B. Brendel, M. van der Voort, R. Nachabe, M. 
van de Mark, M. van Beek, L. Nakker, L. Fels, S. Elias, P. Luijten, and W. Mali, ñA 
novel fluorescent imaging agent for diffuse optical tomography of the breast: first clinical 
experience in patients,ò Mol. Imaging Biol. 12, 343-348 (2010). 

11. F. Gao, J. Li, L.-M. Zhang, P. Poulet, H.-J. Zhao, and Y. Yamada, ñSimultaneous 
fluorescence yield and lifetime tomography from time-resolved transmittances of a small-
animal-stimulating phantom,ò Appl. Opt. 49, 3163-3172 (2010). 

12. A. Leproux, M. van der Voort, M.B. van der Mark, R. Harbers, S.M.W.Y. van de Ven, 
and T.G. Van Leeuwen, ñOptical mammography combined with fluorescence imaging: 
lesion detection using sactterplots,ò Biomed. Opt. Express 2, 1007-1020 (2011). 

13.  Xu G, Bunting CF, Dehghani H, Piao D, ñA hierarchical spatial prior approach for 
prostate image reconstruction in trans-rectal optical tomography,ò  International 
Symposium on Biomedical Optics, San Jose, CA, Jan. 24-29, 2009. Proceedings of SPIE, 
Vol. 7171, Paper #71710S 

14.  Jiang Z, Piao D*, Bartels KE, Holyoak GR, Ritchey JW, Ownby CL, Rock K, Slobodov 
G, ñTransrectal ultrasound-integrated spectral optical tomography of hypoxic progression 
of a regressing tumor in a canine prostate,ò Technology in Cancer Research and 
Treatment, 10(6): 519-531 (2011). 

 



Technology in Cancer Research and Treatment 

ISSN 1533-0346 

Volume 10, Number 5, October 2011 

©Adenine Press (2011)

403

The Utility of Direct-Current as Compared to 
Frequency Domain Measurements in Spectrally-
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This work investigates, by means of analytical and simulation studies, the performance of 
spectrally-constrained image reconstruction in Continuous-Wave or Direct-Current (DC) 
and Frequency Domain (FD) near-infrared optical tomography. A recent analytic approach 
for estimating the accuracy of target recovery and the level of background artifact for opti-
cal tomography at single wavelength, based on the analysis of parametric reconstruction 
uncertainty level (PRUL), is extended to spectrally-constrained optical tomography. The 
analytical model is implemented to rank three sets of wavelengths that had been used 
as spectral prior in an independent experimental study. Subsequent simulation appraises 
the recovery of oxygenated hemoglobin (HbO), deoxygenated hemoglobin (Hb), water 
(H2O), scattering amplitude (A), and scattering power (b) using DC-only, DC-excluded 
FD, and DC-included FD, based on the three sets of wavelengths as the spectral prior. 
The simulation results support the analytic ranking of the performance of the three sets 
of spectral priors, and generally agree with the performance outcome of DC-only versus  
that of DC-excluded FD and DC-included FD. Specifically, this study indicate that: 1) the rank 
of overall quality of chromophore recovery is Hb, H2O, and HbO from the highest to lowest; 
and in the scattering part the A is always better recovered than b. This outcome does sug-
gest that the DC-only information gives rise to unique solution to the image reconstruction 
routine under the given spectral prior. 2) DC-information is not-redundant in FD-reconstruc-
tion, as the artifact levels of DC-included FD reconstruction are always lower than those of 
DC-excluded FD. 3) The artifact level as represented by the noise-to-contrast-ratio is almost 
always the lowest in DC-only, leading to generally better resolution of multiple targets of 
identical contrasts over the background than in FD. However, the FD could outperform DC 
in the recovery of scattering properties including both A and b when the spectral prior is less 
optimal, implying the benefit of phase-information in scattering recovery in the context of 
spectrally-constrained optical tomography.

Key words: Optical tomography; Image reconstruction; Spectral prior ; Frequency-domain; 
Continuous-wave.

Introduction

Multi-spectral near infrared optical tomography aims to reconstruct patholog-
ically-relevant optical heterogeneities in biological tissue from information 
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obtained over a spectrum of light (1-5). The technique uti-
lizes measurements at multiple wavelengths (5) to decom-
pose the spectrally variant tissue optical properties such as 
absorption and reduced scattering coefficients into spectrally 
invariant chromophore concentrations and spectrally insensi-
tive scattering properties such as scattering power and scat-
tering amplitude (2). Although discussions remain over the 
uniqueness of optical tomography reconstruction by single 
wavelength Continuous-Wave (CW) or Direct-Current (DC) 
measurements (6-7), the unique solution to optical tomogra-
phy reconstruction based on spectrally-constrained DC mea-
surement has been demonstrated by Corlu et al. (2). Further 
studies based on DC measurements have been reported for 
imaging of breast (2-3, 8-9), prostate (10), brain function 
(11), small animal (12), etc., and the spectrally-constrained 
DC-based reconstruction is shown to be more robust than 
the spatially-constrained single-wavelength DC-based recon-
struction in recovering the optical heterogeneities (13). In 
recent studies (14-15), Wang et al. implemented broadband 
frequency domain (FD) measurements to multispectral opti-
cal tomography reconstruction. The studies concluded that 
increasing the bandwidth of FD measurements improves 
reconstruction results. In their subsequent studies, Wang  
et al. integrated the FD detection with DC (16-17) measure-
ments to further expand the effective spectral bandwidth 
for reconstruction.  The successful outcome of such FD/DC 
complemented approach, nonetheless, underlines a more fun-
damental inquiry, that is, under the same spectral-constraint, 
how DC based reconstruction performs with respect to FD 
based reconstruction. Intuitively, one might expect FD recon-
struction to outperform DC reconstruction in all aspects owing 
to the extra phase information. However, such consideration 
has neither been confirmed nor negated, for which direct 
comparison of DC and FD reconstructions under the same 
context of spectral-constraint is necessary. For non-spectrally- 
constrained optical tomography, or optical tomography at 
single-wavelength, our previous study (18) investigated three 
conditions of reconstruction: 1) DC-only; 2) DC-excluded 
FD, i.e. utilizing only the modulation amplitude (AC) and 
phase shift (PHS); and 3) DC-included FD, i.e. including 
DC, AC and PHS. It is revealed that the DC-only reconstruc-
tion, despite the less accurate estimation of the target optical 
properties, presents higher Contrast-to-Noise-Ratio (CNR) 
than the FD reconstruction does, thereby potentially better 
resolves the targets in certain noisy circumferences. It is also 
demonstrated that with spatial-prior, DC-only reconstruction 
is essentially equivalent to FD reconstructions, and without 
spatial-prior, DC-included FD reconstruction generally out-
performs DC-excluded FD reconstruction. Will spectrally-
constrained reconstruction have similar outcome?

The study in (18) introduced an analytic model to estimate 
the translation of uncertainties in the measurements to the 

uncertainties in the reconstructed images, namely parame-
ter-recovery-uncertainty-level (PRUL). This current study 
aims to evaluate the PRULs in spectrally-constrained opti-
cal tomography reconstruction. Specifically, we explore 
the PRULs of the concentrations of several important NIR 
chromophores, including oxygenated hemoglobin (HbO), 
deoxygenated hemoglobin (Hb), and water, and scatter-
ing parameters such as scattering amplitude and scattering 
power.  The PRUL analyses are for the measurements of 
DC-only, DC-excluded FD, and DC-included FD, as did 
with the study in (18), even though other configurations of 
DC/FD measurements could be employed (19). The PRUL 
analyses are, essentially, to quantify the gradients of the 
chromophore concentrations and scattering components 
with respect to DC or FD measurement components. This 
study seeks to derive the wavelength-specific gradients of 
the chromophore concentrations and scattering components 
with respect to the optical properties in DC or FD measure-
ments, which are then to be integrated with the gradients of 
the optical properties with respect to DC or FD measure-
ments previously analyzed in (18) to reach the complete 
expressions of PRULs in multi-spectral measurements. 

A practical issue arises in spectrally-constrained optical 
tomography is the selection of optimal set of wavelengths 
given the choices of doing so in the system integration. The 
optimization approaches demonstrated by Corlu et al. (2, 8) 
and Eames et al. (20) are similar as both methods compare 
the residue and condition numbers of numerically approxi-
mated sensitivity matrices derived for each set of the wave-
length combinations. This current work proposes a novel 
method of optimizing the wavelength selection for spectrally- 
constrained optical tomography reconstruction based on the 
PRUL analyses. As the gradients in PRULs are formatively 
equivalent to the sensitivity matrices, the new method is shown 
to optimize the wavelength selection as effectively as Corlu’s and 
Eames’ methods do, but at much lower computational load. 

The PRUL analyses under spectral-constraint as well as the 
newly proposed method for spectral-prior optimization are 
examined by synthetic studies in a 2-dimensional circular 
imaging geometry resembling an applicator enclosing the 
medium (3, 20). The synthetic studies are to recover targets 
each of which possesses only one independent contrast, and 
to resolve two closely positioned targets of identical stud-
ied properties.  Evaluation criteria include the recovered tar-
get properties and the noise-to-contrast-ratio (NCR). In this 
study, NCR is defined as, opposed to CNR, the absolute lev-
els of the background artifacts normalized by the target-to-
background contrast, therefore a lower NCR is preferred. 

It is well-known that multi-spectral optical tomography recon-
struction can be implemented in two ways. A conventional 
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“indirect” method first reconstructs wavelength-specific 
absorption and scattering distributions and then deduces the 
chromophore concentrations and scattering components (9). 
While a “direct” spectrally-constraint method integrates the 
spectral information into the sensitivity matrices to directly 
recover the chromophore concentrations and scattering 
parameters (2-4, 8, 13-14, 20-22). Note that the efficacies of 
both methods are ultimately bounded by the determination of 
the gradient of the spectrally variant optical properties with 
respect to the chromophore concentrations and scattering 
parameters. However, as the direct method has less unknown 
values than the indirect method does, the inverse problem in 
the direct method is better conditioned. Therefore it is well 
expected (2-4, 8, 13, 21) that the direct method outperforms 
the indirect method in terms of CNR and inter-parameter 
cross-talk, should the amount of the wavelengths be sufficient 
for recovering the unknown parameters. In light of this, the 
“direct” reconstruction method is adopted in the simulations 
of this study for multi-spectral optical tomography recon-
struction.

The rest of the paper is structured to the following sec-
tions for the comparison of DC, DC-excluded FD, and  
DC-included FD measurements under the same spectral-
constraint: analytical derivation of the PRULs, numeri-
cal implementation of the derived PRULs, ranking of the 
spectral-priors being implemented for the PRUL analyses, 
and finite-element-based simulation to validate the preced-
ing numerical evaluations. The simulation study will dem-
onstrate that: 1) the ranking of the wavelength sets given 
by the analytical approach is correct; 2) the rankings of the 
overall quality of chromophore recovery and the scattering 
property given by the analytical approach are correct; 3) DC-
information is not-redundant in FD-reconstruction; 4) for less 
desirable spectral prior, the phase in FD gives more robust 
recovery of the scattering properties.

Parameter Recovery Uncertainty Level (PRUL) in  
Multi-spectral Measurement

General Expression of the PRUL

For a field point at a distance d from the source in an infinite 
homogenous diffusive medium, we define UDC (d, l), UAC (d, l) 
and Φ(d, l) as the wavelength-specific DC, AC and phase mea-
surands. For two field points located d1 and d2 from the source, 
the differences in their DC, AC, and phase-shift denoted by 
d(l), a(l) and j(l), respectively, can be expressed as (18, 19):
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where r 5 |d12d2|, w is the angular modulation frequency, v 
is the speed of light in the medium, and 
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are the absorption, reduced scattering and diffusion coeffi-
cients of the medium, respectively. In equation [2],  ei(l) is 
the extinction coefficient of chromophore i at wavelength l 
(23),  A is the scattering amplitude and b is the scattering 
power (3, 8).

The standard deviations, denoted by sd, sa and sj, respec-
tively, of the differences of the measurands d, a and j, in 
fact represent the measurement uncertainties (18, 19). The 
translation of the measurement uncertainties into variations 
in the reconstructed spectrally-constrained optical properties 
may be modeled by  
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where x represents the set of chromophore concentrations, 
scattering amplitude and scattering power, M represents the 
set of d, a and j, and μ(l) represents the set of  absorption and 
reduced scattering coefficients. Note that the sm(l) has already 
been given in Tables II and IV of (18), so only ∂x/∂μ needs to 
be derived in this study. 
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The PRULs of Chromophore Concentration

By expressing equation [2-μa] in matrix form as following:

one has the gradient of chromophore concentration with 
respect to the absorption coefficients as: 
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Combining equation [5] with sma
 found in (18), the PRUL of 

the chromophore concentration becomes:
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The PRULs of Scattering Amplitude and Scattering Power

Take the logarithm of equation [2-μs′] as 

 log log ( ) logm ls A b′ 5 1 2  [7]

and convert equation [7] to the matrix form of:
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one has:
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The PRULs of scattering amplitude and scattering power are 
then expressed by:
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where (sms′(l)/ μs′(l)) was available in (18).
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Qualitative Evaluation of the PRULs Between Scattering 
Amplitude and Scattering Power

A qualitative evaluation of equations [11] and [12] can esti-
mate which one, between scattering amplitude and scattering 
power, is less prone to measurement uncertainties. Neglect-
ing the common factor sms′(l) / μs′ in equations [11] and [12] 
as well as the equal denominators in equations [9] and [10], 
only the elements in the 1 3 m  matrices in equations [9] 
and [10] are to be compared. Within the NIR spectral range 
between 0.6 mm and 1 mm, i.e., l ∈	[0.6,1] with the unit of 
μm, one has 21  log(li)  0  log2(li)  1 for the first 
term in each element and thus 

	 ∑log(li) , 0 , ∑log2(li) [13]

For the second terms of 2log(lm)∙∑log(li) and m∙log(lm), 
apparently m . 2∑log(li) . 0 and thus 

 m∙log(lm) , 2log(lm)∙∑log(li) , 0 [14]

Summing the inequalities [13] and [14] leads to

∑log(li) 1 m∙log(lm)  . ∑log2(li) 2 log(lm)∙∑log(li) [15]

which implies that the PRULs of the scattering power should 
exceed that of scattering amplitude, or the scattering power is 
more prone to noise than the scattering amplitude is. 

Numerical Evaluation of PRULs in Multi-spectral 
Measurement

Sets of Spectral-prior Used for PRUL Evaluation  

We implemented the 3 sets of wavelengths used in (8) as the 
spectral-prior for quantitative analyses of PRULs in multi-
spectral measurements. Each of the spectral-prior sets con-
tains 5 wavelengths as shown in Figure 1 and Table I. The set 

1 expands 186 nm from 740 nm to 926 nm. The set 2 expands 
240 nm from 650 nm to 890 nm. The set 3 expands 280 nm, 
the broadest among the three, from 650 nm to 930 nm. Note 
that the three wavelength sets are not chosen arbitrarily, in 
fact, under the caliber introduced in (8) one of them, the set 3,  
forms an optimal set, so they are considered suitable for 
demonstrating the prominent cases of spectral-prior. Note 
that the spectra in Figure 1 follow the chromophore absorp-
tion spectra used in (2, 8), which are based on the study of 
Prahl (23). 

Criteria of Wavelength Optimization in the Context  
of Minimizing PRULs 

Wavelength optimization for spectrally-constrained opti-
cal tomography would naturally reduce the uncertainties 
in the reconstruction. One approach to optimize the wave-
lengths is to have a greater set of denominators in equations 
[5], [9] and [10]. For the scattering aspect in equations [9] 
and [10], several random attempts show that the value of 

m i i
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m
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11
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2

 stays in a narrow range of [0.1, 1].  

However, for equation [5], the determinant of eTe varies in 
several orders depending upon the wavelengths, which is 
however not unexpected because the similarities between the 
row-vectors in matrix e could induce rank deficiency. Corlu 
et al. (2, 8) and Eames et al. (22) indicated such issue of 
rank deficiency and recommended to construct the sensitiv-
ity matrix with small residual numbers. From another per-
spective, however, one could associate the determinant of 
a matrix with the area bounded by the row-vectors of the 
matrix. This suggests that maximizing the determinant of 
the matrix eTe will likely decrease the similarities among the 
row-vectors in the matrix e and minimize its rank deficiency.  
The study in (22) also indicates that within the sensitivity 
matrix, less variation among the sub-matrices with respect 

Figure 1: Illustration of the wavelength sets, which 
were used in an independent experimental study (8), 
employed for this study. The set 1 expands 186 nm 
from 740 nm to 926 nm. The set 2 expands 240 nm 
from 650 nm to 890 nm. The set 3 expands 280 nm 
from 650 nm to 930 nm.  The spectra in Figure 1 follow  
the chromophore absorption spectraused in (2, 8), 
which are based on the same study by Prahl (23). 
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to each category of reconstruction parameters (such as chro-
mophore concentrations and scattering parameters) renders 
more favorable reconstruction. This study thereby includes 
the magnitude uniformity of ∂x/∂M in equation (3) as one of 
the criteria for wavelength optimization. 

Optimization methods in (2, 8, 20, 22) appraise the residue 
and condition numbers of sensitivity matrix that includes 
nsource-detector-pair 3 nmeasurement-wavelength 3 nnodes terms. The 
method introduced in this study examines equations [5], [11] 
and [12], and the total evaluation number is nsource-detector-pair 3  
nmeasurement-wavelength, which is nnodes times less in the computa-
tion load needed than the methods introduced in (2, 8, 20, 
22). Table I illustrates the outcome when applying our cri-
teria to the three sets of spectral-prior, after neglecting the 
common terms |∂μ(l)/∂M(l)|∙sM(l) in equation [3]. Since the 
optimization is in favor of large denominator of the determi-
nant and small variation among the gradient values, the set 3 
stands out as the best. The set 1 significantly outperforms the 
set 2 in absorption part, whereas the set 2 moderately outper-
forms the set 1 in scattering part. The overall ranking among 
the three sets of spectral-prior is thus (3, 1, 2), which agrees 
with the results in (8).

Quantitative Evaluations of Relative PRULs 

To quantitatively evaluate the PRULs in equations [6], [11] and 
[12], we assign the background chromophore concentrations 
and scattering parameters as (22): CHbO 5 CHb 5 0.01 mM, 
CH2O 5 40% and A 5 b 5 1. The preset properties of the 
anomaly are approximately two-folds of those assigned to the 
background, as: CHbO_anom 5 0.023 mM, CHb_anom 5 0.023 mM, 
CH2O_anom 5 80%, Aanom 5 2, and banom 5 2. The relative 
uncertainties of all measurement differences are assumed as 

1% (19), that is: 
s
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 as 1. With these necessary 

pre-conditioning, Table II shows the quantitative evaluations 
of PRULs in equations [6], [11] and [12], and normalizes the 

PRULs by the pre-set contrasts of the anomaly. Such normal-
ized values relate to the Noise-to-Contrast Ratios (NCR) in 
the reconstruction. In Table II, the absolute NCRs are further 
normalized by those of DC-only in each column, the absorp-
tion part is further normalized by NCRs of the hemoglobin 
in each row, and the scattering part is normalized by NCRs 
of the scattering amplitude in each row. Such normalizations 
more explicitly indicate the rankings of NCR among three 
measurement conditions for each reconstruction parameter. 

From the Row-wise Norm. in Table II, one would expect that 
DC reconstruction has the least NCRs and accordingly, the 
least relative uncertainties in the reconstruction. One would 
also expect that including DC measurements in FD at sev-
eral cases does not necessarily increase the reconstruction 
NCRs. Based on the Column-wise Norm. in Tables II, one 
would also expect that for the three sets of wavelengths,  
NCRC_Hb , NCRC_H2O , NCRC_HbO for the absorption aspect 
and NCRA , NCRb for the scattering aspect.

Simulation Studies 

Synthetic Model and Geometry

The synthetic study is based on NIRFAST package (24). 
The forward model computes photon diffusion at each wave-
length by:

 

2 1 1

52

m l
l

w
n l

w l w la r

D r

i

D r
U r U r

S

( , )

( , ) ( , )
( , , ) ( , , )

(



 

 






∇2





r

D r

, , )

( )

w l  [16]

where U( , , )


r w l  is the photon fluence of wavelength l at 
frequency w (for DC simply assigning w 5 0) for position 



r ,  
and S( , , )



r w l  is the source term. The Robin type boundary 
condition is assigned as:

 U r DAn U r( ) ( ), ,

 

0 2 0 0w w− ⋅∇ 5 0  [17]

where 


r0  denotes the boundary node; A is the coefficient 
accounting for the refractive index mismatch; and n̂0 is the 

Table I 
Wavelength sets to be examined and comparison of PRULs evaluation with the analytical solutions.

Sets Wavelengths/nm

Absorption Part Scattering Part

Determinant 
of denominator: (eTe)

Standard deviation of  
extinction coefficients dev(e)

Determinant of  
denominator

Standard deviation of 
∂x/∂M(l)

(2) 650,700,716,860,890 2.58e-7 388.0 0.37 0.67
(1) 740,788,866,902,926 8.18e-7 63.7 0.18 1.03
(3) 650,716,866,914,930 1.30e-5 63.8 0.53 0.45

ˆ
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outgoing normal vector. The sensitivity or Jacobian matrix is 
constructed according to the measurands (18) as:

 
where x represents the parameters to be reconstructed, includ-
ing chromophore concentrations and scattering amplitude 
and scattering power.

Figure 2 shows a circular geometry with the medium 
enclosed by a ring-applicator of 86 mm in diameter (3, 18, 
20, 22). 16 optodes are evenly distributed along the circum-
ference, and each optode functions sequentially as the source 
with the other 15 optodes being the detection channels. As a 
two-dimensional optode array is simulated and all the targets 
are assumed centering on the plane of the optode array, two-
dimensional finite-element-method (FEM) simulation is used 
in this study (25). The imaging geometry is discretized into 
3418 finite-elements with 1785 nodes. All the simulations 
used 30 3 30 pixel basis for reconstruction. The reconstruc-
tion routines stop as the change of the projection error falls 
below 2%.

The optical properties employed in the simulations are iden-
tical to those used for Tables II, and an anomaly could have 
one or multiple contrasts of the properties. Two sets of sim-
ulations are conducted. One set simulates five targets with 
independent contrasts, and the other set studies two closely 

positioned targets of identical properties. White noise at 1% 
is added to the forward data before applying the Levernberg-
Marquardt algorithm as the inverse solver.

Simulation Results

Reconstructing Targets with Independent Contrasts

The set targets are five 8 mm-radius contrast-regions 
located 25 mm away from the center of the geometry 
with 0.4p angular separation, as shown in the column 

set of Figure 3. Each of the five regions differs from the rest 

Table II 
Analytical evaluation of parameter reconstruction uncertainty levels normalized by target contrasts (NCRs).

Sets Measurement

HbO/mM Hb/mM H2O/% A b

Abs.

Column-
wise

Norm.

Row- 
wise

Norm. Abs.

Column-
wise

Norm.

Row- 
wise

Norm. Abs.

Column- 
wise

Norm.

Row-
wise

Norm. Abs.

Column- 
wise

Norm.

Row-
wise

Norm. Abs.

Column- 
wise

Norm.

Row-
wise

Norm.

(1)

DC 0.044 1 2.0 0.022 1 1 0.030 1 1.4 0.010 1 1 0.053 1 5.2
AC 1 PHS 0.062 1.41 2.0 0.031 1.41 1 0.042 1.41 1.4 0.015 1.41 1 0.075 1.41 5.2
DC 1 AC 1 PHS 0.107 2.45 2.0 0.054 2.45 1 0.072 2.45 1.4 0.015 1.41 1 0.075 1.41 5.2

(2)
DC 0.127 1 9.4 0.014 1 1 0.126 1 9.3 0.011 1 1 0.037 1 3.3
AC 1 PHS 0.180 1.41 9.4 0.019 1.41 1 0.179 1.41 9.3 0.016 1.41 1 0.052 1.41 3.3
DC 1 AC 1 PHS 0.311 2.45 9.4 0.033 2.45 1 0.310 2.45 9.3 0.016 1.41 1 0.052 1.41 3.3

(3)
DC 0.054 1 5.4 0.010 1 1 0.032 1 3.2 0.008 1 1 0.031 1 3.9
AC 1 PHS 0.076 1.41 5.4 0.014 1.41 1 0.046 1.41 3.2 0.011 1.41 1 0.044 1.41 3.9
DC 1 AC 1 PHS 0.132 2.45 5.4 0.025 2.45 1 0.080 2.45 3.2 0.011 1.41 1 0.044 1.41 3.9

[18]J
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Figure 2: Simulation geometry. The FEM mesh has a radius of 43 mm and 
includes 1785 nodes and 3418 elements.



410 Xu et al.

Technology in Cancer Research & Treatment, Volume 10, Number 5, October 2011

in its contrast. Figure 3 shows the reconstruction results for 
the three sets of spectral-prior, and Table III demonstrates the 
maximum values of each variable within the target regions 
and the percentage error of the contrast. In terms of the overall 
accuracy quantified in the Table III and the artifact visualized 
in the Figure 3, the set 3 shown in Figure 3(C) outperforms the 
other two. Next to the set 3 is the set 1 shown in Figure 3(A),  
wherein the DC reconstruction underestimates HbO and Hb 
yet overestimates A and b due to cross-coupling. The set 2 
shown in Figure 3(B) is the least accurate, specifically in FD 
reconstruction, as it has the highest level of cross-coupling 
between the HbO and H2O concentrations. 

Table IV lists the NCRs of the reconstruction results in  
Figure 3, that is, the standard deviations (sx) of the recon-
structed background values normalized by the maximum tar-
get contrasts. The sx values are calculated by excluding the 

areas co-centric to the targets but with the radii twice as those 
of the target regions. Similar to those in Table II, the NCRs 
in Table IV are normalized by those of DC-only in each col-
umn. Similarly in each row of Table IV, the absorption part 
is normalized by NCRs of the Hb and the scattering part is 
normalized by NCRs of the A. The row-wisely normalized 
NCRs in Table IV unanimously show NCRC_Hb , NCRC_H2O  
, NCRC_HbO for the absorption part and NCRA , NCRb for  
the scattering part, which agree with those predicted in Table II.  
For column-wisely normalized NCRs, in the sets 1 and 3, 
both Table II and IV indicate that the ratio of AC 1 PHS 
over DC stays within the range of [1, 2]. The artifact levels 
of DC 1 AC 1 PHS reconstruction are shown always lower 
than those of AC 1 PHS and sometimes lower than those of 
DC. Similar observations were reported in (18), and collec-
tively they conclude that DC component is indeed not-redun-
dant in FD measurements, therefore neglecting DC would 

Figure 3: Synthetic study on five targets with independent contrasts in image geometry shown in Figure 2. (A)(B)(C) are the results for the wavelength sets 
(1)(2)(3) in Table I, respectively. (A) Second best: slight cross-coupling between HbO/A and between Hb/b recovery in column DC. (B) Worst: Severe cross-
coupling between HbO and H2O. (C) Best: minimal cross-coupling and target underestimation. Note: target overestimation is not visible because of uniform 
color bars. Look for absolute values in Table III.

Table III 

Target accuracy in Figure 3.

Data

HbO/mM Hb/mM H2O/% A b

Abs. Err./% Abs. Err./% Abs. Err./% Abs. Err./% Abs. Err./%

Set Values 2.3e-2 2.3e-2 0.80 2.0 2.0

(1)
DC 1.7e-2 246 1.6e-2 255 0.82 5 2.2 21 1.9 29

AC 1 PHS 2.0e-2 223 2.3e-2 22 0.81 2 2.4 39 2.3 30
DC 1 AC 1 PHS 2.0e-2 224 2.2e-2 26 0.80 0.4 2.3 34 2.2 23

(2)
DC 2.0e-2 221 2.4e-2 4 0.72 221 2.4 40 2.1 7
AC 1 PHS 1.6e-2 256 2.6e-2 24 0.67 233 2.3 26 2.1 6
DC 1 AC 1 PHS 1.7e-2 248 2.7e-2 27 0.69 227 2.2 23 2.1 10

(3)

DC 2.0e-2 225 2.3e-2 1 0.83 8 2.3 33 1.9 211
AC 1 PHS 1.8e-2 242 2.5e-2 16 0.78 26 2.4 45 2.2 19
DC 1 AC 1 PHS 1.8e-2 239 2.5e-2 18 0.77 28 2.4 39 2.2 17
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Figures 4 and 5 show that even though the absolute prop-
erties of the target are the least accurate in DC reconstruc-
tion, the two targets are seemed better resolved in DC than in 
FD. Table V lists the ratios of target-to-valley contrast over 
target-to-background contrast (both contrasts are illustrated 
in the upper-left subfigure of Figure 5). Larger ratios indicate 
better identification of the targets. It is shown that, except for 
the cases of possessing the contrast of “A”, the targets are 
always resolved more clearly in DC than in FD. 

Comparison of μa(l) and μs′(l)

Since the sensitivity matrices of multi-spectral NIR tomog-
raphy are derived from that of single-wavelength optical 
tomography, the reconstruction results of μa(l) and μs′(l) 
could also be insightful to the evaluation of the reconstruc-
tion performance. In this section, the analytical model of 

degrade the accuracy of FD reconstruction. In the set 2,  
the NCRs are slightly lower in FD than in DC-only. This 
implies that FD measurement is more robust in case of less 
desirable spectral-prior. 

Resolving Two Closely Positioned Identical Targets

In Figure 4, two identical targets of 8-mm in radius are 
embedded 25 mm from the center and the angular separation 
between the targets is p/4. Each target has all five contrast 
properties as previously defined. Figure 4 indicates that DC 
seems to be comparable to FD in the estimation of Hb, A, 
and b, but underestimates the concentration of Hb and H2O as 
comparing to FD. To explicitly compare how well the targets 
are resolved, the parameter contours along the concentric cir-
cle of the imaging geometry and across the targets (marked 
with gold dotted loops in Figure 4) are plotted in Figure 5. 

Figure 4: Synthetic study on two targets with all five parameter contrasts in image geometry shown in Figure 2. (A)(B)(C) are the results for the wavelength 
sets (1)(2)(3) in Table I, respectively. Cross-coupling are severe in all reconstructed parameters. (A) Second best: targets are inseparable in H2O distribution 
recovery by FD reconstructions. (B) Worst: targets are inseparable in Hb and b distribution recovery by FD reconstructions. (C) Best: targets are separated in 
all cases.

Table IV 

Absolute and normalized NCRs of the images in Figure 3.

Sets Measurement

HbO/mM Hb/mM H2O/% A b

Abs.
Column- 

wise
Norm.

Row-
wise

Norm.
Abs.

Column-
wise

Norm.

Row-
wise

Norm.
Abs.

Column-
wise

Norm.

Row-
wise

Norm.
Abs.

Column-
wise

Norm.

Row-
wise

Norm.
Abs.

Column-
wise

Norm.

Row-
wise

Norm.

(1)
DC 0.066 1 1.3 0.052 1 1 0.039 1 0.7 0.022 1 1 0.051 1 2.3
AC 1 PHS 0.072 1.6 2.1 0.035 1.4 1 0.066 1.7 1.9 0.038 2.0 1 0.057 1.6 1.5
DC 1 AC 1 PHS 0.058 1.2 1.8 0.033 1.3 1 0.049 1.2 1.5 0.032 1.6 1 0.047 1.3 1.4

(2)
DC 0.048 1 1.4 0.033 1 1 0.063 1 1.9 0.028 1 1 0.043 1 1.5
AC 1 PHS 0.054 0.6 2.2 0.025 0.9 1 0.049 0.7 2.0 0.025 0.8 1 0.037 0.9 1.5
DC 1 AC 1 PHS 0.049 0.7 2.1 0.023 0.9 1 0.047 0.7 2.0 0.027 0.8 1 0.036 0.9 1.3

(3)
DC 0.049 1 1.9 0.026 1 1 0.040 1 1.5 0.026 1 1 0.038 1 1.5
AC 1 PHS 0.072 1.1 1.6 0.044 2.0 1 0.047 1.0 1.1 0.024 1.0 1 0.050 1.8 2.1
DC 1 AC 1 PHS 0.052 0.9 1.6 0.033 1.5 1 0.037 0.8 1.1 0.020 0.8 1 0.040 1.4 2.0
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therefore, the PRULs of the recovered parameters need to be 
reversely projected to sma(l) and sms′(l), by:
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Analytical and simulated values of sμa(l) and sμs′(l) are 
plotted verses the wavelengths in Figure 6 (A) and (B) 
respectively. The curve shapes agree between the ana-
lytical predictions and reconstruction results, yet the 
relative magnitudes of the curves differ slightly. In the ana-
lytical prediction, the uncertainties always follow the rela-
tionship of sDC , sAC1PHS  sDC1AC1PHS for both μa(l)  
and μs′(l). In simulation study, one has sma(l)_DC ,  
sma(l)_DC1AC1PHSsma(l)_AC1PHS. However, for sms′(l) in Figure  
6 (B), DC reconstruction is not always advantageous than FD. 
Such outcome is in no doubt related to the phase informa-
tion residing in FD as that gives an additional dimension to 
unveil the separate contributions of μa(l) and μs′(l) to the pho-
ton fluence. When phase information is employed, however, 
sms′(l)_DC1AC1PHS , s ms′(l)_AC1PHS stands for all cases, indicat-
ing that DC information is not redundant in FD. 

sma(l) and sms′(l) will be compared to sma(l) and sms′(l) derived 
from synthetic studies. However, there is difference between 
the PRUL calculations of sma(l) and sms′(l) in analytical model 
and in simulation. For analytical model, the calculations of 
sma(l) and sms′(l) involve evaluating μa(l) and μs′(l) in equa-
tion [2] with the preset simulation parameters and substi-
tuting μa(l) and μs′(l) values into Table II and IV in (18). 
Whereas for simulation, μa(l) and μs′(l) values are not recov-
ered explicitly in the reconstruction under spectral-prior,  

Figure 5: Parameter contour plots along the gold dash lines in Figure 4. The upper left subfigure denotes the target-to-valley contrast and target-to-back-
ground contrast. DC reconstruction shows relatively deeper contrast valleys between the targets for most cases.

Table V 

Comparison of target separation in Figure 5.

Data HbO Hb H2O A b

(1)

DC 0.76 0.56 0.98 0.81 0.68

AC 1 PHS 0.15 0.18 0.47 0.93 0.27

DC 1 AC 1 PHS 0.36 0.15 0.35 0.87 0.30

(2)

DC 0.54 1.07 0.57 0.80 1.01

AC 1 PHS 0.25 0.65 0.31 1.01 0.80

DC 1 AC 1 PHS 0.20 0.67 0.21 0.97 0.85

(3)

DC 0.42 1.06 1.01 0.81 0.93

AC 1 PHS 0.19 0.61 0.46 0.99 0.67

DC 1 AC 1 PHS 0.18 0.66 0.52 0.99 0.70

Note: Data are calculated as the ratio of the target-to-valley contrast over 
target-to-background contrast (target-to-valley contrast over and target-to-
background contrast are illustrated respectively, in Figure 5 subfigure Set 1, 
Column HbO).
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Figure 6: Comparison between the artifact levels in absorption and scattering coefficients at each wavelength. Curve shapes of analytical model and syn-
thetic studies agree in all cases. (A) Absorption coefficients comparison. DC reconstructions show least background artifact levels. DC 1 AC 1 PHS at most 
cases outperforms AC 1 PHS. (B) Scattering coefficients comparison. DC reconstructions does not necessarily show least background artifact levels. 
DC 1 AC 1 PHS at most cases outperforms AC 1 PHS.
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The PRUL analyses introduced in (18) actually implicated 
the uniqueness of the solutions of DC only reconstruction 
in multi-spectral NIR tomography. Previous studies (28-29) 
suggested that in a homogenous medium, the product of μa(l) 
and D(l) can be considered as a constant function of the sur-
face diffuse reflectance of the medium as:

        ma D K R⋅[ ] ( )∞5  [25]

Taking equation [25] into consideration, μa(l), D(l) and 
μs′(l) can be independently expressed as (18):
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If the DC optical tomography measurement lacks K(R∞), 
equation [26] may become under-determined and thereby 
inter-parameter cross-coupling may exist. Under spectral-

prior, however, the K R( ( ))∞ l  term could be eliminated 

and subsequently the cross-coupling be reduced. By combin-
ing equations [26.1] and [26.3] and substituting into equa-
tions [2-μa] and [2-μs′], the DC measurement becomes the 
function of only the absorption chromophore concentrations 
and scattering parameters as:
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Therefore one can decouple the unknown values once mea-
surements at sufficient number of wavelengths are available. 
This agrees with the observation in this and several previous 
studies that DC reconstruction with spectral-prior successfully 
resolves the target, as evidenced in Figures 3. Interestingly, as 
is shown in Figures 4, even in the FD reconstruction the intrin-
sic cross-coupling problem becomes significant when multi-
ple contrasts are assigned to the same location (21). As fewer 
measurement components in DC reconstruction facilitate less 
system noise in the inverse problem, the level of background 
artifacts could actually be lower in DC reconstruction.

Discussions

The analytical model is derived under the condition of infinite 
medium, in which the measurements defined in equation [1]  
are linear with respect to r. However, the circular imaging 
geometry possesses a boundary and can be approximated at 
best as a semi-infinite medium. The solution of photon diffu-
sion in a semi-infinite geometry generally utilizes an image 
source with respect of an extrapolated boundary (26). Boas 
derived an approximation solution to photon diffusion in the 
semi-infinite geometry in (27) under the condition that the 
source-detector distance is much larger than the diffusion 
path length. The equation is rewritten following the notations 
of this study:

   U r
vS r e

Dd
ik z z zb b tr( , )

( , )
( )





w w
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5 2 1
′ ikd

4
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where w is the angular modulation frequency, U ( , )


r w  is the 
photon fluence detected at position 



r , S r( , )
′ w  is the light 

source at 


r ′, d r r5 2
 ′ is source-detector distance, zb is the 

distance of the extrapolated boundary to the physical bound-
ary, ztr 5 (μs′)21 is the diffusion path length, and k is the wave 
number of the photon fluence:

          kCW 5 ikDC [22-CW]

         kFD 5 ikAC2kPHS [22-FD]

where kDC  kAC and kPHS are defined in equation [1]. Note that the 

factor 2 14 2ik z z zb b tr( )   in [21] is constant, therefore one has 

the following linear relationship between log ,d U r2 ⋅ ( ) 
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and d:
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Following equation [1] we define the difference between 
ln(d2∙U(d)) measured at d1 and d2 away from the source as:
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and the expressions of d, a and f are consistent with those in 
equation [1] and [24]. Therefore, the outcomes derived under 
infinite medium conditions are applicable to geometries with 
semi-infinite boundaries.
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than by FD reconstruction, except for the targets possessing 
the contrast of “A”. Such salient features owe to the least 
level of artifacts in DC-only reconstruction associated with 
an optimal spectral prior, similar to what was demonstrated 
with single-band reconstruction (18).  In the case of a less 
desirable spectral-prior, however, the FD could outperform 
DC in the recovery of scattering properties including both A 
and b, implying that the addition of phase-information helps 
the less desirable spectral prior resolve the scattering proper-
ties more robustly.

Conclusions

A PRUL analysis model has been applied to multispectral 
optical tomography and used to evaluate the outcome of three 
sets of wavelength for spectrally-constrained optical tomog-
raphy reconstruction.  Simulations in an external-imaging 
geometry are conducted to appraise the predictions given 
by the introduced analytical methods.  Both numerical and 
simulation analyses demonstrate that the rank of overall qual-
ity of chromophore recovery is Hb, H2O, and HbO from the 
highest to lowest; and in the scattering part the A is always 
better recovered than b. The DC-only information gives rise 
to unique solution to the image reconstruction routine under 
the given spectral prior. It is further shown that, DC-informa-
tion is beneficial to FD-reconstruction, as the artifact levels 
of DC 1 AC 1 PHS, or DC-included FD, reconstruction are 
always lower than those of AC 1 PHS, or DC-excluded FD. 
The artifacts level as represented by the noise-to-contrast-
ratio is almost always the least in DC-only, leading to gener-
ally better resolution of multiple targets of identical contrasts 
over the background than in FD. However, FD could outper-
form DC in the recovery of scattering properties including 
both A and b when the spectral prior is less optimal, implying 
the benefit of phase-information in scattering recovery in the 
context of spectrally-constrained optical tomography.   
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ABSTRACT 
We investigate the feasibility of rapid near infrared diffuse optical tomography by spectrally-encoded sequential light 
delivery using wavelength-swept source. The wavelength-swept light beam is dispersed by a spectrometer to form 
"swept-spectral-encoded" light beam which scans linearly across the exit window of the spectrometer and delivers 
sequential illumination to linearly bundled source fibers. A data acquisition rate of 0.5  frame/second is reached from a 
4mW 830nm swept-source and a 20mm-diameter transverse-imaging intra-lumenal applicator with 7 source and 8 
detector channels placed in a liquid phantom. Higher rate of data acquisition is achievable with more powerful 
wavelength-swept source or in a smaller imaging regime. This new configuration is intended for being implemented in 
rapid fluorescence diffuse optical tomography by enabling sequential source-channel-encoded excitations of 
fluorophores.  

Keywords: biomedical optics, tomography, medical imaging 

1. INTRODUCTION 
Near-infrared optical tomography has demonstrated high functional contrast in imaging applications for cancer detection 
[1-3] and assessing disorders of extremity [4-5], functional status of brain [6] and hemodynamics of small animals [7-8]. 
Compared to other imaging modalities such as X-ray computed tomography and ultrasound imaging, NIR optical 
tomography usually is implemented at relatively slower rate of data acquisition due to the need of source-encoding in 
differentiating the origin of light diffused through scattering-dominant biological tissue. 

Several methods have been used for source-decoding in NIR optical tomography. One of the method being implemented 
widely is by mechanically switching the light illumination among the source channels [1-2, 5], which ensures the sole-
source illumination necessary to maximizing the signal dynamic range, but it could have potential issues such as 
reliability and repeatability if high-speed is desired. Frequency-multiplexing can in principle render real-time data 
acquisition, but the cross-channel suppression of weak signal by stronger signal is difficult to overcome. Recent studies 
have implemented digitally-controlled source-channeling coupled with frequency-multiplexing [9] to reach higher speed 
in DOT data acquisition.  

One configuration of source-encoding in DOT leading to the first video-rate DOT imaging acquisition has been based 
upon the principle of spectral-encoding of the source channels. The spectral-encoded DOT has been demonstrated by 
discrete-spectral-encoding using multiple laser diodes (LD) with individual temperature and current control for each LD 
[10], and spread-spectral-encoding using a broad-band light source [11]. The configuration using multiple LDs 
demonstrates higher acquisition rate (approximately 30Hz), but the inter-channel frequency-hopping and uncorrelated 
channel-wise intensity fluctuation limit the accuracy of the system in resolving smaller dynamic changes of tissue optical 
properties. The configuration using a broad-band light-source for spread-spectral-encoding overcomes the issues of 
cross-channel frequency-hopping and intensity fluctuation because of the use of different spectral components from the 
same source, which resulted in much higher sensitivity to dynamic changes of tissue optical properties. One drawback of 
spread-spectral-encoding using single broadband light source is the potential overlapping of the spectrum of each source-
channel with the neighboring source-channel when using imperfect optics [11], which may require deconvolution to 
remove the effect of spectral and intensity cross-talk.  

Wavelength-swept light source is widely utilized in spectral-domain optical coherent tomography [12],  and is recently 
implemented for spectrally-encoded detection of surface profile of a subject [13]. This work demonstrates the use of 
wavelength-swept light source in DOT applications by a configuration of swept-spectral-encoded sequential light 
delivery. Some advantages of this approach over previously demonstrated source-sequencing techniques are 

Optical Tomography and Spectroscopy of Tissue IX, 
Edited by Bruce J. Tromberg, Arjun G. Yodh, Mamoru Tamura, Eva M. Sevick-Muraca, Robert R. Alfano, 
Proc. of SPIE Vol. 7896, 78961W · © 2011 SPIE · CCC code: 1605-7422/11/$18 · doi: 10.1117/12.874349

Proc. of SPIE Vol. 7896  78961W-1

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/13/2013 Terms of Use: http://spiedl.org/terms



 

 

demonstrated, by phantom experiments, as: 1) the spectrally and temporally encoded source channeling facilitates rapid 
non-mechanical switching; 2) sole-source illumination eliminatess the cross-coupling problem seen in spectral-encoding 
based on a broadband light source. Temporally independent source illumination can also couple with CCD gain control 
to allow adaptive CCD exposure to the range of signals specific to one source-channel.   

This paper also applied a recently developed analytic model of endoscopic imaging geometry to the reconstruction 
process. It is well-known that most of the system calibration in DOT image reconstruction involves fitting the 
numerically solved light propagation to the experimental measurements. Most of contemporary studies seem to utilize 
the analytical model for planar semi-infinite photon diffusion [14] during the first step of data calibration. Such approach 
demonstrates its robustness in many frequency domain systems, in which the gradients of the measurement components 
are considered in the analytical fitting process. However, as to the continuous wave systems, since multiple optical 
properties cannot be strictly decoupled by merely utilizing the attenuation of light signal intensity, the accurate fitting to 
the absolute intensity is also required. Therefore, more accurate analytical model specified for the applicator geometry of 
each imaging system are desired, which, for the particular case of this study targeted for endo-rectal imaging using a 
circular cylindrical applicator a new model is derived and validated by Zhang et al[15]. This geometry-specific analytic 
model is expected to provide more accurate estimation of the optical properties of homogeneous medium during the 
initial step of data calibration as it improves the data-model match. 

This paper discusses the structure of the system and presents experimental results based on phantom for assessment of 
system performance as well as demonstrating the use of geometry-specific analytic model for data calibration.   

2. METHODS AND MATERIALS 
2.1 Principles of swept-spectral-encoding 

The principle of swept-spectral-encoding is illustrated in Fig. 1(a). As is shown, the source light with swepting 
wavelengths is dispersed by spectrometer #1 and sequentially coupled to the fiber channels linearly arranged at the 
output plane of spectrometer #1. Therefore, the sweeping source light appears similar to a broadband light, and a 
spectral-encoding of the source illumination similar to the one reported in [11] is achieved. At the detection end, 
spectrometer #2 decodes the light signals for CCD acquisition, as is shown in Fig.1 (b) (with 1200 groove/mm grating) 
and Fig.1(c) (with 600 groove/mm grating).  

The detection signals corresponding to each source channel are acquired independently in time, per se, by spectral as 
well as temporal encoding represented by equ(1): 

Loop(t=1:m): {D(t) n×1= (Wm×n)T ×T(t)m×m × Specm×m ×S m×1}                                   (1) 
where t is the time-slot of wavelength-sweeping controlled by PC; D(t)  is the detector signal at time t, W is the weight 
matrix or sensitivity matrix of the imaging geometry; T(t) is the diagonal matrix representing the time-encoding, 
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 is the spectral encoding matrix. 

The synchronization mechanism between the swept source and CCD is shown in Fig.1(a). Controlled by the PC, the 
source -sweeping stops when the maximum source power is coupled to designated source channel, followed by the CCD 
exposure. Therefore, for one imaging cycle, image acquisition number equals to the number of source channels 
(illustrated in Fig.1(d)). Such design facilities the temporal separation of the light spots at the detection end despite the 
spatial overlapping.  

2.2 System configuration 

A Superlum wavelength-swept light source is used. It has 4mW output power and scans in the range of 838nm to 858nm 
at an increment of 0.05nm. The wavelength stability is ±2.5pm per five hours. The source light is pigtailed by a single-
mode fiber and collimated by an aspherical lens of 4.51mm focal length. The collimated source light is coupled to a 
spectrometer #1 (SpectroPro 500i, Princeton Instrument). The 1200 groove per mm grating and 500mm path length of 
the spectrometer expands the 20nm spectral range of the source light to approximately 15mm span at the output plane of 
the spectrometer, where linearly arranged 1mm-diameter fibers deliver the sequentially coupled light to the imaging 
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applicator. At the detection end, a CCD camera (ACTON PIXIS 512) with 12.3mm×12.3mm imaging area and a 300mm 
focal-length spectrometer #2 (SpectroPro 2300i, Princeton Instrument) is integrated for signal acquisition. The source-
sweeping and CCD data acquisition are synchronized by a data acquisition card (National Instrument) using LabView 
(National Instrument). Limited by the source power, a minimum exposure time of 170ms is required and an extra 150ms 
CCD readout time is necessary before sweeping the source light to the next source channel. Therefore for each channel  
approximately 320ms is required, which is equivalent to 0.5 frames per second. This frame rate can be improved with 
stronger source.  

The experiment validation utilizes a two dimensional circular endoscopic imaging geometry previously studied by our 
group[16]. As is shown in Fig. 2, the 8 source channels and 8 detector channels are evenly interspersed around the 
perimeter of the 20mm-diameter probe. However, one source channel (marked in Fig.2(c)) is discarded because of its 
significantly low coupling efficiency due to fabrication defect. The actual experimental system is shown in Fig.3. 

 

                           
Fig. 1 Principle of swept-spectral-encoding 

(a) System schematics (b) Spectral encoding mode 1200 grooves / mm  
(c) Spectral encoding mode 600 grooves / mm (d) Spectral and temporal encoding mode 

 

 
Fig.2 A circular endoscopic imaging geometry 

 

 
Fig.3 Experiment system constructed 
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2.3 Examples of signals 

With the exposure time and source power described above, the signal intensity detected by the 16-bit CCD camera is in 
the range of maximum 60000 to minimum 1000. The background count of CCD is approximately 700. One set of images 
are captured by submerging the probe into 1% intralipid solution. Figure 4(a) shows the images acquired after 
subtracting dark background. By averaging through the region of interest in the center part of the light spots as seen in 
Fig.4(b), the extracted data points are used for calibration and reconstruction (Fig.4(c)). 

 
(a) Data spots captured by CCD camera 

                                       
  (b) Cropped data spots and center average             (c) Extracted measurement intensities 

Fig. 4 Raw data processing 
 

2.4 Calibration methods 

In this study, the calibration algorithm searches for the offset values between the experimental data, analytical and 
numerical model in log scale. A bulk 1% intralipid solution with μa= 0.0023 mm-1 and μs’=1mm-1 is used in the 
calibration process. The calibration involves 2 stages: 1) estimation of the optical properties of homogeneous medium 
with analytical model and; 2) offset between the experimental data and the numerical model.  

For the analytical fitting process, many studies use the linear model for semi-infinite homogenous turbid media [14]. 
However, such model does not accurately represent the light transportation pattern in cylindrical geometry, as is shown 
in Fig.7(a). Zhang et al [15] have proposed and validated an analytical model for such cylindrical geometry: 
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(2) 

Where S is the source intensity; D=1/(3(μa+μs’)) is diffusion coefficient; R0 is the probe radius; Ra=1/ μs’,is the scattering 
distance of the imaged medium; εm is 2 for m≠0 and 1 for m=0; Im and Km are the modified Bessel function of the first 
and second kind; keff is the attenuation coefficient; φ and φ’ are the angular coordinate of detector and source, 
respectively. For the evaluation of the model, since the equation consists of infinite series, approximation is applied by 
cutting off the series at the 60th terms. Such approximation is computationally efficient but introduces discontinuity in 
the function evaluation, which the commonly used gradient based fitting algorithms does not allow.  A heuristic random 
optimization approach [17] is thus integrated into the analytical calibration process. Since 1) the absolute values are 
fitted; 2) the duration of the analytical model evaluation increases proportionally to the number of sampling points; and 3) 
calibration process bases on homogeneous medium, the analytical model is evaluated only at the source-detector 
separations found in the experimental geometry as shown in Fig. 2. Therefore, only 4 data points are evaluated in each 
round fitting iteration.  
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It can be observed that S value is independent of the integral in Equ (2), and in log scale, it is an amplitude bias of the 
analytical model, which is found to bring in large projection error in the fitting process and might destabilize the 
searching for other parameters. To suppress such instability, the algorithm first minimizes the log(S) value and starts the 
overall parametric search, then the result (Fig.5(a) red curve) of which is assigned to the FEM model as the initial guess 
of the second calibration stage. It can be clearly observed from Fig 7(a) that the algorithm recognized the larger light 
intensity attenuation in a nonlinear pattern by correcting the μa initial guess of 0.005mm-1 to 0.0029 mm-1. 

The numerical fitting stage integrates finite element method on the ring geometry shown in Fig.2(c), which is disretized 
to a finite element mesh with 872 nodes and 1620 elements uniformly distributed in the imaging domain. The numerical 
calibration also starts from searching for the optimum amplitude bias, which is subsequently optimized along with the 
optical properties of numerical model. And the final model fitting converged to the optical properties of μa=0.0023mm-1 
and μs’=0.8982, of which the μs’ part could be more accurate if analytical model and measurements in frequency domain 
are available. 

 

            
                     (a)Analytical model calibration                       (b) Numerical model calibration                        
                                                           Fig. 5 Data calibration                                                                           Fig 6 Experiment setup 

3. RESULTS ON PHANTOM IMAGING 
The performance of this system configuration is evaluated by using liquid and solid phantoms. 

3.1 Experiments setup 

As is shown in Fig.3 and Fig.6(a), the axial-imaging cylindrical probe was submerged in a tank of 10×10×5 cubic-inch 
that filled with intralipid. The inner wall of the tank was painted black. The solid phantom targets to be imaged were 
fabricated from a black plastic material, which was to mimic infinite absorption contrast of the target inclusion over the 
background intralipid solution, and a phantom with μa= 0.0056 mm-1 and μs’=1.03 mm-1. The sizes of the cubic-shape 
solid phantom ranged from 5mm to 15 mm. The targets were aligned initially at the imaging plane of the probe and 
displaced by translation or rotation stages to positions of examination.  

3.2 Experiment results 

Four sets of experiments were conducted to examine system sensitivity on 1) the size, (Fig. 7(a)); 2) the radial position 
(Fig. 8(a)); 3) the azimuthal direction (Fig. 9(a)) of the inclusion; and 4) multiple inclusions (Fig. 10(a)). 

The first set of results is derived from experiments with target with varied sizes and materials embedded at side-to-probe 
distance of 5mm. As is expected and demonstrated by the results in Fig.9(b), the reconstructed absorption properties of 
black plastic materials obviously exceed the solid tissue phantoms. For all five target sizes, the targets made with black 
plastic were recovered at the same azimuthal location although the recovered volumes decrease with respect to those of 
the actual targets. For the targets fabricated from solid tissue phantom, the recovered absorption contrast fades as the 
target volume decreases and background artifacts overwhelms the targets with volumes less than 10×10×10 mm3.  

 

Proc. of SPIE Vol. 7896  78961W-5

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/13/2013 Terms of Use: http://spiedl.org/terms



 

 

 
Fig. 7 Experiment on system resolution on inclusion size. (a) Target location and size illustration  

(b) Reconstruction results on black plastic targets. (c) Reconstruction results on synthetic phantom targets  

 
Fig. 8 Experiment on system sensitivity along radial direction 

(a) Target location and size illustration (b) Reconstruction results on 10×10×10mm3 black plastic targets embed at 3mm depth 

 
Fig. 9 Experiment on system sensitivity along azimuthal direction 

(a) Target location and size illustration (b) Reconstruction results on 10×10×10mm3 black plastic targets 
 

The second set of experiments examines the system sensitivity along the radial direction. A 10×10×10 mm3 cube 
fabricated from black plastic was imaged at side-to-probe distances from 0mm to 15mm (equivalent center depths of 
5mm to 20mm). Fig.8(b) shows the recovered absorption distributions. Results indicated that 1) the target could not  be 
recovered beyond 15mm depth; 2) the recovered volume decreased as the depth increased; and 3) similar to experiment 
shown in Fig.9. Further, all of the target centers were recovered closer to the probe due to the non-uniform sensitivity of 
the imaging geometry in the radial direction. 

However, it is expected that the reconstruction sensitivity should be uniform along the azimuthal direction of the probe 
in the image plane. Therefore, in the third set of experiments, the 10×10×10 mm3 black target is embedded 3mm away 
from the probe and rotated along the azimuthal direction, as is shown in Fig.9(a). Approximately constant target volume 
and optical properties can be observed in Fig.9(b) as foreseen, and since the targets locate at the most sensitive region of 
the imaging geometry, all the target depths are desirably recovered. 

The fourth set of experiments examine the system capacity of recovering multiple inclusions. Two 7.5×7.5×7.5 mm3 
black cubes were used in this case in consideration that the dimensions of larger targets limit their center separation and 
smaller targets are more difficult to be resolved. The two targets are both embedded 2mm away from the probe (center 
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depth = 2+7.5/2= 5.75 mm) at different angular positions with respect to the probe, as is shown in the Fig.10(a). 
Reconstruction results are shown in Fig.10(b). 

 
Fig. 10 Experiment on recovery of multiple targets 

(a) Target location and size illustration (b) Reconstruction results 
 

It can be observed that for the predetermined depth, angular separation beyond 90 degrees can be recovered accurately 
by the system. However, at 45 degree separation, the system cannot resolve the gap between the targets and indicates a 
large light absorbing blob at the correct location. Such result is expected, because the minimum angular separation of 
two neighboring sources is 45 degree and the signal intensity received by the detector between the two source channels 
could be substantially reduced by the two targets located in the dominant light propagation path tracing to the detector 
channel. Hence for the limited source-detector pair in this imaging geometry, reconstruction algorithm recognize the two 
sources and one detector channel within the 45 degree range as being blocked by one large light absorbing blob. 

4. DISCUSSIONS AND FURTURE WORKS 
The four sets of experimental evaluations demonstrated the feasibility of DOT using this novel configuration of swept-
spectral encoding. It seems that the in most experiments conducted above the rectangular contour of the phantoms was 
recovered. The ability of such profile-identification may relate to the element geometries of the finite element mesh used 
in reconstruction algorithm, but similar level of profile-identification was not seen in previous studies wherein identical 
mesh structures were used [16]. The most likely explanation of such gain in the imaging outcome is that the temporal 
and spectral encoding of the source light fundamentally reduces the source channel crosstalk between source channels, 
improving the imaging resolution of a predetermined imaging geometry. 

Moreover, with the 4mW source power and 170ms exposure time, targets with center depth up to 20mm (Fig.8) can be 
detected. Although the previously reported broad-band spectral encoding system possesses higher total power level 
(20mW), the average power coupled to each source channel could be on the same level as or even lower than the system 
constructed in this study. The 0.5 frame per second data requisition rate can be readily improved given a stronger 
wavelength-swept source. 

The calibration of the homogenous data with analytical model is proved to be effective and accurate in the circular 
geometries, although fitting experimental data to the approximately evaluated model could be computationally intensive 
and impracticable with the gradient based algorithms. The more exhaustive heuristic random optimization approach [17]  
is implemented in two stages to the calibration process, which is validated by the experimental results. However, the 
analytical model utilized in this study is limited to steady-state measurement, which is known less accurate in estimating 
the scattering properties. More accurate calibration may need measurements and models in frequency domain. 

Prospectively, this configuration of swept-spectral-encoded sequential source illumination can be extended for rapid 
fluorescence optical tomography[18], as the source channel for the fluorescence excitation could be differentiated  by the 
temporal encoding of the source channels out of sequential spectral-encoding. Works are planned to validate the use the 
configuration for fluorescence optical tomography.  

5. CONCLUSION 
A novel near infrared tomography configuration based on wavelength swept light source is constructed. A data 
acquisition rate of 0.5 frame per second is demonstrated, which can be improved with more powerful light source. This 
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source-sequencing configuration based on wavelength-swept source can be extended to rapid fluorescence optical 
tomography. 
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ABSTRACT 
This work examines the robustness of spectral prior to continuous-wave based, with respect to frequency domain based, 
image reconstruction for unique recovering of chromophores and scattering property distributions. An analytical model 
for parametric uncertainty in recovering optical property is derived, which afterwards is implemented for optimized 
selection of wavelengths and quality estimation of the image. Simulation results agree with the theoretical predictions in 
the following aspects: 1) the proposed analytical model is capable of selecting the optimal set of wavelengths for CW-
based spectral reconstruction; 2) with sufficient number of wavelengths, DC-only reconstruction can resolve the 
concentrations of several important chromophores and scattering parameters, with the accuracy and background artifact 
level equivalent to those by DC-excluded or DC-included frequency-domain reconstructions; and  3) including DC in 
frequency-domain reconstruction generally improves reconstruction outcome as compared to when neglecting DC. 

Keywords: multi-spectral, optical tomography, image reconstruction 

1. INTRODUCTION 
The outcome of functional imaging of near-infrared (NIR) optical tomography [1-2] depends upon the information 
obtained over a spectrum of light. A conventional technique of spectral optical tomography reconstruction is to 
reconstruct the wavelength-specific absorption and scattering properties first, then to derive the concentrations of tissue 
chromophores and distributions of the scatterers. An alternative technique of spectral optical tomography reconstruction 
utilizes a priori knowledge of the absorption and scattering spectra of tissue compositions within the NIR range to 
modify the inverse problem to directly recover the chromophore concentrations and scattering parameters including 
scattering power and amplitude. Such alternative technique, which is commonly stated as “spectral-prior” method, has 
been demonstrated by a number of studies [1-2]. The most successful demonstration[2] of spectral-prior method has 
been in coupling with a priori knowledge of the spatial content of the tissue under frequency-domain imaging, in other 
words, the spectral-prior has been implemented along with spatial-prior in frequency-domain measurement.  

An interesting question thereby arises, in regards to the outcome of spectral-prior without the availability of spatial-prior, 
that what the likelihood of recovering the spatially-resolved spectral information would be, given only continuous-wave 
measurement. Our study on multi-wavelength optical tomography without spatial-prior has shown that implementing the 
spectral-prior in DC measurements often results in spatial information being reconstructed in unexpected level of details. 
This observation is referred to as “spectral a priori” to “spatial a posteriori”, in other words it is the likelihood of 
accurately recovering spatially-resolved tissue absorption and scattering distribution from spectral reconstruction without 
spatial prior. The observation that spectrally-resolved measurements in DC lead to accurate spatially-resolved 
reconstruction, in our opinion, deserves further investigation. This study, as an initial exploration of the underlining 
mechanism, attempts to justify one derivative issue of such mechanism, specifically the reliability of recovering each 
unknown spectral variables including chromophore concentrations and scattering contributions under DC-based 
reconstruction. Based on the analytical approach demonstrated in our previous study [3], the analytical solution for 
multi-spectral optical tomography and the “parametric reconstruction uncertainty level” (PRUL) of each variable being 
reconstructed are derived, in a semi-infinite planar medium geometry. Such model provides quantitative means of 
estimating the relative errors among the parameters subjected to spectral reconstruction, with which the quality of 
spectral reconstruction may be better understood.  
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In this study the analytical model is first implemented on the optimization of the wavelength sets for the spectral 
measurements. Studies [1, 4] have demonstrated selection of the optimum wavelengths for reliable recovery of 
chromophore concentrations and scattering parameters based on statistical investigation, by comparing numerically 
approximated sensitivity matrices derived from numerous possible wavelength combinations within the NIR spectrum, 
which is computationally intensive. In this paper, a novel method of optimizing the selection of wavelengths is 
investigated based on the PRUL model of multi-spectral optical tomography, which is found to be computationally less 
demanding.   

The analytic model introduced in this work also supports the uniqueness of continuous-wave spectral optical tomography, 
which is an extension of the prediction made in our previous studies for single wavelength optical tomography [3]. The 
uniqueness of continuous-wave spectral optical tomography substantiated integrating more wavelengths in direct-current 
measurement to improve spectral reconstruction [1-2, 4-7]. As few studies have investigated the difference in 
performance between continuous wave and frequency domain spectral optical tomography, this study extends the 
approach of single-wavelength analysis in [3] to the analysis of spectral-prior, on measurement combinations of 1) 
continuous wave only (DC); 2) frequency domain measurements excluding direct-current components (AC+PHS); and 3) 
frequency domain measurements including direct-current (DC+AC+PHS), in the outcome of “spatial a posteriori” from 
“spectral a priori”. 

Finally, this study conduct numerical evaluations of synthetic models to examine the effect of “spectral a priori” on 
“spatial a posterior”. The simulation studies demonstrate that, in agreement with the analytical predictions: 1) the 
proposed analytical model is capable of selecting the optimum set of wavelengths for spectral reconstruction; 2) with 
sufficient number of wavelengths for a given set of tissue chromophores, the DC-only reconstruction delivers spatially-
resolved chromophore concentrations and scattering parameters with the accuracy and background artifact equivalent to 
that of AC+PHS and DC+AC+PHS; and 3)including DC in frequency-domain reconstruction generally improves 
reconstruction outcome more than neglecting DC. 

2. THEORY 
An earlier study [3] on the parametric-recovery-uncertainty-level (PRUL) has demonstrated an analytic approach of 
estimating the background artifact level in single-wavelength optical tomography reconstruction. The PRUL analysis in 
[3] adopted the analytic treatment originally introduced in [8], and in this study this analytic approach is extended to 
spectral reconstruction. For two field points separated from a source at distances of d1 and d2, respectively, in a 
homogenous diffusive medium, one has: 
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where UDC(d·, λ) UAC(d·, λ) and Ф(d·, λ) are the wavelength-specific amplitude of the direct-current  modulated amplitude 
and phase of the modulation of the intensity measured at distance d· from the source, respectively. In equ.(1)  δ(λ) α(λ) 
and φ(λ) are the attenuation of the direct-current (DC), the attenuation of the amplitude modulation (AC) and the phase 
shift (PHS) accordingly between two detectors placed d1 and d2  from the source,  ρ= |d1-d1| is the distance between the 
two detectors, and ω is the angular modulation frequency. Also   
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are the absorption, scattering and diffusion coefficients of the medium at wavelength λ, respectively, where εi(λ) is the 
extinction coefficient of chromophore i at λ and A is the scattering amplitude and b is the scattering power. The PRUL of 
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the chromophore concentrations and the scattering amplitude/power can be derived by analysis of the propagation of 
uncertainty and chain rule of partial derivatives as: 
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where M represents the set of δ, α and φ for the measurement, and x represents the unknowns including derived 
concentrations of the chromophores, the scattering amplitude and the scattering power. The µ represents the absorption 
and scattering coefficients in general. Given the extensive analyses of the PRUL of µa and µs’ in [3], the analytical 
solution of σμ(λ) given in table 2 and table 4 of [3] are directly integrated into equ. (3), with the ∂x/∂µ being newly derived. 

Equation (2) transforms to a matrix form of 
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with which one has 
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and then for the terms in PRUL of chromophore concentrations we have: 
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Note that the scattering power and amplitude are not linearly related as the chromophore concentrations are in equ. (2). 
The PRULs of these two variables are derived by firstly obtaining: 

     λμ log)(loglog ' bAs −+=                                       (7) 
then converting equ. (7) to a matrix form of: 
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which gives the following result: 

m

T

m

i
im

m

i
i

m

i
i

m

i
i

m

i
i

m

i
i

m

i
i

m

i
i

mis m

A

×
==

==

==

==

×

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

−

⋅
−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

∑∑

∑∑

∑∑

∑∑

1
11

2

1
2

1

2

1
1

1

2

2

11

21

)log()log()(log
...

)log()log()(log

)log()log()(log

])log([)(log

1
)('log

log

λλλ

λλλ

λλλ

λλλμ

                           

(9) 

Proc. of SPIE Vol. 7892  78920D-3

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/13/2013 Terms of Use: http://spiedl.org/terms



 

 

m

T

m

m

i
i

m

i
i

m

i
i

n

i
i

n

i
i

mis

m

m

m

m

b

×
=

=

=

==

×

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⋅+

⋅+

⋅+

⋅
−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂

∂

∑

∑

∑

∑∑

1
1

2
1

1
1

2

11

21

)log()log(
...

)log()log(

)log()log(

])log([)(log

1
)('log

λλ

λλ

λλ

λλλμ

                                   

(10) 

The PRULs of scattering amplitude and power are finally expressed as: 
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 Up to here, by substituting expressions in table 2 and 4 in [3] to equ.s (6) (11) and (12), all the PRUL equation for 
reconstruction variables in multi-spectral optical tomography are derived and a series of comparison and analysis will be 
conducted to reveal the intrinsic relationships between the reconstruction parameters.  It should also be noted that since 
PRUL analysis is expressed in terms of the standard deviations, all comparisons will neglect common factors and 
consider only the absolute values of the equations. 

Integrating the results of PRUL in the previous study, the uncertainty level of the parameters to be recovered can be 
quantitatively compared. Note that in equ. (5), the expression does not facilitate the normalization of σμa on the right 
hand side compared to the (σμs’/μs’) terms in equ.s (9) and (10). Multiplication by μa values is thereby necessary when 
utilizing (σμa/μa) results. 

It is desirable that the uncertainty values can be reduced by correctly selecting the wavelengths used in the system. One 
approach is to increase absolute value of the determinant of εTε in equ. (6) and 2
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(10) to reduce the overall absolute value of the PRULs. Several random attempts on the denominator terms will show 
that the values of 2
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im λλ  stay in a narrow range of [0,1] but the determinant of εTε varies in several 

orders depending on the selection of wavelengths. Such phenomenon is understandable because high similarity between 
the row vectors of the extinction coefficient matrix could induce rank deficiency, making its determinant close to zero or 
producing singular values in its pseudo-inverse, which reduces the accuracy of matrix inversion in equ. (4). Previous 
study [1] has shown such problems and recommended to construct sensitivity matrix with small residual numbers for 
improving the reliability of the inverse algorithm. From another perspective, the determinant of the matrix geometrically 
quantifies the volume in the space bounded by the row factors, therefore, larger divergence of the row vectors in 
extinction coefficients enclosures larger volumes in the vector space, which again supports the hypothesis that larger 
determinant of the εTε matrix ensures more accurate reconstruction. 

Further, reference [4] indicates that the uniformity of the sensitivity matrix (∂x/∂ M(λ) in equ. (3)) is also desired for 
stable and accurate reconstruction. The criteria for wavelengths optimization in this study thereby also include the 
standard deviation of (∂x/∂ M(λ)) for each wavelength set and again the common terms |∂µ(λ)/∂M(λ)|·σM(λ) is neglected in 
the quantitative evaluation.  

This study is conducted for 3 sets of wavelength, each containing 5 wavelengths adopted from a previous literature [1], 
in the numerical evaluation of the analytical approach for recovering concentrations of oxygenated hemoglobin, 
deoxygenated hemoglobin, water, scattering power, and scattering amplitude, as is listed in table 1. Although the 
previous study [1] has shown that the wavelength selection method is capable of determining the optimum wavelength 
set and validated the method with simulations, it is difficult to rank the performance of the other two sets. In observation 
of Table 1 as well as the expectation to have larger denominator determinant and smaller variation among the sensitivity 
values, the performance ranking of the three wavelength sets can be predicted, from best to worst as: 3,1,2, which agrees 
with the simulations presented in[1]. Validations from more aspects will be shown later in this paper. 
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For the calculation of the PRULs in this study, the chromophore concentrations and scattering parameters are estimated 
as: CHbO=CHb=0.01mM, CH2O=40% and A=b=1. It is also assumed that for all measurement types the relative 
uncertainties of the measurements are the same, that is: 
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approximately 1 for all cases. With these approximations and preconditions in-place, equ.s (6) (11) and (12) can be 
evaluated and compared to simulation results later in this paper. 

Table 1 Wavelength sets to be examined and comparison of the PRUL evaluation with the analytical solutions 
Set Wavelengths / nm Absorption component Scattering component 

Determinant of 
denominator: (εTε)-1 

Standard deviation 
of chromophores 

dev(ε) 

Absolute value 
of denominator 

Sensitivity standard 
deviation of scattering 
amplitude and power 

1 740,788,866,902,926 8.18×10-7 63.7 0.18 1.03 
2 650,700,716,860,890 2.58×10-7 388.0 0.37 0.67 
3 650,716,866,914,930 1.30×10-5 63.8 0.53 0.45 

  

3. SIMULATIONS 
Simulations are conducted to quantitatively examine the accuracy of the analytically derived predictions. Similar to [3], 
PRULs of three measurement types: DC, AC+PHS, DC+AC+PHS are calculated and compared. 

3.1 Synthetic model 

Forward model is carried out with Finite Element Method solution of photon diffusion at each wavelength[9]: 
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Where ),,( λωrU r is the photon fluence of wavelength λ modulated to angular frequency ω (ω=0 for DC) at position rr in 
phasor notation. ),,( λωrS r is the source term. The Jacobian matrix is constructed according to the measurement type [3] 
as: 
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(14) 

where x represents the parameters to be reconstructed, including chromophore concentrations and scattering amplitude 
and scattering power. The Levernberg-Marquardt algorithm is implemented as the inverse solver. 

A 43mm-radius circular geometry with 16 optode channels evenly distributed on its perimeter is used in this study for its 
relatively uniform sensitivity along the azimuthal direction with respect to the center of the circle. Each channel 
functions as source channel sequentially while others function as detector simultaneously. Background values of each 
reconstruction variables are assigned identical to those used in analytical calculation and the contrast of the anomaly are: 
CHbO_anom =0.0023mM, CHb_anom = 0.0023mM, CH2O_anom =80% Aanom=2, and banom=2. Contrasts of each of the five variables 
are assigned to a set of five 8mm-radius targets, as is shown in Fig.1 columns Set. The targets locate 25 mm away from 
the center of the geometry with 0.4π angular separation. 1% randomly distributed noise is added to all forward data to 
simulate the perturbations in the actual measurement system. 

3.2 Results 
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Fig.1 shows the reconstruction results and Table 2 demonstrates the maximum values of each variable within the target 
regions and the percentage error of the contrast. Comparisons in Fig. 1 and table 2 infer that the set 3 outperforms the 
other two in terms of the overall reliability of quantitative reconstruction and the crosstalk among the recovered variables. 
Next to the set 3 is set 1, which underestimates hemoglobin concentration and has higher level of crosstalk between 
hemoglobin and scattering parameters in DC reconstruction. The set 2 is the least accurate, producing severe crosstalk 
between the oxygenated hemoglobin and water concentration. Besides the comparison among the sets of wavelength, it 
is also noted that for most cases, DC reconstruction demonstrates the most accurate recovery of the targets when the 
target presents the contrast of only one parameter, and including DC measurement in frequency domain usually improve 
the estimation precision.  

Further, table 3 lists the analytical PRULs and the reconstructed background artifact levels normalized by the absolute 
variable of the contrast being recovered, which is, in a more explicit way, the inverse of the contrast-noise-ratio. For 
more clarity in comparison, the noise to contrast (NCR) ratios are normalized by that of the deoxygenated hemoglobin 
for the absorptive chromophores and by that of the scattering amplitude for the scattering parameters. 

Although the analytically estimated values of the noise to contrast ratios always exceed those calculated from the 
numerical simulations, the data unanimously shows that, NCR c_Hb< NCR c_HbO< NCR C_H2O for the absorption part and 
NCR A< NCR b for the scattering part, both of which are in agreement with the previous hypotheses. The quantitative 
inaccuracy could relate to the smoothing effect of the piecewise reconstruction algorithm. 

 

   
                               (a)                                                          (b)                                                            (c) 

Fig.1Synthetic study on targets with independent contrast 

Table 2 Target accuracy comparison 
 

Data HbO / mM Hb / mM H2O / % A b 
Abs. Err. / % Abs. Err. / % Abs. Err. / % Abs. Err. / % Abs. Err. / % 

Set Values 2.3E-2  2.3E-2  0.80  2.0  2.0  

(1) 
DC 1.7E-2 -46 1.6E-2 -55 0.82 5 2.2 21 1.9 -9 

AC+PHS 2.0E-2 -23 2.3E-2 -2 0.81 2 2.4 39 2.3 30 
DC+AC+PHS 2.0E-2 -24 2.2E-2 -6 0.80 0.4 2.3 34 2.2 23 

(2) 
DC 2.0E-2 -21 2.4E-2 4 0.72 -21 2.4 40 2.1 7 

AC+PHS 1.6E-2 -56 2.6E-2 24 0.67 -33 2.3 26 2.1 6 
DC+AC+PHS 1.7E-2 -48 2.7E-2 27 0.69 -27 2.2 23 2.1 10 

(3) 
DC 2.0E-2 -25 2.3E-2 1 0.83 8 2.3 33 1.9 -11 

AC+PHS 1.8E-2 -42 2.5E-2 16 0.78 -6 2.4 45 2.2 19 
DC+AC+PHS 1.8E-2 -39 2.5E-2 18 0.77 -8 2.4 39 2.2 17 

 
Table 3 Comparison between the PRULs and the background artifact levels normalized by variable contrast 

 

Set Measurement HbO / mM Hb / mM H2O / % A b 
Abs. Norm. Abs. Norm. Abs. Norm. Abs. Norm. Abs. Norm. 

(3) A
na

. DC 5.38 5.40 1.00 1 3.24 3.26 0.79 1 3.10 3.91 
AC+PHS 7.61 5.40 1.41 1 4.59 3.26 1.12 1 4.39 3.91 

Proc. of SPIE Vol. 7892  78920D-6

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/13/2013 Terms of Use: http://spiedl.org/terms



 

 

DC+AC+PHS 13.17 5.40 2.44 1 7.94 3.26 1.12 1 4.39 3.91 

Si
m

. DC 0.0489 1.89 0.0258 1 0.0395 1.53 0.0260 1 0.0381 1.46 
AC+PHS 0.0716 1.62 0.0443 1 0.0466 1.05 0.0242 1 0.0498 2.06 

DC+AC+PHS 0.0521 1.58 0.0328 1 0.0367 1.12 0.0203 1 0.0404 1.99 

4. DISCUSSIONS AND CONCLUSION 
The predictions made by a novel analytical PRUL model regarding spectral a priori leading to spatial a posteriori is 
supported by the results from simulation. The wavelength ranking method shows agreement with previous study, with 
much less computational intensity. The PRUL values qualitatively estimates the background artifact level of the DC and 
frequency domain reconstructions, although neglecting DC components in DC+AC+PHS induces explainable aberration. 
Comparisons on both the multi-spectral tomography reconstruction PRULs and the projected absorption and scattering 
reconstruction PRULs support the reliability of the model predictions. However, quantitative inaccuracy still exists in the 
comparisons, which could be attributed to the approximation and smoothing effect of the inverse algorithm. 

An interesting observation is that different from the study in [3], the DC reconstruction with spectral prior has quite 
desirable reconstruction outcome. This should relate to the expectation that sufficient wavelength components will 
impose the outcome as a result of the uniqueness of DC multispectral tomography, with minimized cross-coupling 
among the parameters to be recover. Moreover, fewer measurement components facilitate less system noise in the 
inverse problem and thereby generate less background artifacts, improving the overall DC reconstruction quality. As to 
frequency domain reconstruction, although DC component could contribute to excessive reconstruction uncertainty, its 
extra information has actually balanced the negative effect and made DC+AC+PHS a better choice. 
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When Is Spiral Straight?
Daqing Piao, Anqi Zhang, Gang Yao, Guan Xu, Chathuri Daluwatte,  
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D iffusion occurs for many types 
of particles or energy transfer in 

scattering media. Accurate measure-
ment of diffusion is needed to probe 
the properties of associated media and 
predict processes.1

Nondestructive characterization of 
diffusion is often done through surface 
measurements, in which the particle or 
energy for transport is launched into 
the medium, and the measured diffuse 
remission is compared against a model-
predicted value. There are rigorous 
models of photon diffusion associated 
with various shapes of applicator-tissue 
interface;2 however, direct numeri-
cal implementation of these analytic 
entities is daunting. For this reason, 
alternative numerical approaches, such 
as the finite element method, are fre-
quently used. 

For photon diffusion in noninvasive 
biological imaging applications, argu-
ably the simplest geometry approximat-
ed is that of an infinite planar volume 
of tissue interfaced with an infinite 
planar applicator—such is a “semi-in-
finite” geometry. In practice, however, 
one commonly encounters configura-
tions that could be idealized by either a 
concave geometry, wherein the photon 
probes the regime inner to a cylindrical 
tissue-applicator interface, or a convex 
geometry, wherein the photon probes 
the regime outside a cylindrical tissue-
applicator interface.  

We introduced novel analytical treat-
ment of steady-state photon diffusion in 
concave and convex geometries.3 Our 
approach, validated by experiments,4 
accurately quantified photon remission 
along the azimuthal and longitudinal 
directions with respect to a photon-
launching position in idealized concave 
and convex geometries. In the concave 
geometry, photon remission along the 
azimuthal (or longitudinal) direction is 
found to be greater (or smaller) than that 
along a straight line on a semi-infinite 

interface, given the same line-of-sight 
source-detector distance. 

The trends in the convex geometry 
are opposite. These findings project 
naturally to the existence of a set of 
spiral paths on a concave or convex in-
terface, along which photon remission is 
modeled by the simplest form of describ-
ing remission along a straight line on a 
semi-infinite interface versus the same 
line-of-sight source-detector distance.5 
Such interesting phenomenon as a spiral/

straight equivalence pattern of diffuse 
photon remission, as shown in the figure, 
might exist in other regimes, and it may 
provoke simple sensing strategies to 
accurately probe the associated medium 
with challenging geometries. t
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The trajectory of a photon in a medium is analogous to that of a football: Catching the ball is 
comparable to scattering/absorption of the photon, and the partial bouncing of the ball on 
a grass field compares with partial absorption on a tissue-applicator interface. We there-
fore compare the photon remission associated with a concave tissue applicator interface 
as the chance of catching a football between a quarterback and a wide receiver playing 
inside a cylindrical field (left-upper inset). Conversely, photon remission associated with a 
convex tissue-applicator interface correlates to the chance of catching a football between a 
quarterback and a receiver outside a cylindrical field (left-lower inset). The odds of catching 
a ball along a unique set of spiral paths on concave or convex field are equal to that along 
a straight line on a regular planar field (right-upper inset), for the same line-of-sight yards 
between the thrower and the receiver.
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This is Part III of the work that examines photon diffusion in a scattering-dominant medium enclosed by a “con-
cave” circular cylindrical applicator or enclosing a “convex” circular cylindrical applicator. In Part II of this work
Zhang et al. [J. Opt. Soc. Am. A 28, 66 (2011)] predicted that, on the tissue-applicator interface of either “concave”
or “convex” geometry, there exists a unique set of spiral paths, along which the steady-state photon fluence rate
decays at a rate equal to that along a straight line on a planar semi-infinite interface, for the same line-of-sight
source–detector distance. This phenomenon of steady-state photon diffusion is referred to as “straight-line-
resembling-spiral paths” (abbreviated as “spiral paths”). This Part III study develops analytic approaches to
the spiral paths associated with geometry of a large radial dimension and presents spiral paths found numerically
for geometry of a small radial dimension. This Part III study also examineswhether the spiral paths associatedwith
a homogeneous medium are a good approximation for the medium containing heterogeneity. The heterogeneity is
limited to an anomaly that is aligned azimuthally with the spiral paths and has either positive or negative contrast
of the absorption or scattering coefficient over the background medium. For a weak-contrast anomaly the pertur-
bation by it to the photon fluence rate along the spiral paths is found by applying a well-established perturbation
analysis in cylindrical coordinates. For a strong-contrast anomaly the change by it to the photon fluence rate along
the spiral paths is computed using the finite-element method. For the investigated heterogeneous-medium cases
the photon fluence rate along the homogeneous-medium associated spiral paths is macroscopically indistinguish-
able from, and microscopically close to, that along a straight line on a planar semi-infinite interface. © 2012
Optical Society of America

OCIS codes: 170.3660, 170.5280, 170.6960.

1. INTRODUCTION
The diffusion process is used to describe many types of par-
ticles or energy transfer in scattering media, including photon
propagation in biological tissue [1], charge-carrier convey-
ance in semiconducting material [2], and neutron navigation
in a nuclear reactor [3]. The diffusion model also applies to
observances such as harmonic mass-transport [4], modulated
eddy current [5], thermal waves [6], and the still-controversial
viscosity waves [7]. Accurate and accessible quantitation of
diffusion is fundamental to probing the properties of asso-
ciated media and predicting processes [8].

Characterization of the diffusion in a medium nondestruc-
tively is often done through surface measurements, in which
the particle or energy for transport is launched into the med-
ium, and then the measured diffuse fluence rate is compared
against a model-predicted value. Numerical computation
based on accurate analytic modeling of diffusion in a nondes-
tructive probing configuration is nontrivial even for a homo-
geneous medium within a seemingly regular boundary. For
the instances of interrogating biological tissue, one could ea-
sily find rigorous analytic models of photon diffusion in a
homogeneous medium bounded by various shapes of applica-
tor-tissue interface [9]. However, direct numerical implemen-
tation of these analytic entities for characterizing the diffusion

is daunting; therefore alternative numerical approaches, in-
cluding the Monte Carlo (MC) method [10], the finite-element
method (FEM) [11], and the finite difference method [12],
have been used.

In regard to photon diffusion for noninvasive biological
imaging applications, arguably the simplest geometry approxi-
mated is that of an infinite planar volume of tissue interfaced
with an infinite planar applicator—such is a “semi-infinite”
geometry [13], of which the photon fluence rate between a
source-detector pair on the interface is determined “straight-
forwardly” by the line-of-sight distance between the positions
of a source and a detector [14] for a given set of associated
optical properties. In practice, however, the imaging config-
urations commonly encountered could be idealized by either
a “concave” geometry, wherein the photon probes the regime
inner to a cylindrical tissue-applicator interface, or a “convex”
geometry, wherein the photon probes the regime outside a cy-
lindrical tissue-applicator interface. These three geometries of
approximating the tissue-applicator interface are illustrated in
Fig. 1(A). The photon fluence rate associated with any source-
detector paths along the interface in either concave or convex
geometry likely will differ from the fluence rate along a
“straight” line on a semi-infinite interface for the same line-of-
sight source–detector distance; however, analytic treatments
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for both concave and convex geometries that can be conve-
niently translated to quantitative evaluations had been, to our
knowledge, absent.

In Part I of this study [15] we introduced an analytic ap-
proach to steady-state photon diffusion in both concave
and convex geometries of an infinitely long cylinder applica-
tor. The analytic results to both concave and convex geome-
tries are similar in the format, with the actual geometry
accounted for by the differences in three aspects, including
the sequence of the kinds of the modified Bessel functions
in a term, the sequence of the terms with and without those
modified Bessel functions, and the arguments of the modified
Bessel functions containing the radial coordinates of the ex-
trapolated boundary and the equivalent isotropic source.

For both concave and convex geometries, there are appar-
ently two specific configurations for evaluating the photon
fluence rate on the tissue-applicator interface: (1) a case-azi
configuration as shown in Fig. 1(B), wherein the position
of the photon launching into the tissue and the position of
the detector are at the same azimuthal plane; (2) a case-longi
configuration as shown in Fig. 1(C), wherein the position of
the photon launching into the tissue and the position of the
detector are at the same longitudinal plane. It is straightfor-
ward to appreciate that, as the radial dimension of either the
concave or the convex geometry reaches infinity, both case-
azi and case-longi configurations will become the case of a
straight line on a semi-infinite interface.

For either the concave or the convex geometry of the radius
at the order of centimeters, the photon fluence rates asso-
ciated with both case-azi and case-longi configurations have
been investigated, with respect to the fluence rate along a
straight line on a semi-infinite interface, in Part II of this study
[16]. The analytic solution to the photon diffusion equation for
the idealized concave and convex geometries being demon-
strated in Part I was first numerically evaluated and then
validated against the FEM solution to the same photon diffu-
sion equation, MC simulation, and experimental measure-
ments, all made in geometries identical to the two idealized
ones except with a finite length of the cylinder. For the con-
cave geometry it is found that the photon fluence for the case-

azi configuration decays slower than the photon fluence along
a straight line on a semi-infinite interface, and the photon flu-
ence for the case-longi configuration decays faster than the
photon fluence along a straight line on a semi-infinite inter-
face, for the same line-of-sight source–detector distance. Con-
versely, for the convex geometry it is found that the photon
fluence for the case-azi configuration decays faster than the
photon fluence along a straight line on a semi-infinite inter-
face, and the photon fluence for the case-longi configuration
decays slower than the photon fluence along a straight line on
a semi-infinite interface, for the same line-of-sight source–
detector distance. These findings suggest that on either a con-
cave or a convex interface there exists a set of directions that
are oblique to the azimuthal and longitudinal directions
(thereby spirally shaped), along which the photon fluence de-
cays at a rate equal to that along a straight line on a semi-
infinite interface, for the same line-of-sight source–detector
distance. Such a phenomenon, referred to as “straight-line-
resembling-spiral paths” of the photon fluence rate associated
with concave or convex geometry, was first rationalized in
Part II of this study [16].

Note that the straight-line-resembling-spiral paths should
not be exclusive to photon diffusion. As long as the energy
or particle transfer undergoes diffusion loss in the medium,
and the medium-applicator interface imposes “lossy” bound-
ary conditions, the straight-line-resembling-spiral paths likely
would occur for cylindrical interfacing cases.

Recently the straight-line-resembling-spiral paths of photon
fluence rate (hereafter abbreviated as “spiral paths”) asso-
ciated with concave or convex geometries were demonstrated
for homogeneous-medium conditions in [17]. In [17] the exis-
tence of such spiral paths was shown through analytic treat-
ments for concave and convex geometries of large radii that
rendered favorable analytic approximations, and through nu-
merical methods for concave and convex geometries of
smaller practical dimensions. A rigorous accounting of the ap-
proximation leading to the analytic representation of the
shown spiral paths for concave or convex geometries of large
radii, which was not included in [17] owing to the length limit,
could shed light on the pattern of spiral paths found numeri-
cally for concave or convex geometry of smaller practical ra-
dii. As the spiral paths have been shown to exist in concave or
convex geometries with homogeneous-medium conditions, it
would also be interesting to question whether the spiral paths
found for the homogeneous medium would hold for the same
geometry if the medium contains heterogeneity. Such issues
are among the topics of Part III of this study.

Part III of the study consists of the following sections:
Section 2 details the approach leading to the analytic repre-
sentation of the spiral paths for concave and convex geome-
tries of large radius with homogeneous-medium conditions.
Section 3 summarizes the numerical approach used in [17] to
find the spiral paths for concave and convex geometries
of smaller radius with homogeneous-medium conditions.
Section 4 employs the Born approximation to analyze the per-
turbation introduced to the photon fluence rate by a single
heterogeneity with contrast in absorption (μa) and reduced
scattering (μ0s). A mistake seen in analytic descriptions of
some previous works regarding the sign associated with a
scattering perturbation term is identified. Section 5 imple-
ments numerically the analytic results from Section 4 to

Fig. 1. (Color online) Three geometries of approximating the tissue-
applicator interface are illustrated in (A). The geometries include a
concave geometry representing the medium being enclosed by the cir-
cular cylindrical tissue-applicator interface, a convex geometry repre-
senting the medium enclosing the circular cylindrical tissue-applicator
interface, and a semi-infinite geometry representing the medium inter-
facing with a planar applicator. For the concave and convex geome-
tries, there are two specific directions for evaluating the photon
fluence rate: a case-azi configuration shown in (B) that represents
the case of having both source and detector on the same azimuthal
plane, and a case-longi configuration shown in (C) that represents
the case of having both source and detector on the same longitudinal
line. In both (B) and (C) the line-of-sight distance between the source
and the position of photon detection is denoted by d.
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the case of single heterogeneity with weak perturbation
strength, to examine the photon fluence rate along the spiral
paths identified for the otherwise homogeneous medium.
Section 6 quantifies the effect of single heterogeneity of strong
perturbation strength to the photon fluence rate along the
spiral paths identified for the otherwise homogeneous med-
ium, by the use of FEM. Both Secs. 5 and 6 limit the evalua-
tions to the case of single heterogeneity aligned azimuthally
with the spiral paths; however, four cases of the contrast
of the heterogeneity are considered: (1) positive absorption
contrast, (2) negative absorption contrast, (3) positive re-
duced-scattering contrast, and (4) negative reduced-scattering
contrast. Section 7 discusses the dependence of the spiral
paths upon the optical properties of the homogeneous med-
ium as well as the radial dimension of the concave or convex
geometry.

2. SPIRAL PATHS ASSOCIATED WITH
CONCAVE AND CONVEX GEOMETRIES OF
LARGE RADII
This section derives the analytic representation of the spiral
paths for concave and convex geometries of a large radial di-
mension. We assume that the radial dimension is substantially
greater than the source-detector distance, which is also much
greater than the scattering path length. These assumptions are
necessary to simplify the photon fluence to a form from which
the analytic profile of the spiral paths could be reached.

The general case of a source and a detector located on the
tissue-applicator interface is illustrated in Figs. 2(A) and 2(B),
for concave and convex geometries, respectively. The tissue
enclosed by the interface in the concave geometry or enclos-
ing the interface in the convex geometry has an absorption
coefficient μa, a reduced-scattering coefficient μs0, a diffusion
coefficient D, and an effective attenuation coefficient
k0 �

������������
μa∕D

p
. The radius of the infinitely long circular cylind-

rical interface is R0; therefore, by cylindrical coordinates, the
source with an intensity of S locates at �R0; 0; 0� and the de-
tector locates at �R0;ϕ; z�. The line-of-sight distance between
the source �R0; 0; 0� and the detector �R0;ϕ; z� is denoted by d.
The projection of d to the azimuthal plane or the projection of
d perpendicular to the longitudinal axis of the cylindrical in-

terface is denoted as d⊥ � d · cos α, where α is the angle be-
tween d and d⊥. The position of the detector with respect to
the source can then be represented by �α; d⊥�. If keeping the
source fixed at �R0; 0; 0� and increasing the radius R0, the de-
tector will eventually reach a plane that is tangential to the
shown cylindrical interface and intersects with the interface
at the longitudinal line crossing the source �R0; 0; 0�. Such a
plane forms the semi-infinite geometry limit of the concave
or convex geometry [15].

A. Analytic Representation of the Spiral Paths
Associated with Concave Geometry of Large Radii
Consider the concave geometry shown in Fig. 2(A). The
source illuminating into the tissue at �R0; 0; 0� can be repre-
sented by an isotropic source at �R0 − Ra; 0; 0�, where
Ra � 1∕μ0s. An extrapolated boundary in the imaginary “semi-
infinite geometry” will be placed at Rb � 2AD, where A is a
parameter determined by the refractive index mismatch
across the tissue-applicator interface, outward from the
source �R0; 0; 0�. For the equivalent isotropic source at
�R0 − Ra; 0; 0�, its image source with respect to the extrapo-
lated boundary of the imaginary “semi-infinite geometry” lo-
cates at �R0 � Ra � 2Rb; 0; 0�.

Denote lr as the distance from the detector �R0;ϕ; z� to the
equivalent “real” isotropic source at �R0 − Ra; 0; 0�, and li as
the distance from the detector �R0;ϕ; z� to the “image” source
�R0 � Ra � 2Ra; 0; 0� associated with the imaginary semi-
infinite geometry. For R0 ≫ d ≫ Ra; Rb, the photon fluence
rate at the detector position can be expressed by [15]

Ψ � S
4πD

e−k0 lr

lr
−

S
4πD

e−k0 li

li

��������������������������������
R0 � Ra � 2Rb

R0 − Ra

s
; (1)

and we have

lr � d

���������������������������������������������������
1� R2

a

d2
−
Ra

R0
�cos α�2

�s
; (2)

Fig. 2. (Color online) Notations and physical entities of concave or convex geometry for analytic evaluation of photon fluence rate associated with
larger radius. (A) The tissue is at the concave side of the circular cylindrical tissue-applicator interface, so the equivalent isotropic source of the
physical source that illuminates into the medium is located closer to the center axis than the physical source is. (B) The tissue is at the convex side
of the circular cylindrical tissue-applicator interface, so the equivalent isotropic source of the physical source that illuminates into the medium is
located farther from the center axis than the physical source is.
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li � d

���������������������������������������������������������������������������������������
1� �Ra � 2Rb�2

d2
� Ra � 2Rb

R0
�cos α�2

�s
. (3)

Since

��������������������������������
R0 � Ra � 2Rb

R0 − Ra

s
�

�
1� 2

Ra � Rb

R0 − Ra

�
1∕2

≈ 1� Ra � Rb

R0 − Ra
(4)

and for d ≫ Ra; Rb one has k0d ≫ 1, so Taylor-series expan-
sion gives

e−k0d
��������
1�Δ

p

d
��������������
1�Δ

p ≈
e−k0d

d

�
1 −

1
2
�k0d� 1�Δ

�
≈
e−k0d

d

�
1 −

1
2
�k0d�Δ

�
;

(5)

where Δ ≪ 1. Using Eqs. (2) to (5), Eq. (1) simplifies to

Ψ � S
4πD

e−k0d

d

��
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0
�cos α�2

��

−
�
1 −

1
2
k0d

��Ra � 2Rb�2
d2

� Ra � 2Rb

R0
�cos α�2

��

×
�
1� Ra � Rb

R0 − Ra

��
; (6)

which can be further derived to the form of (the derivation is
detailed in Appendix A)

∂ln�Ψ·d2�
∂d

�−
�
k0�

1
2k0Rb�R0−Ra�

−
�
2R0−Ra�2Rb

2R0Rb�R0−Ra�

�
cosα·d⊥

�
.

(7)

Equation (7) characterizes the decay rate of photon fluence
along the direction defined by angle α, with respect to the line-
of-sight source–detector distance d. For the case-longi config-
uration, the detector locates at �R0; 0; z�, so α � π∕2 and
d⊥ � 0, and then Eq. (7) becomes

∂ ln�Ψ · d2�
∂d

� −
�
k0 �

1
2k0Rb�R0 − Ra�

�
. (8)

For the case-azi configuration, the detector locates at
�R0;ϕ; 0�, so α � 0 and d⊥ � d, and then Eq. (7) becomes

∂ ln�Ψ · d2�
∂d

� −
�
k0 �

1
2k0Rb�R0 − Ra�

−
�
2R0 − Ra � 2Rb

2R0Rb�R0 − Ra�

�
d
�
.

(9)

The first term k0 in the right-hand side of Eqs. (8) and (9) char-
acterizes the decay rate of photon fluence along a straight line
on a semi-infinite interface. It is clear by Eq. (8) that the
photon fluence along the longitudinal direction on a concave
interface decays faster than the photon fluence along a
straight line on the semi-infinite interface. However, the decay
rate of photon fluence (comparing to k0) along the azimuthal
direction on a concave interface as described by Eq. (9) is in-
explicit owing to the two terms of opposite signs after k0. It
can be shown that the third term at the right-hand side of

Eq. (9) is greater in magnitude than the second term for a gen-
eral diffusion regime; therefore Eq. (9) actually accounts for
the smaller decay rate of photon fluence along the azimuthal
direction on a concave interface than that along a straight line
on the semi-infinite interface.

From Eq. (7) it is straightforward to conclude that if the
coordinates of the detector �α; d⊥� with respect to the source
satisfy the condition of

cos α � 1
k0d⊥

R0

2R0 − Ra � 2Rb
; (10)

then the decay rate of photon fluence over the line-of-sight
source–detector distance d on the concave interface is iden-
tical to that over the same d on the semi-infinite interface.
Equation (10) implies that α changes as the detector displaces
azimuthally away from the source.

B. Analytic Representation of the Spiral Paths
Associated with Convex Geometry of Large Radii
Consider the convex geometry shown in Fig. 2(B). A source
illuminating into the tissue at �R0; 0; 0� can be represented by
an isotropic source at �R0 � Ra; 0; 0�. An extrapolated bound-
ary in the imaginary “semi-infinite geometry” will be placed at
Rb � 2AD inward from the source �R0; 0; 0�. For the equiva-
lent isotropic source at �R0 � Ra; 0; 0�, its image source with
respect to the extrapolated boundary of the imaginary “semi-
infinite geometry” locates at �R0 − Ra − 2Rb; 0; 0�.

Denote lr as the distance from the detector �R0;ϕ; z� to the
equivalent “real” isotropic source at �R0 � Ra; 0; 0�, and li as
the distance from the detector �R0;ϕ; z� to the “image” source
�R0 − Ra − 2Rb; 0; 0� associated with the imaginary semi-
infinite geometry. For R0 ≫ d ≫ Ra; Rb, the photon fluence
rate at the detector position can be expressed by [15]

Ψ � S
4πD

e−k0 lr

lr
−

S
4πD

e−k0 li

li

������������������������������
R0 − Ra − 2Rb

R0 � Ra

s
; (11)

and we have

lr � d

����������������������������������������������������
1� R2

a

d2
� Ra

R0
�cos α�2

�s
; (12)

li � d

��������������������������������������������������������������������������������������
1� �Ra � 2Rb�2

d2
−
Ra � 2Rb

R0
�cos α�2

�s
. (13)

Since

������������������������������
R0 − Ra − 2Rb

R0 � Ra

s
�

�
1 − 2

Ra � Rb

R0 � Ra

�
1∕2

≈ 1 −
Ra � Rb

R0 � Ra
; (14)

using Eqs. (12) to (14) and (5), Eq. (11) simplifies to
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Ψ� S
4πD

e−k0d

d

��
1−

1
2
k0d

�
R2
a

d2
�Ra

R0
�cos α�2

��

−
�
1−

1
2
k0d

��Ra�2Rb�2
d2

−
Ra�2Rb

R0
�cos α�2

���
1−

Ra�Rb

R0�Ra

��
;

(15)

which can be further derived to the form of (the derivation is
detailed in Appendix B)

∂ ln�Ψ · d2�
∂d

� −
�
k0 −

1
2k0Rb�R0 � Ra�

�
�
2R0 � Ra − 2Rb

2R0Rb�R0 � Ra�

�
cos α · d⊥

�
. (16)

Equation (16) characterizes the decay rate of photon flu-
ence along the direction defined by angle α, with respect to
the line-of-sight source–detector distance d. For the case-longi
configuration, the detector locates at �R0; 0; z�, so α � π∕2 and
d⊥ � 0, and then Eq. (16) becomes

∂ ln�Ψ · d2�
∂d

� −
�
k0 −

1
2k0Rb�R0 � Ra�

�
. (17)

For the case-azi configuration, the detector locates at
�R0;ϕ; 0�, so α � 0 and d⊥ � d, and then Eq, (16) becomes

∂ln�Ψ·d2�
∂d

�−
�
k0−

1
2k0Rb�R0�Ra�

�
�
2R0�Ra−2Rb

2R0Rb�R0�Ra�

�
d
�
. (18)

The first term k0 in the right-hand side of Eqs. (17) and (18)
characterizes the decay rate of photon fluence along a straight
line on a semi-infinite interface. It is clear by Eq. (17) that the
photon fluence along the longitudinal direction on a convex
interface decays slower than the photon fluence along a
straight line on the semi-infinite interface. However, the decay
rate of photon fluence (comparing to k0) along the azimuthal
direction on a convex interface described by Eq. (18) is inex-
plicit owing to the two terms of opposite signs after k0. It can
be shown that the third term at the right-hand side of Eq. (18)
is greater in magnitude than the second term for the general
diffusion regime; therefore Eq. (18) actually accounts for the
greater decay rate of photon fluence along the azimuthal di-
rection on a convex interface than that along a straight line on
the semi-infinite interface.

From Eq. (16) it is straightforward to conclude that if the
coordinates of the detector �α; d⊥� with respect to the source
satisfy the condition of

cos α � 1
k0d⊥

R0

2R0 � Ra − 2Rb
; (19)

then the decay rate of photon fluence over line-of-sight
source–detector distance d on the convex interface is
identical to that over the same d on the semi-infinite interface.
Equation (19) also implies that α changes as the detector is
displaced azimuthally away from the source.

3. SPIRAL PATHS ASSOCIATED WITH
CONCAVE AND CONVEX GEOMETRIES OF
SMALL RADII
For concave or convex geometries of small radii, analytic de-
rivation of the spiral paths could become much more compli-
cated. Should an analytic approximation of the spiral paths be
reached, the resulting profiles would likely be much more in-
accurate owing to the approximation imposed by a smaller
radial dimension. In [17], the spiral paths of concave or con-
vex geometry of a smaller radial dimension were found nu-
merically based on the general analytic results given in
[15]. The method and the found spiral paths are summarized
in Fig. 3. First, a uniform grid is established on the cylindrical
interface, and the source is fixed at one node. A detector has
three options of moving away from the source: along the azi-
muthal direction, along the longitudinal direction, and along
the diagonal of the previous two directions. For each possible
future location of the detector, the photon fluence rate at that
position is compared with the case in the semi-infinite geome-
try for the same line-of-sight distance of the detector from the
source. The position with the least difference of the evaluated
photon fluence rate from the semi-infinite geometry is chosen
as the next starting position of the detector. The trace of mov-
ing the detector on the interface forms the spiral paths. In both
concave and convex geometries, the spiral paths have two
lobes symmetric to the source location, and each lobe is sym-
metric with respect to a middle sagittal plane containing the
source. The spiral paths are shown to contain four identical
quadrants. The MC and FEM solution of photon diffusion con-
firmed that the decay rate of photon fluence along the spiral
paths was indeed equal to that along a straight line on a semi-
infinite interface [17].

Fig. 3. (Color online) spiral paths for concave and convex geome-
tries of centimeter-order radii are calculated based on analytic results
derived in [15]. For a fixed source, a detector has three directions to
move away from the source: along the azimuthal direction, along the
longitudinal direction, and along the diagonal of the above two direc-
tions. For each possible future location of the detector, the photon
fluence rate at that position is compared with the case in the semi-
infinite geometry for the same line-of-sight distance of the detector
from the source, and the position with the least difference in the eval-
uated photon fluence rate is the next starting position of the detector.
The shown complete sets of the spiral profile for concave geometry
(upper) and convex geometry (lower) are computed for a cylinder
radius of R0 � 1.5 cm and optical properties of μa � 0.02 cm−1,
μ0s � 5 cm−1, and A � 1.86.
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4. PERTURBATION TO PHOTON FLUENCE
RATE IN CONCAVE OR CONVEX
GEOMETRIES—ANALYTIC TREATMENT
The spiral paths are demonstrated in concave and con-
vex geometries for homogeneous-medium cases. However,
it is questionable that the spiral paths associated with
homogeneous-medium cases will hold for the medium con-
taining heterogeneity. Practically, however, it may only be
possible to examine the spiral paths in limited cases of medi-
um heterogeneity. To facilitate the examination by analytic
means, this section employs perturbation-based analysis to
derive the general form of the photon fluence rate in concave
or convex geometry that contains a single heterogeneity in an
otherwise homogeneous medium.

We start with the equation of steady-state photon diffusion
in an infinite medium as

μa�~r�Ψ�~r� − ∇ · �D�~r�∇Ψ�~r�� � S�~r�; (20)

whereΨ�~r� is the photon fluence rate at position ~r, and S�~r� is
the source term. The optical heterogeneity to a homogeneous
medium of absorption coefficient μa0 and diffusion coefficient
D0 may be represented by

μa�~r� � μa0 � δμa�~r�; (21)

D�~r� � D0 � δD�~r� (22)

and the resulted photon fluence rate is expressed by

Ψ�~r� � Ψ0�~r� �ΨSC�~r�; (23)

where Ψ0�~r� is the photon fluence rate for homogeneous
medium that satisfies the equation of

μa0Ψ0�~r� − D0∇2Ψ0�~r� � S�~r� (24)

andΨSC�~r� represents a perturbation. By using Eqs. (21)–(23)
we convert Eq. (20) to

�μa0 � δμa�~r���Ψ0�~r� �ΨSC�~r��
− D0∇2�Ψ0�~r�
�ΨSC�~r��−∇ · fδD�~r� ·∇�Ψ0�~r� �ΨSC�~r��g � S�~r�. (25)

Subtracting Eq. (24) from Eq. (25) leads to

D0∇2ΨSC�~r� − μa0ΨSC�~r� � δμa�~r��Ψ0�~r� �ΨSC�~r�� − ∇

· fδD�~r�∇�Ψ0�~r� �ΨSC�~r��g.
(26)

For a weak heterogeneity [18,19], i.e.,

ΨSC�~r� ≪ Ψ0�~r�; (27)

Eq. (26) becomes

∇2ΨSC�~r� −
μa0
D0

ΨSC�~r� �
δμa�~r�
D0

Ψ0�~r� −
1
D0

∇

· fδD�~r�∇Ψ0�~r�g. (28)

The Green function of Eq. (28) satisfies the equation of

∇2G�~r; ~r0� − μa0
D0

G�~r; ~r0� � −δ�~r − ~r0�. (29)

We denote the source location as ~rs, the heterogeneity lo-
cation as ~r0, and the detector location as ~rd. The photon flu-
ence rate measured at ~r0 associated with a source at ~rs is
denoted as Ψ0�~r0; ~rs�, and G�~rd; ~r0� in Eq. (29) represents
the response at ~rd owing to an impulse at ~r0.

We now consider a concave geometry of radius R0 and the
extrapolated boundary condition based on Part I of this study.
For a directional source at ~rs�R0;φs; zs� thereby an equivalent
isotropic source at ~rs�R0 − Ra;φs; zs�, and a heterogeneity at
~r0�ρ0;φ0; z0� assuming that the heterogeneity locates deeper
than Ra from the interface boundary, i.e., ρ0 < R0 − Ra, we
have

Ψ0�~r0; ~rs� �
S
D

1

2π2
Z

∞

0
dk

�
cos�k�z0 − zs��

×
X∞
m�0

εmIm�keffρ0�Km�keff�R0 − Ra��

·
�
1 −

Im�keff�R0 − Ra��
Km�keff�R0 − Ra��

Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

	

× cos�m�φ0 − φs��
�
; (30)

where Im andKm are the modified Bessel functions of the first

and second kinds, respectively, keff �
����������������
k2 � k20

q
, and

εm �
�
2 m > 0
1 m � 0

. (31)

For the heterogeneity at ~r0�ρ0;φ0; z0� and a detector at
~rd�R0;φd; zd�, note ρ0 < R0, we have

G�~rd;~r0��
1
2π2

Z
∞

0
dk

�
cos�k�zd−z0��

X∞
m�0

εmIm�keffρ0�Km�keffR0�

·
�
1−

Im�keffR0�
Km�keffR0�

Km�keff�R0�Rb��
Im�keff�R0�Rb��

	
cos�m�φd−φ0��

�
. (32)

Similarly we consider a convex geometry of radius R0 and
the extrapolated boundary condition. For a directional source
at ~rs�R0;φs; zs� thereby an equivalent isotropic source at
~rs�R0 � Ra;φs; zs�, and a heterogeneity at ~r0�ρ0;φ0; z0� assum-
ing that the heterogeneity locates deeper than Ra from the
interface boundary, i.e., ρ0 > R0 � Ra, we have
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Ψ0�~r0; ~rs� �
S
D

1
2π2

Z
∞

0
dk

�
cos�k�z0 − zs��

×
X∞
m�0

εmIm�keff�R0 � Ra��Km�keffρ0�

·
�
1 −

Im�keff�R0 − Rb��
Km�keff�R0 − Rb��

Km�keff�R0 � Ra��
Im�keff�R0 � Ra��

	

× cos�m�φ0 − φs��
�
. (33)

For the heterogeneity at ~r0�ρ0;φ0; z0� and a detector at
~rd�R0;φd; zd�, note ρ0 > R0, we have

G�~rd; ~r0� �
1
2π2

Z
∞

0
dk

�
cos�k�zd − z0��

×
X∞
m�0

εmIm�keffR0�Km�keffρ0�

·
�
1 −

Im�keff�R0 − Rb��
Km�keff�R0 − Rb��

Km�keffR0�
Im�keffR0�

	

× cos�m�φd − φ0��
�
. (34)

The solution to Eq. (28), representing the change to the
photon fluence rate measured at ~rd associated with a source
at ~rs by the heterogeneity at ~r0, is then

ΨSC�~rd;~rs��−
1
D0

ZZZ
V
G�~rd;~r0�δμa�~r0�Ψ0�~r0; ~rs�d3r0

� 1
D0

ZZZ
V
G�~rd;~r0�∇ · fδD�~r0�∇Ψ0�~r0; ~rs�gd3r0. (35)

In Eq. (35), the first term of integration is associated with the
absorption heterogeneity, and the second term of integration
is associated with the diffusion heterogeneity. Appendix C
shows that the second term can be transformed, and by that
transformation Eq. (35) changes to

ΨSC�~rd; ~rs� � −
1
D0

ZZZ
V
G�~rd; ~r0�δμa�~r0�Ψ0�~r0; ~rs�d3r0

−
1
D0

ZZZ
V
δD�~r0�∇G�~rd; ~r0� ·∇Ψ0�~r0; ~rs�d3r0. (36)

It is worthwhile to notice that there is a mistake seen in ana-
lytic descriptions of some previous works similar in form to
Eq. (36), such as Eq. (2) in [19] and Eq. (11.63) in [20], regard-
ing the sign associated with the second term of integration.
The detailed accounting in Appendix C shall clarify the “−”
sign, rather than a “�” sign, associated with the second term
of integration related to the diffusion heterogeneity.

For an inclusion of volume V and a uniform contrast over
the background medium, we define the absorption strength of
the inclusion with respect to the background medium as

δPμa �
‖δμa • V‖

μa0
(37)

and the scattering strength of the inclusion with respect to the
background medium as

δPD � ‖δD • V‖
D0

. (38)

Equation (37) implies that the same level of absorption pertur-
bation to the photon fluence rate could be caused by either a
smaller anomaly with stronger absorption contrast or a larger
anomaly with weaker absorption contrast. Equation (38) im-
plies that the same level of scattering perturbation to the
photon fluence rate could be caused by either a smaller anom-
aly with stronger scattering contrast or a larger anomaly with
weaker scattering contrast. Then Eq. (36) becomes

ΨSC�~rd; ~rs� � −δPμa
μa0
D0

G�~rd; ~r0�Ψ0�~r0; ~rs�

− δPD∇G�~rd; ~r0� ·∇Ψ0�~r0; ~rs�. (39)

The gradient operator in Eq. (39) can be expanded in
cylindrical coordinates as

∇G�~rd; ~r0� ·∇Ψ0�~r0; ~rs�

�
��

∂G�~rd; ~r0�
∂ρ0

��
∂Ψ0�~r0; ~rs�

∂ρ0
�

�
�
1
ρ0
∂G�~rd; ×~r0�

∂φ0

��
1
ρ0
∂Ψ0�~r0; ~rs�

∂φ0

�

�
�
∂G�~rd; ~r0�

∂z0

��
∂Ψ0�~r0; ~rs�

∂z0

��
. (40)

5. PERTURBATION TO PHOTON FLUENCE
RATE BY A WEAK TARGET ALIGNED
AZIMUTHALLY WITH THE SPIRAL PATHS
—NUMERICAL EVALUATION BASED ON
ANALYTIC TREATMENT
This section aims to evaluate the photon fluence rate along the
spiral paths identified for homogeneous-medium cases, when
the medium contains a weak heterogeneous inclusion whose
center is aligned azimuthally with one location on the spiral
paths. The perturbation analysis discussed in the previous sec-
tion will be numerically implemented for the weak inclusion.
For concave and convex geometries, the partial derivatives in
Eq. (40) can be numerically approximated using a central dif-
ference scheme, after Ψ0�~r0; ~rs� and G�~rd; ~r0� are quantified
based on the numerical methods demonstrated in [15,16].
As the evaluation of spiral paths with inclusion in concave

Fig. 4. (Color online) Position of the anomaly of weak perturbation
strength in the otherwise homogeneous backgroundmedium. (A) Con-
cave geometry, (B) semi-infinite geometry, (C) convex geometry.
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or convex geometry has to involve evaluating the photon flu-
ence rate along a straight line in a semi-infinite geometry with
identical inclusion, the gradient operator in Eq. (39) will be
expanded in Cartesian coordinates for the semi-infinite geo-
metry, and the resulting partial derivatives will be found simi-
larly by a central difference scheme.

We consider a spherical anomaly of 0.15 cm in radius and
0.25 cm in depth that is aligned with one quadrant of the spiral
paths, as shown in Fig. 4. The position of the anomaly is cho-
sen so that in the concave geometry [Fig. 4(A)] the azimuthal
angle between the anomaly center and the source is π∕2. In
the semi-infinite geometry [Fig. 4(B)] and the convex geome-
try [Fig. 4(C)], the position of the anomaly is chosen such that
the line-of-sight distance between the source and the projec-

tion of the anomaly center onto the straight line or spiral-path
(hence the physical boundary) is kept the same as that in the
concave geometry. Table 1 lists the four sets of optical pa-
rameters assigned to the single anomaly, which include posi-
tive μa, positive μ0s, negative μa, and negative μ0s contrasts with
respect to those of the background medium that is not neces-
sarily identical in the four cases. The radii of both concave and
convex applicators are set as 1.5 cm, and A � 1.86 is chosen.

The results of numerical evaluation based on the four cases
of contrasts specified in Table 1 are given in Fig. 5. In each of
the figure parts from 5(A) to 5(D), the photon fluence rates are
compared among four configurations: (1) along a straight line
on the semi-infinite interface for homogeneous medium,
which is used as the reference; (2) along a straight line on
the semi-infinite interface with the anomaly; (3) along the spir-
al profile on the concave interface with the anomaly; (4) along
the spiral profile on the convex interface with the anomaly.
The photon fluence curves for the four configurations are
shown indistinguishable at the macroscopic scale near the
5 cm range for d. To examine the microscopic differences
of the photon fluence curves, the curves corresponding to
a 0.1 cm range of d and centering at the azimuthal coordinate
of the anomaly are magnified as the inset in each figure part.
Under the magnification, it is found that (1) the photon flu-
ence curves associated with the anomaly are clearly distin-
guished from the reference; (2) the photon fluence curves
associated with the anomaly of absorption contrast are still
indistinguishable among the three geometries; and (3) the

Table 1. Four Sets of Optical Parameters for

Evaluating the Change to Photon Fluence Rate by an

Anomaly of Weak Contrast to the Background Medium

Background
μa�cm−1�

Background
μ0s�cm−1�

Anomaly
μa�cm−1�

Anomaly
μ0s�cm−1�

Set
1

Positive μa
contrast

0.025 10.0 0.05 10.0

Set
2

Positive μ0s
contrast

0.025 10.0 0.025 12.0

Set
3

Negative μa
contrast

0.05 10.0 0.025 10.0

Set
4

Negative μ0s
contrast

0.025 12.0 0.025 10.0

Fig. 5. (Color online) Photon fluence rate when one weak anomaly resides in the otherwise homogeneous background medium. The anomaly
possesses (A) positive μa contrast, (B) positive μ0s contrast, (C) negative μa contrast, and (D) negative μ0s contrast over the background. The shown
curves of photon fluence are plotted for (1) along a straight line on semi-infinite interface of homogeneous medium, (2) along a straight line on semi-
infinite interface having the anomaly aligned with the straight line, (3) along the spiral profile on concave interface having the anomaly aligned with
the spiral profile, and (4) along the spiral profile on convex interface having the anomaly aligned with the spiral profile.
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photon fluence curves associated with the anomaly of scatter-
ing contrast are distinguishable among the three geometries,
with the curves of concave and convex geometries locating
very close to and at the opposite sides of the curve of semi-
infinite geometry.

6. CHANGE TO PHOTON FLUENCE RATE
BY A STRONG TARGET ALIGNED
AZIMUTHALLY WITH THE SPIRAL PATHS
—NUMERICAL EVALUATION BASED ON
FINITE-ELEMENT METHOD
As the perturbation analysis becomes increasingly inaccurate
for increasing contrast strength of the anomaly, FEM compu-
tation based on a software package of near infrared
fluorescence and spectral tomography (NIRFAST) [21] is im-
plemented to evaluate the photon fluence rate along the spiral
paths when a strong anomaly resides in the medium.

The FEM meshing domain is illustrated in Figs. 6(A), 6(B),
and 6(C) for concave, semi-infinite, and convex geometries,
respectively. In the concave geometry, the meshing volume
is a cylinder of 14 cm in height and 1.5 cm in radius, which
is discretized into 76620 nodes and 349697 tetrahedral ele-
ments. The surface containing the spiral profile is set with
higher node density. In the semi-infinite geometry, the mesh-
ing volume is a rectangle of 15 × 11 × 5.5 cm3, which is discre-
tized into 88941 nodes and 496211 elements. The straight line
for evaluating the photon fluence rate is set with higher node
density. In the convex geometry, the meshing domain is the
volume between two concentric cylinders of 15 cm in height,
with 1.5 cm inner radius and 6 cm outer radius. The meshing
volume is discretized into 83312 nodes and 437039 tetrahedral
elements. The surface containing the spiral profile is set with
denser nodes.

We consider a spherical anomaly of 0.4 cm in radius and
0.5 cm in depth that is aligned azimuthally with one quadrant
of the spiral paths. The positions of the anomaly in concave,
semi-infinite, and convex geometries are chosen following the
same rules as in Section 5. Table 2 lists the four sets of optical
parameters assigned to the single anomaly, which include
positive μa, positive μ0s, negative μa, and negative μ0s contrasts
with respect to those of the background medium that is not
necessarily identical in the four cases. The four sets of anom-
aly defined in Table 2 have approximately 57 times of positive
absorption strength, 57 times of positive scattering strength,
28 times of negative absorption strength, and 95 times of ne-
gative scattering strength, respectively, of the ones defined in
Table 1, when counting the difference in volume.

The results of FEM simulation based on the four cases of
contrasts as specified in Table 2 are given in Fig. 7. In each of
the figure parts from 7(A) to 7(D), the photon fluence rates are
compared among four configurations as with Fig. 5. At the
macroscopic scale near the 5 cm range for d, the photon flu-
ence curves for the three geometries with the anomaly are dis-
tinguished from the reference except for negative μa contrast;
however, the photon fluence curves for the three geometries
with the anomaly are nearly indistinguishable. At the micro-
scopic level similar to that in Fig. 5, the photon fluence curves
of the concave and convex geometries are very close to and at
the opposite sides of the curve of semi-infinite geometry, for
anomaly of either absorption or scattering contrast.

7. DISCUSSION
Our previous studies have suggested and demonstrated the
existence of spiral paths in the concave and convex geome-
tries for homogeneous-medium conditions. As stated earlier,
the spiral paths refer to the equivalence of a unique set of di-
rections on the concave and convex interfaces to a straight
line on a semi-infinite interface, in terms of the decay rate
of photon fluence with respect to the line-of-sight distance be-
tween a source and a detector positioned for probing a homo-
geneous medium. Such equivalence of the spiral directions in
concave or convex geometries to a straight line in a semi-
infinite geometry may very well be limited to only the specific
set of parameters. For concave and convex geometries of
large radii, Eqs. (10) and (19) represent the spiral paths by
means of the angle α. It is unmistakable that α is a function
of R0, and α should also be affected by Ra and Rb, which
collectively are determined by the optical properties of
medium and tissue-applicator interface. It is therefore

Fig. 6. (Color online) Finite-element discretization of the imaging domain and the position of the anomaly with strong perturbation strength.
(A) Concave geometry, (B) semi-infinite geometry, and (C) convex geometry.

Table 2. Four Sets of Optical Parameters Used for

Evaluating the Change to Photon Fluence Rate by an

Anomaly of Strong Contrast to the Background Medium

Background
μa�cm−1�

Background
μ0s�cm−1�

Anomaly
μa�cm−1�

Anomaly
μ0s�cm−1�

Set
1

Positive μa
contrast

0.025 10.0 0.1 10.0

Set
2

Positive μ0s
contrast

0.025 10.0 0.025 20.0

Set
3

Negative μa
contrast

0.1 10.0 0.025 10.0

Set
4

Negative μ0s
contrast

0.025 20.0 0.025 10.0
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imperative to examine the actual profile of spiral paths asso-
ciated with different geometric and optical parameters.

Figure 8 investigates the spiral paths associated with dif-
ferent sets of geometric and optical parameters. Since the four
limbs of the spiral paths in both concave and convex geome-
tries are symmetric with regard to the midsagittal plane
containing the source, only one quadrant of the spiral paths
is to be investigated. The spiral paths found for concave geo-
metry are grouped in the left column and for convex geometry
in the right column. The set of baseline parameters are
R0 � 1.5 cm, A � 1.86, μa � 0.025 cm−1, and μ0s � 10 cm−1,
and each of the plots from 8(A) to 8(H) has one parameter dif-
fering from thebaseline parameters. Specifically, 8(A) and8(B)
correspond to changing radius from 1, 1.5, to 2 cm; 8(C) and
8(D) correspond to changing the value of the A parameter from
1, 1.86, to 2.82; 8(E) and 8(F) correspond to changing μa from
0.025, 0.05, to 0.1 cm−1; and 8(G) and 8(H) correspond to chan-
ging μ0s from 5, 10, to 20 cm−1. The most salient feature ob-
served from Fig. 8 is that the spiral profile develops much
deeper into the z direction in the convex geometry than in
the concave geometry, for the otherwise identical set of para-
meters. The value of the A parameter seems to have little effect
on the profile of spiral paths in both geometries. The spiral
profile is shown to relate to other parameters; however, it is
affected considerably less in convex geometry than in concave
geometry.

As this study has also investigated whether the spiral paths
found for the homogeneous medium specific to a given set of
optical parameters would be valid for the same geometry if the

medium contains heterogeneity, two observations are noted.
At the macroscopic scale, the photon fluence curves for the
three geometries associated with the anomaly are nearly indis-
tinguishable from each other even for the strong anomaly
considered, indicating that the spiral paths is a good approx-
imation macroscopically. At a sufficiently detailed micro-
scopic scale, the photon fluence curves for the three
geometries associated with the anomaly do become sepa-
rated; however, the photon fluence curves of the concave
and convex geometries seem to locate at the opposite sides
of the curve of semi-infinite geometry. As the numerical eva-
luation based on the analytic treatment involves summing
modified Bessel functions of finite orders, and the FEM is im-
plemented at finite resolution of the elements, limited preci-
sion is expected for the numerical results shown, as expressed
by the slight oscillatory behavior of the curves associated with
concave or convex geometries visible at microscopic scales.
The deviation of the photon fluence curve of concave or con-
vex geometry from that of semi-infinite geometry may be re-
lated to the slight variance of the spiral paths with respect to
the actual optical properties, indicating that the spiral paths
could be considered a good approximation to a straight line,
but it is not identical to a straight line in semi-infinite geome-
try. Apparently the deviation of the photon fluence curve
of concave or convex geometry from that of semi-infinite
geometry is to become smaller as the radial dimension of
the concave or convex applicator is to be increased.

This study examined the change to photon fluence rate
along the spiral paths of concave and convex geometries

Fig. 7. (Color online) Photon fluence rate when one strong anomaly resides in the otherwise homogeneous background medium. The anomaly
possesses (A) positive μa contrast, (B) positive μ0s contrast, (C) negative μa contrast, and (D) negative μ0s contrast over the background. The shown
curves of photon fluence are plotted for (1) along a straight line on semi-infinite interface of homogeneous medium, (2) along a straight line on semi-
infinite interface having the anomaly aligned with the straight line, (3) along the spiral profile on concave interface having the anomaly aligned with
the spiral profile, and (4) along the spiral profile on convex interface having the anomaly aligned with the spiral profile.
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identified for homogeneous medium cases when only one
anomaly is introduced into the medium. The perturbation ana-
lysis, being linear in its nature, can in principle be applied to
multiple anomalies. However, the results based on numerical
implementation of the perturbation-based analytic approach
will become increasingly inaccurate if anomalies with large
volume or strong contrast are included owing to the nonli-
nearity between the photon fluence and μa or μ0s. Certainly
FEM would facilitate more accurate evaluation for multiple
anomalies of various contrasts. This study is also specific
to the case of having the only anomaly aligned azimuthally
with the spiral paths. If the same anomaly is placed off from
the position aligning with the spiral paths, the change to the
photon fluence rate measured along the spiral paths by the
anomaly is expected to be less than that shown in Figs. 5
and 7. In that case the photon fluence curves associated with
the three geometries with the anomaly as studied in Figs. 4
and 6 will become less distinguishable. Therefore the approx-
imation by spiral paths could become more accurate for an
inclusion not aligned with the spiral paths than one aligned
with the spiral paths.

8. CONCLUSIONS
This study continued the work of examining steady-state
photon diffusion in a concave or convex geometry. The ana-
lysis in either of these two geometries has implications to dif-
fuse optical sensing of externally applicable or internally
applicable tissue medium. The study specifically complemen-
ted our previous prediction that, on the tissue-applicator inter-
face of either concave or convex geometry there exists a
unique set of spiral paths, along which the steady-state photon
fluence rate decays at a rate equal to that along a straight line
on a planar semi-infinite interface, for the same line-of-sight
source–detector distance. This phenomenon, referred to as
spiral paths, is demonstrated analytically for concave or con-
vex geometry of large radial dimension, and numerically for
concave or convex geometry of small radial dimension. This
study also examined the spiral paths when the medium
contained heterogeneity. Although the heterogeneity being
investigated is limited to an anomaly with either positive or
negative contrast of absorption or scattering coefficient over
the background medium, by aligning the anomaly azimuthally
with the spiral paths the anomaly has the maximum sensitivity

Fig. 8. (Color online) Spiral profiles of concave geometry (left column) and convex geometry (right column) found for different geometric para-
meters and optical properties. Each subplot illustrates the spiral profiles associated with the change of only one parameter with respect to a set of
baseline parameters. The parameter to be changed in (A) and (B) is the radius of the cylindrical applicator. The parameter to be changed in (C) and
(D) is the A value. The parameter to be changed in (E) and (F) is μa. The parameter to be changed in (G) and (H) is μ0s.
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to the change to photon fluence rate. For an anomaly of weak
contrast strength the effect of it to the photon fluence rate
along the spiral paths is calculated by a well-established per-
turbation analysis. Our revisiting of the perturbation analysis
for numerical implementation in cylindrical coordinates
helped identify a mistake appearing in similar analyses in
some previous works. As the perturbation analysis is limited
to weak-target cases, the change by an anomaly of strong

contrast to the photon fluence rate along the spiral paths is
instead computed by using FEM. For all investigated hetero-
geneous-medium cases the photon fluence rate along the
homogeneous-medium associated spiral paths is macroscopi-
cally indistinguishable from that along a straight line on a
semi-infinite interface, though microscopically the discre-
pancy is observed.

APPENDIX A: DERIVATION OF EQ. (7)
FROM EQ. (6)
Equation (6) is rewritten here as

Ψ � S
4πD

e−k0d

d

��
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0
�cos α�2

��
−
�
1 −

1
2
k0d

��Ra � 2Rb�2
d2

� Ra � 2Rb

R0
�cos α�2

���
1� Ra � Rb

R0 − Ra

��
. (A1)

Equation (A1) can be further simplified as

Ψ � S
4πD

e−k0d

d

�
1 −

k0R2
a

2d
� k0Rad

2R0
�cos α�2 − 1� k0�Ra � 2Rb�2
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2R0

Ra � Rb

R0 − Ra
�cos α�2

�

� S
2πD

e−k0d

d
k0Rb�Ra � Rb�

d

�
1 −

d
2k0Rb�R0 − Ra�

� d2

2RbR0
�cos α�2 � �Ra � 2Rb�d2

4RbR0�R0 − Ra�
�cos α�2 � �Ra � 2Rb�2

4Rb�R0 − Ra�

�
. (A2)

Under the assumption that R0 ≫ Ra; Rb; d, based on Taylor expansion, Eq. (A2) can be approximated as

Ψ � S
2πD

e−k0d

d
k0Rb�Ra � Rb�

d
exp

�
−

d
2k0Rb�R0 − Ra�

�
�

d2

2RbR0
� �Ra � 2Rb�d2

4RbR0�R0 − Ra�

�
�cos α�2 � �Ra � 2Rb�2

4Rb�R0 − Ra�

�
. �A3�

By multiplying both sides of Eq. (A3) with d2, we have

Ψd2 � S
2πDk0Rb�Ra � Rb�e

�Ra�2Rb�2
4Rb�R0−Ra � exp

�
−k0d −

d
2k0Rb�R0 − Ra�

�
�

1
2RbR0

� Ra � 2Rb

4RbR0�R0 − Ra�

�
�cos α�2d2

�
. �A4�

Taking the natural logarithm, Eq. (A4) leads to

ln�Ψd2� � −k0d −
d

2k0Rb�R0 − Ra�
�

�
1

2RbR0
� Ra � 2Rb

4RbR0�R0 − Ra�
�
�cos α�2d2� ln

�
S

2πDk0Rb�Ra � Rb�
�
� �Ra � 2Rb�2

4Rb�R0 − Ra�
. �A5�

Taking the derivative with respect to d and substituting d⊥ � d · cos α, Eq. (A5) leads to

∂ ln�Ψ · d2�
∂d

� −
�
k0 �

1
2k0Rb�R0 − Ra�

−
�
2R0 − Ra � 2Rb

2R0Rb�R0 − Ra�

�
cos α · d⊥

�
. (A6)

APPENDIX B: DERIVATION OF EQ. (16) FROM EQ. (15)
Equation (15) is rewritten here as

Ψ � S
4πD

e−k0d

d

��
1 −

1
2
k0d

�
R2
a

d2
� Ra

R0
�cos α�2

��
−
�
1 −

1
2
k0d

��Ra � 2Rb�2
d2

−
Ra � 2Rb

R0
�cos α�2

���
1 −

Ra � Rb

R0 � Ra

��
. �B1�

Equation (B1) can be further simplified as
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Ψ � S
4πD
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�
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2R0
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�
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4πD
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d
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d
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−
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�cos α�2 � �Ra � 2Rb�d2

4RbR0�R0 � Ra�
�cos α�2 − �Ra � 2Rb�2
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�
. (B2)

Under the assumption that R0 ≫ Ra; Rb; d, based on Taylor expansion, Eq. (B2) can be approximated as

Ψ � S
4πD

e−k0d

d
2k0Rb�Ra � Rb�

d
exp

�
d

2k0Rb�R0 � Ra�
�
�
−
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�
�cos α�2 − �Ra � 2Rb�2
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�
. �B3�

By multiplying both sides of Eq. (B3) with d2, we have

Ψd2 � S
2πDk0Rb�Ra � Rb�e−

�Ra�2Rb�2
4Rb�R0�Ra � exp

�
−k0d� d

2k0Rb�R0 � Ra�
�
�
−

d2

2RbR0
� �Ra � 2Rb�d2

4RbR0�R0 � Ra�

�
�cos α�2

�
. �B4�

Taking the natural logarithm, Eq. (B4) leads to

ln�Ψd2� � −k0d� d
2k0Rb�R0 � Ra�

�
�
−

1
2RbR0

� Ra � 2Rb

4RbR0�R0 � Ra�

�
�cos α�2d2� ln

�
S

2πDk0Rb�Ra � Rb�
�
−

�Ra � 2Rb�2
4Rb�R0 � Ra�

. �B5�

Taking the derivative with respect to d and substituting d⊥ � d · cos α, Eq. (B5) leads to

∂ ln�Ψ · d2�
∂d

� −
�
k0 −

1
2k0Rb�R0 � Ra�

�
�
2R0 � Ra − 2Rb

2R0Rb�R0 � Ra�

�
cos α · d⊥

�
. (B6)

APPENDIX C: DERIVATION OF EQ. (36) BY FOLLOWING THE APPROACH IN [18]
Equation (35) is rewritten here as

ΨSC�~rd; ~rs� � −
1
D0

ZZZ
V
G�~rd; ~r0�δμa�~r0�Ψ0�~r0; ~rs�d3r0�

1
D0

ZZZ
V
G�~rd; ~r0�∇ · fδD�~r0�∇Ψ0�~r0; ~rs�gd3r0. �C1�

The second integration part can be expanded as

ZZZ
V
G� ~rd; ~r0�∇ · fδD�~r�∇Ψ0�~r; ~rs�gd3r0 �

ZZZ
V
G� ~rd; ~r0�∇δD�~r� ·∇Ψ0�~r; ~rs�d3r0 �

ZZZ
V
G� ~rd; ~r0�δD�~r�∇2Ψ0�~r; ~rs�d3r0. �C2�

Applying Green’s first identity ∭V �ϕ∇2ψ �∇ϕ ·∇ψ�d3x � ∯s�ϕn̂ ·∇ψ�d2a, it can be seen that

ZZZ
V
G� ~rd; ~r0�δD�~r�∇2Ψ0�~r; ~rs�d3r0 � ∯s�G� ~rd; ~r0�δD�~r�n̂ ·∇Ψ0�~r; ~rs��d2a −

ZZZ
V
∇�G� ~rd; ~r0�δD�~r�� ·∇Ψ0�~r; ~rs�d3r0. (C3)

The surface integral in the above derivation is eliminated because we have the freedom to choose the surface at infinity, where
G� ~rd; ~r0� decays to zero. Hence,

ZZZ
V
G� ~rd; ~r0�δD�~r�∇2Ψ0�~r; ~rs�d3r0 � −

ZZZ
V
∇�G� ~rd; ~r0�δD�~r�� ·∇Ψ0�~r; ~rs�d3r0

� −
ZZZ

V
G� ~rd; ~r0�∇δD�~r� ·∇Ψ0�~r; ~rs�d3r0 −

ZZZ
V
δD�~r�∇G� ~rd; ~r0� ·∇Ψ0�~r; ~rs�d3r0. (C4)

Substituting Eq. (C4) into Eq. (C2) leads to

1
D0

ZZZ
V
G� ~rd; ~r0�∇ · fδD�~r�∇Ψ0�~r; ~rs�gd3r0 � −

1
D0

ZZZ
V
δD�~r�∇G� ~rd; ~r0� ·∇Ψ0�~r; ~rs�d3r0. (C5)

Substituting Eq. (C5) into Eq. (C1) leads to
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ΨSC�~rd; ~rs� � −
1
D0

ZZZ
V
G�~rd; ~r0�δμa�~r0�Ψ0�~r0; ~rs�d3r0

−
1
D0

ZZZ
V
δD�~r0�∇G�~rd; ~r0� ·∇Ψ0�~r0; ~rs�d3r0.

(C6)
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Part IV examines frequency-domain photon diffusion in a homogeneousmedium enclosed by a “concave” circular
cylindrical applicator or enclosing a “convex” circular cylindrical applicator, both geometries being infinite in the
longitudinal dimension. The aim is to assess by analogical and finite-element methods the changes of AC
amplitude, modulation depth, and phase with respect to the line-of-sight source–detector distance for a source
and a detector located along the azimuthal or longitudinal direction on the concave or convex medium–applicator
interface. By comparing to their counterparts along a straight line on a semi-infinite medium–applicator interface,
for the same line-of-sight source–detector distance, it is found that: (1) the decay-rate of AC photon fluence is
smaller along the azimuthal direction and greater along the longitudinal direction on the concave interface,
(2) the decay-rate of AC photon fluence is greater along the azimuthal direction and smaller along the longitudinal
direction on the convex interface, (3) the modulation depth along both azimuthal and longitudinal directions
decays more slowly on the concave interface and faster on the convex interface, and (4) the phase along both
azimuthal and longitudinal directions increases more slowly on the concave interface and faster on the convex
interface. © 2012 Optical Society of America

OCIS codes: 170.3660, 170.5280, 170.6960.

1. INTRODUCTION
Modeling optical imaging of biological tissue located centi-
meters deep involves diffusion approximation to the radiative
transport [1]. Although the semi-infinite geometry specific to
placing the optodes on a planar medium–applicator interface
is most widely studied, other geometries with the optodes
on curved medium–applicator interface could be more rele-
vant to imaging applications [2]. A “concave” geometry may
resemble probing the diffusive medium at the “recessing” side
of the cylindrical applicator, and a “convex” imaging geometry
may represent probing the diffusive medium at the “bulging”
side of the cylindrical applicator [3]. For the semi-infinite
geometry with a homogeneous medium, the analytic solution
to the photon diffusion is well studied [4] and has been applied
widely to analyzing raw data measured from surface tissue
applicators and for image reconstruction. For “concave”
medium–applicator geometry there is a noticeable amount of
studies of diffuse photon propagation within the geometry.
Arguably all these approaches were based on the same meth-
odology, i.e., the analytical Green’s function is derived in
the form of a sum of two terms that contain the analytical
solution in the infinite medium plus a particular solution,
specifically the one corresponding to an “image” source, al-
lowing the global solution to satisfy the boundary condition.
In terms of frequency-domain (FD) modeling, Arridge et al. [5]
applied zero fluence boundary condition to derive the solu-
tions for finite-length and infinite-length “concave” cylinder
geometries, using Green’s functions as well as their Laplace

transforms similar to those demonstrated by Carslaw and
Jaeger on heat conduction [6]. Pogue and Patterson [7] used
the extrapolated boundary condition, which is considered
more accurate than zero-boundary condition for tissue–
applicator interface [8,9], to derive the solutions for a finite-
length “concave” cylinder geometry. Da Silva et al. [10] also
employed extrapolated boundary condition to study photon
diffusion in finite-length “concave” cylindrical geometries. Re-
cently, Liemert and Kienle [11,12] employed finite Hankel and
cosine transforms to reach a solution of FD photon diffusion
in the medium bounded by single or multilayered infinitely
long “concave” cylinder. However, there is a lack of under-
standing regarding FD photon diffusion associated with
“convex” medium–applicator geometry.

In the Part I study [13], we developed a theoretical frame-
work to unify the treatment of continuous-wave (CW) photon
remission on the medium–applicator interface of both “con-
cave” and “convex” geometries with infinite longitudinal di-
mension. Solutions to the CW photon diffusion in the two
geometries were derived based on the extrapolated boundary
condition and expressed in terms of the first and second kinds
of the modified Bessel functions. In the Part II study [14], the
validity of the analytic treatment of Part I [13] in the diffusion
regime was examined by means including finite-element
method (FEM), Monte Carlo modeling, and experiments. It
was found that in both “concave” and “convex” geometries
the changes of CW photon fluence along the azimuthal and
longitudinal directions showed opposite trends, in terms of
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the decay rate versus the line-of-sight source–detector dis-
tance with respect to that along a straight line on a semi-
infinite medium–applicator interface for the same line-of-sight
source–detector distance. It was predicted [14] and subse-
quently outlined in [15] and detailed in Part III [16] that there
was a unique set of spiral paths on the medium–applicator in-
terface in both concave and convex geometries of infinite
longitudinal dimension, along which the decay-rate of CW
photon fluence could be identical to that along a straight line
on the semi-infinite medium–applicator interface, given the
same line-of-sight source–detector distance and the same
set of optical properties.

In this Part IV study, the methodology introduced in Part I
for analysis of CW photon diffusion is extended to formulate a
unified analysis of FD photon diffusion in both concave and
convex geometries of infinite longitudinal dimension.
Section 2 reviews the FD photon diffusion for infinite and
semi-infinite geometries expressed in both spherical and
cylindrical coordinates. Section 3 develops the cylindrical-
coordinate solutions to FD photon diffusion in both “concave”
and “convex” geometries, respectively. Section 4 generalizes
the characteristics of FD photon diffusion along the azimuthal
and longitudinal directions in concave and convex geome-
tries, by assuming a large radius of the cylinder geometry that
renders analytical approximations to be made. Section 5 pre-
sents numerical evaluations of FD photon fluence along the
azimuthal and longitudinal directions with respect to the
source–detector distance for concave and convex geometries
of practical centimeter-order radius, based on FEM and ana-
lytical results. We demonstrate that the aforementioned spiral
paths exist for the amplitude of AC fluence rate as well; how-
ever, they do not coincide with those for DC fluence rate. As
long as the modulation depth and phase are concerned, no
such spiral paths can be inferred.

2. FD ANALYSIS FOR INFINITE AND SEMI-
INFINITE GEOMETRIES—RECOUNTING
We consider a scattering dominant medium with a diffusion
coefficientD � �3�μa � μ0s��−1, where μa is the absorption coef-
ficient and μ0s is the reduced scattering coefficient. The loca-
tions of a detector r⃗ and a source r⃗0 are represented in
cylindrical coordinates by �ρ;φ; z� and �ρ0;φ0; z0�, respectively,
for all medium geometries investigated in this study. A med-
ium of infinite geometry is illustrated in Fig. 1(A), wherein the
source is regarded as isotropic. A medium of semi-infinite geo-
metry with the source and the detector located on the medium
boundary is depicted in Fig. 1(B) for the coordinate origin lo-
cated at the medium side or in Fig. 1(C) for the coordinate
origin located at the opposite to the medium side. In the semi-
infinite geometry, the source r⃗0�ρ0;φ0; z0� launches photon into
the medium at an initial direction orthogonal to the medium–

applicator interface and is represented by an equivalent “real”
isotropic source at r⃗0real�ρ − Ra;φ; z0� in Fig. 1(B) or r⃗0real�ρ�
Ra;φ; z0� in Fig. 1(C), where Ra � 1∕μ0s is the step size of trans-
port scattering. The effect of medium–applicator interface on
photon diffusion may be modeled by setting zero the photon
fluence rate on an extrapolated boundary located Rb � 2AD
away from the physical boundary, where A � �1� Reff�∕
�1 − Reff�, and Reff is a coefficient [8,9] determined by the re-
fractive index differences across the physical boundary. This
boundary condition is accommodated by setting a negative

“image” source of the “real” isotropic source, with respect
to the extrapolated boundary, at r⃗0imag�ρ� Ra � 2Rb;φ; z0� in
Fig. 1(B) or r⃗0imag�ρ − Ra − 2Rb;φ; z0� in Fig. 1(C). The distances
from the detector to the “real” isotropic source r⃗0real and the
“image” source r⃗0imag are denoted by lr and li, respectively. The
notations of lr and li also apply to other studied medium geo-
metries involving a boundary. In all studied geometries, the
straight distance between the source and the detector, i.e.,
d � jr⃗ − r⃗0j, is referred to as the “line-of-sight” source–detector

Fig. 1. (Color online) Illustrations of a medium of infinite geometry
in (A) and a medium of semi-infinite geometry in (B) and (C). In the
semi-infinite geometry the source and detector are positioned on the
physical boundary of the medium, and it becomes convenient to
assign the same radial and azimuthal coordinates to the source and
detector.
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distance, with respect to which the changing characteristics of
photo fluence rateΨ are to be evaluated among different geo-
metries. Hereafter the “source–detector distance” stands for
line-of-sight source–detector distance.

A FD source at r⃗0 is expressed as S�r⃗0; t� � S̄�r⃗0��
~S�r⃗0� exp�iωt�, where the overhead notations “−” and “∼” re-
present DC and AC components, respectively, and ω is the an-
gular frequency. Then the FD photon fluence rate at r⃗ is

expressed by Ψ�r⃗; t� � Ψ̄�r⃗� � ~Ψ�r⃗� exp�iωt�. For a homo-
geneous medium, we have the following photon diffusion
equations [1,2,4–9]:

∇2Ψ̄�r⃗� − k̄0Ψ̄�r⃗� � −
S̄�r⃗�
D

; ∇2 ~Ψ�r⃗� − ~k0 ~Ψ�r⃗� � −
~S�r⃗�
D

;

(2.0.1)

where k̄0 and ~k0 are the effective attenuation coefficients of
the medium to the DC and AC components, respectively, of
photon fluence rate as

k̄0 �
�����
μa
D

r
; ~k0 � ~kamp � j ~kphi �

������������������
μa
D

� iω
Dc

r
; (2.0.2)

with c being the speed of light in the medium, and

~kamp � k̄0
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A. Solutions in Spherical Coordinates to FD Photon
Diffusion

1. Source and Detector in an Infinite Medium Geometry
For a source and a detector in a homogeneous medium of
infinite geometry, the solutions to Eqs. (2.0.1) in spherical-
coordinates are well-known to be

Ψ̄inf

�
r⃗; r⃗0

�
� S̄

4πD
1

jr⃗ − r⃗0j exp
�
−k̄0jr⃗ − r⃗0j

�
; (2.1.1.DC)

~Ψinf�r⃗; r⃗0� �
~S

4πD
1

jr⃗ − r⃗0jexp
�
−~kampjr⃗ − r⃗0j

�
exp

�
−i~kphijr⃗ − r⃗0j

�
:

(2.1.1.AC)

2. Source and Detector on a Semi-Infinite
Medium–Applicator Interface
For a source and a detector located on a semi-infinite bound-
ary to a homogeneous medium, the solutions to Eqs. (2.0.1) in
spherical coordinates may be derived based on the aforemen-
tioned extrapolated boundary condition as

Ψ̄semi � Ψ̄real

�
r⃗; r⃗0real

�
� Ψ̄imag

�
r⃗; r⃗0imag

�

� S̄
4πDlr

exp
�
−k̄0lr

�
−

S̄
4πDli

exp
�
−k̄0li

�
; (2.1.2.DC)

~Ψsemi � ~Ψreal

�
r⃗; r⃗0real

�
� ~Ψimag

�
r⃗; r⃗0imag

�

�
~S

4πDlr
exp

�
−~k0lr

�
−

~S
4πDli

exp
�
−~k0li

�
; (2.1.2.AC)

where we have

lr �
�����������������
d2 � R2

a

q
; li �

���������������������������������������
d2 � �Ra � 2Rb�2;

q
(2.1.3)

as shown in Figs. 1(B) and 1(C). For the condition of
d ≫ Ra; Rb, Eq. (2.1.2) are approximated to

Ψ̄semi �
S̄

2πD

�
1
d2

exp�−k̄0d�
�
k̄0Rb�Ra � Rb�; (2.1.4.DC)

~Ψsemi�
~S

2πD

�
1
d2

exp�−~kampd�
�h

~kampRb�Ra�Rb�
i ���������������������������

1�
� ~kphi
~kamp

�2
s

×exp

8<
:−i

"
~kphid− tan−1

 
~kphi
~kamp

!#9=
;: (2.1.4.AC)

B. Solutions in Cylindrical Coordinates to FD Photon
Diffusion

1. Source and Detector in an Infinite Medium Geometry
The cylindrical-coordinate solution to the DC photon fluence
rate associated with a source–detector pair in a homogeneous
medium of infinite geometry has been solved in Part I [13] as
follows:

Ψ̄inf

�
r⃗; r⃗0

�
� S̄

4π2D

Z
∞

−∞
dkeik�z−z

0�
X∞

m�−∞
Im
�
k̄eff ρ<

�

× Km

�
k̄eff ρ>

�
eim�φ−φ0�; (2.2.1.DC)

where Im andKm are the modified Bessel functions of the first
and the second kinds, respectively,

k̄eff �
����������������
k2 � k̄20

q
; (2.2.2.DC)

and ρ< and ρ> indicate the smaller and larger radial coordi-
nates of the source and the detector, respectively. Note that
the format of Ψ̄inf�r⃗; r⃗0� in Eq. (2.2.1.DC) is slightly different
from the corresponding one in Eq. (2.1.13) in [13], in terms
of the lower limits of the integration and the summation as
well as the number in the denominator to the source term
S̄, as a result of using exponential terms with complex argu-
ments versus using cosine terms only.

Based on the similarity between the DC and AC counter-
parts in Eqs. (2.0.1), one would appreciate that the cylindrical-
coordinate solution to AC photon fluence rate in a
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homogeneous medium of infinite geometry must have a form
similar to that of Eq. (2.2.1.DC) as

~Ψinf

�
r⃗; r⃗0

�
�

~S
4π2D

Z
∞

−∞
dkeik�z−z

0�
X∞
m�−∞

Im
�
~keff ρ<

�

× Km

�
~keff ρ>

�
eim�φ−φ0�; (2.2.1.AC)

where.

~keff �
����������������
k2 � ~k20

q
: (2.2.2.AC)

According to Part I [13] and Jackson [17], the cylindrical-
coordinates representation of ~Ψinf�r⃗; r⃗0� in Eq. (2.2.1.DC)
and the spherical-coordinate representation of ~Ψinf�r⃗; r⃗0� in
Eq. (2.1.1.DC) are analytically identical. The said identity
was also tested numerically in [13]. Similarly, we maintain that
the cylindrical-coordinate representation of ~Ψinf�r⃗; r⃗0� in
Eq. (2.2.1.AC) and the spherical-coordinates representation
of ~Ψinf�r⃗; r⃗0� in Eq. (2.1.1.AC) are analytically identical and
thereby interchangeable.

2. Source and Detector on a Semi-Infinite Medium–
Applicator Interface
For completeness, we consider the cylindrical-coordinate
solutions to photon diffusion in a homogeneous medium of
semi-infinite geometry as that illustrated in Fig. 1(B). Between
the radial coordinates of the detector r⃗ and the “real” isotropic
source r⃗0real we have ρ< � ρ − Ra and ρ> � ρ. Between the ra-
dial coordinates of the detector r⃗ and the “image” source r⃗0imag
we have ρ< � ρ and ρ> � ρ� Ra � 2Rb. Based on Eq. (2.1.2)
and the interchangeability between Eqs. (2.2.1) and (2.1.1),
the DC photon fluence rate at r⃗ due to r⃗0real and r⃗0imag may
be expressed by

Ψ̄semi � Ψ̄real

�
r⃗; r⃗0real

�
� Ψ̄imag

�
r⃗; r⃗0imag

�

� S̄
4π2D

�Z
∞

−∞
dkeik�z−z

0
real�

X∞
m�−∞

Im
h
k̄eff�ρ−Ra�

i

×Km

�
k̄effρ

�
eim�φ−φ0

real� −
Z

∞

−∞
dkeik�z−z

0
imag�

X∞
m�−∞

Im
�
k̄effρ

�

×Km

h
k̄eff�ρ�Ra � 2Rb�

i
eim�φ−φ0

imag�
	

(2.2.3.DC)

and accordingly the AC photon fluence rate by

~Ψsemi � ~Ψreal

�
r⃗; r⃗0real

�
� ~Ψimag

�
r⃗; r⃗0imag

�

�
~S

4π2D

�Z
∞

−∞
dkeik�z−z

0
real�

X∞
m�−∞

Im
h
~keff�ρ − Ra�

i

× Km

�
~keffρ

�
eim�φ−φ0

real�

−
Z

∞

−∞
dkeik�z−z

0
imag�

X∞
m�−∞

Im
�
~keffρ

�

× Km

h
~keff�ρ� Ra � 2Rb�

i
eim�φ−φ0

imag�
	
: (2.2.3.AC)

Alternatively, if the semi-infinite geometry is coordinated as
the one in Fig. 1(C), we have

Ψ̄semi �
S̄

4π2D

�Z
∞

−∞
dkeik�z−z

0
real�

X∞
m�−∞

Im�k̄effρ�

× Km

h
k̄eff�ρ� Ra�

i
eim�φ−φ0

real� −
Z

∞

−∞
dkeik�z−z

0
imag�

×
X∞
m�−∞

Im
h
k̄eff�ρ − Ra − 2Rb�

i

× Km

�
k̄effρ

�
eim�φ−φ0

imag�
	

(2.2.3.DC*)

~Ψsemi �
~S

4π2D

�Z
∞

−∞
dkeik�z−z

0
real�

X∞
m�−∞

Im
�
~keffρ

�

× Km

h
~keff�ρ� Ra�

i
eim�φ−φ0

real� −
Z

∞

−∞
dkeik�z−z

0
imag�

×
X∞
m�−∞

Im
h
~keff�ρ − Ra − 2Rb�

i

× Km�~keffρ�eim�φ−φ0
imag�

	
: (2.2.3.AC*)

3. FD ANALYSIS OF PHOTON DIFFUSION
ASSOCIATED WITH “CONCAVE” AND
“CONVEX” GEOMETRIES OF INFINITE
LONGITUDINAL DIMENSION
A. Concave Geometry
The “concave” geometry as shown in Fig. 2(A) refers to a dif-
fusive medium enclosed by an infinitely long cylindrical
medium–applicator interface [13,14,16]. Given the radius of
the cylinder as R0, a detector r⃗ on the medium–applicator in-
terface locates at �R0;φ; z�, and a directional source r⃗0 on the
medium–applicator interface locates at �R0;φ0; z0�. Based on
the symmetry of the concave geometry, the directional source
r⃗0 is to be modeled by a “real” isotropic source r⃗0real located
along the radial direction of the physical source and inwardly
at a distance of Ra � 1∕μ0s, i.e., at �R0 − Ra;φ0; z0�. The extra-
polated boundary is concentric with and at a radial distance of
Rb � 2AD away from the physical boundary [8,13]. Apparently
as the radius R0 reaches infinity the photon fluence rate asso-
ciated with a source–detector pair on the medium–applicator
interface of the concave geometry approaches that on the
associated semi-infinite interface that is tangential to the con-
cave interface at the source position, for the same source-
detector distance. This characteristic serves as both the
qualitative and quantitative calibers of the analytic solutions
derived for the concave geometry.

Considering that Eqs. (2.2.1.DC) and (2.2.1.AC) are identi-
cal in their analytical forms except for the notations differen-
tiating “DC” and “AC,” the cylindrical-coordinate solutions to
FD photon diffusion associated with optodes on the concave
medium–applicator interface can be derived by following the
approaches to the corresponding CW photon diffusion de-
monstrated in Part I [13]. The resulted DC photon fluence rate
sensed by the detector r⃗ on the physical boundary of the con-
cave geometry due to the physical source r⃗0 is
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Ψ̄conC � S̄
4π2D

Z
∞

−∞
dk
�
exp�ik�z − z0��

X∞
m�−∞

Im
h
k̄eff�R0 − Ra�

i

× Km

�
k̄effR0

�

1 −

Im�k̄effR0�
Km�k̄effR0�

Km�k̄eff�R0 � Rb��
Im�k̄eff�R0 � Rb��

�

× exp�im�φ − φ0��
	
; (3.1.1.DC)

which has a slightly different format comparing to Eq. (3.1.5)
in Part-I, and its AC counterpart is

~ΨconC �
~S

4π2D

Z
∞

−∞
dk
�
exp�ik�z − z0��

X∞
m�−∞

Im�~keff�R0 − Ra��

× Km�~keffR0�


1 −

Im�~keffR0�
Km�~keffR0�

Km�~keff�R0 � Rb��
Im�~keff�R0 � Rb��

�

× exp�im�φ − φ0��
	
: (3.1.1.AC)

B. Convex Geometry
The “convex” geometry as shown in Fig. 2(B) refers to a dif-
fusive medium enclosing an infinitely long cylindrical
medium–applicator interface [13,14,16]. Given the radius of
the cylinder as R0, a detector r⃗ on the medium–applicator

interface locates at �R0;φ; z�, and a directional source r⃗0 on
the medium–applicator interface locates at �R0;φ0; z0�. Based
on the symmetry of the convex geometry, the directional
source r⃗ is to be modeled by a “real” isotropic source r⃗0real lo-
cated along the radial direction of the physical source and out-
wardly at a distance of Ra � 1∕μ0s, i.e., at �R0 � Ra;φ0; z0�. The
extrapolated boundary is concentric with and at a radial
distance of Rb � 2AD inward from the physical boundary.
Apparently as the radius R0 reaches infinity the photon flu-
ence rate associated with a source–detector pair on the
medium–applicator interface of the convex geometry ap-
proaches that on the associated semi-infinite geometry inter-
face that is tangential to the convex interface at the source
position, for the same source–detector distance. This charac-
teristic serves as both the qualitative and quantitative calibers
of the analytic solutions derived for the concave geometry.

Considering again that Eqs. (2.2.1.DC) and (2.2.1.AC) are
identical in their analytical forms except for the notations dif-
ferentiating “DC” and “AC,” the cylindrical-coordinate solu-
tions to FD photon diffusion associated with optodes on
the convex medium–applicator interface can be derived by
following the approaches to the corresponding CW photon dif-
fusion demonstrated in Part I. The resulted DC photon fluence
rate sensed by the detector r⃗ on the physical boundary of the
convex geometry due to the physical source r⃗0 is

Fig. 2. (Color online) Configurations of (A) concave geometry and (B) convex geometry. The physical directional source and detector locate at the
probe–tissue interface at �R0;φ0; z0� and �R0;φ; z� respectively. In concave geometry, the equivalent isotropic source locates inwardly at
�R0 − Ra;φ0; z0�. The image of the source with respect to the associated semi-infinite geometry locates at �R0 � Ra � 2Rb;φ0; z0�. In convex geometry,
the equivalent isotropic source locates outwardly at �R0 � Ra;φ0; z0�. The image of the source with respect to the associated semi-infinite geometry
locates at �R0 − Ra − 2Rb;φ0; z0�.
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Ψ̄conV � Ψ̄realjphys � Ψ̄imagjphys

� S̄

4π2D

Z
∞

−∞
dk
�
exp�ik�z − z0��

X∞
m�−∞

Im�k̄effR0�

× Km�k̄eff�R0 � Ra��

×


1 −

Km�k̄effR0�
Im�k̄effR0�

Im�k̄eff�R0 − Rb��
Km�k̄eff�R0 − Rb��

�

× exp�im�φ − φ0��
	
; (3.2.1.DC)

which has a slightly different format comparing to Eq. (3.2.5)

in Part I, and its AC counterpart is

~ΨconV � ~Ψrealjphys � ~Ψimagjphys

�
~S

4π2D

Z
∞

−∞
dk
�
exp�ik�z − z0��

X∞
m�−∞

Im�~keffR0�

× Km�~keff�R0 � Ra��

×


1 −

Km�~keffR0�
Im�~keffR0�

Im�~keff�R0 − Rb��
Km�~keff�R0 − Rb��

�

× exp�im�φ − φ0��
	
: (3.2.1.AC)

4. ANALYTICAL PREDICTION OF THE
CHARACTERISTICS OF FD PHOTON
DIFFUSION VERSUS SOURCE–DETECTOR
DISTANCE IN CONCAVE AND CONVEX
GEOMETRIES OF LARGE RADIUS
To understand the generalized behavior of the FD photon dif-
fusion versus source–detector distance in concave and con-
vex geometries, we now consider that the radius of the
concave or convex geometry is much greater than the
source–detector distance that is also in the diffusion regime,
i.e., we have assumed that R0 ≫ d ≫ Ra; Rb. By using the
spherical coordinate expression of the photon fluence rates
given in Eq. (2.1.2), we can rewrite Eq. (3.1.1) for concave geo-
metry (refer to Subsection 3.A.2 in Part I for the analytical
means) as

Ψ̄conC �
�

S̄
4πDlr

exp�−k̄0lr�
�

−
�

S̄
4πDli

exp�−k̄0li�
� ��������������������������������

R0 � Ra � 2Rb

R0 − Ra

s
; (4.1.DC)

~ΨconC �
� ~S
4πDlr

exp�−~kamplr�
�
exp�−i~kphilr�

−
� ~S
4πDli

exp�−~kampli�
� ��������������������������������

R0 � Ra � 2Rb

R0 − Ra

s
exp�−i~kphili�:

(4.1.AC)

The acute angle formed by �r⃗ − r⃗0� and the azimuthal plane
is α as shown in Fig. 2(A), and

lr � d

���������������������������������������������������
1� R2

a

d2
−
Ra

R0
�cos α�2

�s
;

li � d

���������������������������������������������������������������������������������������
1� �Ra � 2Rb�2

d2
� Ra � 2Rb

R0
�cos α�2

�s
: (4.2)

Then based on the approach demonstrated in Part III [16], the
DC and AC photon fluence rates expressed by Eq. (4.1) can be
simplified to

Ψ̄conC � S̄
2πD

1
d2

exp
�
−
�
k̄0d� d

2k̄0Rb�R0 − Ra�

−
2R0 − Ra � 2Rb

4R0Rb�R0 − Ra�
�cos α�2d2

�	

× exp
� �R0 � 2Rb�2
4Rb�R0 − Ra�

�
�k̄0Rb�Ra � Rb��; (4.3.DC)

~ΨconC �
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2πD
1
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�
−
�
~kampd�
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2�~k2amp � ~k2phi�Rb�R0 − Ra�

−
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4R0Rb�R0 − Ra�
�cos α�2d2

�	
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� �R0 � 2Rb�2
4Rb�R0 − Ra�

�

×
� ������������������������
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q
Rb�Ra � Rb�

�

× exp
�
−i
�
~kphid −

~kphid

2�~k2amp � ~k2phi�Rb�R0 − Ra�

− tan−1
� ~kphi
~kamp

��	
: (4.3.AC)

Similarly, we can rewrite Eq. (3.2.1) for convex geometry
(refer to Subsection 3.B.2 in Part I) as

Ψ̄conV �
�

S̄
4πDlr

exp�−k̄0lr�
�

−
�

S̄
4πDli

exp�−k̄0li�
� ������������������������������
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(4.4.DC)
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� ~S
4πDlr

exp�−~kamplr�
�
exp�−i~kphilr�

−
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R0 − Ra − 2Rb

R0 � Ra

s
exp�−i~kphili�:

(4.4.AC)

Utilizing the acute angle α between �r⃗ − r⃗0� and the azimuthal
plane as shown in Fig. 2(B) and

lr � d

����������������������������������������������������
1� R2

a

d2
� Ra

R0
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�s
;
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1� �Ra � 2Rb�2

d2
−
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�cos α�2

�s
; (4.5)
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the DC and AC photon fluence rates expressed by Eq. (4.4)
can be simplified to

Ψ̄conV � S̄
2πD

1
d2

exp
�
−
�
k̄0d −

d
2k̄0Rb�R0 � Ra�

� 2R0 � Ra − 2Rb
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�
�k̄0Rb�Ra � Rb�� (4.6.DC)
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× exp
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− tan−1
� ~kphi
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��	
: (4.6.AC)

Note that Eqs. (4.1)–(4.6) are formulated under the condi-
tion of R0 ≫ d ≫ Ra; Rb, and with which we generalize the
behavior of FD photon diffusion, in terms of the changes of
DC and AC photon fluence rates with respect to the source-
detector distance d � jr⃗ − r⃗0j, in a homogeneous medium of
infinite geometry as well as on the semi-infinite, concave,
and convex medium–applicator interfaces bounding a homo-
geneous medium. The characteristics given in below are de-
rived from the base equations of Eq. (2.1.1) for infinite
geometry, Eq. (2.1.4) for semi-infinite geometry, Eq. (4.3)
for concave geometry, and Eq. (4.6) for convex geometry.

A. Change of DC Photon Fluence Rate with Respect to d
(Recounting)
1. Source and Detector in an Infinite Medium Geometry
In an infinite medium geometry, we have ln�Ψ̄infd� reducing
versus d at a rate of k̄0 as

∂ ln�Ψ̄infd�
∂d

� −k̄0: (4.DC.infi)

2. Source and Detector on a Semi-Infinite Medium–
Applicator Interface
On a semi-infinite interface, we have ln�Ψ̄semid2� reducing
versus d at a rate of k̄0 as

∂ ln�Ψ̄semid2�
∂d

� −k̄0: (4.DC.semi)

3. Source and Detector on a Concave Medium–
Applicator Interface with Large Radius
On a concave interface with larger radius, we have
ln�Ψ̄conCd2� reducing versus d as [16]

∂ ln�Ψ̄conCd2�
∂d

� −
�
k̄0 �

1
2k̄0Rb�R0 − Ra�

−
�
2R0 − Ra � 2Rb

2R0Rb�R0 − Ra�

�
� cos α�d⊥

	
; (4.DC.conC)

where d⊥ � d cos α is the projection of d to the azimuthal
plane. Along the longitudinal direction, termed case-longi,
i.e., cos α � 0, we have

∂ ln�Ψ̄conCd2�
∂d

j
longi

� −
�
k̄0 �

1
2k̄0Rb�R0 − Ra�

�
(4.DC.conC.longi)

Equation (4.DC.conC.longi) indicates that when the source
and detector are positioned only along the longitudinal direc-
tion, ln�Ψ̄conCd2� reduces versus d at a rate greater than
k̄0. Along the azimuthal direction, termed case-azi, i.e.,
cos α � 1, d⊥ � d, we have

∂ ln�Ψ̄conCd2�
∂d

j
azi

�−
�
k̄0�

1
2k̄0Rb�R0−Ra�

−
�
2R0−Ra�2Rb

2R0Rb�R0−Ra�

�
d
	
:

(4.DC.conC.azi)

It can be demonstrated that the rate of the reduction of
ln�Ψ̄conCd2� in Eq. (4.DC.conC.azi) versus d is actually smaller
than k̄0. We also have from Eq. (4.DC.conC) that when the
source and detector are positioned along a set of spiral paths
defined by the following relationship

cos ᾱconC � 1
k̄0d⊥

R0

2R0 − Ra � 2Rb
: (4.DC.conC.spiral)

ln�Ψ̄conCd2� reduces versus d at a rate of k̄0, i.e., identical to
the rate when evaluated along a straight line on a semi-infinite
medium–applicator interface.

4. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
On a convex interface with large radius, we have ln�Ψ̄conVd2�
reducing versus d as [16]

∂ ln�Ψ̄conVd2�
∂d

� −
�
k̄0 −

1
2k̄0Rb�R0 �Ra�

�
�
2R0 �Ra − 2Rb

2R0Rb�R0 �Ra�

�
�cos α�d⊥

	
: (4.DC.conV)

Along the longitudinal direction as in case-longi, i.e.,
cos α � 0, we have

∂ ln�Ψ̄conVd2�
∂d

����
longi

� −
�
k̄0 −

1
2k̄0Rb�R0 � Ra�

�
:

(4.DC.conV.longi)

Equation (4.DC.conV.longi) indicates that when the source
and detector are positioned only along the longitudinal direc-
tion, ln�Ψ̄conVd2� reduces versus d at a rate smaller than k̄0.
Along the azimuthal direction as in case-azi, i.e., cos α � 1,
d⊥ � d, we have
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∂ ln�Ψ̄conVd2�
∂d

����
azi

� −
�
k̄0 −

1
2k̄0Rb�R0 � Ra�

�
�
2R0 � Ra − 2Rb

2R0Rb�R0 � Ra�

�
d
	
: (4.DC.conV.azi)

It can be demonstrated that the rate of the reduction of
ln�Ψ̄conVd2� in Eq. (4.DC.conV.azi) versus d is actually greater
than k̄0. We also have from Eq. (4.DC.conV) that when the
source and detector are positioned along a set of spiral paths
defined by the following relationship

cos ᾱconV � 1
k̄0d⊥

R0

2R0 � Ra − 2Rb
: (4.DC.conV.spiral)

ln�Ψ̄conVd2� reduces versus d at a rate of k̄0, i.e., identical to
the rate when evaluated along a straight line on a semi-infinite
medium–applicator interface.

B. Change of the Amplitude of AC Photon Fluence Rate
with Respect to d
1. Source and Detector in an Infinite Medium Geometry
In an infinite geometry, we have ln�j ~Ψinf jd� reducing versus d
at a rate of ~kamp as

∂ ln�j ~Ψinf jd�
∂d

� −~kamp: (4.AC.infi)

2. Source and Detector on a Semi-Infinite Medium–
Applicator Interface
On a semi-infinite interface, we have ln�j ~Ψsemijd2� reducing
versus d at a rate of ~kamp as

∂ ln�j ~Ψsemijd2�
∂d

� −~kamp: (4.AC.semi)

3. Source and Detector on a Concave Medium–
Applicator Interface with Large Radius
On a concave interface with large radius, we have
ln�j ~ΨconCjd2� reducing versus d as

∂ ln�j ~ΨconCjd2�
∂d

� −
�
~kamp �

~kamp

2�~k2amp � ~k2phi�Rb�R0 − Ra�

−
�
2R0 − Ra � 2Rb

2R0Rb�R0 − Ra�
�
� cos α�d⊥

	
:

(4.AC.conC)

Along the longitudinal direction as in case-longi, i.e.,
cos α � 0, we have

∂ ln�j ~ΨconCjd2�
∂d

j
longi

� −
�
~kamp �

~kamp

2�~k2amp � ~k2phi�Rb�R0 − Ra�

�
:

(4.AC.conC.longi)

Equation (4.AC.conC.longi) indicates that when the source
and detector are positioned only along the longitudinal direc-
tion, ln�j ~ΨconCjd2� reduces versus d at a rate greater than ~kamp.
Along the azimuthal direction as in case-azi, i.e., cos α � 1,
d⊥ � d, we have

∂ ln�j ~ΨconCjd2�
∂d

j
azi

� −
�
~kamp �

~kamp

2�~k2amp � ~k2phi�Rb�R0 − Ra�

−
�
2R0 − Ra � 2Rb

2R0Rb�R0 − Ra�

�
d
	
: (4.AC.conC.azi)

It can be demonstrated that the rate of the reduction of
ln�j ~ΨconCjd2� in Eq. (4.AC.conC.azi) versus d is actually smal-
ler than ~kamp. We also have from Eq. (4.AC.conC) that when
the source and detector are positioned along a set of spiral
paths defined by the following relationship

cos ~αconC �
~kamp

�~k2amp � ~k2phi�d⊥
R0

2R0 − Ra � 2Rb
;

(4.AC.conC.spiral)

ln�j ~ΨconCjd2� reduces versus d at a rate of ~kamp, i.e., identi-
cal to the rate when evaluated along a straight line on a
semi-infinite medium–applicator interface. Comparison of
Eq. (4.AC.conC.spiral) with Eq. (4.DC.conC.spiral), however,
reveals that the spiral paths associated with the amplitude of
AC photon fluence rate should differ from that associated with
DC photon fluence rate, and the difference should decrease as
the modulation frequency decreases.

4. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
On a convex interface with large radius, we have ln�j ~ΨconVjd2�
reducing versus d as

∂ ln�j ~ΨconVjd2�
∂d

� −
�
~kamp −

~kamp

2�~k2amp � ~k2phi�Rb�R0 � Ra�

�
�
2R0 � Ra − 2Rb

2R0Rb�R0 � Ra�

�
� cos α�d⊥

	
:

(4.AC.conV)

Along the longitudinal direction as in case-longi, i.e.,
cos α � 0, we have

∂ ln�j ~ΨconVjd2�
∂d

j
longi

� −
�
~kamp −

~kamp

2�~k2amp � ~k2phi�Rb�R0 � Ra�

�
:

(4.AC.conV.longi)

Equation (4.AC.conV.longi) indicates that when the source
and detector are positioned only along the longitudinal direc-
tion, ln�j ~ΨconVjd2� reduces versus d at a rate smaller than ~kamp.
Along the azimuthal direction as in case-azi, i.e., cos α � 1,
d⊥ � d, we have

∂ ln�j ~ΨconVjd2�
∂d

j
azi

� −
�
~kamp −

~kamp

2�~k2amp � ~k2phi�Rb�R0 � Ra�

�
�
2R0 � Ra − 2Rb

2R0Rb�R0 � Ra�

�
d
	
:

(4.AC.conV.azi)

It can be demonstrated that the rate of the reduction of
ln�j ~ΨconVjd2� in Eq. (4.AC.conV.azi) versus d is actually great-
er than ~kamp. We also have from Eq. (4.AC.conV) that when the
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source and detector are positioned along a set of spiral paths
defined by the following relationship

cos ~αconV �
~kamp

�~k2amp � ~k2phi�d⊥
R0

2R0 � Ra − 2Rb
:

(4.AC.conV.spiral)

ln�j ~ΨconVjd2� reduces versus d at a rate of ~kamp, i.e., identi-
cal to the rate when evaluated along a straight line on a
semi-infinite medium–applicator interface. Comparison of
Eq. (4.AC.conV.spiral) with Eq. (4.DC.conV.spiral) also re-
veals that the spiral paths associated with the amplitude of
AC photon fluence rate should differ from that associated with
DC photon fluence rate, and the difference should decrease as
the modulation frequency decreases.

C. Change of Modulation Depth of Photon Fluence Rate
with Respect to d
We evaluate the modulation depth Mod � j ~Ψj∕Ψ̄, which is the
ratio of the amplitude of AC photon fluence rate to the DC
photon fluence rate.

1. Source and Detector in an Infinite Medium Geometry
In an infinite geometry, we have ln�Modinf� reducing versus d
at a rate of �~kamp − k̄0� as

∂�ln�Modinf��
∂d

� −�~kamp − k̄0�: (4.Mod.infi)

2. Source and Detector on a Semi-Infinite
Medium–Applicator Interface
On a semi-infinite interface, we have ln�Modsemi� reducing
versus d at a rate of �~kamp − k̄0� as

∂�ln�Modsemi��
∂d

� −�~kamp − k̄0�: (4.Mod.semi)

3. Source and Detector on a Concave
Medium–Applicator Interface with Large Radius
On a concave interface with large radius, we have ln�ModconC�
reducing versus d as

∂�ln�ModconC��
∂d

�−
�
�~kamp− k̄0�−

1
2Rb�R0−Ra�

�
1
k̄0

−
~kamp

~k2amp� ~k2phi

�	
(4.Mod.conC)

for both case-longi and case-azi. Since ~kamp > k̄0 > 0,
ln�ModconC� reduces versus d at a rate smaller than
�~kamp − k̄0�, and the higher the modulation frequency is, the
bigger the difference becomes with respect to �~kamp − k̄0�.
Thus on the concave medium–applicator interface there is
not any spiral path inferred for the decay rate of modulation
frequency.

4. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
On a convex interface with large radius, we have ln�ModconV�
reducing versus d as

∂�ln�ModconV��
∂d

� −
�
�~kamp − k̄0�

� 1
2Rb�R0 � Ra�

�
1
k̄0

−
~kamp

~k2amp � ~k2phi

�	
(4.Mod.conV)

for both case-longi and case-azi. Since ~kamp > k̄0 > 0, the
ln�ModconV� reduces versus d at a rate greater than
�~kamp − k̄0�, and the higher the modulation frequency is, the
bigger the difference becomes with respect to �~kamp − k̄0�.
Thus on the convex medium–applicator interface there is
not any spiral path inferred for the decay rate of modulation
frequency.

D. Change of Phase of AC Photon Fluence Rate with
Respect to d
1. Source and Detector in an Infinite Medium Geometry
In an infinite geometry, the phase value j∠ ~Ψinf j increases
versus d at a rate of ~kphi as

∂j∠ ~Ψinf j
∂d

� ~kphi: (4.Phi.infi)

2. Source and Detector on a Semi-Infinite
Medium–Applicator Interface
On a semi-infinite interface, the phase value j∠ ~Ψsemij
increases versus d as

∂j∠ ~Ψsemij
∂d

� ~kphi: (4.Phi.semi)

3. Source and Detector on a Concave
Medium–Applicator Interface with Large Radius
On a concave interface with large radius, the phase value
j∠ ~ΨconCj increases versus d as

∂j∠ΨconCj
∂d

� ~kphi −
~kphi

2�~k2amp � ~k2phi�Rb�R0 − Ra�
(4.Phi.conC)

for both case-longi and case-azi. From Eq. (4.Phi.conC),
j∠ ~ΨconCj increases versus d at a rate smaller than ~kphi, and
the greater the modulation frequency is, the bigger the differ-
ence becomes with respect to ~kphi. Thus on the concave med-
ium–applicator interface there are no spiral paths inferred for
the phase changing rate of the AC photon fluence rate.

4. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
On a concave interface with large radius, the phase value
j∠ ~ΨconVj increases versus d as

∂j∠ΨconVj
∂d

� ~kphi �
~kphi

2�~k2amp � ~k2phi�Rb�R0 � Ra�
(4.Phi.conV)

for both case-longi and case-azi. From Eq. (4.Phi.conV),
j∠ ~ΨconVj increases versus d at a rate greater than ~kphi,
and the greater the modulation frequency is, the bigger the
difference becomes with respect to ~kphi. Thus on the
convex medium–applicator interface there are no spiral paths
inferred for the phase changing rate of the AC photon flu-
ence rate.
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The above predictions based on analytical approxi-
mations are tabulated in Table 1. The influence of the shape
of the medium–applicator interface on FD photon diffu-
sion when compared with semi-infinite geometry is explicitly
shown.

5. NUMERICAL EVALUATION OF THE
CHARACTERISTICS OF FD PHOTON
DIFFUSION VERSUS SOURCE–DETECTOR
DISTANCE IN CONCAVE AND CONVEX
GEOMETRIES OF SMALL RADIUS
The previous section has indicated the general behaviors of
FD photon diffusion between a source and a detector aligned
azimuthally or longitudinally on a concave or convex med-
ium–applicator interface. Although the predictions are made
for concave or convex geometry of very large radius, the qua-
litative patterns of FD photon diffusion, namely the rate of
change of photon fluence versus the source–detector distance
in comparison to that along a straight line on a semi-infinite
medium–applicator interface, are expected to hold for con-
cave or convex geometry of smaller radius. This section con-
ducts numerical evaluations based on general analytical
results given in Eqs. (3.1.1.AC) and (3.2.1.AC), and FEM, to
examine the qualitative patterns of FD photon diffusion for
concave or convex geometry of smaller radius.

From Subsections. 5.1 to 5.3, two specific cases, namely
case-azi and case-longi, in concave or convex geometry
are examined. In case-azi the source and detector are azi-
muthally aligned; thus z � z0 is applied to both Eq. (3.1.1.AC)
and Eq. (3.2.1.AC). In case-longi the source and detector are
longitudinally aligned; thus φ � φ0 is applied to both
Eq. (3.1.1.AC) and Eq. (3.2.1.AC). In either Eq. (3.1.1.AC) or
Eq. (3.2.1.AC), the limits of m in the summation and k in
the integration are chosen following the criteria adopted in
Part I [13] for numerical evaluation of the analytic results
for CW photon diffusion. The limits of m and k are evaluated
individually for each set of computations conducted in this
study. Each plot of the numerical implementation of the ana-
lytical results to FD photon diffusion is also accompanied by
FEM simulation using a package of near-infrared fluorescence
and spectroscopy tomography [18]. For both concave and

convex geometries, the FEM meshing volume is a cylinder
of 40 cm in height and 10 cm in radial thickness. Denser
meshes are placed along the mid azimuth plane on the med-
ium–applicator interface for case-azi, and along the longitu-
dinal direction for case-longi. The meshing volume for the
semi-infinite geometry is a 16 cm × 8 cm × 8 cm rectangle,
and denser meshes are generated along the straight line
whereupon the optodes are placed. In each set of computation
for concave, convex, and semi-infinite geometries, the mesh-
ing volume is discretized into at least 50,000 tetrahedral ele-
ments with more than 10,000 nodes. Unless otherwise
specified, the radius of the cylindrical applicator is 10 mm,
the optical parameters are μa � 0.0025 mm−1, μ0s � 1 mm−1,
A � 1.86 [14], and the modulation frequency is 100 MHz.

Subsection 5.D is used to illustrate the set of spiral paths
associated with the amplitude of AC photon fluence rate
and the set corresponding to DC photon fluence rate, on both
concave and convex medium–applicator interfaces. The pro-
filing of the spiral paths for the amplitude of AC photon flu-
ence rate is methodologically similar to that for DC photon
fluence rate, based on a two-step procedure detailed in
[15]. Briefly, a coarse rectangular grid with 0.1 mm length
is first generated in the interested area along the concave
or convex medium–applicator interface, by numerically eval-
uating Eq. (3.1.1.AC) or Eq. (3.2.1.AC), respectively, for con-
cave or convex medium–applicator interface. The area of
interest is determined by comparing the numerical evalua-
tions of Eq. (3.1.1.AC) or Eq. (3.2.1.AC) with the semi-infinite
analytic results of Eq. (2.1.AC). In the second step, a denser
rectangular grid with 0.04 mm length is interpolated within the
coarse grid. For the source located on the origin, the field
point has three directions to move on the denser grid in each
step: along the azimuthal direction, along the longitudinal di-
rection, and along the diagonal of the previous two directions.
For each direction, the difference of the amplitude of AC
photon fluence rate originating from the source with respect
to that detected along a straight line on a semi-infinite
medium-applicator interface is calculated. The direction with
the least difference is the direction to move the field point one
step, which becomes the starting point for the next step. The
trace of the moving field point forms the spiral profile.

Table 1. Summary of the Analytical Expressions Presented in Section 4

Concave Geometry
Semi-infinite
Geometry

Convex Geometry

Case-longi Case-azi Case-longi Case-azi

Decay rate of
DC amplitude
∂ ln�Ψ̄·d2�

∂d

−
h
k̄0 � 1

2k̄0Rb�R0−Ra�

i
−
n
k̄0 � 1

2k̄0Rb�R0−Ra�

−
h
2R0−Ra�2Rb
2R0Rb�R0−Ra�

i
d
o

−k̄0 −
h
k̄0 − 1

2k̄0Rb�R0�Ra�

i
−
n
k̄0 − 1

2k̄0Rb�R0�Ra�

�
h

2R0�Ra−2Rb
2R0Rb�R0�Ra�

i
d
o

Decay rate of
AC amplitude
∂ ln�j ~Ψj·d2�

∂d

−
h
~kamp

� ~kamp

2�~k2amp�~k2phi�Rb�R0−Ra�

i −
n
~kamp �

~kamp

2�~k2amp�~k2phi�Rb�R0−Ra�

−
h
2R0−Ra�2Rb
2R0Rb�R0−Ra�

i
d
o

−~kamp −
h
~kamp −

~kamp

2�~k2amp�~k2phi�Rb�R0�Ra�

i
−
n
~kamp −

~kamp

2�~k2amp�~k2phi�Rb�R0�Ra�

�
h

2R0�Ra−2Rb
2R0Rb�R0�Ra�

i
d
o

Change rate of
modulation

depth ∂�ln�Mod��
∂d

−f�~kamp − k̄0� − 1
2Rb�R0−Ra�

h
1
k̄0
−

~kamp
~k2amp�~k2phi

io
−�~kamp − k̄0� −

n
�~kamp − k̄0� � 1

2Rb�R0−Ra�
h
1
k̄0
−

~kamp
~k2amp�~k2phi

io

Change rate

of phase ∂j∠ ~Ψj
∂d

~kphi −
~kphi

2�~k2amp�~k2phi�Rb�R0−Ra�
~kphi ~kphi �

~kphi
2�~k2amp�~k2phi�Rb�R0−Ra�
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A. Change of AC Amplitude with Respect to d
Figures 3(A) and 3(B) illustrate the changes of AC amplitude
of photon fluence rate versus the source–detector distance in
both concave and convex geometries. A vertical shift is in-
curred to the FEM results due to the difference of the source
term from the one for numerical evaluation of the analytic re-
sults. As illustrated in Fig. 3(A) for concave geometry, the de-
cay rate of AC amplitude is smaller in case-aziwhile greater in
case-longi than that along a straight line on the semi-infinite
interface for the same source–detector distance. Conversely
for convex geometry, as illustrated in Fig. 3(B), the decay rate
of AC amplitude is greater in case-azi while smaller in case-

longi than that along a straight line on the semi-infinite inter-
face for the same source–detector distance. These salient
features indicate that a unique set of spiral profiles exists on
the medium–applicator interface in both concave and convex
geometries, as in the case of CW photon diffusion [15,16],
along which the decay rate of AC amplitude could be modeled
by that along a straight line on a semi-infinite medium–

applicator interface.
It is observed from both Figs. 3(A) and 3(B) that the ana-

lytic results and FEM simulations agree well in the diffusion
regime, i.e., the source–detector distance is greater than sev-
eral times of the transport scattering length. However, within
the subdiffusion regime, as also observed for DC amplitude in
Part II [14], the two approaches deviate, mainly due to the

different implements of the source definition [14]. In the anal-
ytic treatments the source is defined as a spatial impulse while
in FEM the source is implemented as a spatially Gaussian
shaped source. This difference has minimal effects upon
photon fluence rate in the diffusion regime while noticeably
affecting the photon fluence rate in the sub-diffusion regime.
The deviation is also related to the boundary conditions, as in
the analytic treatments the extrapolated boundary is assumed
while in FEM the Robin-type boundary condition is employed.
In Fig. 3(B), the amplitude of photon fluence rate in convex
geometry in case-azi is only plotted for source–detector dis-
tance less than 32 mm, as for larger source–detector distance
the modified Bessel functions in Eqs. (3.1.1.AC) and (3.2.1.AC)
is beyond the smallest or the greatest number that can
be accommodated by IEEE standard for floating-point
arithmetic [19].

B. Changes of Modulation Depth versus Source–Detector
Distance and Modulation Frequency
The changes of modulation depth at 100 MHz versus source–
detector distance in concave and convex geometries are
shown in Fig. 4(A). The changes of modulation depth at a
fixed source–detector distance d � 15 mm versus modulation
frequency in concave and convex geometries are depicted in
Fig. 4(B). Figure 4 indicates that the reduction of modulation
depth is smaller in concave geometry while greater in con-
vex geometry than that along a straight line on the semi-
infinite medium–applicator interface for the same modulation
frequency. Therefore no spiral path occurring to DC or the
amplitude of AC fluence rate is inferred for the modulation

Fig. 4. (Color online) (A) Changes of modulation depth versus
source–detector distance in the concave geometry and convex geo-
metry at 100 MHz modulation frequency. (B) Changes of modulation
depth versus modulation frequency in the concave geometry and
convex geometry at a source–detector distance of d � 15 mm. In both
(A) and (B), the reduction of the modulation depth is smaller in both
case-azi and case-longi of concave geometry and greater in both case-

azi and case-longi of convex geometry than that along a straight line
on the semi-infinite interface, for the same source–detector distance.

Fig. 3. (Color online) Changes of AC amplitude versus source-
detector distance in both case-azi and case-longi configurations.
(A) In concave geometry, the decay rate of AC amplitude is smaller
in case-aziwhile greater in case-longi than that along a straight line on
the semi-infinite interface. (B) In convex geometry, the decay rate of
AC amplitude is greater in case-azi while smaller in case-longi than
that along a straight line on the semi-infinite interface.
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depth. The modulation depth evaluated along the longitudinal
direction, however, is always closer to that along a straight
line on the semi-infinite interface than the one evaluated along
the azimuthal direction is as follows.

C. Changes of Phase versus Source–Detector Distance
and Modulation Frequency
The changes of phase at 100 MHz versus source–detector
distance in concave and convex geometries are shown in
Fig. 5(A). The changes of phase at a fixed source–detector dis-
tance d � 15 mm versus modulation frequency in concave
and convex geometries are depicted in Fig. 5(B). Figure 5 in-
dicates that the phase increases slower in concave geometry
while greater in convex geometry than that along a straight
line on the semi-infinite medium–applicator interface for
the same modulation frequency. Therefore no spiral paths oc-
curring to DC or the amplitude of AC fluence rate is inferred
for the phase change of AC photon fluence rate. The phase
evaluated along the longitudinal direction, however, is always
closer to that along a straight line on the semi-infinite interface
than the one evaluated along the azimuthal direction is as
follows.

D. Spiral Paths for DC and the Amplitude of AC Photon
Fluence Rates
The different spiral paths associated with DC and the ampli-
tude of AC photon fluence rates are illustrated in Fig. 6(A)
for concave medium–applicator interface and Fig. 6(B) for
convex medium–applicator interface, respectively. The spiral
paths are computed for only a specific set of parameters,

including a cylinder radius of 10 mm, optical properties of
μa � 0.002 mm−1, μ0s � 0.5 mm−1, A � 1.86, and a modulation
frequency of 100 MHz. It is shown that the spiral paths for
are tilted more axially than that for DC photon fluence rate.
The difference between these two sets of spiral paths seems to
be greater on the convex medium–applicator interface than
that on the concave medium–applicator interface.

6. DISCUSSION
The existence of a phase offset at d � 0 mm is easily observed
for all the investigated geometries in Fig. 5(A). This offset can
be related directly to the term tan−1�~kphi∕~kamp� appearing in
the phase part of the FD photon fluence, as appearing in
Eqs. (2.1.4.AC), (4.3.AC), and (4.6.AC). The existence of this
phase offset can also be interpreted through the diffusion pro-
cess, as a directional physical source is replaced by an isotro-
pic source placed one transport scattering length inwards to
the diffuse medium, and the approximation is valid only for
source–detector distance greater than 3–5 times of transport
scattering length. It is also observed that regardless of the
geometry, the phase of photon fluence appears to be nearly
linear to the modulation frequency below 200 MHz. As the
modulation frequency goes higher beyond 200 MHz, the phase
becomes smaller compared to the one projected linearly
from sub-200 MHz ranges. These appearances of the phase
are in agreement with the simulation [5] and experimental
results of earlier studies [20,21] performed on semi-infinite
medium–applicator interface.

Fig. 6. (Color online) (A) Spiral paths associated with the amplitude
of AC and DC photon fluence rate on the concave medium–applicator
interface. (B) Spiral paths associated with the amplitude of AC and DC
photon fluence rate on the convex medium–applicator interface. In
both (A) and (B), the spiral paths for the amplitude of AC photon flu-
ence rate tilt more axially than that for DC photon fluence rate. The
difference between these two sets of spiral paths is more pronounced
on the convex medium–applicator interface.

Fig. 5. (Color online) (A) Changes of phase versus source–detector
distance in the concave geometry and convex geometry at 100 MHz
modulation frequency. (B) Changes of phase versus modulation fre-
quency in the concave geometry and convex geometry at a source–
detector distance of d � 15 mm. In both (A) and (B), the increase
of the phase is smaller in both case-azi and case-longi of concave geo-
metry and greater in both case-azi and case-longi of convex geometry
than that along a straight line on the semi-infinite interface, for the
same source–detector distance.
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The simplified analytic results presented in Section 4 for
cylindrical applicators with large radius provide direct analy-
tic representations of the effect of applicator’s curvature
when compared with semi-infinite geometry. The sets of
Eqs. (4.DC.conC) and (4.AC.conC) for concave geometry
and Eqs. (4.DC.conV) and (4.AC.conV) for convex geometry
show that as R0 → ∞, the decay rates of both DC and AC am-
plitude of photon fluence reach those in semi-infinite geome-
try. The set of Eqs. (4.Mod.conC) and (4.Mod.conV) shows
that as R0 → ∞, the changing rates of the modulation depth
versus the source–detector distance in both concave and con-
vex geometries reach those in semi-infinite geometry. A set of
Eqs. (4.Phi.conC) and (4.Phi.conV) shows that as R0 → ∞, the
changing rates of the phase of AC photon fluence versus the
source–detector distance in both concave and convex geome-
tries reach those in semi-infinite geometry. Since these quali-
tative features of FD photon diffusion were derived for
cylindrical applicators with very large radius, they do not ne-
cessarily represent the exact quantitative features of FD
photon diffusion for cylindrical applicator with small, such
as at centimeter-order, radius. For instance, for cylindrical ap-
plicator with small radius, Fig. 4 indicates different rates of
modulation-depth change versus the source–detector distance
for case-azi and case-longi in both concave and convex geo-
metries, while the rate-difference between case-azi and case-

longi certainly would diminish as the radius of the cylindrical
applicator becomes increasingly large. Similarly, Fig. 5 indi-
cates different rates of phase change versus the source-
detector distance for case-azi and case-longi in both concave
and convex geometries for cylindrical applicator with small
radius, while the rate-difference between case-azi and case-

longi certainly would also diminish as the radius of the cylind-
rical applicator becomes increasingly large. It is worth to note
that numerical evaluation of the general analytical results of
Eqs. (3.1.1) or (3.2.1)for FD photon diffusion in concave or
convex geometry of large radius is arithmetically challenging.

The numerical evaluations of the analytic results presented
in Section 5 explicitly visualize perhaps some less appreciated
aspects of the photon diffusion in both concave and convex
geometries. The decay rate of AC amplitude of photon fluence
rate and DC photon fluence [14] with respect to source-
detector distance could be either greater in case-azi and
smaller in case-longi or smaller in case-azi and greater in
case-longi than that in the semi-infinite geometry. However,
the change of modulation depth and phase with respect to
source–detector distance uniquely reflect the applicator cur-
vature when compared with that in the semi-infinite geometry.
As indicated in Fig. 4, the changes of modulation depth with
respect to source–detector distance are smaller in concave
geometry and larger in convex geometry than that in the
semi-infinite geometry, and the changes of phase with respect
to source–detector distance show similar opposite trend as
indicated in Fig. 5. As the photon fluence reaching the detec-
tor is an ensemble of many trajectories, it seems that the
ensemble photon-path length is shorter in concave geometry
whereas longer in convex geometry than that in semi-infinite
geometry for the same source–detector distance. This also
agrees with the observation in Fig. 5 regarding the phase
changes of AC photon fluence rate versus the source–detector
distance in the concave and convex geometries. Subsequently
one may expect that, although the measurement in the convex

geometry is subjected to smaller signal-to-noise ratio than in
concave geometry (the signal-noise-ratio in a quasi-concave
geometry analyzed by the more accurate radiative transfer ap-
proach is seen in [22]) as the modulation depth drops faster, it
may render greater phase sensitivity than the measurement in
the concave geometry.

The spiral paths, which render the convenience of treating
photon fluence rate in either concave or convex geometry as
if it is along a straight line on a semi-infinitemedium–applicator
interface, were proposed and demonstrated for CW photon dif-
fusion [14–15]. This current study has shown that the spiral
paths do exist to the amplitude of AC photon fluence rate; how-
ever they do not coincide with those occurring to DC photon
fluence rate. Therefore no single spiral path can be found for
FD photon diffusion that allows treating both the amplitude
of AC and DC photon fluence rate as if they are along a straight
line on a semi-infinite medium–applicator interface. On the
other hand, when both AC amplitude and DC fluence rate are
combined, the resulted modulation depth shows smaller
changes in concave geometry and greater changes in convex
geometry, when comparing with that evaluated along a straight
line on a semi-infinitemedium–applicator interface. This single-
sided response of the modulation depth to the concave or con-
vex curvature of the geometry, which is similar to that of phase,
may support the notation that theDC information is indeed sup-
plementary to the AC information for FD measurement [23].

7. CONCLUSIONS
This Part IV of the work studies the FD photon diffusion be-
tween a source and a detector on an infinitely long circular
cylindrical applicator bounding internally or externally a
homogeneous medium. The general analytic results for both
concave and convex geometry cases are simplified at large ra-
dius to evaluate qualitatively the characteristics of FD photon
diffusion, including the AC amplitude, modulation depth, and
phase, with respect to source–detector distance and/or modu-
lation frequency. The discoveries, substantiated by numerical
evaluations based on analytical results and FEM at smaller
centimeter-order radius, are (1) the decay rate of the AC am-
plitude of photon fluence versus the source–detector distance
is greater in case-azi and smaller in case-longi on the concave
medium–applicator interface, and conversely smaller in case-

azi andgreater in case-longion the convexmedium–applicator
interface, than that along a straight line on the semi-infinite
medium–applicator interface, (2) the reduction of modulation
depth versus the source–detector distance is slower on the
concavemedium–applicator interface and faster on the convex
medium–applicator interface than that along a straight line on
the semi-infinite medium–applicator interface, and (3) the in-
crease of the phase of AC photon fluence versus the source-
detector distance is slower on the concavemedium–applicator
interface and faster on the convex medium–applicator
interface than that along a straight line on the semi-infinite
medium–applicator interface.
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As Part V in our series, this paper examines steady-state fluorescence photon diffusion in a homogenous medium
that contains a homogenous distribution of fluorophores, and is enclosed by a “concave” circular cylindrical
applicator or is enclosing a “convex” circular cylindrical applicator, both geometries being infinite in the longi-
tudinal dimension. The aim is to predict by analytics and examine with the finite-element method the changing
characteristics of the fluorescence-wavelength photon-fluence rate and the ratio (sometimes called the Born ratio)
of it versus the excitation-wavelength photon-fluence rate, with respect to the source–detector distance. The
analysis is performed for a source and a detector located on the medium–applicator interface and aligned
either azimuthally or longitudinally in both concave and convex geometries. When compared to its steady-state
counterparts on a semi-infinite medium–applicator interface with the same line-of-sight source–detector distance,
the fluorescence-wavelength photon-fluence rate reduces faster along the longitudinal direction and slower
along the azimuthal direction in the concave geometry, and conversely in the convex geometry. However,
the Born ratio increases slower in both azimuthal and longitudinal directions in the concave geometry and
faster in both directions in the convex geometry, respectively, when compared to that in the semi-infinite
geometry. © 2013 Optical Society of America

OCIS codes: 170.3660, 170.5280, 170.6280, 170.6960, 170.7050.

1. INTRODUCTION
Diffuse optical tomography enhanced with fluorescence con-
trast [1–4] is an active area of optically rendered imaging that
has the potential to achieve molecular sensitivity and high
specificity in diagnosis. A surface measurement of the fluores-
cence photon to resolve the distribution of an endogenous [5]
or exogenous [6,7] fluorophore usually involves an array of
illumination and detection points at the medium–applicator
interface. The medium–applicator interface, relevant to
reflective-mode diffuse fluorescence measurements, may be
idealized by three geometries: (1) a semi-infinite geometry
whereby the medium bounds with an infinite planar applicator
[8], (2) a “concave” geometry whereby the medium is enclosed
by an infinitely long circularly curved applicator [9,10], and
(3) a “convex” geometry whereby the medium encloses an in-
finitely long circularly curved applicator [11]. Photon propa-
gation in any of these geometries could be modeled by
diffusion as long as the measurement distance exceeds sev-
eral times of the transport scattering scale [12,13]. Abundant
numerical resources are available for forward quantization of
the fluorescence photon diffusion in arbitrary geometries
[1–7]. Yet analytical treatment is of fundamental interest in
revealing the effect of a particular geometry on fluorescence
photon diffusion. Examples of the analytical modeling of fluores-
cence photon diffusion for infinite and semi-infinite geometries
can be found in [14–16], and for concave geometry in [17];

however, an analytical modeling of fluorescence photon diffu-
sion in convex geometry is outstanding. It is appreciable for both
concave and convex geometries that as the radius of the geom-
etry becomes infinite, the associated reflective measurement
must converge to the measurement associated with the semi-
infinite geometry.

Analytical treatments to reflective measurement of photon
diffusion applying to both concave and convex geometries
that are infinite in the longitudinal direction have been devel-
oped recently [18]. The validity of the models in the diffusion
regime was demonstrated by Monte Carlo and experimental
methods for steady-state measurements [19], and by the
finite-element method (FEM) for frequency-domain (FD) mea-
surements [20]. The models illustrate that the DC and AC
photon-fluence rates evaluated along the longitudinal and azi-
muthal directions of either concave or convex geometry have
an opposite pattern of changes when compared to those along
a straight line on a semi-infinite interface, with respect to the
same source–detector distance. However, the pattern of oppo-
site changes between along the longitudinal and azimuthal di-
rections is not observed for the modulation depth and phase
of FD measurement, indicating a “lumped” effect of the shape
of the geometry upon the modulation depth and phase.
Extrapolating these findings to fluorescence measurement,
it is expectable that the fluorescence-wavelength photon-
fluence rate might reveal an opposite pattern of changes along
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the longitudinal and azimuthal directions, and furthermore a
parameter that represents the “lumped” effect of the shape of
the geometry on fluorescence measurement could also be
speculated. One term that is of interest is the so-called Born
ratio [21–23], which refers to normalization of the photon flu-
ence at the fluorescence wavelength to that at the excitation
wavelength [24].

As Part V in our series, this paper investigates steady-state
fluorescence photon diffusion, to study the effect of concave
and convex shapes of the geometry when compared to the
semi-infinite geometry on reflective measurements of a homog-
enous medium. The study is specific to having a uniform dis-
tribution of flurophores, as there is always some degree of
background fluorescence due to intrinsic tissue fluorochromes
(auto-fluorescence) or nonspecific bio-distribution of the
fluorescence dye or fluorescence probe injected [24]. The ana-
lytical treatment employs the extrapolated zero-boundary con-
dition [25–27] by implementing the “image” sourcemethod [28].
The solutions for each of the three bounded geometries contain
three parts, the first one attributed to the physical source, the
second one attributed to the mirror image of the physical
source with respect to the boundary, and the third one repre-
senting a shell effect specific to the extrapolated boundary.
Approximations at a large radius of either concave or convex
geometry reveal that the changing pattern of the fluorescence-
wavelength fluence rate with respect to the source–detector
distance is similar to that of the excitation-wavelength fluence
rate, in terms of the opposite trends along the longitudinal and
azimuthal directions. However, the change of the Born ratio
with respect to the same source–detector distance is always
slower in concave and faster in convex geometries, compared
to the semi-infinite geometry. FEM modeling is implemented
for concave and convex geometries of practical dimensions
to examine qualitatively the shape effect of the geometry on
steady-state fluorescence photon diffusion.

2. STEADY-STATE FLUORESCENCE IN
INFINITE AND SEMI-INFINITE
GEOMETRIES
This section first formulates the analytics associated with an
infinite medium containing a uniform distribution of fluoro-
phores that amounts to the Born ratio derived in [23]. The ana-
lytics are then applied to the semi-infinite medium geometry,
to provide a closed-form representation of the effect of the
extrapolated boundary condition that was initially indicated
in [14].

A. Infinite Geometry
Figure 1A depicts an infinite scattering medium that has a dif-
fusion coefficient D � �3�μa � μ0s��−1, where μa is the absorp-
tion coefficient and μ0s is the reduced scattering coefficient.
We use Sex�r⃗ 0� � S · δ� r⇀ − r⃗ 0� to symbolize a CW isotropic
point source of intensity S at the excitation wavelength that
locates at r⃗ 0, and we use •r⃗ fl to represent an infinitesimal flu-
orophore element located at r⃗ fl, and define r⃗ as the field point
or the detector. The CW photon-fluence rate at the excitation
wavelength originating from Sex�r⃗ 0� and reaching r⃗ is repre-
sented by Ψex�r⃗ 0

→ r⃗ �, and that reaching •r⃗ fl is represented
by Ψex�r⃗ 0

→ •r⃗ fl�. Under Ψex�r⃗ 0
→ •r⃗ fl� the fluorophore

element •r⃗ fl becomes a secondary CW isotropic point source
at the fluorescence wavelength [14], which is symbolized by

Qfl�•r⃗ fl� � •Qfl · δ�r⃗ − r⃗ fl� and has the following intensity:

•Qfl � ημflaΨex�r⃗ 0
→ •r⃗ fl�; (1)

where μfla is the absorption coefficient of the fluorophore at
the excitation wavelength, and η is the fluorescence quantum
yield when ignoring the saturation effect and secondary path-
ways of fluorescence [14]. The CW Ψfl originating from
Qfl�•r⃗ fl� and reaching r⃗ is symbolized as Ψfl�•r⃗ fl ⇒ r⃗ �. The
CW Ψfl originating from Qfl�•r⃗ fl� as a result of the excitation
by Sex�r⃗ 0� and reaching r⃗ is expressed as Ψfl�r⃗ 0

→ •r⃗ fl ⇒ r⃗ �,
and that originating from ALL (symbolized by “∀”) fluoro-
phore elements in the medium being excited by Sex�r⃗ 0� and
reaching r⃗ is represented by Ψfl�r⃗ 0

→ ∀r⃗ fl ⇒ r⃗ �. Note that
the “→” sign in Ψ refers to evaluation at the excitation wave-
length, and the “⇒” sign at the fluorescence wavelength.

As our main goal is to assess the effect of the shape (either
concave or convex) of the cylindrical curvature to Ψfl when
compared to the semi-infinite planar geometry, including the
mismatch of optical properties at fluorescence and excitation
wavelengths would introduce additional variations that make
the analytics less explicit [14,15,21–24]. We therefore suppose

(A)

(B)

Fig. 1. (Color online) Illustrations of a medium of infinite geometry
(A) and a medium of semi-infinite geometry (B). In the semi-infinite
geometry, the directional source and the detector are positioned on
the physical boundary of the medium, and it becomes convenient to
assign the same radial and azimuthal coordinates to the source and
detector. The implementation of the extrapolated zero-boundary con-
dition introduces the image of the equivalent isotropic source and the
image of the fluorophore element with respect to the extrapolated
boundary.
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for all studied geometries that the optical properties of the
fluorophore, as well as the background medium, are identical
at the excitation and emission wavelengths. This hypothesis is
actually largely justified in the near infrared [24]. As this study
concerns a homogenous medium containing a homogenous
distribution of the fluorophore, the effective attenuation
coefficient is

k0 �
�����������
μtotala

Dtotal

s
; (2)

where μtotala and Dtotal are, respectively, the total absorption
and diffusion coefficients of the medium containing the fluo-
rophore, and will be represented by μa and D, respectively,
hereafter. The CW photon-fluence rates Ψex and Ψfl satisfy
the following equations [14–17,21–24]:

∇2Ψex
inf�r⃗ � − k20Ψex

inf�r⃗ � � −
Sex�r⃗ �

D
; (3)

∇2Ψfl
inf�r⃗ � − k20Ψfl

inf�r⃗ � � −
Qfl�r⃗ �
D

: (4)

In cylindrical coordinates, we analyze Ψex from the source
Sex�r⃗ 0� at r⃗ 0�ρ0;ϕ0; z0� to the fluorophore element •r⃗ fl at
r⃗ fl�ρfl;ϕfl; zfl�, and the resulting Ψfl from the fluorescing
source element Qfl�•r⃗ fl� at r⃗ fl�ρfl;ϕfl; zfl� to the detector at
r⃗ �ρ;ϕ; z�, for the infinite geometry as well as for the other
medium geometries investigated in this study.

B. Semi-Infinite Geometry
A medium of semi-infinite geometry with the physical source
and the detector located on the medium boundary is depicted
in Fig. 1B. In semi-infinite geometry, it becomes convenient to
assign the same radial and azimuthal coordinates to the physi-
cal source and the detector. Then the physical source Sex�r⃗ 0�
locates at r⃗ 0�ρ;ϕ; z0� and the detector locates at r⃗ �ρ;ϕ; z�. The
physical source Sex�r⃗ 0� launches the photon into the medium
at an initial direction orthogonal to the medium–applicator in-
terface, and is treated as an equivalent “real” isotropic point
source located one step of transport scattering, Ra � 1∕μ0s,
into the medium [29]. The “real” isotropic source, denoted
by Sex�r⃗ 0

real� � S · δ� r⇀ − r⃗ 0
real�, has the coordinates r⃗ 0

real�ρ −
Ra;ϕ; z0� or r⃗ 0

real�ρ� Ra;ϕ; z0�, respectively, for the origin at
the medium side or opposite to the medium side. The effect
of the medium–applicator interface on photon diffusion at the
excitation wavelength may be modeled by an extrapolated
zero-boundary condition [25–28], which sets zero Ψex at an
imaginary boundary located Rb � 2AD off the physical boun-
dary, where A � �1� Reff�∕�1 − Reff� and Reff is a coefficient
[25,28] determined by the refractive index differences across
the physical boundary. This extrapolated zero-boundary con-
dition is accommodated by setting a sink or a negative
“image” of the “real” isotropic source Sex�r⃗ 0

real�, with respect
to the extrapolated boundary. This “image” source that produ-
ces a Ψex to be “negated” at any field point is denoted by
Sex�r⃗ 0

imag� � S · δ� r⇀ − r⃗ 0
imag�. The “image” source Sex�r⃗ 0

imag�
has the strength of the “real” isotropic source Sex�r⃗ 0

real�, and
locates at r⃗ 0imag�ρ�Ra�2Rb;ϕ;z0� or r⃗ 0

imag�ρ − Ra − 2Rb;ϕ; z0�,
respectively, for the origin at the medium side or opposite to
the medium side. Then on the extrapolated boundary Ω the
following condition is satisfied:

Ψex
semi�r⃗ � �Ψex

inf�r⃗ 0
real → r⃗ �−Ψex

inf�r⃗ 0
imag → r⃗ � � 0 for r⃗ ∈Ω:

(5)

The distances from the “real” isotropic source Sex�r⃗ 0
real�

and its “image” Sex�r⃗ 0
imag� to the detector at r⃗ are denoted

by lreal � jr⃗ 0
real − r⃗ j and limag � jr⃗ 0

imag − r⃗ j, respectively. The
straight-line distance between the physical source Sex�r⃗ 0�
and the detector, d � jr⃗ 0 − r⃗ j, is referred to as the “line-of-
sight” source–detector distance, and is hereafter abbreviated
as source–detector distance in all studied geometries. It is
with respect to this source–detector distance d that the chang-
ing characteristics of Ψfl and Ψfl∕Ψex are evaluated among
different geometries.

In the semi-infinite geometry, the fluorescing source
element Qfl�•r⃗ fl� � •Qfl · δ�r⃗ − r⃗ fl� due to the excitation of
the fluorophore element •r⃗ fl locates at r⃗ fl�ρ − Rfl;ϕfl; zfl� or
r⃗ fl�ρ� Rfl;ϕfl; zfl�, respectively, for the origin at the medium
side or opposite to the medium side. The effect of the
medium–applicator interface on photon diffusion at the fluo-
rescence wavelength may also be modeled by the extrapo-
lated zero-boundary condition, by setting zero Ψfl on the
same imaginary boundary located Rb � 2AD off the physical
boundary as that for the Ψex, following the assumption of
wavelength independence of D. This extrapolated zero-
boundary condition is also accommodated by setting a sink
or a negative “image” of the fluorescing source element
Qfl�•r⃗ fl� with respect to the extrapolated boundary. This “im-
age” fluorescing source element that produces aΨfl to be “ne-
gated” at any field point is denoted by Qfl�•r⃗ fl

imag�. The “image”
fluorescing source element Qfl�•r⃗ fl

imag� has the strength of the
“real” fluorescing source element Qfl�•r⃗ fl�, and is located at
r⃗ fl
imag�ρ� Rfl � 2Rb;ϕfl; zfl� or r⃗ fl

imag�ρ − Rfl − 2Rb;ϕfl; zfl�, re-
spectively, for the origin at the medium side or opposite to
the medium side. Then the following condition is satisfied:

Ψfl
semi�r⃗ � �Ψfl

inf�•r⃗ fl
→ r⃗ �−Ψfl

inf�•r⃗ fl
imag → r⃗ � � 0 for r⃗ ∈Ω:

(6)

The distances from the “real” isotropic source Sex�r⃗ 0
real�

and the “image” source Sex�r⃗ 0
imag� to the fluorophore element

•r⃗ fl are denoted by lexreal � jr⃗ 0
real − r⃗ flj and leximag � jr⃗ 0

imag − r⃗ flj,
respectively. The distances from the fluorescing source
element Qfl�•r⃗ fl� and its “image” Qfl�•r⃗ fl

imag� to the detector
at r⃗ are denoted by lflreal � jr⃗ fl − r⃗ j and lflimag � jr⃗ fl

imag − r⃗ j, re-
spectively. These notations, lexreal, leximag, lflreal, and lflimag, and
the previously introduced lreal and limag, also apply to other
studied medium geometries involving a boundary.

It is noted by Eqs. (5) and (6) that we treatΨex
inf andΨfl

inf that
satisfy the boundary condition as being always positive,
and use the sign of “�” or “−” proceeding them to signify
the contribution that a specific Ψex

inf or Ψfl
inf makes at a field

point. So the Ψfl
semi at a physically existing field point will

be the Ψfl
inf by the “real” fluorescing source subtracting the

Ψfl
inf by the “image” fluorescing source. As will be shown in

Section 2.C.2, it becomes imperative to evaluate the Ψex
inf by

a “real” source or an “image” of it, upon a “real” field point
(specifically the fluorophore element) or an “image” of it.
These “real” or “image” sources and “real” or “image” field
points result in four cases of Ψex

inf to be determined based on
the “image-source” method: (1) one by a “real” source upon a
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physically existing field point, (2) one by an “image” source
upon a physically existing field point, (3) one by a “real”
source upon the “image” of a physically existing field point
with respect to the extrapolated zero boundary, and (4) one
by the “image” source upon the “image” of a physically
existing field point with respect to the extrapolated zero boun-
dary. Then the Ψex

semi at a physically existing field point is the
Ψex

inf produced by the “real” source subtracting the Ψex
inf pro-

duced by the “image” source, whereas the Ψex
inf at an “image”

field point is found as theΨex
inf produced by the “image” source

to be subtracted from the Ψex
inf produced by the “real” source.

C. Solutions in Spherical Coordinates to Steady-State
Fluorescence Associated with a Homogenous Medium
and a Uniform Distribution of the Fluorophore
1. Source and Detector in an Infinite Medium Geometry
The spherical-coordinates solution to Eq. (3) and Sex�r⃗ 0� �
S · δ�r⃗ − r⃗ 0� is well known:

Ψex
inf�r⃗ 0

→ r⃗ � � S
4πD

exp�−k0jr⃗ 0 − r⃗ j�
jr⃗ 0 − r⃗ j : (7)

Similarly, the spherical-coordinates solution to Eq. (4) and
Qfl�r⃗ fl� � Q · δ�r⃗ − r⃗ fl� is

Ψfl
inf�r⃗ fl ⇒ r⃗ � � Q

4πD
exp�−k0jr⃗ fl − r⃗ j�

jr⃗ fl − r⃗ j : (8)

The fluorophore element •r⃗ fl due to excitation by Sex�r⃗ 0�
becomes a fluorescing source element Qfl�•r⃗ fl� that has the
following intensity:

•Qfl � ημflaΨex
inf�r⃗ 0

→ •r⃗ fl� � ημflaS
4πD

exp�−k0jr⃗ 0 − r⃗ flj�
jr⃗ 0 − r⃗ flj : (9)

Then Ψfl
inf excited by Sex�r⃗ 0� upon the fluorophore element

•r⃗ fl and reaching r⃗ is expressed as

Ψfl
inf�r⃗ 0

→ •r⃗ fl ⇒ r⃗ �� •Qfl

4πD
exp�−k0jr⃗ fl − r⃗ j�

jr⃗ fl − r⃗ j

� ημflaS
�4πD�2

exp�−k0jr⃗ 0 − r⃗ flj�
jr⃗ 0 − r⃗ flj

exp�−k0jr⃗ fl − r⃗ j�
jr⃗ fl − r⃗ j :

(10)

For the medium containing a uniform distribution of the
fluorophore, the Ψfl

inf that is excited by Sex�r⃗ 0� upon ALL flu-
orophore elements and reaches the detector at r⃗ is

Ψfl
inf�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ � �
ZZZ

Ψfl
inf�r⃗ 0

→ •r⃗ fl ⇒ r⃗ �d3r⃗ fl

� ημflaS
8πk0D2 exp�−k0jr⃗ 0 − r⃗ j�; (11)

the derivation of which relies upon the following identity
[14,23]:

ZZZ
exp�−k0jr⃗ 0 − r⃗ flj�

jr⃗ 0 − r⃗ flj
exp�−k0jr⃗ fl − r⃗ j�

jr⃗ fl − r⃗ j d3r⃗ fl

� 2π
k0

exp�−k0jr⃗ 0 − r⃗ j�: (12)

In Eq. (12) and other equations that involve integrating over
ALL fluorophore elements of the given domain, i.e.,
∭ d3r⃗ fl � ∭ ρfldρfldϕfldzfl, the range of a specific integral di-
mension is omitted if performed over the entire space, unless
otherwise becoming necessary to specify.

2. Source and Detector on a Semi-Infinite
Medium–Applicator Interface
For a source and a detector located on a semi-infinite boun-
dary to a homogenous medium, the solution in spherical
coordinates to Eq. (3) in response to Sex�r⃗ 0� � S · δ�r⃗ − r⃗ 0�
that satisfies the extrapolated zero-boundary condition (5) is

Ψex
semi�r⃗ 0

→ r⃗ � � Ψex
inf�r⃗ 0

real → r⃗ � −Ψex
inf�r⃗ 0

imag → r⃗ �

� S
4πD

exp�−k0jr⃗ 0
real − r⃗ j�

jr⃗ 0
real − r⃗ j

−
S

4πD

exp�−k0jr⃗ 0
imag − r⃗ j�

jr⃗ 0
imag − r⃗ j : (13)

Similarly the Ψex
semi evaluated at the fluorophore element

•r⃗ fl is

Ψex
semi�r⃗ 0

→ •r⃗ fl� � Ψex
inf�r⃗ 0

real → •r⃗ fl� −Ψex
inf�r⃗ 0

imag → •r⃗ fl�

� S
4πD

exp�−k0jr⃗ 0
real − r⃗ flj�

jr⃗ 0
real − r⃗ flj

−
S

4πD

exp�−k0jr⃗ 0
imag − r⃗ flj�

jr⃗ 0
imag − r⃗ flj : (14)

So the intensity of the fluorescing source element Qfl�•r⃗ fl�
due to excitation by Sex�r⃗ 0� is

•Qfl � ημflaΨex
semi�r⃗ 0

→ •r⃗ fl�
� ημfla �Ψex

inf�r⃗ 0
real → •r⃗ fl� −Ψex

inf�r⃗ 0
imag → •r⃗ fl��. (15)

Then the spherical-coordinates solution to Eq. (4) in response
to the fluorescing source element Qfl�•r⃗ fl� that satisfies the
extrapolated zero-boundary condition (6) is

Ψfl
semi�•r⃗ fl ⇒ r⃗ � � Ψfl

inf�•r⃗ fl ⇒ r⃗ � −Ψfl
inf�•r⃗ fl

imag ⇒ r⃗ �

� •Qfl

4πD
exp�−k0jr⃗ fl − r⃗ j�

jr⃗ fl − r⃗ j

−
•Qfl

imag

4πD

exp�−k0jr⃗ fl
imag − r⃗ j�

jr⃗ fl
imag − r⃗ j : (16)

In the semi-infinite geometry, it is straightforward to obtain
that

•Qfl
imag � �•Qfl�imag �

h
ημflaΨex

semi�r⃗ 0
→ •r⃗ fl�

i
imag

� ημfla
h
Ψex

inf�r⃗ 0
real → •r⃗ fl� −Ψex

inf�r⃗ 0
imag → •r⃗ fl�

i
imag

� ημfla
h
Ψex

inf�r⃗ 0
imag → •r⃗ fl

imag� −Ψex
inf�r⃗ 0

real → •r⃗ fl
imag�

i
;

(17)
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where Ψex
inf�r⃗ 0

imag → •r⃗ fl
imag� is the Ψex

inf by the “image” source
Sex�r⃗ 0

imag� upon the “image” fluorophore element •r⃗ fl
imag, and

Ψex
inf�r⃗ 0

real → •r⃗ fl
imag� is the Ψex

inf by the “real” source Sex�r⃗ 0
real�

upon the “image” fluorophore element •r⃗ fl
imag. Then Ψfl

semi by
the fluorophore element •r⃗ fl due to the excitation of Sex�r⃗ 0�
upon the detector at r⃗ is

Ψfl
semi�r⃗ 0

→ •r⃗ fl ⇒ r⃗ �

� ημfla
4πD

h
Ψex

inf�r⃗ 0
real → •r⃗ fl�

iexp�−k0jr⃗ fl − r⃗ j�
jr⃗ fl − r⃗ j

−
ημfla
4πD

h
Ψex

inf�r⃗ 0
imag → •r⃗ fl�

iexp�−k0jr⃗ fl − r⃗ j�
jr⃗ fl − r⃗ j

−
ημfla
4πD

h
Ψex

inf�r⃗ 0
imag → •r⃗ fl

imag�
iexp�−k0jr⃗ fl

imag − r⃗ j�
jr⃗ fl

imag − r⃗ j

� ημfla
4πD

h
Ψex

inf�r⃗ 0
real → •r⃗ fl

imag�
iexp�−k0jr⃗ fl

imag − r⃗ j�
jr⃗ fl

imag − r⃗ j
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �−Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �

�Ψfl
inf�r⃗ 0

real → •r⃗ fl
imag ⇒ r⃗ �−Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �; (18)

where Ψfl
inf�r⃗ 0

real → •r⃗ fl ⇒ r⃗ � is the Ψfl
inf associated with •r⃗ fl

due to an excitation by Sex�r⃗ 0
real� and reaching r⃗ ,Ψfl

inf�r⃗ 0
imag →

•r⃗ fl ⇒ r⃗ � is the Ψfl
inf associated with •r⃗ fl due to an excitation

by Sex�r⃗ 0
imag� and reaching r⃗ , Ψfl

inf�r⃗ 0
real → •r⃗ fl

imag ⇒ r⃗ � is the
Ψfl

inf associated with •r⃗ fl
imag due to an excitation by Sex�r⃗ 0

real�
and reaching r⃗ , and Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ � is the Ψfl
inf as-

sociated with •r⃗ fl
imag due to an excitation by Sex�r⃗ 0

imag� and
reaching r⃗ .

For the medium containing a uniform distribution of the flu-
orophore, the Ψfl

semi reaching the detector at r⃗ that accounts
for ALL fluorophore elements due to excitation by Sex�r⃗ 0�,
with the origin opposite to the medium side, is

Ψfl
semi�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

�
ZZ

∞

ρfl�ρ

Z
Ψfl

semi�r⃗ 0
→ •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl: (19)

The first integral of Eq. (19) decomposes into three parts, one
over the entire space as symbolized by ρfl � �−∞;∞� that be-
comes Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ �, one over the mirrored space

of the medium with respect to the extrapolated boundary
as symbolized by ρfl � �−∞; ρ − 2Rb�, and one over the shell
region dissected by the extrapolated boundary as symbolized
by ρfl � �ρ − 2Rb; ρ�, resulting in the following equation:

ZZ
∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

� Ψfl
inf�r⃗ 0

real → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

ρ

ρfl�ρ−2Rb

Z
Ψfl

inf�r⃗ 0
real

→ •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

ρ−2Rb

ρfl�−∞

Z
Ψfl

inf�r⃗ 0
real

→ •r⃗ fl ⇒ r⃗ �d3r⃗ fl: (20)

Similarly, the second integral of Eq. (19) becomes

ZZ
∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

� Ψfl
inf�r⃗ 0

imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

ρ

ρfl�ρ−2Rb

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

ρ−2Rb

ρfl�−∞

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl: (21)

Substituting Eqs. (20) and (21) into (19), we have

Ψfl
semi�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �
� Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

ρ

ρfl�ρ−2Rb

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

ρ−2Rb

ρfl�−∞

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

ρ

ρfl�ρ−2Rb

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

ρ−2Rb

ρfl�−∞

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�ρ

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl: (22)

We note that in Eq. (22), as the integration variable rfl

moves over the mirrored space of the real medium with re-
spect to the extrapolated boundary, rflimag moves over the
space of the real medium, the sixth integral is identical to
the fourth integral, and the second integral is identical to
the fifth integral in Eq. (22). Then Eq. (22) simplifies to

Ψfl
semi�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �
� Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

ρ

ρfl�ρ−2Rb

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �

−Ψfl
inf�r⃗ 0

imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl: (23)

The integral term in Eq. (23) corresponds to the “real”
and “image” sources exciting the hypothetical fluorophore
uniformly distributed within a 2Rb shell off the physical
boundary, in order to satisfy the extrapolated zero-boundary
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condition necessary for reaching the solutions in the physical
domain of the fluorophore. The existence of this term, called a
“2Rb-shell” term in this study, was first discussed in [14],
which did not provide a closed form of it and ignored it when
computing Ψfl

semi using the other two terms in Eq. (23).

3. STEADY-STATE FLUORESCENCE
ASSOCIATED WITH “CONCAVE” AND
“CONVEX” GEOMETRIES OF INFINITE
LONGITUDINAL DIMENSION
A. Concave Geometry
The “concave” geometry as shown in Fig. 2A refers to a dif-
fusive medium enclosed by an infinitely long cylindrical
medium–applicator interface. The radius of the cylinder is
R0, a detector on the interface locates at r⃗ �R0;ϕ; z�, and a
directional source Sex�r⃗ 0� on the interface locates at
r⃗ 0�R0;ϕ0; z0�. The geometric symmetry requires that the direc-
tional source Sex�r⃗ 0� is modeled by a “real” isotropic point
source Sex�r⃗ 0

real� � S · δ� r⇀ − r⃗ 0
real� positioned inward along

the radial direction of r⃗ 0 at a distance of Ra � 1∕μ0s, i.e., at
r⃗ 0
real�R0 − Ra;ϕ0; z0�. The effect of the medium–applicator in-

terface on photon diffusion at the excitation wavelength is
modeled by setting zero Ψex

semi on a boundary that is concen-
tric with and at a radial distance of Rb � 2AD outward from
the physical boundary [18]. This boundary condition is accom-
modated by setting a sink or a negative “image” of the “real”
isotropic source Sex�r⃗ 0

real�, with respect to the extrapolated
boundary. The “image” source that produces a “negating”
Ψex is denoted by Sex�r⃗ 0

imag� � S� · δ� r⇀ − r⃗ 0
imag�, whose

strength reaches that of Sex�r⃗ 0
real� as R0 → ∞, and

locates at r⃗ 0
imag�ρ?;ϕ0; z0�, of which the radial coordinate ρ?

reaches Ra � 2Rb outward from the boundary as R0 → ∞.

Then on the extrapolated boundary r⃗ ∈ Ω or ρ ∈ R0 � Rb,
the condition of Eq. (5) is satisfied.

In the concave geometry, the fluorescing source element
Qfl�•r⃗ fl� � •Qfl · δ�r⃗ − r⃗ fl� due to excitation of the fluoro-
phore element •r⃗ fl locates at r⃗ fl�R0 − Rfl;ϕfl; zfl�. The effect
of the medium–applicator interface on photon diffusion at the
fluorescence wavelength is modeled by setting zero Ψfl

semi on
the same extrapolated boundary of Ψex

semi. This boundary con-
dition is also accommodated by setting a sink or a negative
“image” of the fluorescing source element Qfl�•r⃗ fl�, with re-
spect to the extrapolated boundary. This “image” fluorescing
source element that produces a “negating” Ψfl is denoted by
Qfl�•r⃗ fl

imag� � �Qfl
imag · δ�r⃗ − r⃗ fl

imag�, whose strength reaches
that of Qfl�•r⃗ fl� as R0 → ∞, and locates at r⃗ fl

imag�ρ?fl;ϕfl; zfl�,
of which the radial coordinate ρ?fl reaches Ra � 2Rb outward
from the boundary as R0 → ∞. Then on the extrapolated
boundary r⃗ ∈ Ω or ρ ∈ R0 � Rb, the condition of Eq. (6) is
satisfied.

For a source–detector pair located on a concave boundary
to a homogenous medium, the cylindrical-coordinates
solution to Eqs. (3), (5), and Sex�r⃗ 0� � S · δ�r⃗ − r⃗ 0� is [18]

Ψex
conC�r⃗ 0→ r⃗ ��Ψex

inf�r⃗ 0
real→ r⃗ �−Ψex

inf�r⃗ 0imag→ r⃗ �

� S

4π2D

Z
∞

−∞
dk
�
eik�z

0−z�
X∞

m�−∞
Im�keff�R0−Ra��

×Km�keffR0�eim�ϕ0−ϕ�
�

−
S

4π2D

Z
∞

−∞
dk
�
eik�z

0−z�
X∞

m�−∞
Im�keff�R0−Ra��

×Im�keffR0�
Km�keff�R0�Rb��
Im�keff�R0�Rb��

eim�ϕ0−ϕ�
�
; (24)

where

keff �
����������������
k2 � k20

q
: (25)

As the Ψex
conC reaching the fluorophore element •r⃗ fl is

Ψex
conC�r⃗ 0

→ •r⃗ fl� � Ψex
inf�r⃗ 0

real → •r⃗ fl� −Ψex
inf�r⃗ 0

imag → •r⃗ fl�;
(26)

the intensity of the fluorescing source element Qfl�•r⃗ fl� due to
excitation by Sex�r⃗ 0� is

•Qfl � ημflaΨex
conC�r⃗ 0

→ •r⃗ fl�
� ημfla �Ψex

inf�r⃗ 0
real → •r⃗ fl� −Ψex

inf�r⃗ 0
imag → •r⃗ fl��: (27)

The cylindrical-coordinates solution to Eq. (4) due to the
fluorescing source element Qfl�•r⃗ fl� that satisfies the extra-
polated boundary condition (6) is

(A)

(B)

Fig. 2. (Color online) Illustrations of a medium of concave geometry
(A) and a medium of convex geometry (B). In both geometries, the
directional source and the detector are positioned on the physical
boundary of the medium. The implementation of extrapolated zero-
boundary condition introduces the image of the equivalent isotropic
source along the radial direction of the source, and the image of the
fluorophore element along the radial direction of the element.
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Ψfl
conC�•r⃗ fl ⇒ r⃗ � �Ψfl

inf�•r⃗ fl ⇒ r⃗ �−Ψfl
inf�•r⃗ fl

imag ⇒ r⃗ �

� •Qfl

4π2D

Z
∞

−∞
dk
�
eik�z

fl−z�
X∞

m�−∞
Im�keff�R0 −Rfl��

×Km�keffR0�eim�ϕfl−ϕ�
�

−
•Qfl

4π2D

Z
∞

−∞
dk
�
eik�z

fl−z�
X∞

m�−∞
Im�keff�R0 −Rfl��

× Im�keffR0�
Km�keff�R0�Rb��
Im�keff�R0�Rb��

eim�ϕfl−ϕ�
�
:

(28)

In concave geometry, it can be shown that (see Appendix A)

Ψex
inf�r⃗ 0

imag → •r⃗ fl� � Ψex
inf�r⃗ 0

real → •r⃗ fl
imag� and

Ψex
inf�r⃗ 0

real → •r⃗ fl� � Ψex
inf�r⃗ 0

imag → •r⃗ fl
imag�; (29)

where the two terms Ψex
inf�r⃗ 0

real → •r⃗ fl
imag� and Ψex

inf�r⃗ 0
imag →

•r⃗ fl
imag� are similar in definition to those in Section 2.C.2. Based

onEqs. (26)–(29),wecan find theΨfl
conC associatedwith•r⃗ fl due

to excitation by Sex�r⃗ 0� and reaching r⃗ as

Ψfl
conC�r⃗ 0

→ •r⃗ fl ⇒ r⃗ �
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �−Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �

�Ψfl
inf�r⃗ 0

real → •r⃗ fl
imag ⇒ r⃗ �−Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �; (30)

where the four terms Ψfl
inf�r⃗ 0

real → •r⃗ fl ⇒ r⃗ �, Ψfl
inf�r⃗ 0

imag →

•r⃗ fl ⇒ r⃗ �, Ψfl
inf�r⃗ 0

real → •r⃗ fl
imag ⇒ r⃗ �, and Ψfl

inf�r⃗ 0
imag →

•r⃗ fl
imag ⇒ r⃗ � are similar in definition to those in Section 2.C.2.
For the medium containing a uniform distribution of the

fluorophore, the Ψfl
conC reaching r⃗ that accounts for ALL

fluorophore elements due to excitation by Sex�r⃗ 0� is

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

�
ZZ

R0

ρfl�0

Z
Ψfl

conC�r⃗ 0
→ •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl

−
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl: (31)

In Eq. (31), the first integral can be decomposed to three
parts, including one over ρfl � �0;∞� to become
Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ �, one over ρfl � �R0; R0 � 2Rb�, and

one over ρfl � �R0 � 2Rb;∞� as follows:

ZZ
R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

� Ψfl
inf�r⃗ 0

real → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

R0�2Rb

ρfl�R0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�R0�2Rb

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl: (32)

In Eq. (31), the second integral can also be decomposed into
three parts as follows:

ZZ
R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

� Ψfl
inf�r⃗ 0

imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

R0�2Rb

ρfl�R0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�R0�2Rb

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl: (33)

Substituting Eqs. (32) and (33) into (31), we have

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �
� Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

R0�2Rb

ρfl�R0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

−
ZZ

∞

ρfl�R0�2Rb

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

R0�2Rb

ρfl�R0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

∞

ρfl�R0�2Rb

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ �d3r⃗ fl

�
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
real → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl

−
ZZ

R0

ρfl�0

Z
Ψfl

inf�r⃗ 0
imag → •r⃗ fl

imag ⇒ r⃗ �d3r⃗ fl: (34)

Notice that in Eq. (34) the second integral is in fact identical
to the fifth integral, and the fourth integral is in fact identical
to the sixth integral. Canceling these four integrals makes
Eq. (33) as

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �
� Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

R0�2Rb

ρfl�R0

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �

−Ψfl
inf�r⃗ 0

imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl: (35)

B. Convex Geometry
The “convex” geometry as shown in Fig. 2B refers to a diffusive
medium enclosing an infinitely long cylindrical medium–

applicator interface. The radius of the cylinder isR0, a detector
on the interface locates at r⃗ �R0;ϕ; z�, and a directional source
Sex�r⃗ 0� on the interface locates at r⃗ 0�R0;ϕ0; z0�. The geometric
symmetry requires that the directional source Sex�r⃗ 0� is
modeled by a “real” isotropic point source Sex�r⃗ 0

real� �
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S · δ� r⇀ − r⃗ 0
real� positioned outward along the radial direction

of r⃗ 0 at a distance ofRa � 1∕μ0s, i.e., at r⃗ 0
real�R0 � Ra;ϕ0; z0�. The

effect of the medium–applicator interface on photon diffusion
at the excitation wavelength is modeled by setting zero Ψex

semi
on a boundary that is concentricwith and at a radial distance of
Rb � 2AD inward from the physical boundary [18]. This boun-
dary condition is accommodated by setting a sink or a negative
“image” of the “real” isotropic source Sex�r⃗ 0

real�, with respect to
the extrapolatedboundary. The “image” source that produces a
“negating” Ψex is denoted by Sex�r⃗ 0

imag� � S� · δ� r⇀ − r⃗ 0
imag�,

whose strength reaches that of Sex�r⃗ 0
real� as R0 → ∞, and

locates at r⃗ 0
imag�ρ?;ϕ0; z0�, of which the radial coordinate ρ?

reaches Ra � 2Rb inward from the boundary as R0 → ∞. Then
on the extrapolated boundary r⃗ ∈ Ω or ρ ∈ R0 − Rb, the condi-
tion of Eq. (5) is satisfied.

For a source–detector pair located on the convex boundary
of a homogenous medium, the cylindrical-coordinates solu-
tion to Eqs. (3), (5), and Sex�r⃗ 0� � S · δ�r⃗ − r⃗ 0� is derived by
following the analytics of Section 3.A as

Ψex
conV�r⃗ 0

→ r⃗ �
� Ψex

inf�r⃗ 0
real → r⃗ � −Ψex

inf�r⃗ 0
imag → r⃗ �

� S

4π2D

Z
∞

−∞
dk
�
eik�z

0−z�
X∞

m�−∞
Im�keffR0�

× Km�keff�R0 � Ra��eim�ϕ0−ϕ�
�

−
S

4π2D

Z
∞

−∞
dk
�
eik�z

0−z�
X∞

m�−∞

Im�keff�R0 − Rb��
Km�keff�R0 − Rb��

Km�keffR0�

× Km�keff�R0 � Ra��eim�ϕ0−ϕ�
�
: (36)

In the convex geometry, the fluorescing source element
Qfl�•r⃗ fl� � •Qfl · δ�r⃗ − r⃗ fl� due to excitation of the fluoro-
phore element •r⃗ fl locates at r⃗ fl�R0 � Rfl;ϕfl; zfl�. The effect
of the medium–applicator interface on photon diffusion at
the fluorescence wavelength is modeled by setting zero
Ψfl

semi on the same extrapolated boundary ofΨex
semi. This boun-

dary condition is also accommodated by setting a sink or a
negative “image” of the fluorescing source element Qfl�•r⃗ fl�,
with respect to the extrapolated boundary. This “image” fluo-
rescing source element that produces a “negating” Ψfl is
denoted by Qfl�•r⃗ fl

imag� � �Qfl
imag · δ�r⃗ − r⃗ fl

imag�, whose strength
reaches that of Qfl�•r⃗ fl� as R0 → ∞, and locates at
r⃗ fl
imag�ρ?fl;ϕfl; zfl�, of which the radial coordinate ρ?fl reaches

Ra � 2Rb inward from the boundary as R0 → ∞. Then on
the extrapolated boundary r⃗ ∈ Ω or ρ ∈ R0 − Rb, the condition
of Eq. (6) is satisfied.

For a source–detector pair located on a convex boundary
of a homogenous medium of a homogenous fluorophore
distribution, the solution in cylindrical coordinates to Eqs. (4),
)6 ), and Sex�r⃗ 0� � S · δ�r⃗ − r⃗ 0� is derived by following the

analytics of Section 3.A as

Ψfl
conV�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �
� Ψfl

inf�r⃗ 0
real → ∀ r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → ∀ r⃗ fl ⇒ r⃗ �

−
ZZ

R0

ρfl�R0−2Rb

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �

−Ψfl
inf�r⃗ 0

imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl: (37)

4. STEADY-STATE FLUORESCENCE VERSUS
SOURCE–DETECTOR DISTANCE IN
CONCAVE AND CONVEX GEOMETRIES OF
LARGE RADIUS
As the radius of either concave or convex geometry reaches
infinity, the reflective measurement associated with either
geometry must converge to that associated with the semi-
infinite geometry. To illustrate the effect of concave or convex
shape on Ψfl in comparison to the semi-infinite geometry, the
following analysis is based on the assumption that the radius
of the concave or convex geometry is much greater than
the source–detector distance, which is also in the diffusion
regime, i.e., R0 ≫ d ≫ Ra, Rb. For completeness, the case of
infinite geometry is also presented.

A. Excitation- and Fluorescence-Wavelength
Photon-Fluence Rates with Respect to d

1. Infinite Geometry
For the case of an infinite homogenous medium of a uniform
fluorophore distribution, we have

Ψex
inf�r⃗ 0

→ r⃗ � � S
4πD

exp�−k0d�
d

; (38)

Ψfl
inf�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ � � ημflaS
8πk0D2 exp�−k0d�; (39)

2. Semi-Infinite Geometry
For a source and a detector located on a semi-infinite
boundary of a homogenous medium containing a uniform
distribution of the fluorophore, we have

jr⃗ 0
real − r⃗ j � lreal � d

���������������
1� R2

a

d2

s
;

jr⃗ 0
imag − r⃗ j � limag � d

�����������������������������������
1� �Ra � 2Rb�2

d2

s
: (40)

Then the condition of d ≫ Ra; Rb, or equivalently k0d ≫ 1,
approximates Eq. (13) to

Ψex
semi�r⃗ 0

→ r⃗ � � S
2πD

exp�−k0d�
d2

k0Rb�Ra � Rb�: (41)

In Eq. (23) the remaining integration term changes to (see
Appendix B)

ZZ
ρ

ρfl�ρ−2Rb

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ �

−Ψfl
inf�r⃗ 0

imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl

� ημflaS
8πk0D2

exp�−k0lreal�
lreal

k0R2
b: (42)

Then Eq. (23) can be approximated to

798 J. Opt. Soc. Am. A / Vol. 30, No. 4 / April 2013 Piao et al.



Ψfl
semi�r⃗ 0

→∀rfl ⇒ r⃗ �

� ημflaS

8πk0D2

�
exp�−k0lreal�−exp�−k0limag�−

exp�−k0lreal�
lreal

k0R2
b

�

� ημflaS

4πD2Rb�Ra�Rb�
exp�−k0d�

d

�
1−

Rb

2�Ra�Rb�

�
1−

1
2
k0d

R2
a

d2

��
:

(43)

3. Source and Detector on a Concave
Medium–Applicator Interface with Large Radius
For a source and a detector located on an infinitely long
concave boundary of a homogenous medium containing a uni-
form distribution of the fluorophore, we have

lreal � d

���������������������������������������������������
1� R2

a

d2
−
Ra

R0
�cos α�2

�s
;

limag � d

���������������������������������������������������������������������������������������
1� �Ra � 2Rb�2

d2
� Ra � 2Rb

R0
�cos α�2

�s
; (44)

where α is the acute angle formed by �r⃗ − r⃗ 0� and the azimu-
thal plane. At large R0, Eq. (24) approximates to

Ψex
conC�r⃗ 0→ r⃗ �

� S
4πD

exp�−k0lreal�
lreal

−
S

4πD

exp�−k0limag�
limag

������������������������������
R0�Ra�2Rb

R0−Ra

s

� S
2πD

�k0Rb�Ra�Rb��
1

d2

×exp
�
−
�
k0d�

d
2k0Rb�R0−Ra�

−
2R0−Ra�2Rb

4R0Rb�R0−Ra�
�cosα�2d2

��
:

(45)

In deriving Eq. (45) and hereafter, a term [20] of
expf�Ra � 2Rb�2∕�4Rb�R0 − Ra��g is omitted for analytical
simplicity as it has a negligible effect on the results due to
Ra, Rb ≪ d ≪ R0. In Eq. (35), the finite integral term
approximates to (see Appendix B)

ZZ
R0�2Rb

ρfl�R0

Z
�Ψfl

inf�r⃗ 0real→•r⃗ fl⇒ r⃗ �−Ψfl
inf�r⃗ 0

imag→•r⃗ fl⇒ r⃗ ��d3r⃗ fl

� ημflaS
8πk0D2

exp�−k0lreal�
lreal

k0R2
b; (46)

and the unresolved term associated with the image source
approximates to (derivation similar to Eq. (3.3.conC)
of [18])

Ψfl
inf�r⃗ 0

imag → ∀ r⃗ fl ⇒ r⃗ �

� ημflaS

8π2k0D
exp

0
@−k0jr⃗ 0

imag − r⃗ j
semi

��������������������������������
R0 − Ra

R0 � Ra � 2Rb

s 1
A; (47)

where jr⃗ 0
imag − r⃗ j

semi
is the distance between the detector and

the image of the “real” isotropic source with respect to an

imaginary semi-infinite plane that is tangential to the concave
geometry at the point of the physical source. We than have
the following results:

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS
8πk0D2

�
exp�−k0lr� − exp

�
−k0li

��������������������������������
R0 − Ra

R0 � Ra � 2Rb

s �

−
exp�−k0lr�

lr
k0R2

b

�

� ημflaS
4πD2 Rb�Ra � Rb�

1
d

exp
�
−
�
k0d� d2

2Rb

�
R0 � Ra � 2Rb

�

−
2
�
R0 � Ra � 2Rb

�
� �Ra � 2Rb�k0d

4R0Rb

�
R0 � Ra � 2Rb

� �
cos α

�
2
d2
��

−
ημflaS

4πD2 Rb�Ra � Rb�
exp�−k0d�

d
Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0
�cos α�2

��
: (48)

4. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
For a source and a detector located on an infinitely long con-
vex boundary of a homogenous medium containing a uniform
distribution of the fluorophore, we have

lreal � d

��������������������������������������������������
1�R2

a

d2
�Ra

R0
�cos α�2

�s
;

limag � d

����������������������������������������������������������������������������������
1��Ra�2Rb�2

d2
−
Ra�2Rb

R0
�cos α�2

�s
; (49)

where α is the acute angle formed by �r⃗ − r⃗ 0� and the azimu-
thal plane. At large R0, Eq. (36) approximates to

Ψex
conV�r⃗ 0

→ r⃗ �

� S
4πD

exp�−k0lreal�
lreal

−
S

4πD

exp�−k0limag�
limag

������������������������������
R0 − Ra − 2Rb

R0 � Ra

s

� S
2πD

�k0Rb�Ra � Rb��
1
d2

× exp
�
−
�
k0d −

d
2k0Rb�R0 � Ra�

� 2R0 � Ra − 2Rb

4R0Rb�R0 � Ra�
�cos α�2d2

��
: (50)

In deriving Eq. (50) and hereafter, a term [20] of
expf−�Ra � 2Rb�2∕�4Rb�R0 � Ra��g is omitted for analytical
simplicity as it has a negligible effect on the results due to
Ra, Rb ≪ d ≪ R0. In Eq. (37), the finite integral term
approximates to
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ZZ
R0

ρfl�R0−2Rb

Z
�Ψfl

inf�r⃗ 0
real→•r⃗ fl⇒r⃗ �−Ψ fl

inf�r⃗ 0
imag→•r⃗ fl⇒r⃗ ��d3r⃗ fl

� ημflaS
8πk0D2

exp�−k0lreal�
lreal

k0R2
b; (51)

and the unresolved term associated with the image source
approximates to

Ψfl
inf�r⃗ 0

imag → ∀ r⃗ fl ⇒ r⃗ �

� ημflaS

8π2k0D
exp

0
@−k0jr⃗ 0

imag − r⃗ j
semi

������������������������������
R0 � Ra

R0 − Ra − 2Rb

s 1
A; (52)

where jr⃗ 0
imag − r⃗ j

semi
is the distance between the detector and

the image of the “real” isotropic source with respect to an
imaginary semi-infinite plane that is tangential to the convex
geometry at the point of the physical source. We then have the
following results:

Ψfl
conV�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS

8πk0D2

2
4exp�−k0lr� − exp

 
−k0li

������������������������������
R0 � Ra

R0 − Ra − 2Rb

s !

−
exp�−k0lr�

lr
k0R2

b

3
5 � ημflaS

4πD2 Rb�Ra � Rb�
1
d

× exp
�
−
�
k0d −

d2

2Rb

�
R0 − Ra − 2Rb

�

�
2
�
R0 − Ra − 2Rb

�
− �Ra � 2Rb�k0d

4R0Rb

�
R0 − Ra − 2Rb

� �
cos α

�
2
d2
��

−
ημflaS
4πD2 Rb�Ra � Rb�

exp�−k0d�
d

Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
� Ra

R0
�cos α�2

��
: (53)

The above equations characterize the changes of Ψex and
Ψfl versus the source–detector distance d � jr⃗ − r⃗ 0j in a
homogeneous medium containing a uniformly distributed
fluorophore.

B. Changing Characteristics of Excitation- and
Fluorescence-Wavelength Photon-Fluence Rates along
the Longitudinal and Azimuthal Directions with Respect
to d

1. Source and Detector on a Concave
Medium–Applicator Interface with Large Radius
On a concave interface of large R0, we have along the
longitudinal direction (termed case-longi), i.e., ϕ0 � ϕ, the
following results:

Ψex
conC�r⃗ 0

→ r⃗ �

� S
2πD

�k0Rb�Ra � Rb��
1

d2
exp

�
−
�
k0d� d

2k0Rb�R0 − Ra�

��
;

(54)

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS
4πD2 Rb�Ra � Rb�

1
d

exp
�
−
�
k0d� d2

2Rb�R0 � Ra � 2Rb�

��

−
ημflaS
4πD2 Rb�Ra � Rb�

exp�−k0d�
d

Rb

2�Ra � Rb�

�
1 −

1
2
k0d

�
R2
a

d2

��
:

(55)

It can be shown by comparing the above two equations with
Eqs. (41) and (43) that both Ψex

conC and Ψfl
conC decay faster

along the longitudinal direction on a concave interface than
their counterparts along a straight line on a semi-infinite
interface, versus the same d. However, the deviation of the
concave case-longi Ψfl

conC from its semi-infinite counterpart
is greater than that of the concave case-longi Ψex

conC from
its semi-infinite counterpart.

Similarly we have along the azimuthal direction (termed
case-azi), i.e., z0 � z, the following:

Ψex
conC�r⃗ 0

→ r⃗ �� S
2πD

�k0Rb�Ra�Rb��
1

d2

×exp
�
−
�
k0d�

2R0d−�2R0−Ra�2Rb�d·k0d
4k0RbR0�R0−Ra�

��
;

(56)

Ψfl
conC�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS

4πD2 Rb�Ra � Rb�
1
d

× exp
�
−
�
k0d −

�Ra � 2Rb��2� k0d�d2

4RbR0

�
R0 � Ra � 2Rb

���

−
ημflaS
4πD2 Rb�Ra � Rb�

exp�−k0d�
d

Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0

��
: (57)

It can be shown by comparing the above two equations with
Eqs. (41) and (43) in the region of k0d ≫ 1 that bothΨex

conC and
Ψfl

conC decay slower along the azimuthal direction on a con-
cave interface than their counterparts along a straight line
on a semi-infinite interface, versus the same d. However,
the deviation of the case-azi Ψfl

conC from its semi-infinite
counterpart is smaller than that of the case-azi Ψex

conC from
its semi-infinite counterpart. The opposite trends of the decay
of case-longi Ψfl

conC and case-azi Ψfl
conC indicate that a unique

set of spiral paths should exist on the concave interface, along
which Ψfl

conC reduces at the same rate versus d as along a
straight line on a semi-infinite interface.
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2. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
On a convex interface of large R0, we have along the following
case-longi results:

Ψex
conV�r⃗ 0

→ r⃗ 0�

� S
2πD

�k0Rb�Ra � Rb��
1
d2

exp
�
−
�
k0d −

d
2k0Rb�R0 � Ra�

��
;

(58)

Ψfl
conV�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS

4πD2 Rb�Ra � Rb�
1
d

exp
�
−
�
k0d −

d2

2Rb�R0 − Ra − 2Rb�

��

−
ημflaS

4πD2 Rb�Ra � Rb�
exp�−k0d�

d
Rb

2�Ra � Rb�

�
1 −

1
2
k0d

�
R2
a

d2

��
:

(59)

It can be shown by comparing the above two equations with
Eqs. (41) and (43) that both Ψex

conV and Ψfl
conV decay slower

along the longitudinal direction on a convex interface than
their counterparts along a straight line on a semi-infinite inter-
face, versus the same d. However, the deviation of the convex
case-longi Ψfl

conC from its semi-infinite counterpart is greater
than that of the convex case-longi Ψex

conC from its semi-infinite
counterpart.

Similarly we have the following case-azi results:

Ψex
conV � S

2πD
�k0Rb�Ra � Rb��

1
d2

× exp
�
−
�
k0d −

2R0d − �2R0 � Ra − 2Rb�d · k0d
4k0RbR0�R0 � Ra�

��
;

(60)

Ψfl
conV�r⃗ 0

→ ∀ r⃗ fl ⇒ r⃗ �

� ημflaS
4πD2 Rb�Ra � Rb�

1
d

× exp
�
−
�
k0d� �Ra � 2Rb��2� k0d�d2

4RbR0

�
R0 − Ra − 2Rb

���

−
ημflaS
4πD2 Rb�Ra � Rb�

exp�−k0d�
d

Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
� Ra

R0

��
: (61)

It can be shown by comparing the above two equations with
Eqs. (41) and (43) in the region of k0d ≫ 1 that bothΨex

conV and
Ψfl

conV decay faster along the azimuthal direction on a convex
interface than their counterparts along a straight line on a
semi-infinite interface, versus the same d. However, the
deviation of the case-azi Ψfl

conV from its semi-infinite counter-
part is smaller than that of the case-azi Ψex

conV from its semi-
infinite counterpart. The opposite trends of the decay of
case-longi Ψfl

conV and case-azi Ψfl
conV indicate that a unique

set of spiral paths should exist on the convex interface, along
which Ψfl

conC reduces at the same rate versus d as along a
straight line on a semi-infinite interface.

C. Photon-Fluence Rate at the Fluorescence Wavelength
Normalized to the Photon-Fluence Rate at the Excitation
Wavelength
For a source and a detector located in an infinite homogenous
medium containing a uniform distribution of the fluorophore,
the normalized Born ratio has been derived as [23]

Rinf�r⃗ 0
→ r⃗ � � Ψfl

inf�r⃗ 0
→ ∀ r⃗ fl ⇒ r⃗ �

Ψex
inf�r⃗ 0

→ r⃗ �

� ημfla
2k0D

jr⃗ 0 − r⃗ j � ημfla
2k0D

d; (62)

which increases versus d. For a source and a detector located
on a semi-infinite boundary of a homogenous medium
containing a uniform distribution of the fluorophore, Eqs. (41)
and (43) lead to the following normalized Born ratio:

Rsemi�r⃗ 0
→ r⃗ � � Ψfl

semi�r⃗ 0
→ ∀ r⃗ fl ⇒ r⃗ �

Ψex
semi�r⃗ 0

→ r⃗ �

� ημfla
2k0D

d
�
1 −

Rb

2�Ra � Rb�

�
1 −

1
2
k0

R2
a

d

��
: (63)

It is observed that the Born ratio of the semi-infinite geometry
is smaller versus d when compared to Eq. (62), and as d
increases the difference between the Born ratio of semi-
infinite geometry and that of infinite geometry reaches a con-
stant multiplying d.

1. Source and Detector on a Concave Medium–Applicator
Interface with Large Radius
For a source–detector pair on an infinitely long concave inter-
face bounding a homogenous medium containing a uniform
distribution of the fluorophore, the normalized Born ratio is

RconC�r⃗ 0
→ r⃗ � � Ψfl

conC�r⃗ 0
→ ∀ r⃗ fl ⇒ r⃗ �

Ψex
conC�r⃗ 0

→ r⃗ �

� ημfla
2k0D

d
�
AconC −

Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0
�cos α�2

��
BconC

�
;

(64)

where as R0 → ∞, both AconC and BconC converge to 1, and
Eq. (64) reaches Eq. (63). It can be shown that the Born ratio
given by Eq. (64) is generally smaller than the one given by
Eq. (63), and the Born ratio of case-longi (cos α � 0) is closer
to the semi-infinite case than the Born ratio of case-
azi (cos α � 1).

2. Source and Detector on a Convex Medium–Applicator
Interface with Large Radius
For a source–detector pair on an infinitely long convex inter-
face bounding a homogenous medium containing a uniform
distribution of the fluorophore, the normalized Born ratio is
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RconV�r⃗ 0
→ r⃗ � � Ψfl

conV�r⃗ 0
→ ∀ r⃗ fl ⇒ r⃗ �

Ψex
conV�r⃗ 0

→ r⃗ �

� ημfla
2k0D

d
�
AconV −

Rb

2�Ra � Rb�

×
�
1 −

1
2
k0d

�
R2
a

d2
−
Ra

R0
�cos α�2

��
BconV

�
;

(65)

where as R0 → ∞, both AconV and BconV converge to 1, and
Eq. (65) reaches Eq. (63). It can be shown that the Born ratio
given by Eq. (65) is generally greater than the one given by
Eq. (63), and the Born ratio of case-longi (cos α � 0) is closer
to the semi-infinite case than the Born ratio of case-
azi (cos α � 1).

The analyses in Sections 3 and 4 indicate the general
behaviors of CW fluorescence-wavelength photon diffusion
between a source and a detector aligned azimuthally or
longitudinally on a concave or convex medium–applicator in-
terface when the medium contains a uniform distribution of
the fluorophore. It is straightforward to conclude that the
changing patterns of Ψfl and Ψfl∕Ψex predicted for concave
or convex geometry of very large radius asymptotically reach
the patterns of semi-infinite geometry for the same line-of-
sight source–detector distance. It has been demonstrated in
[18,19] that the relative patterns ofΨex for concave or convex
geometry of smaller radius quantified by either numerical im-
plementation of the general (nonsimplified) analytical results
or FEM solution to the equation of photon diffusion are the
same as the relative patterns predicted by the simplified ana-
lytics. However, it is worth noting that numerical implemen-
tation of the general analytical results of Eqs. (35) or (37) for
CW fluorescence photon diffusion in concave or convex
geometry is arithmetically challenging, because the second
term in either of the equations that corresponds to free-space
excitation by the image source involves two integrations and
two summations. Therefore quantization of the changing pat-
terns of Ψfl and Ψfl∕Ψex for concave or convex geometry of
smaller practical radius is performed by FEM only in the next
section using the simulation tool-box near-infrared fluores-
cence and spectroscopy tomography [30] employed for the
studies in [18,19].

5. NUMERICAL EVALUATION OF THE
CHARACTERISTICS OF STEADY-STATE
FLUORESCENCE PHOTON DIFFUSION
VERSUS SOURCE–DETECTOR DISTANCE IN
CONCAVE AND CONVEX GEOMETRIES OF
SMALL RADIUS
In this section, we examine case-azi and case-longi measure-
ments in concave or convex geometry, in comparison to the
straight line in semi-infinite geometry. The case-azi measure-
ment corresponds to z � z0 in Eqs. (24), (35), (36), and (37).
The case-longi measurement corresponds to ϕ � ϕ0 in
Eqs. (24), (35), (36), and (37). For both concave and convex
geometries, the FEM meshing volume is a cylinder 40 cm in
height [20]. Denser meshes are placed along the mid-azimu-
thal plane on the medium–applicator interface for case-azi,
and along the longitudinal direction for case-longi. The mesh-
ing volume for the semi-infinite geometry is a 16 cm × 8 cm ×
8 cm rectangle, and denser meshes are generated along the

straight line whereupon the optodes are placed. In each set
of computation for concave, convex, and semi-infinite geom-
etries, the meshing volume is discretized into at least 50,000
tetrahedral elements with more than 10,000 nodes. The radius
of the concave geometry and the inner radius of the convex
geometry are both 10 mm, the outer radius of the convex
geometry is 40 mm, and the optical parameters are
μa � 0.0025 mm−1, μ0s � 1 mm−1, μa � 0.005 mm−1, η � 0.1,
and A � 1.86 [19].

Figures 3A and 3B illustrate the changes of CW photon flu-
ence at the excitation wavelength and the fluorescence wave-
length versus d in both concave and convex geometries. As
illustrated in Fig. 3A for concave geometry, the CW fluores-
cence-wavelength photon fluence reduces slower in case-azi

and faster in case-longi than that along a straight line on the
semi-infinite interface for the same d. Conversely, for convex
geometry, as illustrated in Fig. 3B, the CW fluorescence-wave-
length photon fluence reduces faster in case-azi and slower in
case-longi than that along a straight line on the semi-infinite
interface for the same d. These features agree with the predic-
tions of Section 4.B. The changes of the Born ratio versus d
in concave and convex geometries in comparison to semi-
infinite geometry are shown in Fig. 3C. With respect to the
same d, the Born ratio increases slower in concave geometry
and faster in convex geometry when compared to that along
a straight line on the semi-infinite interface. The Born ratio
evaluated along the longitudinal direction is closer to that
along a straight line on the semi-infinite interface than the
Born ratio evaluated along the azimuthal direction. These
features agree with the predictions of Section 4.C.

6. DISCUSSION
The analysis in Section 4 for concave or convex geometry in-
cludes the approximations made at a large radius, and offers
insight into the effect of the applicator’s curvature on the
fluorescence-wavelength photon diffusion when compared
to semi-infinite geometry. The analytics agreewith the physical
aspect that as R0 → ∞, the changing characteristics of the CW
photon-fluence rate at both excitation wavelength and fluores-
cence wavelength, as well as the Born ratio, of concave and
convex geometries must reach their counterparts in semi-
infinite geometry. Any rate difference between the changes
along case-azi and case-longi certainly would also diminish
as the radius of the cylindrical applicator becomes increasingly
large. These qualitatively expected predictions by analytical
approximations are validated by FEM simulation. The decay
of CW fluorescence-wavelength photon-fluence rate with re-
spect to d reveals opposite trends in case-azi and in case-longi

when compared to that in the semi-infinite geometry.However,
the change in the Born ratio in concave or convex geometry
with respect to d uniquely reflects the shape of the applicator
curvature when compared to the Born ratio in the semi-infinite
geometry. The changes in the Born ratio with respect to d are
smaller in concave geometry and greater in convex geometry
than those in the semi-infinite geometry, indicating that the
Born ratio represents the “lumped” effect of a cylindrical shape
of the boundary on florescence photon diffusion. Sub-
sequently, it will be interesting to investigate in future studies
the change to the Born ratio by a perturbation to the uniform
fluorescence distribution in concave and convex geometries
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with respect to the change in semi-infinite geometry, as that
relates to the sensitivity of the fluorescence measurement.

In terms of the “largeness” of the radius of the concave or
convex geometry to apply the simplified analytics in Section 4,
one can consider that d greater than 10 times of the larger one
of Ra and Rb satisfies the condition d ≫ fRa; Rbg, and R0

greater than 10 times of d satisfies the condition of applying
the asymptotic expressions of Im and Km. Then the general
parameters, μ0s � 1.0 mm−1 corresponding to Ra � 1.0 mm
and μa � 0.01 mm−1 and A � 1.86 [19] corresponding to
Rb � 1.23 mm, result in R0 � 12.3 cm being considered large.
The scale of this radius may be close to that of a slightly
curved external applicator but is not in any sense comparable
to that of an internal applicator, which at most could have a
radius of 1.5 cm. Therefore, although the simplified analytics
of this work present a “qualitative” examination of the pat-
terns of CW fluorescence photon diffusion in concave and
convex geometries, the quantitative patterns of CW fluores-
cence photon diffusion, in particular the convex geometry
of practical dimension, have to be studied using appropriate
numerical methods.

7. CONCLUSION
This paper (Part V) examines steady-state fluorescence
photon diffusion in a homogenous medium that contains a
homogenous distribution of fluorophores. The geometries
of the medium include a semi-infinite geometry, a “concave”
geometry for the medium being enclosed by a circular cylin-
drical applicator of infinite length, and a “convex” geometry
for the medium enclosing a circular cylindrical applicator
of infinite length. The aim of this paper (Part V) is to investi-
gate the changing characteristics of Ψfl and the ratio (some-
times called the Born ratio) of it versus Ψex, with respect to
the line-of-sight source–detector distance as applied to reflec-
tive measurements. Generalized analytical representations
are derived and approximated for larger radius condition, and
further analysis is performed for azimuthally or longitudinally
aligned source–detector pairs in both concave and convex
geometries. Numerical evaluations of the fluorescence photon
diffusion in concave and convex geometries of a practical

radius are carried out, and the revealed qualitative character-
istics agree with the analytical predictions. When compared
to the steady-state counterparts on a semi-infinite medium–

applicator interface with the same line-of-sight source–
detector distance, Ψfl reduces faster along the longitudinal
direction and slower along the azimuthal direction, respec-
tively, in the concave geometry, and conversely in the convex
geometry. However, the Born ratio always increases slower in
the concave geometry and faster in the convex geometry, re-
spectively, when compared to that in the semi-infinite
geometry.

APPENDIX A: DEVELOPMENT OF EQ. (29)
FOR THE CONCAVE GEOMETRY
In concave geometry, r⃗ 0

imag is farther from the origin than •r⃗ fl,
and r⃗ 0

real is closer to the origin than •r⃗ fl
imag; therefore we have

Ψex
inf�r⃗ 0

imag → •r⃗ fl�

� S
4π2D

Z
dk · eik�z

0−zfl�
X

eim�ϕ0−ϕfl�η�mIm�keffρfl�Km�keffρ?�;

(A1)

Ψex
inf�r⃗ 0

real→•r⃗ fl
imag�

� S
4π2D

Z
dk·eik�z

0−zfl�
X

eim�ϕ0−ϕfl�ηflmIm�keff�R0−Ra��Km�keffρ?fl�:

(A2)

Based on the boundary conditions defined by Eqs. (5) and
(6), we have

η�mKm�keffρ?� � Im�keff�R0 − Ra��
Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

and

ηflmKm�keffρ?fl� � Im�keffρfl�
Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

; (A3)

which changes the right-hand sides of Eqs. (A1) and (A2) to
the following:

Fig. 3. (Color online) FEM results of the changes of CW photon-fluence rates at excitation wavelength (A), fluorescence wavelength (B), and Born
ratio (C), in concave and convex geometries in comparison to semi-infinite geometry. In concave geometry, the CW photon-fluence rates at both the
excitation wavelength and the fluorescence wavelength reduce more slowly in case-azi and more quickly in case-longi than those along a straight
line on the semi-infinite interface. In convex geometry, the CW photon-fluence rates at both the excitation wavelength and the fluorescence wave-
length reduce more quickly in case-azi and more slowly in case-longi than those along a straight line on the semi-infinite interface. Note that the
dominant slopes of the excitation-wavelength and fluorescence-wavelength lines associated with the semi-infinite medium are identical. We also
note that the lines associated with the fluorescence wavelength have a slower change than the lines associated with the excitation wavelength in the
concave geometry, and conversely in the convex geometry. In concave geometry, the changes in the Born ratio in both case-azi and case-longi
are smaller than those along a straight line on the semi-infinite interface. In convex geometry, the changes in the Born ratio in both case-azi and
case-longi are greater than those along a straight line on the semi-infinite interface.
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S
4π2D

Z
dk · eik�z

0−zfl�
X

eim�ϕ0−ϕfl�Im�keff�R0 − Ra��

× Im�keffρfl�
Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

: (A4)

So the first identity of Eq. (29), Ψex
inf�r⃗ 0

imag → •r⃗ fl� �
Ψex

inf�r⃗ 0
real → •r⃗ fl

imag�, is proved.
In terms of the second identity of Eq. (29),

Ψex
inf�r⃗ 0

real → •r⃗ fl� � Ψex
inf�r⃗ 0

imag → •r⃗ fl
imag�, we provide in the

following a heuristic proof of it, by using an alternative and
more convenient set of notations: Ŝ represents the source
element at r⃗ 0

real, D̂ represents the field element at •r⃗ fl, Ŝ0 rep-
resents the element that is the image of Ŝ, and D̂0 represents
the element that is the image of D̂. Assume that the second
identity of Eq. (29) is not held, i.e., Ψex

inf�Ŝ0
→ D̂0� ≠

Ψex
inf�Ŝ → D̂�. Then we can define a “secondary” source (in

the sense that this source is not an independent source)
Ŝ00 ≠ Ŝ0, located at the position of Ŝ0, that satisfies the condi-
tionΨex

inf�Ŝ00
→ D̂0� � Ψex

inf�Ŝ → D̂�. Now if we reverse the signs
of both Ŝ and Ŝ00 so they become −Ŝ and −Ŝ00, respectively, the
fluence rates reaching D̂ and D̂0, respectively, by −Ŝ
and −Ŝ00 will become Ψex

inf�h−Ŝ00i → D̂0� � −Ψex
inf�Ŝ00

→ D̂0� �

−Ψex
inf�Ŝ → D̂� � Ψex

inf�h−Ŝi → D̂�. Now let us combine a source
Ŝ and another source −Ŝ at the location of Ŝ. Then what
the combination of Ŝ and −Ŝ at the location of Ŝ does to D̂
will be equivalent to what the combination of Ŝ0 and the sec-
ondary −Ŝ00 at the location of Ŝ0 does to D̂0. Apparently the
resulting combined source intensity at the location of Ŝ is
zero, indicating net-zero energy, so the fluence rate at D̂ must
be zero, i.e.,Ψex

inf�hŜ;−Ŝi → D̂0� � 0. This net-zero-energy con-
dition has to transform to the combined image and secondary
source intensity at the location of Ŝ0, which results in zero
fluence rate at D̂0, i.e., Ψex

inf�hŜ0;−Ŝ00i → D̂0� � 0, which is not
possible unless Ŝ00 � Ŝ0. Therefore the previous assumption
of Ψex

inf�Ŝ0
→ D̂0� ≠ Ψex

inf�Ŝ → D̂� is invalid; i.e., the second
identity of Eq. (29), Ψex

inf�r⃗ 0
real → •r⃗ fl� � Ψex

inf�r⃗ 0
imag → •r⃗ fl

imag�,
is justified.

APPENDIX B: 2Rb-SHELL TERM OF EQ. (35)
We derive the 2Rb-shell term in Eq. (35) for the concave geom-
etry. Similar procedures can be developed for the semi-infinite
and convex geometries, and are not repeated here:

ZZ
R0�2Rb

ρfl�R0

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl

� ημflaS

�4πD�2
1

π2

Z
dzfl

Z
dϕfl

Z
R0�2Rb

ρfl�R0

ρfldρfl
Z

dkexeik
ex�z0−zfl�

X
eim�ϕ0−ϕfl�Im�kexeff�R0 − Ra��Km�kexeffρfl�

×
Z

dkfleik
fl�zfl−z�

X
ein�ϕ

fl−ϕ�Im�kfleffR0�Km�kfleffρfl�

−
ημflaS

�4πD�2
1

π2

Z
dzfl

Z
dϕfl

Z
R0�2Rb

ρfl�R0

ρfldρfl
Z

dkexeik
ex�z0−zfl�

X
eim�ϕ0−ϕfl�Im�kexeff�R0 − Ra��Im�kexeffR0�

×
Km�kexeff�R0 � Rb��
Im�kexeff�R0 � Rb��

Z
dkfleik

fl�zfl−z�
X

ein�ϕ
fl−ϕ�Im�kfleffR0�Km�kfleffρfl�

� ημflaS
�4πD�2

Z
dk · eik�z

0−z�
X

eim�ϕ0−ϕ�Im�keff�R0 − Ra��Im�keffR0�
Z

R0�2Rb

ρfl�R0

ρfl�Km�keffρfl��2dρfl

−
ημflaS

�4πD�2
Z

dk · eik�z
0−z�

X
eim�ϕ0−ϕ�Im�keff�R0 − Ra��Im�keffR0�

Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

Z
R0�2Rb

ρfl�R0

ρflIm�keffρfl�Km�keffρfl�dρfl

� ημflaS
�4πD�2

Z
dk · eik�z

0−z�
X

eim�ϕ0−ϕ�Im�keff�R0 − Ra��Km�keffR0�

×
Im�keffR0�
Km�keffR0�

Z
R0�2Rb

ρfl�R0

ρfl
�
�Km�keffρfl��2 −

Km�keff�R0 � Rb��
Im�keff�R0 � Rb��

Im�keffρfl�Km�keffρfl�
�
dρfl:

Using the asymptotic representation of Im and Km at large argument due to large R0, we have

ZZ
R0�2Rb

ρfl�R0

Z
�Ψfl

inf�r⃗ 0
real → •r⃗ fl ⇒ r⃗ � −Ψfl

inf�r⃗ 0
imag → •r⃗ fl ⇒ r⃗ ��d3r⃗ fl

� ημflaS
�4πD�2

Z
dk · eik�z

0−z�
X

eim�ϕ0−ϕ�Im�keff�R0 − Ra��Km�keffR0�
e2keffR0

2keff

Z
R0�2Rb

ρfl�R0

�e−2keffρfl − e−2keff �R0�Rb��dρfl

� ημflaS
�4πD�2

Z
dk · eik�z

0−z�
X

eim�ϕ0−ϕ�Im�keff�R0 − Ra��Km�keffR0�
�

1
�2keff�2

−
e−4keffRb

�2keff�2
−
Rb

keff
e−2keffRb

�

≈
ημflaS

�4πD�2
Z

dk · eik�z
0−z�

X
eim�ϕ0−ϕ�Im�keff�R0 − Ra��Km�keffR0��2�Rb�2�

� ημflaS

8πk0D2

exp�−k0jr⃗ 0
real − r⃗ 0j�

jr⃗ 0
real − r⃗ 0j �k0�Rb�2�: (B1)
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Purpose: To improve object depth-localization for diffuse optical tomography (DOT) in a circular-
array outward-imaging geometry that is subjected to strong sensitivity variation with respect to imag-
ing depth.
Methods: The authors introduce an alternative DOT image reconstruction approach that optimizes
the data-model fit based on the paired measurements corresponding to two pairs of source-detector
that share either the source or the detector, in comparison to the conventional method that opti-
mizes the data-model fit based on the unpaired measurements corresponding to individual pairs of
source-detector. This alternative approach, namely, geometric-sensitivity-difference (GSD) method,
effectively reduces the variation of the reconstruction sensitivity with respect to imaging depth. The
DOT image reconstruction based on GSD-scheme applied to same-source source-detector pairs is
demonstrated using simulated and experimental continuous-wave measurements in a circular-array
outward-imaging geometry, of which the native sensitivity varies strongly with respect to the depth.
The outcomes of GSD-based image reconstruction are compared to those of two other methods: one
is the conventional baseline method that utilizes the native sensitivity but does not involve depth-
compensating scheme; and the other is a reference-compensation approach that employs active and
depth-adapted compensation scheme to counteract the dependence of the reconstruction sensitivity
with respect to imaging depth.
Results: The GSD method generally outperforms the other two methods in localizing the depth of
single object, resolving two objects that are azimuthally separated, and estimating the optical property
of single object or azimuthally separated dual objects. The GSD method, however, demands more
computations due to an increase of the element size of the resulted sensitivity matrix and more matrix
multiplications.
Conclusions: The GSD method improves the depth localization in the circular-array outward-
imaging geometry, by taking advantage of the paired measurements of two source-sharing
source-detector-pairs to passively and effectively homogenize the sensitivity of the reconstruc-
tion with respect to imaging depth. © 2013 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4771957]

Key words: image reconstruction, diffuse optical tomography, sensitivity, photon migration in tissue

I. INTRODUCTION

Diffuse optical tomography (DOT) is inherently prone to spa-
tially dependent sensitivity,1–4 due to scattering-dominated
photon propagation in biological tissue.5 The spatial de-
pendence of DOT sensitivity is also specific to the geom-
etry of the interface between the medium and the array
of optodes. The optode-array of DOT usually has one- or
two-dimensional symmetry2, 6–9 that gives rise to a sensitivity
distribution that is mostly uniform along the direction of the
symmetry except at locations close to the optodes. For exam-
ple, the spatial sensitivity of a circular array8, 9 that has evenly
distributed optodes along the circumference is azimuthally
invariant, and the spatial sensitivity of a near-planar array
whereupon the optodes are orderly distributed3, 7 changes in-
significantly over the lateral dimension of the array. However,

at the directions orthogonal to the symmetry of the optode
configuration, specifically along the depth into the medium,
the spatial sensitivity varies, generally, with a pronounced
peak in the proximity of the medium-array interface, as ex-
emplified by the thinner solid curve in Fig. 1(a) (detailed de-
scription of Fig. 1 is referred to Sec. II.A). Such variation of
the sensitivity causes depth-dependent reconstruction of the
contrast and resolution. More severely, it may cause objects
of different depths to be recovered at approximately the same
depth, the position at which the radial profile of the sensitivity
peaks.1–3, 7, 8 The depth-dependence of the sensitivity is thus a
common issue to be negotiated in many DOT applications,
including those to brain,7, 10 to breast using planar remission
geometry,1 and to prostate via endorectal probing for either
sagittal3 or axial9 imaging, etc. Among these DOT applica-
tions, the endorectal axial-imaging geometry is subjected to
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FIG. 1. Illustration of conventional DOT image reconstruction approaches
that utilize the measurements of individual source-detector-pairs. The thinner
solid curve represents the native sensitivity profile, the thicker solid curve
represents the modified sensitivity profile, and the dashed curve indicates
the regularization or compensation with respect to imaging depth. The boxes
pointed by framed arrows represent the signal responses to an object at po-
sition 1 and 2, respectively. (a) The signal responses to an object located at
different depths are different due to the spatial variations of the native sen-
sitivity. (b) Spatially varying regularization factors suppresses the stronger
intensity of the natural sensitivity during the sensitivity matrix inversion to
even the recovery of the object contrast with respect to imaging depth. (c)
Spatially varying weighting magnifies the weak sensitivity in deeper regions
and to even the recovery of the object contrast with respect to imaging depth.

arguably the strongest variation of the sensitivity with respect
to imaging depth, due to the rapid reduction of photon flu-
ence versus the source-detector distance when compared with
the geometries involving a planar interface or a curved inter-
face that encloses the medium.11 As will be shown, localiz-
ing the depth of an object of interest in such circular-array
outward-imaging geometry is challenging.

Robust localization of an object in the depth direction
along which the sensitivity varies significantly has to rely
upon establishing a reconstruction scheme in which the up-

dating of the medium optical properties is insensitive to the
imaging depth. Methods demonstrated to suppress the sensi-
tivity of reconstruction to the imaging depth can be coarsely
classified into two categories. The first category, as concep-
tually illustrated in Fig. 1(b), applies stronger regularization
to regions with higher native sensitivity to damp the response
of the reconstruction to the same amount of the update to the
optical properties. For a circular-array inward-imaging geom-
etry of which the spatial sensitivity tends to be azimuthally
uniform but decreases toward the center of the imaging ge-
ometry, Pogue et al. applied a radially varying regulariza-
tion parameter that had a greater magnitude near the sources
but smaller magnitude in the interior of the geometry.8 This
method, called spatially variant regularization (SVR), notice-
ably improved the reconstruction, as the artifacts near the op-
tode array were suppressed and the contrast and resolution
across the image were equalized. However, artifacts could
appear at the center of the circular image, and the param-
eters determining the radial variation of the regularization
were required to be optimized for a particular imaging ge-
ometry and a specific object size. It is also noted that the
spatial sensitivity of the circular-array inward-imaging geom-
etry utilized by Pogue et al.8 decreases only mildly versus
the depth from the medium-boundary, when compared to that
of the circular-array outward-imaging geometry to be investi-
gated in this study. The second category of methods, as con-
ceptually illustrated in Fig. 1(c), implements a spatially re-
solved weighting scheme to the native depth-dependent sen-
sitivity in the iteration process. For a near-planar geometry
of which the variation of the spatial sensitivity with respect
to depth was stronger than that of the inward-imaging ge-
ometries of Ref. 8, Culver et al. employed spatially varied
contrast-to-noise-ratio weighting to the reconstruction, after
the data were corrected for optode mispositioning, to improve
both the point-spread-function and the object-localization in
depth.10 For geometries that were similar to the near-planar
one in Ref. 10, Niu et al.,2 Huang and Zhu,1 and Zhao et al.4

embedded depth-dependent weighting matrices in the itera-
tive process to counterbalance the depth-variations of the re-
spective native spatial sensitivities. The methods1, 2, 4 of the
second category effectively elevated the response of the ob-
jective functions to the same amount of the update to the opti-
cal properties in deeper depths; however, the spatially varied
weighting to the sensitivity profiles, such as that introduced
by the depth-compensation-algorithm (DCA),2 naturally has
to be optimized case-by-case.

These previously demonstrated methods, all making the re-
construction less sensitive to the object depth, may be differ-
ent in terms of how the native sensitivity profile was compen-
sated or counteracted. As in some the actions were imposed
indirectly by the regularization but in others were applied di-
rectly to the sensitivity function; however, all these methods
were similar, in terms of fitting the calculated data to the in-
dividual measurements taken by individual source-detector-
pairs. This study introduces an alternative method of opti-
mizing the data-model fit, which is to fit the calculated data
to the paired measurements taken by two source-detector-
pairs that share either the source or the detector. An intuitive
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explanation of this method is that, although the sensitivity of
one pair of source-detector with respect to an object could
vary significantly over the depth of the object, the relative re-
sponse between two pairs of source-detector that share one
optode could vary substantially less over the depth with re-
spect to the same object, and hypothetically the image recon-
struction based on this relative or paired response could be
more robust in localizing the object than that based on the re-
sponse of individual pairs of source-detector. The relative re-
sponse between two optode-sharing source-detector-pairs to
a given medium heterogeneity is related to the positioning
(i.e., geometric) difference of the heterogeneity with respect
to the two source-detector-pairs, therefore, the reconstruc-
tion scheme that takes advantage of such relative or paired
response is called a geometric-sensitivity-difference (GSD)
based reconstruction. The objective of this study is to demon-
strate that the GSD method effectively evens the reconstruc-
tion updating sensitivity with respect to imaging depth and
consequently improves DOT depth-localization. The GSD
differs from previously investigated depth-compensation re-
construction method in that it does not involve depth-adapted
or to-be-optimized parameters in order to reduce the varia-
tion of the reconstruction sensitivity with respect to imaging
depth.

The rest of the paper is arranged as follows. Section II
presents the analytical formations of GSD method as it
applies to DOT image reconstruction in the context of
Levenberg–Marquardt (LM) minimization,12 using paired
continuous-wave (CW) measurements from source-sharing
source-detector-pairs. Section III outlines the circular-array
axial outward-imaging geometry to be studied, of which the
native sensitivity with respect to imaging depth varies signif-
icantly more than those of planar or circular-array inward-
imaging geometries of previous studies. Section III also de-
scribes two reconstruction approaches against which the GSD
method will be evaluated: one is a conventional or baseline
method that applies a spatially invariant regulation in the LM
minimization;13 and the other is a reference-compensation
approach which is similar in methodology to the DCA
method but is more robust than the original DCA method
for the circular-array outward-imaging geometry of this study.
Section IV details simulation and experimental methods used
for evaluating the three reconstruction methods. The simu-
lation and experimental results in Sec. V demonstrate that
the GSD method generally outperforms the baseline and
reference-compensation methods, in terms of localizing the
depth of single object, resolving two azimuthally separated
objects, and estimating the optical property of single object
or azimuthally separated dual objects in the circular-array
outward-imaging geometry. As all three methods involve a
step-specific regularization scheme in the iterations, the same
step-specific regularization factor optimal to the reference-
compensation method is applied to the baseline reconstruc-
tion and the GSD based reconstruction. A step-specific regu-
larization factor optimal to the baseline method for the studied
geometry was found difficult to determine, because the base-
line method performs very poorly in the studied geometry, as
to impair the evaluation of the outcomes at different choices

of the step-specific regularization factors. The step-specific
regularization factor optimal to the reference-compensation
method is not necessarily optimal to the GSD method. An out-
performance of the GSD method over the baseline method is
unsurprising at all, because the effective sensitivity profile of
the former method is much more uniform with respect to the
imaging depth than that of the latter method. The outperfor-
mance of the GSD method over the reference-compensation
method shall relate to the pairing measurements by the for-
mer method versus the unpaired measurements by the latter
method. Section VI discusses how the GSD operation may be
implemented to Tikhonov minimization and the general-least-
square (GLS) minimization.13

II. THE GEOMETRIC-SENSITIVITY-DIFFERENCE
METHOD

The model of frequency-domain (FD) photon propaga-
tion in turbid media by using a diffusion approximation to
the Boltzmann transport equation results in the following
Helmholtz type equation:

−∇ · [D(
⇀

r )∇�(
⇀

r, ω)] + μa(
⇀

r )�(
⇀

r, ω) = q0(
⇀

r, ω), (1)

where �(�r, ω) is the photon fluence rate at a position
⇀

r , D
= 1/[3(μa + μ ′

s)] is the diffusion coefficient, μa is the ab-
sorption coefficient, μ ′

s is the scattering coefficient, ω is the
angular modulation frequency, and q0(�r, ω) is the source term.
A Robin-type condition applies to the medium-applicator in-
terface

⇀

r 0 as

�(
⇀

r 0, ω) + 2D(
⇀

r 0)An̂0 · ∇�(
⇀

r 0, ω) = 0, (2)

where n̂0 is the unit outward-pointing vector normal to the
interface and A is a coefficient determined by the reflective
index mismatch across the boundary. By a phasor notation,
�(

⇀

r, ω) = Iejθ , where I and θ are the magnitude and phase
of the photofluence rate, respectively, �(

⇀

r, ω) can be imple-
mented in logarithm as14

log[�(
⇀

r, ω)] = log(I ) + jθ (3)

to yield a better scaled inverse problem for the
reconstructions.15 An alternative form of Eq. (3), �(

⇀

r, ω)
= {log(I ), θ}, will be used for the following analytics.

II.A. Image reconstruction based on the
measurements taken by individual
source-detector-pairs

We use 〈Si, Dj〉 to denote a source-detector pair consist-
ing of a source i and a detector j on the medium boundary,
and {〈Si, Dj〉} to indicate the ensemble of all pairs of source-
detector. The conventional objective function of the DOT in-
verse problem is thereby13

‖χ‖2 = ‖[�{〈Si ,Dj 〉}]m − [�{〈Si ,Dj 〉}(μ)]c‖2, (4)

where μ specifies μa and D, the subscripts m and c represent,
respectively, the “measurement” and the “calculation,” and χ

is the data-model misfit. The objective function in Eq. (4) is
iteratively minimized by updating the calculated photon flu-
ence rate using the following form, which ignores the higher
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order terms (order ≥2) in Taylor series expansion around the
μ values of the previous iteration:

[�(μn)]c ≈ [�(μn−1)]c + Jδμn, (5)

where the subscripts n and n − 1 are the iteration numbers,
and δ is the difference between the referred value at current
and the previous iterations as δμn = μn − μn−1. The J in
Eq. (5) is the Jacobian, or called the sensitivity matrix, which
is the first order derivative of the measurement quantities with
respect to the optical properties.

Rearranging Eq. (4) using Eq. (5) gives

χn = �m − �c(μn) ≈ �m − �c(μn−1) − Jδμn

= χn−1 − Jδμn. (6)

The reconstruction process, which is to iteratively compute
the change of the objective function with respect to the change
of the optical property until the change of the former reaches
a predetermined stopping criterion, is equivalent to solving

∂(χ )2

∂μ
= ∂(�m−�c)2

∂μ
= − 2

(
∂�c

∂μ

)
χ= − 2 · J T χ = 0.

(7)

Substituting Eq. (6) to Eq. (7) at the nth iteration gives

J T · (χn−1 − J · δμn) = 0. (8a)

Therefore, the update of the optical properties at the nth iter-
ation is

δμn = (J T J )−1J T χn−1. (8b)

To facilitate a better conditioning of the inversion of JTJ in
Eq. (8b), a Levenberg–Marquardt scheme implements a diag-
onal regularization factor λ in the form of

δμn = (J T J + λI )−1J T χn−1. (8c)

The λ value is typically step-wisely adjusted,13 i.e., the λ

value at each step of iteration is reduced with respect to that
in the immediate previous step (an empirical damping factor
of 1.78 is used in this work).

We denote N as the total number of the spatial elements
for which the updating of the optical properties is performed,

“NoS” as the number of source channels, and “NoD” as the
number of detector channels. Then the complete Jacobian ma-
trix, of FD measurements, amounts to the form of

J[NoD∗NoS∗2]×[N∗2]

=

⎡
⎢⎢⎢⎣

[
∂ log(I )

∂μa

]
[NoD∗NoS]×N

[
∂ log(I )

∂D

]
[NoD∗NoS]×N[

∂θ

∂μa

]
[NoD∗NoS]×N

[
∂θ

∂D

]
[NoD∗NoS]×N

⎤
⎥⎥⎥⎦ ,

(9a)

wherein each of the four blocks of the right-hand-side has
(NoD*NoS) rows and N columns. In the following analytics,
however, we will consider only the upper-left block of the Ja-
cobian of Eq. (9a) for compactness. The upper-left block of
the Jacobian may conform to the simplest case of recovering
the absorption coefficients by using intensity information as
could be rendered by CW measurements. However, the ana-
lytical formulations of the GSD method discussed for the CW
case can be straightforwardly extended to recovering both ab-
sorption and scattering properties, which is not impractical by
using only CW measurements,16–18 or to recovering both ab-
sorption and scattering properties by using FD measurements
that include phase information. The extensions involve either
doubling the numbers of columns or doubling the numbers of
both columns and rows.

In the remaining analytics, as we will consider J

= [∂ log(I )/∂μa][NoD∗NoS]×N, log(I) is to be replaced by ψ ,
and μa by μ, for clarity. The remaining analytics will also
specify that NoS = 8 and NoD = 8, to conform to the geom-
etry (Fig. 3) involved later in the simulation and experimental
studies. With these customizations, the Jacobian matrix be-
comes

J♦ =
[

∂ψ

∂μ♦

]
64×N

= [ J 1 J 2 ...... J N ] , (9b)

where J♦and μ♦, ♦ = {1: N}, are, respectively, the sub-matrix
of J and the μ associated with the “♦th” spatial element. J♦

has a matrix dimension of 64 × 1, and is shown explicitly as

J♦ = [
J

♦
〈S1,D1〉 ...... J

♦
〈S1,D8〉J

♦
〈S2,D1〉 ...... J

♦
〈S2,D8〉 ............ J

♦
〈S8,D1〉 ...... J

♦
〈S8,D8〉

]T
, (10a)

where

J
♦
〈Si ,Dj 〉 = ∂�〈Si ,Dj 〉

∂μ♦ i = {1, 2, ...... 8} ; j = {1, 2, ...... 8} ; ♦ = {1 : N} (10b)

is the sensitivity of the measurement by the source-detector-
pair 〈Si, Dj〉 with respect to the “♦th” spatial element.

The DOT measurement corresponding to an individual
source-detector-pair is conceptually illustrated in Fig. 1.
Figure 1(a) shows the measurement by the pair of source-

detector 〈Si, Dj〉 in response to a single object with a positive
absorption contrast over the background at varied depths (ei-
ther depth 1 or 2). The thinner solid curve within the medium
indicates the hypothetical depth-dependence of the measure-
ment sensitivity, i.e., J

♦
〈Si ,Dj 〉 of Eq. (10b) evaluated for all ♦
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elements located along the specific depth direction. The solid
boxes at the right edge and pointed by the framed arrows
represent the change of the measurements between without
the object and with the object at the two depths. The sig-
nal change corresponding to the object at depth 1 would be
greater than that corresponding to the identical object at depth
2, owing to the variation of the measurement sensitivity with
respect to depth. Figure 1(b) illustrates the effect of apply-
ing a series of regularization factors that decreases in strength
along the depth (dashed curve), such as the one achieved by
SVR approach.8 The outcome of this depth-adapted “regular-
ization” is equivalent to suppressing the change of the data-
model misfit with respect to the same amount of update to
the optical property at regions of higher measurement sensi-
tivity. The regularization results in an overall reconstruction
response (the thicker solid curve) that varies less with respect
to the depth. On the other hand, Fig. 1(c) illustrates the effect
of applying a sensitivity-weighting matrix that increases in
strength along the depth (dashed curve), as is reported by the
DCA approach.2 The outcome of this “weighting” approach
is to elevate the change of the data-model misfit with respect
to the same amount of update to the optical property in re-
gions with less measurement sensitivity, which also results in
an overall reconstruction response (the thicker solid curve) of
varying less upon the depth.

II.B. Image reconstruction based on paired
measurements taken by source-sharing
source-detector-pairs

Figure 2 conceptually illustrates the measurements taken
by two source-detector-pairs that share the source. The solid
curve and the dashed curve represent hypothetical depth-
sensitivities of the measurements by 〈Si, Dj〉 and 〈Si, Dj+k〉,
respectively, and k is the difference between the serial num-
bers of the detectors in the two source-detector-pairs. These
sensitivity values are J

♦
〈Si ,Dj 〉 and J

♦
〈Si ,Dj+k〉, respectively, eval-

uated for the same set of ♦ elements located along the specific
depth direction. The solid boxes at the right edge and pointed
by the framed arrows represent the change of the respective
measurements by 〈Si, Dj〉 and 〈Si, Dj+k〉 without and with the
object at the two depths. The signal change corresponding to
either 〈Si, Dj〉 and 〈Si, Dj+k〉 for the object at depth 1 would
be greater than that at depth 2 for the sensitivities varying
with respect to depth as shown; however, the relative sensi-
tivity between 〈Si, Dj〉 and 〈Si, Dj+k〉 for the same object at
different depths varies much less than the individual sensitiv-
ity of 〈Si, Dj〉 or 〈Si, Dj+k〉 does. For the special case of the
detector Dj and Dj+k being symmetric to the source Si, and an
object located at a position symmetric to the detector Dj and
Dj+k, the relative sensitivity between 〈Si, Dj〉 and 〈Si, Dj+k〉
will be the same with respect to the depth of the object, re-
gardless of the depth-variation of the individual sensitivities
of 〈Si, Dj〉 or 〈Si, Dj+k〉, for the object in an otherwise ho-
mogenous medium. These hypothetical analyses suggest that
the objective function using the paired measurements taken
by source-sharing source-detector-pairs could be insensitive
to the depth of the object to be recovered, when comparing to

FIG. 2. Illustration of DOT image reconstruction approaches that utilizes
the paired measurements from two source-sharing source-detector-pairs. The
solid curve represents the native sensitivity profile of 〈Si, Dj〉, the dashed
curve represents the native sensitivity profile of 〈Si, Dj+k〉. The framed
dual-ended arrows indicate the difference between the sensitivity of the two
source-detector-pairs. The framed arrows indicate the difference between the
signal responses measured between the two source-detector-pairs. (a) The
signal responses by either of the two same-source source-detector pairs 〈Si,
Dj〉 and 〈Si, Dj+k〉 to an object located at different depths are different; (b) The
relative differences between the signal responses of 〈Si, Dj〉 and 〈Si, Dj+k〉
to the same object at different depths are different, yet the difference be-
tween the sensitivity profiles of the two source-detector-pairs are less depth-
dependent.

the objective function using the unpaired measurements taken
by individual source-detector-pairs.

We analyze the forward-pairing between two source-
sharing source-detector pairs, i.e., 〈Si, Dj〉 and 〈Si, Dm〉 with j
< m. The relative sensitivity of the measurements by 〈Si, Dj〉
and 〈Si, Dm〉 with respect to the ♦th element is

∂[�〈Si ,Dj 〉 − �〈Si ,Dm〉]
∂μ♦ = ∂�〈Si ,Dj 〉

∂μ♦ − ∂�〈Si ,Dm〉
∂μ♦

= J
♦
〈Si ,Dj 〉 − J

♦
〈Si ,Dm〉 = J̃

♦
〈Si ,Dj ,Dm〉.

(11a)

The complete forward-pairing with respect to 〈S1, D1〉 com-
poses J̃

♦
〈Si ,Dj ,Dm〉 with i = 1, j = 1, m = {2:8}, which has the
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following explicit form:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

J̃
♦
〈S1,D1,D2〉

J̃
♦
〈S1,D1,D3〉

J̃
♦
〈S1,D1,D4〉

J̃
♦
〈S1,D1,D5〉

J̃
♦
〈S1,D1,D6〉

J̃
♦
〈S1,D1,D7〉

J̃
♦
〈S1,D1,D8〉

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1 0 0 0 0 0 0

1 0 −1 0 0 0 0 0

1 0 0 −1 0 0 0 0

1 0 0 0 −1 0 0 0

1 0 0 0 0 −1 0 0

1 0 0 0 0 0 −1 0

1 0 0 0 0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

J
♦
〈S1,D1〉

J
♦
〈S1,D2〉

J
♦
〈S1,D3〉

J
♦
〈S1,D4〉

J
♦
〈S1,D5〉

J
♦
〈S1,D6〉

J
♦
〈S1,D7〉

J
♦
〈S1,D8〉

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(11b)

Equation (11b) can be simplified to the form of[
J̃

♦
{〈S1,D1,D2:8}

]
7×1 = [

Diff♦〈S1,D1,D2:8〉
]

7×8

× [
J

♦
〈S1,D1〉 J

♦
〈S1,D2〉 ...... J

♦
〈S1,D8〉

]T
,

(11c)

where the [Diff] matrix performing the forward-pairing dif-
ferentiation of the native sensitivity values is called the GSD
operation matrix. The [Diff] matrix of Eq. (11c) that is as-
sociated with 〈S1, D1〉 has a dimension of 7 × 8, whereas
similar complete forward-pairing GSD operations to 〈S1, Dj〉,
j = {2:7}, will generate respective [Diff] matrix that has a di-
mension of (8 − j) × 8, as explicitly listed in Table I. Note
that none of the empty blocks in Table I contribute to the dif-
ferentiation (i.e., they are the “zero” elements in the [Diff]
matrix). Each set of the blocks in Table I associated with the
same starting source-detector-pair 〈S1, Dj〉, j = {1:7}, in the
forward-pairing GSD operation, can be expressed in a general

form of[
J̃

♦
{〈S1,Dj ,D(j+1):8}

]
(8−j )×1

= [
Diff♦〈S1,Dj ,D(j+1):8〉

]
(8−j )×8

× [
J

♦
〈S1,D1〉 J

♦
〈S1,D2〉 ...... J

♦
〈S1,D8〉

]T
∣∣∣
j={1:7}

. (12a)

The complete set of the blocks in Table I represents the
forward-pairing GSD operation on all source-detector-pairs
that share the source 1. The complete forward-pairing GSD
operation on all source-detector-pairs that share each of the
other seven sources will have a structure identical to the one
shown in Table I, with only a change in the source channel.
Therefore, the complete set of forward-pairing GSD opera-
tions to all source-detector-pairs that share the source Si,
i = {1:8}, can be represented by J̃

♦
{〈Si ,Dj ,Dm〉}, or simplified

as J̃
♦
{Si } of the following:[
J̃

♦
{Si }

]
28×1 = [

Diff♦
{Si }

]
28×8

× [
J

♦
〈Si ,D1〉 J

♦
〈Si ,D2〉 ...... J

♦
〈Si ,D8〉

]T
∣∣∣
i={1:8}

.

(12b)

The complete [J̃♦
{Si }]28×1 for i = {1:8} are presented in

Table II, of which each block along the diagonal is identi-
cal to Table I in terms of the structure except a change to the
source number i. Table II follows the matrix form of

[J̃♦]224×1 = [Diff♦]224×64[J♦]64×1. (12c)

It is worthy to present the counterparts to Eqs. (12a)–(12c)
for general NoS and NoD:

[
J̃

♦
{〈S1,Dj ,D(j+1):NoD}

]
(NoD−j )×1 = [

Diff♦〈S1,Dj ,D(j+1):NoD〉
]

(NoD−j )×NoD

[
J

♦
〈S1,D1〉 J

♦
〈S1,D2〉 ...... J

♦
〈S1,DNoD〉

]T
∣∣∣
j={1:(NoD−1)}

, (13a)

[
J̃

♦
{Si }

]
[(NoD−1)∗NoD/2]×1 = [

Diff♦{Si }
]

[(NoD−1)∗NoD/2]×NoD

[
J

♦
〈Si ,D1〉 J

♦
〈Si ,D2〉 ...... J

♦
〈Si ,DNoD〉

]T
∣∣∣
i={1:NoS}

, (13b)

[J̃♦][(NoD−1)∗NoD/2∗NoS]×1 = [Diff♦][(NoD−1)∗NoD/2∗NoS]×[NoD∗NoS][J
♦][NoD∗NoS]×1. (13c)

By applying Eqs. (12c) or (13c) to all N spatial elements,
a matrix transformation to the native sensitivity J by a com-
plete and nonredundant forward-pairing GSD-operator [Diff]
follows as

J̃ = [Diff]J, (14)

where the dimension of J̃ is [(NoD − 1)*NoD/2*NoS] × 1
× N, that of [Diff] is [(NoD − 1)*NoD/2* NoS] ×
[NoS*NoD] × N, and that of J is [NoS*NoD] × 1 × N. It
is noticed that the matrix multiplication in Eq. (14) is per-
formed for the first two dimensions of the three matrices.

The third dimension N indicates that the matrix multiplica-
tion described by Eq. (13) is repeated for each of the N ele-
ments. Therefore, the native Jacobian matrix is presented in
the form of [NoS*NoD] × 1 × N rather than its original form
of [NoS*NoD] × N.

By using the GSD-operation of Eq. (14), the objective
function for reconstruction changes from the one of Eq. (4)
to

‖χ̃‖2 = ∥∥[�̃]m−[�̃]c
∥∥2 = ‖[Diff ] [�]m −[Diff ] [�]c‖2

= [�m − �c]T [Diff ]T [Diff ][�m − �c]. (15)
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TABLE I. Illustration of the iterative assembly of the geometric-difference of the sensitivities associated with source-detector channels sharing the source
channel 1. Note: the blank cells are zeros. The bold italic characters indicate the sign flipping. The bold numbers will cancel the bold italic numbers during the
column summation, leaving only the rows highlighted in green.

Forward-paring with respect to For the ♦th element J〈S1,D1〉 J〈S1,D2〉 J〈S1,D3〉 J〈S1,D4〉 J〈S1,D5〉 J〈S1,D6〉 J〈S1,D7〉 J〈S1,D8〉

〈S1, D1〉 7 rows J̃〈S1,D1,D2〉 1 −1
J̃〈S1,D1,D3〉 1 −1
J̃〈S1,D1,D4〉 1 −1
J̃〈S1,D1,D5〉 1 −1
J̃〈S1,D1,D6〉 1→ (−1) −1→(1)
J̃〈S1,D1,D7〉 1→(−1) −1→(1)
J̃〈S1,D1,D8〉 1→(−1) −1→(1)

〈S1, D2〉 6 rows J̃〈S1,D2,D3〉 1 −1
J̃〈S1,D2,D4〉 1 −1
J̃〈S1,D2,D5〉 1 −1
J̃〈S1,D2,D6〉 1 −1
J̃〈S1,D2,D7〉 1→(−1) −1→(1)
J̃〈S1,D2,D8〉 1→(−1) −1→(1)

〈S1, D3〉 5 rows J̃〈S1,D3,D4〉 1 −1
J̃〈S1,D3,D5〉 1 −1
J̃〈S1,D3,D6〉 1 −1
J̃〈S1,D3,D7〉 1 −1
J̃〈S1,D3,D8〉 1→(−1) −1→(1)

〈S1, D4〉 4 rows J̃〈S1,D4,D5〉 1 −1
J̃〈S1,D4,D6〉 1 −1
J̃〈S1,D4,D7〉 1 −1
J̃〈S1,D4,D8〉 1 −1

〈S1, D5〉 3 rows J̃〈S1,D5,D6〉 1 −1
J̃〈S1,D5,D7〉 1 −1
J̃〈S1,D5,D8〉 1 −1

〈S1, D6〉 2 rows J̃〈S1,D6,D7〉 1 −1
J̃〈S1,D6,D8〉 1 −1

〈S1, D7〉 1 row J̃〈S1,D7,D8〉 1 −1

Both �̃ and χ̃ are now column vectors that have
[NoS*NoD*(NoD − 1)/2] rows. Accordingly, Eq. (8b) trans-
forms to

δμn = (J̃ T J̃ )−1 × J̃ T × χ̃n−1

= (J T [Diff]T [Diff]J )−1 × J T [Diff]T × [Diff]χn−1

(16a)

and Eq. (8c) transforms to

δμn = (J̃ T J̃ + λI )−1 × J̃ T × χ̃n−1. (16b)

III. GEOMETRY AND METHODS
OF RECONSTRUCTION INVOLVED

III.A. The geometry studied and the
depth-dependence of the native sensitivity

In this study we use a circular-array outward-imaging
geometry as is shown in Fig. 3. This imaging geometry has
an inner radius of 10 mm and an outer radius of 50 mm,
with eight sources and eight detectors evenly interspersed
along the inner boundary. Note that the outer boundary
of the reconstruction domain is not a physical bound-
ary as is the inner boundary. However, the depth of the

TABLE II. Assembly of all source-detector pairs. Parameters in Table I are repeated for the J{〈Si ,Dj 〉} and J{〈Si ,Dj ,Dj+k 〉}. Note: blank cells are zeros.

For the ♦th element J{〈S1,Dj 〉} J{〈S2,Dj 〉} J{〈S3,Dj 〉} J{〈S4,Dj 〉} J{〈S5,Dj 〉} J{〈S6,Dj 〉} J{〈S7,Dj 〉} J{〈S8,Dj 〉}

J̃{S1}
∣∣
28×1 Table I

J̃{S2}
∣∣
28×1 Table I

J̃{S3}
∣∣
28×1 Table I

J̃{S4}
∣∣
28×1 Table I

J̃{S5}
∣∣
28×1 Table I

J̃{S6}
∣∣
28×1 Table I

J̃{S7}
∣∣
28×1 Table I

J̃{S8}
∣∣
28×1 Table I
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FIG. 3. Imaging geometry. (a) Photograph of the 20 mm diameter outward-
imaging DOT applicator; (b) side-view; and (c) axial front view of the source-
detector layout.

reconstruction domain warrants that treating the outer bound-
ary as a physical one has minimal interference to the photon
fluence rate in the useful imaging region proximal to the inner
boundary. For this circular outward-imaging array what we
concerned was reconstructing objects in the plane of the op-
tode array as occurring to axial endorectal imaging; therefore,
the introduced GSD method is evaluated primarily in a two-
dimensional geometry. Nonetheless, an example of applying
GSD method to a simple three-dimensional geometry is also
presented. The two-dimensional annular imaging domain
applying to the geometry of Fig. 3 was discretized to a finite
element mesh including 7708 evenly distributed nodes and
15 040 elements. The display of the sensitivity distributions,
the forward, and inverse computations were realized based on
NIRFAST.14

The potential of GSD method in alleviating the sensitivity
variation with respect to the imaging depth may be graph-

ically appreciated by comparing the difference between the
sensitivity profiles of two neighboring source-sharing source-
detector-pairs as those shown in Fig. 4. Figures 4(a) and 4(b)
display the native sensitivity distributions corresponding to
〈S1, D2〉 and 〈S1, D3〉, respectively. Plotted in Figs. 4(c)–
4(f) are the sensitivity values along the four radial directions
within the overlapping area of the two sensitivity profiles. The
two radial sensitivity profiles in all four directions within their
common decaying-region are nearly parallel to each other in
terms of the slopes of depth-degradation. The relatively even
change of the two radial profiles over the decaying-region
manifests that differentiating the two radial profiles will not
produce a peak as prominent as presented by the individual ra-
dial profile. Note that at one place over the entire depth range
the two radial profiles cross each other as shown in Figs. 4(d)–
4(f), indicating that the differentiation of the two radial pro-
files could encounter a sign change across a specific radial po-
sition. This sign change, however, is to be accompanied by the
differentiation of the measurements by the two correspond-
ing source-detector pairs when applying the GSD method, so
the resulted product in Eq. (16) between the sensitivity and the
measurement terms is likely to remain positive. Therefore, the
crossing pattern that could occur in the GSD implementation
does not necessarily cause the reversing of the contrast to be
recovered, as will be demonstrated in Secs. IV–VI. Since the
same principles apply to source-detector-pairs that share the
detector, the remaining demonstrations are limited to source-
detector-pairs that share the source.

III.B. Choice of methods to which the GSD method
is compared

It is straightforward to evaluate the outcome of GSD-based
DOT image reconstruction to that of a baseline method of
DOT reconstruction that uses the native sensitivity profiles

FIG. 4. The difference between the sensitivity profiles of two source-sharing source-detector-pairs in the imaging geometry corresponding to Fig. 3. (a) and (b)
are the two-dimensional sensitivity profiles between two source-sharing source-detector-pairs. (c)–(f) include the sensitivity profiles along the marked directions
for both source-detector-pairs. The two radial sensitivity profiles in all four directions within their common decaying-region are shown nearly parallel to each
other in terms of the depth-degradation.
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but does not involve a depth-compensating scheme. On the
other hand, it becomes imperative to compare the outcome of
GSD method with that of methods including SVR or DCA
that involves active compensation of the depth variation of
the update function. Niu et al.19 have suggested that SVR
method is not as robust as DCA method is in improving
the image quality for deep objects in a planar-geometry. It
is, therefore, anticipated that the SVR method would be less
effective than the DCA method in dealing with the stud-
ied circular-array outward-imaging geometry of which the
variation of the sensitivity with respect to imaging depth is
much stronger than that of a planar geometry. The DCA
method in Ref. 2 modifies the sensitivity matrix by a weight-
ing scheme of JR = Mγ J to achieve an update function of the
following:

δμ = [[JR]T JR + λI ]−1[JR]T χ. (17)

The weighting implemented in JR is M = {diag[MSV(Jl),
MSV(Jl−1),. . . , MSV(J2), MSV(J1)]}, where MSV(Jl) stands
for the maximum singular value of the sensitivity terms in
Jl, the subscripts {1, 2, . . . , l} denote the subgroups of J
in an artificially stratified layer l over the depth, and γ is a
power factor. In Eq. (17) there are two parameters to opti-
mize, the total number of layers l and the power factor γ . We
have tested this DCA method for the studied circular-array
outward-imaging geometry in Appendix A, and concluded
that the variation of the sensitivity with respect to the imag-
ing depth of the studied geometry appears to be too strong
for the DCA method to effectively compensate to the extent
as having been demonstrated for the planar-geometry.2 We
hereby implement a reference-compensation method, which
can be viewed as an enhanced DCA method, against which
the GSD method will be evaluated. The update equation of
this reference-compensation method is identical to Eq. (17)
except that JR = MSVRJ, where MSVR is a sensitivity com-
pensation matrix that is exponentially regulated according to
the radial depth of the spatial element, and is a square ma-
trix that has all nonzero terms (totaling N) located along its
diagonal. For the studied circular-array outward-imaging ge-
ometry with an inner radius of 10 mm the diagonal elements
of MSVR are calculated for each of the N spatial elements with
respect to their distance (ρ) from the center of the geometry

as

MSVR(i, j )

=
{

500 exp(ρi−10)/(R−10) if(i = j, i.e., diagonal element)

0 else
,

(18)

where i and j are the row and column indices of the MSVR

matrix, respectively.

III.C. The effective sensitivity distributions and the
optimization of the regularization parameters

The effective sensitivity distribution over the entire imag-
ing domain can be evaluated by summing the sensitivity terms
corresponding to the same spatial element ♦ and associ-
ated with all source-detector-pairs, i.e.,

∑
[J♦

{〈Si ,Dj 〉}] for the

baseline method [Fig. 5(a)],
∑

[J♦
R{〈Si ,Dj 〉}] for the reference-

compensation method [Fig. 5(b)], and
∑

[J̃♦
{〈Si ,Dj ,Dm〉}] for the

GSD method [Fig. 5(c)]. The effective sensitivity distribu-
tion shown in Fig. 5(c) may appear rotationally asymmetric;
however, the appearing asymmetry does not impair the actual
rotational symmetry of the effective sensitivity. This can be
illustrated by the following analysis that involves a slight re-
arrangement of the terms of GSD sensitivity matrix. Taking
the sensitivity terms in Table I, for example, if the signs of
all J̃{〈Si ,Dj ,Dm〉} terms that satisfy m − j > 4 are reversed, the
rows containing paired blocks with bold italic numbers such
as “1” and “−1” will incur a sign change to the paired blocks,
denoted by “1 → (−1)” and “−1 → (1)”, i.e., the reversing
of the order of J〈Si ,Dj 〉} and J〈Si ,Dm〉} in J̃{〈Si ,Dj ,Dm〉}. Then if
we perform a column-wise summation of all terms of Table I,
those individual sensitivity terms of each column correspond-
ing to the blocks containing bold numbers will cancel with
the blocks containing bold Italic numbers. The uncancelled
terms will contribute as the total effective sensitivity distribu-
tion imposed by S1:∑

[J̃♦
{〈Si ,Dj ,Dm〉}]

∣∣∣
i=1

= J̃〈S1,D1,D5〉 + J̃〈S1,D2,D6〉

+ J̃〈S1,D3,D7〉 + J̃〈S1,D4,D8〉. (19a)

FIG. 5. Effective sensitivity [∂log(I)/∂μa] distributions evaluated for the entire imaging domain. (Unit: dB/mm−1) (a) The one corresponding to J of the baseline
method and Eq. (6). (b) The one corresponding to JR of the reference compensation method and Eq. (17). (c) The one corresponding to J̃ of the GSD method
and Eq. (12). (d) The one corresponding to rearranged J̃ of the GSD method and Table III. The radial profiles of the effective sensitivity distributions of (a),
(b), and (d) are plotted together in (e).The effective sensitivity of the baseline method varies greatly with respect to the depth and peaks at an approximate depth
of 4 mm. The reference-compensation method elevates the effective sensitivity in the entire depth and shifts the apparent peak of it to an approximate depth of
10 mm, a much greater depth than that of baseline method. The effective sensitivity by the GSD method varies negligibly with respect to the depth and is
negligibly small in strength comparing to the other two methods.
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TABLE III. Rearranged GSD matrix resulting in the effective sensitive profile of the one shown in Fig. 5(d). Bold italic numbers indicate the sign flippings.

Forward-paring with respect to For the ♦-th element J〈S1,D1〉 J〈S1,D2〉 J〈S1,D3〉 J〈S1,D4〉 J〈S1,D5〉 J〈S1,D6〉 J〈S1,D7〉 J〈S1,D8〉

〈S1〉 4 rows J̃〈S1,D1,D5〉 1 −1
J̃〈S1,D2,D6〉 1 −1
J̃〈S1,D3,D7〉 1 −1
J̃〈S1,D4,D8〉 1 −1

〈S2〉 4 rows −J̃〈S2,D1,D5〉 1→(−1) −1→(1)
J̃〈S2,D2,D6〉 1 −1
J̃〈S2,D3,D7〉 1 −1
J̃〈S2,D4,D8〉 1 −1

〈S3〉 4 rows −J̃〈S3,D1,D5〉 1→(−1) −1→(1)
−J̃〈S3,D2,D6〉 1→(−1) −1→(1)
J̃〈S3,D3,D7〉 1 −1
J̃〈S3,D4,D8〉 1 −1

〈S4〉 4 rows −J̃〈S4,D1,D5〉 1→(−1) −1→(1)
−J̃〈S4,D2,D6〉 1→(−1) −1→(1)
−J̃〈S4,D3,D7〉 1→(−1) −1→(1)
J̃〈S4,D4,D8〉 1 −1

〈S5〉 4 rows −J̃〈S5,D1,D5〉 1→(−1) −1→(1)
−J̃〈S5,D2,D6〉 1→(−1) −1→(1)
−J̃〈S5,D3,D7〉 1→(−1) −1→(1)
−J̃〈S5,D4,D8〉 1→(−1) −1→(1)

〈S6〉 4 rows J̃〈S6,D1,D5〉 1 −1
−J̃〈S6,D2,D6〉 1→(−1) −1→(1)
−J̃〈S6,D3,D7〉 1→(−1) −1→(1)
−J̃〈S6,D4,D8〉 1→(−1) −1→(1)

〈S7〉 4 rows J̃〈S7,D1,D5〉 1 −1
J̃〈S7,D2,D6〉 1 −1

−J̃〈S7,D3,D7〉 1→(−1) −1→(1)
−J̃〈S7,D4,D8〉 1→(−1) −1→(1)

〈S8〉 4 rows J̃〈S8,D1,D5〉 1 −1
J̃〈S8,D2,D6〉 1 −1
J̃〈S8,D3,D7〉 1 −1

−J̃〈S8,D4,D8〉 1→(−1) −1→(1)

Repeating the forward-paring GSD operation for all sources,
and reversing the signs of every associated J̃{〈Si ,Dj ,Dm〉} terms
that satisfy m − j > 4 as exemplified in Table I, the resulted
complete effective sensitivity distribution becomes∑

[J̃♦
{〈Si ,Dj ,Dm〉}]

∣∣∣
i=1:8

= J̃{〈Si ,D1,D5〉} + J̃{〈Si ,D2,D6〉} + J̃{〈Si ,D3,D7〉} + J̃{〈Si ,D4,D8〉}
∣∣
i=1:8

= [J{〈Si ,D1〉} − J{〈Si ,D5〉}] + [J{〈Si ,D2〉} − J{〈Si ,D6〉}]

+ [J{〈Si ,D3〉} − J{〈Si ,D7〉}] + [J{〈Si ,D4〉} − J{〈Si ,D8〉}]
∣∣
i=1:8 .

(19b)

Note that the sensitivity terms related to the detectors 1
to 4 are positive in the summation in Eq. (19b), whereas
those related to detectors 5 to 8 are negative. Equation
(19b) can effectively explain the asymmetry appeared in
Fig. 5(c): (1) stronger sensitivity from 8 o’clock position
counterclockwise to 4 o’clock position corresponds to the
positive terms related to detectors 1 to 4; and (2) the weaker
sensitivity from 2 o’clock position counterclockwise to
10 o’clock position corresponds to the negative terms re-
lated to detectors 5 to 8. It should be noted that, all the sign-

reversing or pair-flipping operations needed for reaching Eq.
(19b) are linear. Therefore, the sign-reversing or pair-flipping
of the sensitivity terms, and the corresponding measurement
terms, does not alter the native rotational symmetry of the re-
construction. We thereby could further rearrange the sensitiv-
ity terms in Eq. (19b), by following the bolded sign-reversals
detailed in Table III, to generate what is appearing to be a ro-
tationally symmetric effective sensitivity distribution as that
shown in Fig. 5(d). It should be clarified that these afore-
mentioned rearranging operations to J̃ are presented only to
demonstrate that the GSD operation does not alter the origi-
nal symmetry of the measurement sensitivity, which for this
studied geometry is a rotational-symmetry. The actual J̃ im-
plemented to the simulations and experiments of Secs. IV–VI
take the form of that specified by Eq. (13). Figure 5(e)
then compares the effective distribution profiles of the native
sensitivity J, the reference-compensating applied sensitiv-
ity JR, and the rearranged GSD-operated sensitivityJ̃ , along
the marked depth direction. It can be appreciated that the
effective sensitivity profile of GSD method is nearly depth-
invariant and insignificant comparing to the other two meth-
ods, whereas the effective sensitivity profile of the reference-
compensation method peaks at a significantly increased depth
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FIG. 6. Simulation results for single-object cases [unit used for columns (a)–(d): 10−3 mm−1, unit used for column (e): mm−1]. Column (a) set values; column
(b) reconstruction based on the baseline method; column (c) reconstruction based on the reference-compensation method; column (d) reconstruction based on
the GSD method; column (e) contour plots along the dotted lines marked in columns (b)–(d). The shaded areas in column (d) indicate the object locations
corresponding to those marked in column (a). The “err”s in subfigures of columns (b)–(d) represent the standard deviation of the reconstruction errors averaged
by the number of components in the objective function. Columns (c) and (d) show better depth-localization than (b). Column (d) has the best overall estimation
of domain optical properties, albeit there are artifacts appearing in the case of 10 mm object-depth.

and is significantly stronger when comparing to that of the
baseline method.

The strategy to step-wisely adjust the regularization fac-
tor λ of Eq. (17) for the reference-compensation method is
detailed in Appendix B. The tests have shown that an ini-
tial value of λ = 100 and a step-wise damping rate of 1.78
are optimal for the reference-compensation method. The reg-
ularization factors λ of Eq. (8c) for the baseline method
should have been optimized individually; however, as the
baseline method performs very poorly in the studied geom-
etry as to impair the evaluation of the outcomes at differ-
ent choices of the factor λ, the step-wise adjusting of the λ

for the reference-compensation method is applied directly to
the baseline method. In all reconstructions the iteration stops
when the change of the projection error between consecutive
steps is less than 2%.

IV. SIMULATION AND EXPERIMENTAL METHODS

IV.A. Simulation setup

The optical heterogeneities employed for the simulation
study were either a single cube that has a 7.5 mm side-length
and μa = 0.0115 mm−1 (five times of contrast over the back-
ground) or two such identical cubes separated azimuthally by
90o. The cubic-shaped objects were preferred for the fabrica-
tion handiness in the following experimental studies, on the
other hand, a cube or sphere of 7.5 mm size may be insignifi-
cantly different to the experimental DOT system as its spatial
resolution was low, of the order of 5 millimeters. The array-
facing-edges of the cubic objects were placed 0, 5, and 10
mm away from the optical array, as shown in the column (a)
of Figs. 6 and 8–10. Gaussian noise of 1% was added to this

set and all other sets of forward computation unless otherwise
specified. The reconstructions based on the baseline method,
the reference-compensation method, and the GSD method are
presented side-by-side in the respective sections.

IV.B. Experimental system and the actual number
of optodes

A DOT system rendering CW measurements21 was used
to experimentally test the GSD method. The system to obtain
the CW measurements contained a 4 mW wavelength-swept
light source (Superlum BS-840-02) with a sweeping range of
838–853 nm. The light was coupled to a 500 mm focal-length
spectrometer (SpectroPro 500i, Princeton Instrument) with a
grating of 1200 grooves/mm. The spectral-sweeping of the
light was transformed to a spatial scanning of the light beam
at the exit port of the spectrometer for sequential coupling
to the 8 source-fiber channels of the circular-array outward-
imaging DOT applicator of 20 mm in diameter. The light re-
emitting from the medium and reaching the 8 detector-fiber
channels was acquired by a CCD mounted on another spec-
trometer (PIXIS 512 and SpectroPro 2300i, Princeton Instru-
ment). The wavelength-sweeping was synchronized with the
CCD exposure, at a data acquisition rate of 0.5 frame/s for the
axial-imaging optical applicator to be placed in 1% intralipid
solution (μa = 0.0023 mm−1 and μs

′ = 1 mm−1). The de-
tails of the method for calibrating the raw data can be found
in Ref. 21.

The 20 mm applicator photographed in Fig. 3(a) was de-
signed to house 8 source and 8 detector channels; however,
one of the source channels suffered from missalignment of
the micro-optical components and consequently very low
coupling efficiency [marked in Fig. 3(c)] comparing to the
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rest 7 source channels. The measurements corresponding to
this low-efficiency source channel had to be discarded. Ac-
cordingly, the simulated or experimental measurements were
conducted on 7 source channels and 8 detector channels.
The cubic-shaped object inclusions used for the experimental
measurements were identical in sizes to those for simulations.
However, the inclusions were made from black plastic ma-
terials of which the absorption contrast over the background
was considerably higher than that in the simulation. The use
of stronger-contrast object was found necessary to generate
measureable signal change from the low power level (4 mW)
of the light source, especially when the targets were deep.

IV.C. A simulation of applying the GSD method
to a simple three-dimensional geometry

A simple three-dimensional planar reflectance geometry
shown in Fig. 11 is used to exemplify the application of GSD
method beyond the two-dimensional geometry of the afore-
mentioned simulation and experimental studies. This exam-
ple is conducted by simulation only, and involved the GSD
method with respect to only the baseline method. The imag-
ing geometry contains 18 sources and 18 detectors orderly
arranged to the side of the medium, and the cubic imaging
domain was discretized to 6466 nodes and 33 591 elements.
The optical properties of the background were μa = 0.0023
mm−1 and μs

′ = 1 mm−1, and a spherical inclusion of 5 mm in
radius with μa = 0.006 mm−1 and μs

′ = 1.1 mm−1 was located
at a center depth of 10–30 mm, at a step size of 5 mm. The
reconstruction algorithms and other parameters were identical
to those used in the simulations in Sec. IV.A and IV.B.

V. RESULTS

V.A. Simulation for single-object cases

The simulation results of resolving single object by using
the three reconstruction methods are shown in Figs. 6(b)–6(e)

FIG. 7. Recovered object volume vs object depth. The curves represent the
area covered by FWHM of the curves in column (e) in Fig. 6. Although all
three methods show decreased area-within-the-FWHM profile as the depth
increases, the change is the least by the GSD method, and the most by the
baseline method.

along with the standard deviations of the reconstruction er-
rors averaged by the number of components in the objective
functions. The values and radial positions of the maximum re-
covered absorption coefficients in the object regions, as well
as the mismatch between the set and reconstructed absorption
distribution, are listed, respectively, for each simulation set in
Table IV. It is observable in Figs. 6(b)–6(d) that the contours
of the object are overestimated more in the azimuthal direc-
tion than in the radial direction. We thereby also included in
Fig. 7 the areas covered by the full width at half maximum
(FWHM) of the peak optical property of the recovered objects
by the three methods.

By the baseline method the objects at three different depths
are recovered at the same depth close to the optical array.
By both the reference-compensation and GSD methods the
objects are recovered at approximately the true depths, and
it is appreciable that the azimuthal FWHM and the volume
of the object resolved by the GSD method are closer to the
set values than those by the reference-compensation method.
The object optical properties were underestimated at greater
depths by all three methods; however, the underestimation
was the least by the GSD method. It is observed that arti-
facts do appear in GSD group at the 10 mm case. This is

TABLE IV. Simulation and experimental results for the reconstruction of single object. “Comp” stands for “reference-compensation.

Object-edge-depth and other relevant parameters Set Base Comp GSD

0 mm Maximum μa (mm−1) 0.0115 0.0088 0.0071 0.013
Radial position of maximum μa (mm) 3.0 5.0 3.0
Azimuthal FWHM (mm) 7.5 9.7 11.3 7.0
Averaged absorption map mismatch (mm−1) 0 1.89 × 10−5 1.87 × 10−5 1.80 × 10−5

5 mm Maximum μa (mm−1) 0.0115 0.0039 0.0039 0.0059
Radial position of maximum μa (mm) 5.0 8.0 8.0
Azimuthal FWHM (mm) 7.5 20.0 19.6 14.4
Averaged absorption map mismatch (mm−1) 0 1.81 × 10−5 1.74 × 10−5 1.72 × 10−5

10 mm Maximum μa (mm−1) 0.0115 0.0028 0.0027 0.0044
Radial position of maximum μa (mm) 5.0 11.0 12.0
Azimuthal FWHM (mm) 7.5 26.6 32.9 19.7
Averaged absorption map mismatch (mm−1) 0 1.87 × 10−5 1.81 × 10−5 1.69 × 10−5
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FIG. 8. Simulation results for dual-object cases [unit used for columns (a)–(d): 10−3 mm−1]. Column (a) set values; column (b) reconstruction based on the
baseline method; column (c) reconstruction based on the reference-compensation method; column (d) reconstruction based on the GSD method; column (e)
normalized contour plots along the dotted loops marked in columns (b)–(d). The shaded areas in column (e) indicate the object locations corresponding to those
marked in column (a). Note that although the widths of the object remain constant for all three depth, the radial expansion represented by the shaded areas in
column (d) decreases with respect to imaging depth. The dotted circles in column (d) indicate the object locations corresponding to those marked in column (a).
The “err”s in subfigures of columns (b)–(d) represent the standard deviation of the reconstruction errors averaged by the number of components in the objective
function. Column (d) has the best overall resolution of the two objects and the most accurate estimation of domain optical properties.

not unexpected, because as the native measurement sensitiv-
ity diminishes significantly with respect to the depth, the ef-
fectiveness of GSD at that depth is also going to be mitigated.
Nonetheless, the object recovery by the GSD method is of
better quality than by the other two methods, as analyzed in
Table IV and Fig. 7. The area-within-the-FWHM decreases as
the depth increases, suggesting degradation of the reconstruc-
tion quality, by all three methods, yet the degradation in the
GSD method is the least. In the rest of studies results simi-
lar to Table IV and Fig. 7 were observed and not separately
presented.

V.B. Simulation for two-target cases

The objects as aforementioned were two identical cubes
with a 7.5 mm side-length and were azimuthally separated by
90o, as illustrated in Fig. 8(a). The imaging results are given
in Figs. 8(b)–8(e). The μa values along the azimuthal con-
tours across the recovered objects are displayed in column (e)
of Fig. 8. By the baseline method the objects at three different
depths were recovered at almost the same depth close to the
optical array, and the two objects at the 10 mm depth were not
distinguished. By both the reference-compensation and GSD
methods the objects were recovered at the set positions, but
the contour plots of Fig. 8(e) show that the GSD method out-
performs the other one in terms of the object size, the distin-
guishing of the two objects, and the estimations of the object
optical properties. These profiles also suggest the outperfor-
mance of the GSD method over the other two methods.

V.C. Experimental results for single-object cases

The experimental results for single-object cases are given
in Figs. 9(b)–9(d). It is observable that the array-facing edges
of the targets were recovered by all three methods, however,
unlike in the simulations the object body could not be resolved
because no light should have propagated through it. Despite
of that, the outcomes by the three methods were different.
For the 0 and 5 mm cases, the array-facing edge of the ob-
ject was identified by the baseline method and the reference-
compensation method at positions more proximal to the set
positions, but not as sharp as by the GSD method. For 10 mm
cases, artifacts were noticeable in all three methods, but the
distortion to the object by the localized artifacts was the least
in the GSD method.

V.D. Experimental results for two-object cases

The reconstruction results given in Figs. 10(b)–10(e) are
similar to those in Fig. 8, except that for the 10 mm case the
baseline method was able to resolve the two targets, but the
depth was not recovered correctly. The GSD method slightly
outperforms the other two methods in terms of resolving the
location, dimension, and the optical properties of the two az-
imuthally separated targets.

V.E. Simulation results of the simple
three-dimensional imaging geometry

Figure 11(c) displays the images reconstructed by using
the baseline and the GSD approaches. By the baseline method
the objects at different depths were recovered at depths closer
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FIG. 9. Experimental results for single-object cases [unit used for columns (a)–(d): 10−3 mm−1, unit used for column (e): mm−1]. Column (a) set values;
column (b) reconstruction based on the baseline method; column (c) reconstruction based on the reference-compensation method; column (d) reconstruction
based on the GSD method; column (e) contour plots along the dotted lines marked in columns (b)–(d). The shaded areas in column (e) indicate the object
locations corresponding to those marked in column (a). The “err”s in subfigures of columns (b)–(d) represent the standard deviation of the reconstruction errors
averaged by the number of components in the objective function. Artifacts appeared for the object at 10 mm-depth by all three methods. Column (d) has the best
overall estimation of object location and domain optical properties.

to the optical array than the true values. At the depth of 30
mm, the object was overwhelmed by the artifacts appearing
close to the optical array when recovered by using the base-
line method, in comparison, the depths and sizes of the ob-
ject recovered by the GSD method were closer to the true
values.

VI. DISCUSSION

The layered DCA (Ref. 2) method was not directly im-
plemented to the comparisons in this study, as a set of tri-
als detailed in Appendix A indicated that the layered DCA
method in its original form as in Ref. 2 was ineffective in

FIG. 10. Experimental results for dual-object cases [unit used for columns (a)–(d): 10−3 mm−1]. Column (a) set values; column (b) reconstruction based on the
baseline; column (c) reconstruction based on the reference-compensation method; column (d) reconstruction based on the GSD method; column (e) normalized
contour plots along the dotted loops marked in columns (b)–(d). The shaded areas in column (e) indicate the object locations corresponding to those marked in
column (a). Note that although the widths of the object remain constant for all three depths, the radial expansion represented by the shaded areas in column (d)
decreases with respect to imaging depth. The gold circles in column (d) indicate the object locations corresponding to those marked in column (a). The “err”s
in subfigures of columns (b)–(d) represent the standard deviation of the reconstruction errors averaged by the number of components in the objective function.
Column (d) has the best overall resolution of the two objects and the most accurate estimation of domain optical properties with minimal level of artifacts.
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FIG. 11. Simulation results on recovering a single object in a planar reflectance imaging geometry. (a) 3D view of the simulating volume; (b) geometry of the
optical array; (c) results of reconstruction based on the baseline and GSD methods. The objects are better resolved by GSD method.

the studied circular-array outward-imaging geometry. We ar-
gue that more robust suppression of the significant sensitiv-
ity decay of the studied geometry by using DCA method is
feasible, should the resolution of the depth-layers be made
comparable to or even finer than the radial resolution of the
finite elements. We thus developed a piece-wise8 DCA-based
reference-compensation method as detailed in Appendix B,
and since this enhanced DCA method better balances between
object localization and artifact suppression it is adopted as the
reference-compensation method to facilitate the evaluation of
GSD method.

The reference-compensation method localized the objects
but generally underestimated the optical contrasts and overes-
timated the azimuthal FWHM of the objects, resulting in an
ambiguous differentiation of two azimuthally separated ob-
jects. As to the baseline method that reconstructs using the
native sensitivity distribution, it failed to resolve two objects
at 10 mm depth with 5 folds of absorption contrast over the
background [Fig. 8, row 3, column (b)]. However, in the cor-
responding experiment [Fig. 10, row 3, column (b)], the two
black plastic objects placed at 10 mm depth were resolved by
the baseline method. The better resolution of the two objects
in the experiment than in the simulation was indeed the result
of stronger signal change in the experiment than in the simu-
lation due to the use of black materials for the objects in the
experiments. The averaged errors of the reconstruction by the
reference-compensation and baseline methods were nearly an
order greater than those achieved by the GSD method. It is
also observable that lesser artifacts arouse in the two target
cases (Fig. 8 and Fig. 10) than in one target cases (Fig. 6
and Fig. 9) by the GSD-method. This may also have been re-
lated to the stronger signal change occurring to more source-
detector pairs by two targets than that by one target, but it fa-
vorably indicates that the GSD method is robust in recovering
multiple objects. It is also cautiously observed that the deeper
the object is located, the less accurate the optical contrast is
recovered, even for the GSD method. This implies that the ef-
fectiveness of how GSD performs, in terms of passive sensi-
tivity compensation, diminishes as the measurement sensitiv-
ity deteriorates. More enhancement to the recovery of deeply
embedded target by the GSD method is feasible, should the
source power or signal to noise ratio become stronger.

One limitation of the experimental study regarding recov-
ering two-objects is that the two objects were placed az-
imuthally at the same imaging depth, as the optode array was

primarily designed for transrectal prostate cancer imaging,
where the malignant tissues could be multifocal and usually
occurring close to the optode array. Moreover, for the endo-
scopic imaging geometry in Fig. 3, because of the dimen-
sions of the object tested, placing two objects of the shown
sizes along the same radial direction, and not stacking them
against each other for them to be reasonably resolved by the
reconstruction, would need to place most of the distal ob-
ject in a region beyond what could be measured by the ex-
perimental system, regardless of how the sensitivity variation
would be managed. Using objects much smaller than those
implemented should facilitate testing the GSD operations to
radially separated objects in the shown geometry; however,
the experimental system at the given low level of the source
power would be much less sensitive to the smaller objects and
the resulted poor signal-to-noise ratio would likely make any
comparisons inconclusive.

The GSD method reduces the depth-variance of the re-
sulted sensitivity at a cost of increasing the number of rows of
the sensitivity matrix by (NOD-1)/2 folds, for source-sharing
GSD operation. The increase of the number of rows of the
sensitivity matrix, however, does not degrade the rank of the
matrix to be inverted, since J̃ T J̃ has a N × N dimension
as JTJ does. The increase in the computation time, approxi-
mately 40% in this study, is solely caused by the [Diff] op-
eration in Eq. (14) and the corresponding multiplication of
matrices of more elements. A sensitivity distribution that is
more depth-invariant than the GSD sensitivity distribution in-
vestigated in this study could be achievable by hierarchical
pairing of the GSD-resulted sensitivity profiles, but the cost
in computation and complexity would likely outweigh the
benefits.

It is noted that the linear conversion from the J to J̃ retains
the full dynamic range of the measurements as is {max(�) −
min(�)}. The differentiated objective function in Eq. (15) can
also be considered belonging to the scheme involving a surro-
gate objective function,22 as is demonstrated by Xu et al.23 for
DOT image reconstruction using a spectral derivative method.
The spectral derivative method is based on the assumption
that the boundary modeling errors are multiplicative to sys-
tem measurements in normal scale24 and can be modeled as
additive in logarithm. The GSD method is similar to the spec-
tral derivative methods in partially and passively cancelling
out the modeling or system errors measured by two optode-
sharing source-detector-pairs.

Medical Physics, Vol. 40, No. 1, January 2013



013101-16 G. Xu and D. Piao: GSD reconstruction for improved object depth-localization in DOT 013101-16

This study implemented the GSD operation in the LM
scheme. It is known that the LM scheme is a special case of
the Tikhonov regularization method, and the Tikhonov regu-
larization itself is a special case of a generalized-least-square
GLS approach.13, 25 Because the operation on the J by GSD
method is linear, we expect that the GSD method is extend-
able to the Tikhonov and GLS minimization schemes. The
GSD-operated update function in a Tikhonov minimization
would become

δμ = (J̃ T J̃ + λI )−1 × [J̃ T χ̃ − λ(μ − μ0)] (20)

and the GSD-operated update function in a GLS minimization
would become

δμ = [J̃ T Wχ̃ J̃ + Wμ−μ0 ]−1

× [J̃ T Wχ̃ χ̃ − Wμ−μ0 (μ − μ0)], (21)

where Wχ̃ is the inverse of the covariance of the GSD-
operated objective function χ̃ and Wμ−μ0 is the inverse of the
covariance of the optical properties.

The effectiveness of the GSD method is apparently related
to the extent of the spatial variations of the measurement sen-
sitivity. The more uniform the native measurement sensitivity
is with respect to the imaging depth, the less improvement the
GSD method could impose to the object localization in the
depth. On the other hand, the effectiveness of the GSD oper-
ation can be evaluated from Eq. (13) that it depends upon the
geometric symmetry or antisymmetry of all source-detector-
pairs. The circular-array imaging geometry as the one shown
in Fig. 3 renders the geometric symmetry of 〈Si, Dj〉 versus
〈Si, D9−j〉 for i = {1, 5}, j = {1:8}; and the geometric antisym-
metry of the pairing of [〈Si, Dj〉 − 〈Si, D9−j〉] versus the pair-
ing of [〈S10−i, Dj〉 − 〈S10−i, D9−j〉] for i = {2:4}; j = {1:4}.
These symmetries indicate that the spatial variation of the sen-
sitivity of measurements introduced by an individual source-
detector-pair 〈Si, Dj〉 may be cancelled or partially com-
pensated by other source-detector-pair. The circular-imaging
geometry with evenly interspersed source and detector ren-
ders complete rotational symmetry in either directions of
the circumference; therefore, it would be the geometry for
which the application of the GSD operation would be the
most effective. The simple three-dimensional geometry sim-
ulated in Secs. IV.D and IV.E has a lateral symmetry with
respect to the two middle-sectioning planes, but the symme-
try is not complete for all source-detector-pairs. Therefore,
the GSD method to this geometry is not as effective as is
to the circular-array outward-imaging geometry. The simu-
lations performed on the simple three-dimensional geome-
try, nonetheless, demonstrate that GSD operation is generally
applicable, and as such we anticipate that DOT reconstruc-
tions that relies upon more complex data, such as frequency
domain, time domain, multispectral, or fluorescence mea-
surements, may become the future subjects for implementing
GSD-operation, should the correct localization of an object
depth without a spatial prior become a concern.

VII. CONCLUSION

This study demonstrated an alternative DOT image recon-
struction approach that optimizes the data-model fit based on
the paired measurements corresponding to two source-sharing
source-detector-pairs, in comparison to the conventional DOT
image reconstruction approach that optimizes the data-model
fit based on the measurements corresponding to individual
source-detector-pairs. This alternative method, conceptually
called the GSD method, effectively and passively suppresses
the spatial variance of the detection sensitivity with respect
to imaging depth by taking advantage of the relative changes
of the measurements between two optode-sharing source-
detector-pairs. It is demonstrated that this GSD approach im-
proves the object depth-localization for DOT in a circular-
array outward-imaging geometry that is subjected to strong
variation of the native measurement sensitivity with respect to
the imaging depth. This GSD operation pairs the native sen-
sitivity profiles corresponding to two source-sharing source-
detector-pairs and effectively evens the responses of the up-
dating function with respect to the imaging depth. Simulated
and experimental studies based on CW measurements are
used to evaluate the image reconstructions based on the GSD-
method versus that on two other methods: one is the base-
line method using the native sensitivity that does not involve
a depth-compensating scheme, and the other is a reference-
compensation approach that involves active depth-dependent
compensating scheme. The GSD method is shown generally
outperforming the other two methods in terms of localizing
the depth of single object, resolving two azimuthally sepa-
rated objects, as well as estimating the optical property of
single object or azimuthally separated dual objects. The GSD
method, however, is more computationally demanding due to
increasing of the matrix elements as well as involving more
matrix multiplications, and the effectiveness of it is associ-
ated with the symmetry of the optode-array.
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APPENDIX A: LAYERED DCA METHOD APPLIED
TO THE CIRCULAR-ARRAY OUTWARD-IMAGING
GEOMETRY

This section tests the DCA method in the form originally
presented in Ref. 2 to the studied circular-array outward-
imaging geometry. The DCA method actually introduces a
compensation matrix similar to the weight matrix in the GLS
method.13 The structure of the compensation matrix M is rep-
resented using the notations consistent with this study as

M = {diag[MSV(Jl), MSV(Jl−1), . . . ,

MSV(J2), MSV(J1)]}γ , (A1)

where MSV stands for the maximum singular values, Jl is the
sensitivity terms in the layer l, and γ is an exponential fac-
tor to be empirically optimized for a specific geometry. The

Medical Physics, Vol. 40, No. 1, January 2013



013101-17 G. Xu and D. Piao: GSD reconstruction for improved object depth-localization in DOT 013101-17

FIG. 12. Investigation on the performance of DCA method in the circular-
array outward-imaging geometry (units 10−3 mm−1). The object contour and
location are marked by blue dotted lines. Simulation setup in Sec. III.B for
single object was used. (a)–(c) Simulation results produced with regular-
ization factor value of 50, 100, and 200, respectively. The DCA method in
its original form as in Ref. 2 was ineffective in the studied circular-array
outward-imaging geometry.

gradient-based iterative solver as that shown in Ref. 2 is im-
plemented in the inverse problem by using the compensation
sensitivity matrix MJ. Note that M is a square matrix and can
be categorized to the GLS method.

FIG. 13. Performance of the reference compensation method with varied
regularization factors (units 10−3 mm−1). The object contour and location
are marked by dotted lines. When the object was close to the probe surface,
reconstruction results are not significantly affected by the regularization fac-
tor. At deeper locations, either more artifacts appear or the object contrast is
more severely underestimated in the column of λ = 50. The columns of λ =
100 and λ = 200 are only slightly different; however, the target size seems to
be slightly overestimated by λ = 200 than by λ = 100. The arrows indicate
the overestimations of the optical properties of the medium region between
the object and the applicator.

Three parameters were tested. The first parameter was the
thickness of the layer that was chosen to be 2, 3, and 5 mm,
receptively, based on the 1 mm radial resolution of the mesh
in this simulation and the 5 mm step of changing the object
depth in Sec. IV. The second parameter was the exponential
factor. Niu et al.2 tested that γ = 1.6 was optimal for the pla-
nar reflectance imaging geometry specific to their study. In
the circular-array outward imaging geometry of this study a
series of γ values between 0 and 10 were tested, yet only the
reconstruction results produced with γ values of {0.8, 1.6,
3.2, 7} were presented in this section. The γ values were cho-
sen greater than those used in Ref. 2, which was found nec-
essary to counteract the more severe decay of the sensitivity
with respect to imaging depth. The third parameter was the
regularization factor λ that is critical to the convergence of
the inverse problem, and the λ values of {50,100, 200} were
tested.

The test simulation shown in Fig. 12 is conducted for sin-
gle cubic object identical to the one in Fig. 6 and its proximal-
edge located at a depth of 10 mm. The objects in all cases were
recovered at depths much closer to the probe surface than the
true values, indicating the inadequacy of the DCA method in
the tested or the originally presented form for the studied ge-
ometry. Implementing the DCA method in a piece-wise expo-
nential weighting scheme is found to produce better results,
as shown in Appendix B and Sec. V.

APPENDIX B: DETERMINATION OF THE INITIAL
REGULARIZATION VALUE USED FOR STEP-WISE
ADJUSTMENT

Because of the poor depth-localization of the baseline
reconstruction in the studied geometry, the λ value to be
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step-wisely adjusted13 was actually determined based on the
reference compensation methods of Eq. (17), and the same
stepwise-adjusting of the λ value was applied to the base-
line method. A wide range of λ values were examined, for
the single object case identical to that in Sec.IV.A, and those
shown in Fig. 13 were the results of using three representative
λ values of {50, 100, 200}. It is clear that in the column of λ

= 50 either there are more artifacts or the object contrast is
more severely underestimated. The columns of λ = 100 and
λ = 200 are not significantly different; however, λ = 200
slightly overestimates the target size than λ = 100 does; there-
fore, a λ value of 100 is chosen.
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daqing.piao@okstate.edu
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