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SYSTEMS AND METHODS FOR DECOY 
ROUTING AND COVERT CHANNEL 

BONDING 

GOVERNMENT CONTRACT 

2 
with an adversary is referred to as a "restricted network," 
while one without an adversary is generally referred to as an 
"unrestricted network." Most often, adversaries are able to 
blacklist a set of destinations by leveraging the fact that the 
unique destination IP address to which a packet is to be 
delivered is visible (i.e., not hidden and/or encrypted) within 
the IP packet so that mid-stream routers are able to recognizes 
this IP address and route the packet appropriately. Because 
the destination IP address of a packet is visible, it is generally 

The U.S. Government has a paid-up license in this inven­
tion and the right in limited circumstances to require the 
patent owner to license others on reasonable terms as pro­
vided for by the terms of Contract No. N66001-ll-C-4017 
awarded by DARPA. 

FIELD OF THE INVENTION 

10 easy for an adversary to filter IP packets destined for a par­
ticular destination IP address that is blacklisted. Because 
communications from a restricted network to such sites 
would have to travel through a path including the adversary, it 

This invention relates generally to systems for routing 
packets through the Internet, and more particularly to systems 
and methods for securely routing packets from a client com-
puting device in a restricted network to a covert destination in 
an unrestricted network. 

BACKGROUND 

15 

20 

is relatively trivial for the adversary to filter data packets if the 
destination IP address in the packets indicated the packets 
were intended for these blacklisted hosts or sites based on the 
websites' IP addresses, and subsequently discard the filtered 
packets. This is referred to as IP filtering, and is routinely 
performed by adversaries across the Internet. 

In other cases, such IP filtering is used to monitor commu-
nications without actually blocking them. For example, an 
entity on the Internet may monitor which IP addresses 
attempt to access various websites. This monitoring may be 
carried out to discover those who attempt to access restricted 

The Internet has become the preferred mode of communi­
cation for people across the world. Many of these people 
routinely use electronic mail (e-mail), video chatting services 
such as those offered by Google or Skype, web or microblogs 
such as Twitter, various social media services such as Face­
book, and file transfer systems in the course of their day. To 
communicate information over the Internet, the information 

25 content, or merely to collect data to mine for commercial 
gain, for example to guide targeted marketing campaigns. 
Often times, it is desirable to be able to avoid such monitor­
ing. That is, it may be desirable for an entity on a network that 
has an adversary that monitors or blocks IP packets to be able 

30 to transmit packets to a destination that would normally be 
blocked by the adversary or network monitor. It also would be 
desirable for entities to communicate with another entity 
without an adversary or network monitor being able to trace 
the communication back to its source. As used herein the term 

is generally encoded into pieces of data-referred to as IP 
packets-and transmitted from one location on the Internet to 
another. There are several types of protocols that may be 
transmitted in IP packets. Examples include HTTP packets, 
voice-over-IP (VoiP) packets, SMTP packets, secure socket 
layer (SSL) packets and transport layer security (TLS) pack­
ets, each having its own particular format and associated 
communication protocol. It is generally the case that each 
location on the Internet is typically associated with a unique 
Internet Protocol (IP) address. By including at least this IP 
address in a destination IP address field within a packet, a 40 

router that encounters the packet before it has reached its 
destination may attempt to forward that packet onward to its 
destination location as specified by this destination IP 
address. The IP address of the source of the communication is 
provided in a source IP address field in the packet. 

35 "covert destination" refers to a destination IP address which 
the source of the communication wishes to hide from an 
adversary or monitor. A covert destination need not be a secret 
Internet location, and transmitting packets of data to covert 
destination is not necessarily a part of a clandestine operation, 
other than with respect to the adversary or monitor or other 
entity tracking network traffic or communication flows on the 
Internet. Instead such destinations are referred to as covert 
destinations because a technique attempting to circumvent an 
adversary or monitor would generally require keeping the 

45 destination IP address hidden from the adversary 
Communication networks generally include one or more 

gateways. Gateways are entrance points into and/or exit 
points from a communication network. Some networks have 
multiple gateways positioned at various strategic locations in 
the network. For example, a network may have a separate 50 

gateway at each boundary with a different network. In other 
words, for a packet to travel from one network to another, the 
packet typically must traverse through a gateway on the 
source network and through a second gateway on the desti­
nation network. Thus, gateways serve as f=els through 55 

which crossnetwork communications can be monitored, and 
potentially filtered/blocked. 

Many entities, including system administrators on private 
networks may block, filter, redirect, intercept, or even modify 
traffic between clients on their networks and popular or con- 60 

troversial websites or other Internet-based services. Such 

Existing techniques for avoiding IP filtering, including 
circumvention proxies and tunnels have many shortcomings. 
Essentially, each of these IP filtering circumvention tools 
make a packet appear as if it were intended for a destination IP 
address that is not blocked. Nevertheless, the intended desti­
nation IP address is visible within the IP packet. These rout-
ers, referred to as proxy servers, upon receipt of a packet, 
generate new packets using their own IP addresses as the 
source IP address and the actual covert destination IP address 
as the destination address. The proxy servers, upon receiving 
return communications, which have the covert destination IP 
address as the source IP address and proxy server's IP address 
as the destination address, forward the packets back to origi­
nal source, replacing the source IP address with its own and 
the destination IP address with the original source's IP 
address. However, for many of these tools, a list of proxy 
server IP addresses is published or otherwise readily avail­
able, making it easy for an adversary to obtain and subse­
quently block the list of destination IP addresses. Further-

entities are referred to herein as adversaries. Thus, an adver­
sary is a network service provider that wishes to deny access 
from clients on its network to a given set of hosts or services 
in the Internet. A listing of this set of hosts or services is 
referred to as a "blacklist," and the set of hosts and services is 
"blacklisted" as far as the adversary is concerned. A network 

65 more, often times these IP addresses do not correspond to 
existing domain names on the Internet (e.g., google.com), 
making it even easier for an adversary to detect, enumerate 
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and block these IP addresses. Tunneling tools attempt to 
create a secure communication channel (e.g., using encryp­
tion techniques) between two entities on the Internet over 
which encrypted packets of data can be sent, but are also 
associated with a visible list of IP addresses for a handful of 
servers to which the encrypted packets of data are sent. 
Examples include TLS, SSL, VPNs, and data over web 
requests (e.g., HTTPS). 

SUMMARY OF THE INVENTION 

Therefore, there exists a need for systems and methods that 
allow for circumvention of tools such as IP filtering and 
provide individuals increased privacy in their communica­
tions that avoid the shortcomings of existing tools described 
above. There also exists a need for systems and methods that 
allow for undetected communication of data packet streams 
over secure communication channels. For the remainder of 
this application, the systems and methods will be described 
primarily with respect to circumvention ofiP filtering. How­
ever, it should be understood that they also may be used to 
provide increased privacy by circumventing various Internet 
traffic monitoring schemes. 

The systems and methods described herein include 
improved systems and methods for decoy routing. Such 
decoy routing may also be used in systems and methods for 
covert channel bonding. More particularly, the systems and 
methods described herein provide a low-latency, high-band­
width communication channel over the Internet between a 
client computing device on a restricted network and a host in 
an unrestricted network whose IP address is actively being 
blocked by an adversary in the restricted network. In some 
embodiments, the systems and methods described herein 
allow the client computing device to transmit an IP packet 
with a decoy destination IP address. Along the packet's path 
of transmission, it is re-routed via a decoy router and/or a 
decoy proxy to an alternate, intended covert destination IP 
address, as discussed further below. A "decoy proxy" is a 
router which is configured (e.g., via programming) to trans­
mit received packets between a client computing device and a 
covert destination such that communications between the 
client computing device and covert destination appear to be 
between the client computing device and a decoy destination. 
Decoy routing in this manner effectively circumvents any IP 
filtering, since the only IP addresses accessible to the IP filter 

4 
sage may include a particular number appearing in the packet, 
or a sequence of values or numbers appearing in the packet, or 
even a permutation of values or numbers appearing in the 
packet. The method includes directing, by the decoy router, 
the packet to a decoy proxy. The method includes establish­
ing, by the decoy proxy, a communication channel with the 
client computing device over which communications 
between the decoy proxy and the client computing device 
appear to other devices on the network to be communications 

10 between the client computing device and the decoy destina­
tion. The method includes receiving, by the decoy proxy, a 
second packet of data from the client computing device 
addressed to the decoy destination. The method includes for­
warding, by the decoy proxy, the second packet to the covert 

15 destination. 
In some embodiments, the packet is an Internet Protocol 

(IP) packet. In some embodiments, the packet is transmitted 
via one of a voice-over-internet protocol (VoiP), Transport 
Layer Socket (TLS), Secure Socket Layer (SSL), secure 

20 hypertext transfer protocol (HTTPS), and transport commu­
nication protocol over domain name server (TCP-over-DNS) 
channel. In some embodiments, establishing communica­
tions includes establishing a Transport Layer Security (TLS) 
channel between the client computing device and the decoy 

25 destination. In some embodiments, establishing communica­
tions includes transmitting a sentinel between the decoy 
proxy and the client computing device. In some embodi­
ments, establishing communications further includes provid­
ing an encryption key for the communications between the 

30 client computing device and the decoy proxy, and encrypting 
at least a portion of the first, second or any subsequent packet 
of data using the encryption key. In some embodiments, the 
communication channel between the decoy proxy and the 
client computing device circumvents IP filtering carried out 

35 by an intervening network device. In some embodiments, the 
method further includes modifying, by the decoy proxy, the 
packet, wherein modifying includes replacing a destination 
IP address of a packet with a new destination IP address. 

In another aspect, the invention relates to a method for 
40 transmitting data via covert channel bonding. The method 

includes receiving, by a plurality of decoy routers, at least two 
packets from a client computing device. Each of the at least 
two packets is addressed to a respective decoy destination but 
intended for a covert destination and the two packets are part 

45 of a stream of packets, and the at least two packets are trans­
mitted over a first and a second communications channel. The in the packet are addresses of allowable sources and allowable 

destinations. In other words, to an adversary, such network 
traffic activity appears ordinary and permissible. The decoy 
routing systems and methods may be employed in covert 
channel bonding, in which the client computing device sends 50 

a plurality of packets associated with a single communication 

method further includes determining, by the decoy routers, 
based at least in part on a message within each of the at least 
two packets, if the packets are intended for the covert desti­
nation. The message may include a particular number appear­
ing in the packet, or a sequence of values or numbers appear­
ing in the packet, or even a permutation of values or numbers 
appearing in the packet. The method further includes for­
warding, by the decoy routers, the packets to a decoy proxy. 

or data file over a plurality of disparate communication chan­
nels (e.g. data over VoiP, data over HTTPS, TLS, etc.) to a 
plurality of decoy destinations using decoy routers, which 
redirect the packets to a decoy proxy which reassembles the 55 

packets into a single TCP packet stream to the single intended 
destination. Alternatively, the packets can be reassembled at 
the destination itself. To an adversary, such activity would 
also appear ordinary. 

In one aspect, the invention relates to a method for trans- 60 

mitting data from a client computing device in a restricted 
network to a covert destination using decoy routing. The 
method comprises receiving, by a decoy router, a packet of 
data addressed to a decoy destination but intended for a covert 
destination. The method includes determining, by the decoy 65 

router, based at least in part on a message within the packet, 
that the packet is intended for a covert destination. The mes-

In some embodiments, the method further includes estab­
lishing, by the decoy proxy, a first communications channel 
between the client computing device and the decoy proxy 
over which communications between the decoy proxy and the 
client computing device appear to other devices on the net­
work to be communications between the client computing 
device and the decoy destination. In some embodiments, the 
method further includes receiving, by the decoy proxy, a 
second packet of data from the client computing device 
addressed to the decoy destination. In some embodiments, the 
method further includes forwarding, by the decoy proxy, the 
second packet to the covert destination. In some embodi­
ments, the method further comprises receiving, at the decoy 
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proxy, the packets over the first and second connnunication 
channels, and assembling, at the decoy proxy, the packets to 
obtain the stream of packets. 

In some embodiments, the method further includes receiv­
ing, at the covert destination, the two packets over the first and 
the second connnunications channel, and assembling, at the 
covert destination, the at least two packets to obtain the 
stream of packets. 

In some embodiments, the first and second network com­
munication channels are selected from a group comprising at 10 

least secure socket layer (SSL), transport layer security 
(TLS), secure hypertext transfer protocol (HTTPS), and 
voice-over-internet protocol (VoiP). In some embodiments, 
establishing connnunications includes sending a sentinel 
between the client computing device and a respective decoy 15 

proxy. 
In some embodiments, the method further includes modi­

fying, by the decoy router, the at least two packets, wherein 
modifYing includes replacing a respective destination IP 
address of a respective packet with a respective new destina- 20 

tion IP address. 
In yet another aspect, the invention relates to a system for 

transmitting data from a client computing device to a covert 
destination. The system comprises a decoy router for receiv­
ing a packet of data addressed to a decoy destination but 25 

intended for a covert destination, and determining, based at 
least in part on a within the packet, that the packet is intended 
for the covert destination instead of the decoy destination; and 
forwarding the packet to a decoy proxy. The system also 
includes a decoy proxy for receiving the packet of data, estab- 30 

lishing a connnunication channel with a client computing 
device that transmitted the packet over which connnunica­
tions appear to other devices on the network to be connnuni­
cations between the client computing device and the decoy 
destination instead of the client computing device and the 35 

covert destination, receiving one or more additional packets 
of data, addressed to the decoy destination but intended for 
the covert destination, from the client computing device, and 
forwarding the one or more additional packets to the covert 
destination. The message may include a particular number 40 

appearing in the packet, or a sequence of values or numbers 
appearing in the packet, or even a permutation of values or 
numbers appearing in the packet. 

In some embodiments, the connnunications channel is 
selected from a group comprising at least secure socket layer 45 

(SSL), transport layer security (TLS), secure hypertext trans-
fer protocol (HTTPS), and voice-over-internet protocol 
(VoiP). In some embodiments, the decoy router is coupled to 
a network gateway for a network including the covert desti-
nation. 50 

In yet another aspect, the invention relates to a non-transi­
tory computer readable medium for decoy routing including 
computer-readable instructions, which when executed by a 
processor, cause the processor to generate a packet of data 
addressed to a decoy destination that includes a message 55 

indicating the packet of data is intended for a covert destina­
tion, and transmit the packet from a client computing device 
to the decoy destination. In some embodiments, the message 
may include a particular number appearing in the packet, or a 
sequence of values or numbers appearing in the packet, or 60 

even a permutation of values or numbers appearing in the 
packet. In some embodiments, the medium further includes 
computer-readable instructions, which when executed by a 
processor, cause the processor to establish a connnunication 
channel with a decoy proxy over which connnunications 65 

appear to other devices on the network to be connnunications 
between the client computing device and the decoy destina-

6 
tion instead of the client computing device and the covert 
destination. In some embodiments, the connnunications 
channel is a secure connnunications channel. In some 
embodiments, the secure connnunications channel is selected 
from a group comprising at least secure socket layer (SSL), 
transport layer security (TLS), secure hypertext transfer pro­
tocol (HTTPS), and voice-over-internet protocol (VoiP). 

In yet another aspect, the invention relates to a non-transi­
tory computer readable medium for decoy routing including 
computer-readable instructions, which when executed by a 
processor, cause the processor to receive a packet of data 
addressed to a decoy destination but intended for a covert 
destination, establish a connnunication channel with a client 
computing device that transmitted the packet over which 
connnunications appear to other devices on the network to be 
connnunications between the client computing device and the 
decoy destination instead of the client computing device and 
the covert destination, receive one or more additional packets 
of data, addressed to the decoy destination but intended for 
the covert destination, from the client computing device, and 
forward the one or more additional packets to the covert 
destination. In some embodiments, the connnunications 
channel is a secure connnunications channel. In some 
embodiments, the secure connnunications channel is selected 
from a group comprising at least secure socket layer (SSL), 
transport layer security (TLS), secure hypertext transfer pro­
tocol (HTTPS), and voice-over-internet protocol (VoiP). 

In yet another aspect, the invention relates to a non-transi­
tory computer readable medium for decoy routing including 
computer-readable instructions, which when executed by a 
processor, cause the processor to receive a packet of data 
addressed to a decoy destination but intended for a covert 
destination, determine, based at least in part on a message 
within the packet, that the packet is intended for the covert 
destination instead of the decoy destination, and forward the 
packet to a decoy proxy. In some embodiments, the connnu­
nications channel is a secure connnunications channel. In 
some embodiments, the secure connnunications channel is 
selected from a group comprising at least secure socket layer 
(SSL), transport layer security (TLS), secure hypertext trans­
fer protocol (HTTPS), and voice-over-internet protocol 
(VoiP). The message may include a particular number appear­
ing in the packet, or a sequence of values or numbers appear­
ing in the packet, or even a permutation of values or numbers 
appearing in the packet. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The following figures depict certain illustrative embodi­
ments of the invention in which like reference numerals refer 
to like elements. These depicted embodiments may not be 
drawn to scale and are to be understood as illustrative of the 
invention and as not limiting in any way: 

FIG. 1 is a block diagram depicting a system for routing 
packets from a restricted network to an unrestricted network, 
according to an illustrative embodiment of the invention; 

FIG. 2 is a block diagram depicting a decoy routing and/or 
covert channel bonding system for routing packets to a covert 
destination, according to an illustrative embodiment of the 
invention; 

FIG. 3A is a general block diagram depicting the physical 
components of a computer system that may be employed 
within any of the components depicted in FIGS. 1 and 2, 
according to an illustrative embodiment of the invention; 

FIG. 3B is a schematic depicting the physical components 
of a client computing device that may be employed within any 
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of the client computing devices depicted in FIGS. 1 and 2, 
according to an illustrative embodiment of the invention; 

FIG. 4 is a process flow diagram for a decoy routing 
method, according to an illustrative embodiment of the inven­
tion; 

FIG. SA is a first schematic of a transport layer socket IP 
packet for use in a decoy routing and/or covert channel bond­
ing system, according to an illustrative embodiment of the 
invention; 

8 
destination 108 in the restricted network 103 via links 112b 
and 112c, respectively. Devices 106c and 106b are also 
coupled to a destination 110 in the restricted network 103 via 
links 112d and 112e, respectively. For the purposes of this 
explanation, it will be assumed that the adversary 150 blocks 
communications between devices on the restricted network 
101, such as client computing devices 102a and 102b, and 
destination 110, which will be hereafter referred to as covert 
destination 110. Adversary 150 is assumed to be a network 

FIG. SB is a second schematic of a transport layer socket IP 
packet for use in a decoy routing and/or covert channel bond­
ing system, according to an illustrative embodiment of the 
invention; 

10 gateway or coupled to a network gateway of restricted net­
work 101. In alternative embodiments, adversary 150 may be 
assumed to be a network gateway or coupled to a gateway of 
unrestricted network 103. 

Client computing devices 102a and 102b are computing FIG. SC is a timing diagram for establishing communica­
tions and transmitting packets between a client computing 
device, decoy router, decoy proxy, and covert destination 
using a transport layer socket, according to an illustrative 
embodiment of the invention; and 

FIG. 6 is a process flow diagram for a covert channel 
bonding method that includes decoy routing, according to an 
illustrative embodiment of the invention. 

15 devices within restricted network 101, and will be described 
further with respect to FIG. 3B. Each of client computing 
devices 1 02a and 1 02b includes a processor that can execute 
computer-readable instructions, which may be stored in a 
memory of the computing device, for performing various 

DETAILED DESCRIPTION OF THE 
ILLUSTRATED EMBODIMENTS 

20 steps of one or more routing or networking processes. For 
example, each of client computing devices 102a and 102b 
may generate and transmit packets of data to other compo­
nents within restricted network 101 or to components within 
other networks such as unrestricted network 103. 

25 As described above, adversary 150 is a network component 
that monitors network traffic that is intended to be delivered to 
or received from a component outside restricted network 101, 
such as one of destination 108 or covert destination 110, or to 
other network components in restricted network 101. Adver­
sary 150 can block the delivery of network traffic to certain 
destinations in the unrestricted network 103. For instance, 
Adversary 150 monitors the IP address of packets of data 
passing out of restricted network 101 and discards packets 
intended for the IP address of covert destination 110, or any 

To provide an overall understanding of the invention, cer­
tain illustrative embodiments will now be described, includ­
ing systems, devices, methods and constituent components 
thereof. However, it will be understood by one of ordinary 
skill in the art that the apparatus described herein may be 30 

adapted and modified as is appropriate for the application 
being addressed and that the systems and methods described 
herein may be employed in other suitable applications, and 
that such other additions and modifications will not depart 
from the scope hereof. 35 other IP address on a list of blocked or "blacklist" of destina-

tion IP addresses. Alternatively, it only forwards packets 
intended for the IP address on a list of allowed or "whitelist" 
of destination IP addresses. In FIG. 1, the solid arrows show 
network traffic flow paths from client computing device 1 02a 
to destination 108 via adversary 150, router 106a, and router 
106c. Adversary 150 would allow packets traversing such a 
communications or network traffic flow path (or their reverse) 
because destination 108 is not a blocked/restricted destina-
tion. In FIG. 1, the dashed arrows show network traffic flow 

As will be seen from the following description, in one 
aspect, the systems and methods described herein relate to a 
decoy routing system having a client computing device, a 
decoy router, and a decoy proxy. This system is described in 
more detail with respect to FIGS. 2-6, particularly with 40 

respect to FIG. 2. In another aspect, the systems and methods 
described herein relate to a covert channel bonding system 
having a client computing device, a decoy router, and a plu­
rality of decoy proxies. This system is also described in more 
detail with respect to FIGS. 2-6. 45 paths from client computing device 1 02b to covert destination 

110 via adversary 150, router 106a, and router 106b. Adver­
sary 150 would not allow such a network traffic flow path (or 
its reverse) because destination 110 is a blocked/restricted/ 

FIG. 1 is a block diagram depicting a system 100 for 
routing packets from a restricted network 101 to an unre­
strictednetwork 103, according to an illustrative embodiment 
of the invention. Restricted network 101 and unrestricted 
network 103 may be two different parts of a local network, 50 

two entirely different networks, or two different networks 
coupled to the Internet. 

A network includes one or more components such as gate­
ways, routers, proxies, personal computers, servers, etc. Illus­
tratively, restricted network 101 includes client computing 55 

device 1 02a and client computing device 1 02b. Each of client 
computing devices 1 02a and 1 02b, for example, is coupled to 
an adversary 150 of the restricted network 101 via links 111a 
and 111b, respectively. Adversary 150 may be at or near a 
gateway out of restricted network 101, or at some other cen- 60 

tral network location through which network traffic in 
restricted network 101 is concentrated. Adversary 150 is in 
turn coupled to router 106a via link 112a. Router 106a may 
serve as a gateway to unrestricted network 103. Router 106a 
is coupled to devices 106b and 106c via links 112g and 112/, 65 

respectively. Devices 106a and 1 06b may be proxies, servers, 
or routers. Devices 106a and 106c are also coupled to a 

covert destination. Upon detecting packets attempting to 
traverse such a path, the adversary 150 would filter out such 
packets and not forward them to router 106a, thereby prevent-
ing successful communications to or from covert destination 
110. Because the only path between client computing devices 
102a and 102b and router 106a must include adversary 150, 
adversary 150 can effectively block all communications 
intended for a covert destination on unrestricted network 103. 

In some aspects, the invention relates to systems and meth-
ods that allow a client computing device in a restricted net­
work to transmit information (e.g., packets of data) to and 
receive information from a covert destination in an unre­
stricted network thereby circumventing a adversary in the 
restricted or unrestricted network that is performing IP filter­
ing. 

FIG. 2 illustrates an exemplary embodiment of a system 
that is used to circumvent a adversary in a restricted network. 
More particularly, FIG. 2 is a block diagram depicting a decoy 
routing and/or covert channel bonding system 200 which may 
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be employed to circumvent an adversary 250 in a restricted 
network 201, according to an illustrative embodiment of the 
invention. 

10 
block the delivery of such traffic. In addition, or in the alter­
native, adversary 250 may maintain a log of such communi­
cations for use against the sources of the communication on 
the restricted network 201. For instance, adversary 250 moni­
tors the IP address of packets of data passing out of restricted 
network 201 and discards packets that include the IP address 
of destinations 210a and 210b. In FIG. 2, the solid arrows 
show network traffic flow paths from client computing device 
202a to destination 208b via adversary 250, decoy router 204, 

10 and router 206b. Adversary 250 would allow such a network 
traffic flow path because destination 208b is not a blocked/ 
restricted destination, e.g., based on the IP address of desti­
nation 208b. In FIG. 2, the dashed arrows show network 
traffic flow paths from client computing device 202b to covert 

As with the networks illustrated in FIG. 1, restricted net­
work 201 and unrestricted network 203 may be two different 
parts of a local network, two entirely different networks, or 
two different networks coupled to the Internet. As described 
above, each of these networks may include a variety of com­
ponents such as servers, client computing devices, proxies, or 
routers. Illustratively, restricted network 201 includes client 
computing device 202a and client computing device 202b. 
Each of client computing devices 202a and 202b is coupled to 
adversary 250 of the restricted network 201 via links 21la 
and 211b, respectively. Adversary 250 may be at or near a 
network gateway through which traffic exiting restricted net­
work 201 must pass to reach unrestricted network 203. Adver­
sary 250 monitors network traffic or communications enter­
ing and/or leaving restricted network 201. Adversary 250 is in 
turn coupled to a decoy router 204 via link 212a. A decoy 
router may also be referred to as a decoy router. Decoy router 20 

204 is in turn coupled to a decoy destination 208a, a router 
206b, and a router 206a, via links 212b, 212g and 212h, 
respectively. Decoy router 204 may be at or near a network 
gateway through which traffic entering unrestricted network 
203 from restricted network 201 must pass and/or through 25 

which traffic entering restricted network 201 must pass. 

15 destination 210a via adversary 250, decoy router 204, and 
router 206a. Adversary 250 would not allow such a network 
traffic flow path because covert destination 21 Ob is a blocked/ 
restricted/covert destination, e.g., based on the IP address of 
destination 210b. 

The decoy destination 208a need not know that it serves as 
a decoy. In fact, decoy destination may not even know of the 
existence of the decoy routing system on the network. 
Instead, decoy destination is preferably an ordinary non-con- 30 

troversial site or service on the Internet that is unlikely to have 
others access to it restricted by an adversary. Preferably, the 
decoy destination is selected by system 200 to be a destination 
that routinely participates in encrypted communications over 
a TLS channel, or any other suitable channel, e.g., VoiP, 35 

TCP-over-DNS, and HTTPS. 
Router 206a is also coupled to covert destinations 21 Oa and 

210b via links 212i and 212e, respectively. Covert destina­
tions 210a and 210b are destinations that are blocked by 
adversary 250 of restricted network 201. Thus, if a device on 40 

the restricted network 201 intends to communicate with such 

As described above, a decoy router is a device which may 
be included within or coupled to any router or gateway of a 
network. Thus, decoy router 204 is able to observe most, if not 
all, of the network traffic passing into or out of the unre­
stricted network 203. In the embodiments of the decoy rout­
ing process described below with respect to FIGS. 4-6, a 
decoy router observes packets of data and forwards packets of 
data to a ordinary routers or decoy proxies in the network 
depending on whether the packets include a hidden message 
indicating that they should be rerouted to a covert destination. 
The message may include a particular number appearing in 
the packet, or a sequence of values or numbers appearing in 
the packet, or even a permutation of values or numbers 
appearing in the packet. In some embodiments, the value may 
be any suitable string. In some embodiments, decoy router 
204 analyzes all packets that it observes to determine if they 
should be routed to a covert destination. In such embodi-
ments, as discussed further below, much of the functionality 
of the decoy router as possible is hardwired into an integrated 
circuit, such as an application specific integrated circuit 
(ASIC) so as not to introduce undue latency in the network. In 
addition, in certain embodiments, routers serving as decoy 
routers may include a plurality of decoy routers operating in 
parallel to further reduce latency. In other embodiments, 
decoy router 204 analyzes only packets that are transmitted 

destinations, it must do so covertly with respect to adversary 
250. Thus, with reference to such communications or network 
traffic flows, covert destinations 210a and 210b are referred to 
as covert destinations. Decoy proxy 206b is also coupled to 
decoy destination 208b via link 212c. In alternative embodi­
ments, the system 200 may include multiple decoy routers 
204 each stationed near each of a set of decoy destinations 
such that all or at least a substantial portion of network traffic 
directed to such decoy destinations either passes through or 
can be monitored by a corresponding decoy router 204. 

45 via a particular communications channel (e.g., one ofTLS, 
TCP-over-DNS, HTTPS, etc.) to determine if there is a hid­
den message within the packets. 

In some embodiments, routers 206a and 206b are config­
ured to act as decoy proxies, and decoy router 204 directs 

50 packets of data within a network traffic flow to one or both of 
decoy proxies 206a and 206b if the packets include a message 
indicating that instead of delivering the packet to decoy des­
tinations 208a or 208b, the packets should instead be deliv­
ered to a covert destination, e.g., 210a or 210b. Otherwise, 

Client computing devices 202a and 202b are computing 
devices within restricted network 201, and will be described 
further with respect to FIG. 3B. Each of client computing 
devices 202a and 202b includes a processor that can execute 
computer-readable instructions, which may be stored in a 
memory of the computing device, for performing various 
steps of one or more routing or networking processes. For 
example, each of client computing devices 202a and 202b 
generates and transmits packets of data to other components 60 

within restricted network 201 or to components within other 
networks such as unrestricted network 203. 

55 decoy router 204 routes the packet as usual towards the des­
tination IP address included in the packet. In this manner, 
system 200 may be employed in a decoy routing and/or covert 
channel bonding method as described further with respect to 
FIGS. 4-6. 

In some embodiments, each of decoy proxies 206a and 
206b may receive packets of data from decoy router 204. 
Decoy proxy 206a or 206b subsequently attempts to establish 
and maintain a communications channel between client com­
puting device 202a and one or more covert destinations 210a 

Adversary 250 is a network component that monitors net­
work traffic intended to be delivered to or received from a 
component outside restricted network 201, such as destina­
tions 208a or 210a, or, in some cases, to other network com­
ponents within restricted network 201. Adversary 250 can 

65 or 210b in the unrestricted network 203. In doing so, all 
communications to the client computing device 202a appear 
to the rest of the components on each of networks 201 and 203 
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as if they originated from a decoy destination 208, and all 
communications from the client computing device 202a to 
the decoy proxy appear as if they are directed to the same 
decoy destination 208. Communications are established 
using any suitable secure communications channels such as 
TLS, TCP-over-DNS, HTTPS, etc. Once a communications 
channel is established, several network traffic flows are 
enabled. In some embodiments, all packets transmitted from 
client computing device 202a to covert destination 210b via 
decoy router 204 are routed through a single decoy proxy, 
such as proxy 206a. In other embodiments, packets are trans­
mitted from the decoy router 204 to a plurality of decoy 
proxies 206a, 206b, and then to covert destination 210a. In 
some embodiments, packets from a stream of packets are 
transmitted from client computing device 202a to decoy 
router 204, and onward to a plurality of decoy proxies 206a, 
206b. These decoy proxies 206a, 206b then forward the pack-
ets to a single covert destination 210a, where they are reas­
sembled back into the packet stream. In still other embodi­
ments, a stream of data from client computing device 202a is 
broken down in to data packets associated with multiple 
modes of communication, e.g., HTTP, VoiP, FTP, etc. Each of 
these packets is routed by the decoy router 204 to a single 
decoy proxy 206a or 206b, which reassembles the packets 
into a single TCP/IP stream before forwarding to the covert 
destination. These processes are described further with 
respect to FIGS. 4-6. 

FIG. 3A is a general block diagram depicting the physical 
components of a computer system 300, which may be 
employed within any of the network components explicitly 
depicted in, or discussed with respect to, FIGS. 1 and 2, 
according to an illustrative embodiment of the invention. For 
example, those skilled in the art will realize that each of the 
decoy proxies, client computing devices, decoy router, or 
covert destinations of FIG. 2 may include some or all of the 
components described below with respect to FIG. 3A. FIG. 
3B is a more detailed description of an exemplary client 
computer device 350. 

With continued reference to FIGS. 1, 2 and 3A, the com­
puter system 300 includes a processor 302, a memory 308, 
and an interconnect bus 318. The processor 302 may include 
a single microprocessor or a plurality of microprocessors for 
configuring system 300 as a multi-processor system. The 
memory 308 may include a main memory and a read only 
memory. The system 300 also includes the mass storage 
device 310 having, for example, various disk drives, tape 
drives, FLASH drives, etc. The main memory 308 may also 
include dynamic random access memory (DRAM) and high­
speed cache memory. In operation, the main memory 308 
stores at least portions of instructions and data for execution 
by the processor 302. Any set of the aforementioned compo­
nents may be coupled to a network 316 via an input/output 
(I/0) interface 312. The data interface 312 may be a modem, 

12 
ers, or other computer systems. Each of the aforementioned 
components may communicate via interconnect bus 318. 

The mass storage 310 may include one or more magnetic 
disk or tape drives or optical disk drives, for storing data and 
instructions for use by the processor 302. At least one com­
ponent of the mass storage system 310 stores computer-read­
able instructions used for processing packets generated and/ 
or received by processor 302. The mass storage system 308 
may also include one or more drives for various portable 

10 media, such as a floppy disk, a compact disc read only 
memory (CD-ROM), DVD, or an integrated circuit non-vola­
tile memory adapter (i.e. PC-MCIA adapter) to input and 
output data and code to and from the processor 302. 

The system 300 also includes suitable input/output ports or 
15 may use the Interconnect Bus 318 for interconnection with a 

local display 304 and user interface 306 (e.g., keyboard, 
mouse, touch screen) or the like serving as a local user inter­
face for programming and/or data entry, retrieval, or manipu­
lation purposes. Alternatively, server operations personnel 

20 may interact with the system 300 for controlling and/or pro­
gramming the system from remote terminal devices (not 
shown in FIG. 3A) via the network 316. 

The components contained in the processor 302 are those 
typically found in general purpose computer systems used as 

25 servers, workstations, personal computers, network termi­
nals, and the like. In fact, these components are intended to 
represent a broad category of such computer components that 
are well known in the art. 

FIG. 3B is a schematic depicting the physical components 
30 of a client computing device 350 that may be employed 

within any of the client computing devices depicted in FIGS. 
1, 2 and 3A, according to an illustrative embodiment of the 
invention. Client computing device 350 may be any personal 
computing device including a desktop, laptop, or hand held 

35 computer. Client computing device may also be a mobile 
device such a smart phone or tablet computer, or any other 
computing or electronic device configured for accessing ser­
vices via a network. 

The client computing device 350 includes a processor 352, 
40 a memory 358, and an interconnect bus 358. The processor 

352 may include a single microprocessor or a plurality of 
microprocessors for configuring system 300 as a multi-pro­
cessor system. The memory 358 may include a main memory 
and a read only memory. The client computing device 350 

45 also includes the mass storage device 360. In operation, the 
main memory 358 stores at least portions of instructions and 
data for execution by the processor 352. Any set of the afore­
mentioned components may be coupled to a network 366 via 
an input/output (I/0) interface 362. The data interface 362 

50 may be a modem, an Ethernet card, a radio, or any other 
suitable data communications device. The data interface 362 
may provide a relatively high-speed link to a network 366, 
such as an intranet or the Internet, either directly or through 
another external interface. The communication link to the 

a radio, an Ethernet card or any other suitable data commu- 55 

nications device. The data interface 312 may provide a rela­
tively high-speed link to a network 316, such as an intranet or 
the Internet, either directly or through another external inter­
face. The communication link to the network 316 may be, for 
example, any suitable link such as an optical, wired, or wire- 60 

less (e.g., via satellite or 802.11 Wi-Fi or cellular network) 
link. Alternatively, the system 300 may include a mainframe 

network 366 may be, for example, any suitable link such as an 
optical, wired, or wireless (e.g., via satellite or 802.11 Wi-Fi 
or cellular network) link. 

Network 366 is a network similar to those discussed with 
respect to networks 101, 103, 201, 203 and 316 in FIGS. 1, 2 
and 3A, and may include components such as routers, prox­
ies, servers, or other computer systems. Each of the afore-
mentioned components may communicate via interconnect 
bus 368. or other type of host computer system capable of web-based 

communications via the network 316. 
Network 316 is a network similar to those discussed with 65 

respect to networks 101, 103, 201 and 203 in FIGS. 1 and 2, 
and may include components such as routers, proxies, serv-

As described above, the mass storage 360 of the client 
computing device 350 may include one or more magnetic 
disk or tape drives or optical disk drives, for storing data and 
instructions for use by the processor 352. At least one com-



US 8,595,818 B2 
13 

ponent of the mass storage system 360 stores computer-read­
able instructions, which when executed by processor 352, 
cause processor 352 to process packets it receives from or 
intends to transmit to network 366. Such instructions include 
instructions for generating packets of data, transmitting pack-

14 
munication across several communication channels for later 
reassembling packets transmitted via each of these commu­
nication channels at a proxy server or a covert destination. 

The mass storage system 360 may also include one or more 
drives for various portable media, such as a floppy disk, a 
compact disc read only memory (CD-ROM), DVD, an inte­
grated circuit non-volatile memory adapter (i.e. PC-MCIA 
adapter), or a USB or similar port for accepting a so-called 
thumb drive to input and output data and code to and from the 

ets of data to the network 366 via the I/0 interface 362, 
receiving packets from the network 366 via I/0 interface 362, 
encrypting packets of data, and establishing communications 
with a device such as a router, proxy, or server in the network 
366. 10 processor 352. The decoy routing application 380 may be 

loaded into the client computing device in this manner. In some embodiments, decoy routing application 380 
includes proprietary computer-readable instructions that are 
executed by processor 352 (FIG. 3B) to cause all communi­
cations from any application running on the client computing 
device (e.g., Skype, Google, Jabber, Firefox) to be directed to 
the proprietary software for processing. For instance, the 
proprietary software of decoy routing application 380 may 
include computer-readable instructions for pointing network 
traffic from an application executing on the client computing 
device 350 to a SOCKS5 proxy server executing on the client 
computing device 350 such that network traffic is transmitted 
from an application on the client computing device to the 
SOCKS5 proxy server executing on the client computing 
device 350. For instance, for some client computing devices 
350, the SOCKS5 proxy server may execute via a communi- 25 

cations port of the client computing device 350, e.g., port 
1080. In some embodiments, when a user of the client com­
puting device 350 wants to transmit information to a covert 
destination, the user would first initialize the proprietary com­
puter-readable instructions of decoy routing application 380 30 

and then open the application. 

The client computing device 350 also includes suitable 
input/output ports or may use the Interconnect Bus 368 for 
interconnection with a local display 354 and user interface 

15 356 (e.g., keyboard, mouse, touch screen) or the like serving 
as a local user interface for programming and/or data entry, 
retrieval, or manipulation purposes. Alternatively, server 
operations personnel may interact with client computing 
device 350 or controlling and/or programming the system 

20 from remote terminal devices (not shown in FIG. 3B) via the 
network 366. 

More specifically, mass storage 360 stores computer-read­
able instructions which when executed by processor 352 
cause processor 352 to open a decoy routing application 380. 
Once this decoy routing application 380 is open, all network 35 

traffic (e.g., to or from other applications executed by the 
processor) passes through the decoy routing application 380. 
In some embodiments, the decoy routing application 380 is 
configured to use a SOCKS5 proxy server that points to a port 
(e.g., port 1080) on the client computing device 350, and all 40 

network traffic passes through this port. In alternative 
embodiments, a subset of network traffic, or all network traf-
fic from a selected subset of applications passes through this 
port. In some embodiments, the decoy routing application 
380 is pre-configured with a large list of uncensored/decoy 45 

destination IP addresses to which messages intended for a 
covert destination can be sent. In alternative embodiments, 
the decoy routing application 380 searches across a large list 
of IP addresses and attempts to find a decoy destination, to 
which when packets are directed, results in a message from a 50 

decoy proxy is sent to the decoy routing application 380 of 
client computing device 350. For instance, this list of IP 
addresses may correspond to the list of IP addresses on a 
whitelist maintained by an adversary on the network 366. 
When a user of the client computing device 350 desires to 55 

contact a covert destination, or merely to communicate with a 
destination without an adversary or other monitoring service 
knowing who it is they are in fact communicating with, the 
decoy routing application generates communications that 
appear to be directed to the allowed destinations, but covertly 60 

includes a message to alert a decoy router, such as decoy 
router 204 (FIG. 2), that the client computing device 350 
actually intends to communicate with a network device at a 
different IP address. The decoy router can then route the 
packet accordingly to create a covert communication channel 65 

as described above and further below. In certain embodi­
ments, the decoy routing application 380 can divide a com-

The components contained in the processor 302 are those 
typically found in general purpose computer systems used as 
servers, workstations, personal computers, network termi­
nals, and the like. The same or similar components can also be 
found in many portable electronic and computing devices 
including, smart phones, personal digital assistants, and tab­
lets. In fact, these components are intended to represent a 
broad category of such computer components that are well 
known in the art. 

The systems, devices and methods for decoy routing and/or 
covert channel bonding described herein may be performed in 
either hardware, software, or any combination thereof, as 
those terms are currently known in the art. In particular, the 
methods described herein may be carried out by software, 
firmware, or microcode operating on a computer or comput­
ers of any type. Additionally, software embodying the sys­
tems and methods described herein may comprise computer 
instructions in any form (e.g., source code, object code, inter­
preted code, etc.) stored in any non-transitory computer-read­
able medium (e.g., ROM, RAM, magnetic media, punched 
tape or card, compact disc (CD) in any form, DVD, etc.). 
Accordingly, the systems and methods described herein are 
not limited to any particular platform, unless specifically 
stated otherwise in this disclosure. 

In some embodiments, the methods described herein with 
respect to FIGS. 1, 2, 3A-B, 4, SA-C and 6 may also be 
realized as a software component operating on a conventional 
data processing system such as a UNIX workstation, MAC 
computer, or Windows PC. In such an embodiment, the pro­
cess may be implemented as a computer program written in 
any of several languages well-known to those of ordinary skill 
in the art, such as (but not limited to) C, C++, FORTRAN, 
Java or BASIC. The process may also be executed on com­
monly available clusters of processors, such as Western Sci­
entific Linux clusters, which are able to allow parallel execu­
tion of all or some of the steps in the present process. In some 
embodiments, the methods described herein may be per­
formed on a processor of a suitable portable device, such as a 
smartphone, personal data assistant (PDA), mobile phone, 
tablet computer, etc., with a communication link to a network, 
e.g., via a satellite, a 802.11 Wi-Fi, or a cellular network link. 

FIG. 2 illustrated a system 200 for decoy routing, and with 
respect to FIGS. 3A and 3B, the components of the system 
200 were further described. FIG. 4 illustrates a process 400 
for decoy routing that may be implemented using the systems 
200, 300 and 350 described above with respect to FIGS. 2, 3A 
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and 3B. In the decoy routing process 400, communications 
between a client computing device and a covert destination 
only occur in a manner such that they would be perceived 
(e.g., by a adversary) as communications occurring between 
the client computing device and a decoy destination. 

In the discussion that follows, it is assumed that the client 
computing device includes a computing device which in turn 
includes a processor, e.g., processor 3S2 of client computing 
device 3SO (FIG. 3B). This processor executes computer­
readable instructions which cause the processor to execute a 
decoy routing application, e.g., application 380 of FIG. 3B. 
The processor executing this decoy routing application per­
forms the steps of the process 400 of FIG. 4. In the decoy 
routing process 400, packets of data are transmitted between 
a client computing device and one or more devices on a 
network. Each packet is transmitted over any suitable IP 
communications channel, such as a VoiP, TLS, SSL, HTTPS, 

16 
ments, the random number may include an encrypted 64 bit (8 
byte) string. In certain embodiments, this random number is 
encrypted and can only be decrypted by a decoy router or 
decoy proxy executing a suitable decoy routing application. 

FIG. SB is a second schematic of an IP packet SSO for a TLS 
application protocol used by a decoy routing or covert chan­
nel bonding system illustrating exemplary TLS "Client" mes­
sage SS4 and "Decoy Proxy" message SS6 that are transmit­
ted via a TLS application protocol between a client 

10 computing device and a decoy proxy. The illustrative IP 
packet SSO in FIG. SB does not include all the fields that 
would appear in a typical IP packet, nor does it include the 
fields in the order they may appear in an IP packet. Neverthe­
less, the illustration in FIG. SB shows that IP packet SSO that 

15 is used in a TLS application protocol. IP packet SSO includes 
several fields of a TLS record after source and destination IP 
addresses SS2a: a frame type SS2b, a TLS version indication 
SS2c, a TLS message length SS2d, a TLS application record 
SS2e, a session identifier SS2f, and other information SS2g. 
As with packet SOO, the address SS2a of packet SSO includes 
the IP address of the client computing device S62 and a decoy 
destination S68. The application record SS2e may include a 
message SS4 including a new communications session key. 
The message SS4 may also include a control message. The 

or TCP-over-DNS. In the discussion that follows, embodi­
ments will be described in terms of TLS communications. 
Those skilled in the art will realize that process 400 can be 20 

employed with any suitable set of the abovementioned com­
munications channels. TLS is a communications channel 
between a client computing device and a server, or other 
network device such as a decoy proxy, which provides for 
secure communications over a link in a network. TLS gener­
ally uses asymmetric keys to authenticate, encrypt or decrypt 

25 message SS4 is encrypted with the client computing device's 
public key and signed with the decoy proxy's private key, and 
optionally, may be encrypted with a suitable communications 
session key. In return, the client computing device transmits a 
packet to the decoy proxy with a message SS6 including, e.g., 

a message within a TLS record that travels between the client 
computing device and server. A standard TLS record can be 
up to several kilobytes in length and includes several fields. 
One of these fields includes a random number of 28 bytes in 
length. This field can hold any 28 bytes of information, such 
as an encrypted message that a decoy router searches for in 
packets originating from the client computing device 3SO 
(FIG. 3). In some embodiments, the message may include a 
particular number appearing in the packet, or a sequence of 
values or numbers appearing in the packet, or even a permu­
tation of values or numbers appearing in the packet. In some 
embodiments, the value may be any suitable string. 

FIG. SA is a first schematic of a TLS Client Hello record 
within an IP packet SOO for a TLS handshake protocol used by 
a decoy routing or covert channel bonding system, such as 
system 200 in FIG. 2. The illustrative IP packet SOO in FIG. 
SA does not include all the fields that would appear in a 
typical IP packet, nor does it show these fields in the order 
they may appear in an IP packet. Nevertheless, the illustration 
in FIG. SA shows that IP packet SOO includes various fields, 
typical of fields in standard IP packets used in a TLS hand­
shake protocol that include a TLS ClientHello record after a 
source and destination IP addresses field S02a: a frame type 
S02b, a TLS version indicator S02c, a TLS message length 
S02d, a random number S02e, a session identifier S02f, and 
other information S02g. TLS ClientHello record may be 
transmitted as part of a TLS handshake protocol between a 
client computing device and a decoy proxy. Random number 
S02e might be an actual random number or it might be an 
encrypted signal from the client that only a decoy router could 
decrypt. When used in the decoy routing process 400, the TLS 
control message indicates, in a fashion that cannot be under­
stood by a network component without the proper decryption 
key(s), that the packet is to delivered to a destination IP 
address (e.g., for a covert destination) that is different from 
that indicated in the field S02a-for the decoy destination. 
This message may not include the covert destination's IP 
address; it need only include an indication that the packet is 
not to be forwarded to the decoy destination. In some embodi­
ments, the TLS record includes a message, referred to as a 
"sentinel," that includes a random number. In some embodi-

30 a new TLS communications session key. The message SS6 
may also include a control message. The message SS6 is 
encrypted with the client computing device's private key and 
signed with the decoy proxy's public key, and optionally 
includes additional encryption with a suitable communica-

35 tions session key. Once both messages SS4 and SS6 are trans­
mitted and received, a secure TLS communications channel/ 
connection is established between the client computing 
device and the decoy proxy. When used in the decoy routing 
process 400, these messages between the client computing 

40 device to the decoy router and/or decoy proxy may indicate, 
in a fashion that cannot be understood by a network compo­
nent without the proper decryption key(s ), the IP address of a 
covert destination for which the packet is intended. 

FIG. SC is a timing diagram S61 for establishing commu-
45 nications S60 and transmitting packets S86 via a TLS com­

munications channel between a client computing device S62, 
a decoy router S64, a decoy proxy S66, a decoy destination 
S68, and a covert destination S70 using a TLS communication 
channel of a decoy routing or covert channel bonding system, 

50 such as system 200 of FIG. 2. 
The decoy routing process will now be described with 

continued reference to FIGS. 4, SA, SB and SC. The decoy 
routing process SOO begins when decoy router S64 receives a 
packet SOO from a client computing device S62 (step 402). 

55 The decoy router S64 determines if the packet SOO is intended 
for a covert destination on the network such as covert desti­
nation S70. In some embodiments, the packet is received after 
a TLS communications session has already been established 
between the client computing device S62 and the decoy des-

60 tination S68. In some embodiments, this includes decoy 
router S64 examining the random number S02e of packet SOO. 
As discussed above, the random number S02e may include 
information S04 including a control message from the client 
computing device, an encrypted session key or information 

65 encrypted with the session key for the TLS communication 
session. In some embodiments, if the packet is intended for a 
covert destination, the control message indicates the covert 
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destination's IP address. In other embodiments, if the packet 
is intended for a covert destination, the control message indi­
cates that the message must be forward to a decoy proxy, but 
does not include the covert destination's IP address. The 
decoy router 564 examines this random number and deter­
mines if the random number includes a control message that 
indicates that packet 500 should be re-routed towards a covert 
destination 570 (step 404). If decoy router 564 determines 
that the TLS packet is intended for a covert destination 570, 
decoy router 564 forwards the packet on to decoy proxy 566 
(step 406). This decoy router process is indicated as line 572 
in the timing diagram 561. If the packet is not intended for a 
covert destination 570, the packet is forwarded on to its des­
tination (step 414) and the decoy router examines the control 
message within the next TLS packet it receives (step 402). As 
discussed above with respect to FIG. 2, preferably, the decoy 
router is configured to examine each and every packet passing 
through it for potential decoy routing. Thus, in one embodi­
ment, as much of the functionality of the decoy router as 
possible is hardwired into an integrated circuit, such as an 
application specific integrated circuit (ASIC) so as not to 
introduce undue latency in the network. In addition, in certain 
embodiments, routers serving as decoy routers may include a 
plurality of decoy routers operating in parallel to further 
reduce latency. In some embodiments, a TLS communica­
tions session is first established between the client computing 
device and a decoy destination prior to the decoy router redi­
recting the traffic flow to a decoy proxy. In these embodi­
ments, a RST message would have to be sent to the decoy 
destination prior to redirecting the traffic flow. 

With continued reference to FIGS. 4 and 5A-5C, the decoy 
routing process 400 continues when a packet is redirected by 
the decoy router 574 to the decoy proxy 566 (step 408). The 
decoy proxy 566 and client computing device 562 establish 
and maintain a communications channel between one 
another, in a manner similar to that described with reference 
to FIG. 5B above. A TLS packet is sent from the client 
computing device 562 to the decoy destination 568. Upon 
receiving this packet from the decoy router 564, the decoy 
proxy 566 does not take any action to re-route packets of data 
to the covert destination 570 until this secure TLS communi­
cations channel is established. In some embodiments, decoy 
router 564 or decoy proxy 566 sends a reset (RST) message to 
the decoy destination 568. For instance, in situations in which 
certain packets form the client computing device 562 have 
already reached decoy destination 568, a RST message would 
be required to ensure that the decoy destination does not 
continued to send packets back to the client computing device 
562. In other embodiments, the decoy router is not located at 

18 
decoy proxy 566. These steps are indicated as lines 574, 576 
and 578 in timing diagram 561 of FIG. 5C. 

Secure TLS communications are established between cli­
ent computing device 562 and decoy proxy 566 using hand­
shake messages. Decoy proxy 566 sends a packet 550 to client 
computing device 562. The packet 550 includes IP addresses 
552a, a frame type 552b, a TLS version indication 552c, a 
TLS message length 552d, a random number 552e, a session 
identifier 552/, and other information 552g. As with packet 

10 500, the address 552a of packet 550 includes the IP address of 
the client computing device 562 and the decoy destination 
568. The random number 552e may include a handshake 
message 554 including a TLS "Clienthello" message and 
optionally, a new communications session key. The TLS 

15 handshake message 554 is encrypted with the client comput­
ing device's key, signed with the decoy proxy's private key, 
and may include additional encryption with a suitable com­
munications session key. In return, client computing device 
562 may acknowledge the message from the decoy proxy 566 

20 by transmitting a TLS "Serverhello" message back to decoy 
proxy 566 which optionally includes a new communications 
session key. The TLS handshake message 556 is encrypted 
with the client computing device's 562 key and with the 
decoy proxy's 566 public key, and may include additional 

25 encryption with a suitable communications session key. Once 
both TLS handshake messages 554 and 556 are transmitted 
and received, a secure TLS communications channel or con­
nection is established between client computing device 562 
and decoy proxy 566. This handshake process is indicated as 

30 lines 580, 582, and 584 in the timing diagram 561 of FIG. 5C. 
Once communications are established between client com­

puting device 562 and decoy proxy 566, packets of data may 
be transmitted from client computing device 562 to covert 
destination 570 as indicated in lines 588 and 590 in timing 

35 diagram 561 of FIG. 5C (step 410). In order to transmit 
packets, decoy router 566 and/or decoy proxy 566 modifY the 
packet (592 in timing diagram 561 of FIG. 5C) on packet 500 
to replace the decoy destination IP address with the covert 
destination IP address, and the source IP address with the 

40 decoy proxy IP address, thus ensuring that the packet 500 
includes the correct destination IP address so that it is prop­
erly communicated to covert destination 570. In this manner, 
a packet 500 intended for covert destination 570 that would 
have otherwise been blocked by an adversary in the same 

45 network as client computing device 562, is securely deliv­
ered. Similarly, for packets returning to the client computing 
device 562 from the covert destination 570, the covert desti­
nation 570 transmits a packet to the decoy proxy 566, which 
again modifies the packet, replacing the source IP address 

50 with the IP address of the decoy destination and the destina­
tion IP address with the IP address of the client computing 
device 562. 

a network gateway, and thus sending a RST message of this 
type is required because other routers and/ or proxy servers in 
the network may have routed packets from client computing 
device 562 to decoy destination 568. In still other embodi­
ments, ifthere are multiple decoy routers in a network, send­
ing a RST message of this type would be required because 55 

other routers and/or proxy servers in the network may have 
routed packets from client computing device 562 to decoy 
destination 568. For instance, in some embodiments, a TLS 
communications session is first established between the client 
computing device and a decoy destination prior to the decoy 
router redirecting the traffic flow to a decoy proxy. In these 
embodiments, a RST message would have to be sent to the 
decoy destination prior to redirecting the traffic flow. At this 
point in time, the perceived communications (e.g., as per­
ceived by an adversary) between the client computing device 
562 and the decoy destination 568 are actually communica­
tions occurring between client computing device 562 and 

FIG. 6 illustrates a process 600 for covert channel bonding 
that may be implemented using the systems 200, 300 and 350 
described above with respect to FIGS. 2, 3A, and 3B. Covert 
channel bonding process 600 includes a decoy routing 
method such as process 400 of FIG. 4. 

In a covert channel bonding process 600, multiple secure 
communications channels are established between a client 

60 computing device and one or more decoy proxies using the 
decoy routing process 400 of FIG. 4. At least two packets 
within a stream of packets of data are split by a client com­
puting device and then transmitted from the client computing 
device via distinct communications channels to a decoy 

65 router, and subsequently to a set of these decoy proxies. This 
splitting is performed by a processor 352 (FIG. 3B) of the 
client computing device based on computer-readable instruc-
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it is delivered to covert destination 570. Subsequently, addi­
tional packets in the TCP/IP flow are transmitted in this man­
ner to covert destination 570, and the received packets are 
reassembled into the stream of packets at covert destination 
570 (step 610). Similarly, for packets returning to the client 
computing device 562 from the covert destination 570, the 
covert destination 570 transmits a packet to the decoy proxy 
566, which again modifies the packet by replacing the source 
IP address with the IP address of the decoy destination and the 

tions stored on memory 360 (FIG. 3B). The packets are sub­
sequently delivered to a covert destination where they are 
reassembled into the stream of packets that was originally 
split by the client computing device. The secure communica­
tions channels may include one or more ofTLS, VoiP, TCP­
over-DNS, and web requests over HTTPS, etc. For each of 
these channels, it would be apparent to one of ordinary skill in 
the art that the packets 500 (FIG. SA) and 550 (FIG. SB) 
discussed with respect to TLS could be modified for covert 
channel bonding process 600 to use a variety of types of 
packets. 

10 destination IP address with the IP address of the client com-

With continued reference to FIGS. SA-SC and 6, covert 
channel bonding process 600 begins when decoy router 564 
receives at least two packets of a stream of packets from a 
client computing device 562 (step 602). In some embodi- 15 

ments, there may be a plurality of decoy routers, each decoy 
router receiving a packet of the at least two packets. In some 
embodiments, the at least two packets are received after a TLS 
communications session has already been established 
between the client computing device 562 and the decoy des- 20 

tination 568. For each of the received packets, the decoy 
router 564 determines if a respective packet is intended for a 
covert destination 570 by examining the packet 500, as 
described above with respect to process 400 (FIG. 4), and if 
the packet is intended for a covert destination 570, the decoy 25 

router 564 forwards the packet 500 to one or more decoy 
proxies, e.g., decoy proxy 566 (step 606). This decoy router 
forwarding process is indicated as line 572 in the timing 
diagram 561 (FIG. SC). If the packet is not intended for a 
covert destination 570, the packet is forwarded to its destina- 30 

tion (step 614) and the decoy router examines the control 
message within the next packet it receives from client com­
puting device 562 (step 602). 

With continued reference to FIGS. SA-SC and 6, the covert 
channel bonding process 600 continues when the received 35 

packets are redirected by the decoy router 564 to one or more 
decoy proxies such as decoy proxy 566 (step 606). Each 
decoy proxy then establishes and maintains a secure commu­
nication channel with client computing device 562, as dis­
cussed above with respect to decoy routing process 400 (FIG. 40 

4). Once a secure communications channel is established 
between client computing device 562 and decoy proxy 566, 
one or more packets are transmitted from client computing 
device 562 and received by covert destination 570 (step 608). 
In some embodiments, packets are addressed to a set of decoy 45 

destinations and transmitted via the same communications 
channel (e.g., TLS) from a client computing device, through 
one or more decoy routers and/or one or more decoy proxies, 
to a single covert destination, where the packets are reas­
sembled into the original stream of packets. In other embodi- 50 

ments, packets are transmitted via two different communica­
tions channels (e.g., TLS and VoiP) from one or more decoy 
routers to a set of decoy proxies and then on to a single covert 
destination, where the packets are reassembled into the origi­
nal stream of packets. In still other embodiments, packets are 55 

transmitted from a client computing device, through one or 
more decoy routers and/or decoy proxies, to a single decoy 
proxy, where the packets are reassembled into the original 
stream of packets, and subsequently transmitted to a covert 
destination. 60 

In order to transmit these packets such they do not get 
detected by an adversary in the same network as client com­
puting device 562, decoy router 566 and/or one or more of the 
decoy proxies may modify the packet (592 in timing diagram 
561) on packet 500 to replace the decoy destination IP address 65 

with the covert destination IP address thus ensuring that 
packet 500 includes the correct destination IP address so that 

puting device 562. 
The invention may be embodied in other specific forms 

without departing from the spirit or essential characteristics 
thereof. The forgoing embodiments are therefore to be con­
sidered in all respects illustrative, rather than limiting of the 
invention. For example, as suggested above, the system may 
be employed in situations where the goal is not to circumvent 
a sensor, but instead to provide additional privacy for sensi­
tive communications. 

What is claimed is: 
1. A method for transmitting data from a client computing 

device in a restricted network to a covert destination using 
decoy routing, comprising: 

receiving, by a decoy router, a packet of data addressed to 
a decoy destination but intended for a covert destination; 

determining, by the decoy router, based at least in part on a 
message within the packet, that the packet is intended for 
a covert destination; 

directing, by the decoy router, the packet to a decoy proxy; 
establishing, by the decoy proxy, a communication channel 

with the client computing device over which communi­
cations between the decoy proxy and the client comput­
ing device appear to other devices on the network to be 
communications between the client computing device 
and the decoy destination; 

receiving, by the decoy proxy, a second packet of data from 
the client computing device addressed to the decoy des­
tination; 

forwarding, by the decoy proxy, the second packet to the 
covert destination. 

2. The method of claim 1, wherein the packet is an Internet 
Protocol (IP) packet. 

3. The method of claim 1, wherein the packet is transmitted 
via one of voice-over-internet protocol (VoiP), Transport 
Layer Socket (TLS), Secure Socket Layer (SSL), secure 
hypertext transfer protocol (HTTPS), and transport commu­
nication protocol over domain name server (TCP-over-DNS) 
channel. 

4. The method of claim 1, wherein establishing communi­
cations includes establishing a Transport Layer Security 
(TLS) channel between the client computing device and the 
decoy destination. 

5. The method of claim 4, wherein establishing communi­
cations includes transmitting a sentinel between the decoy 
proxy and the client computing device. 

6. The method of claim 1, wherein establishing communi­
cations further includes: 

providing an encryption key for the communications 
between the client computing device and the decoy 
proxy, and 

encrypting at least a portion of the first, second or any 
subsequent packet of data using the encryption key. 

7. The method of claim 1, wherein the communication 
channel between the decoy proxy and the client computing 
device circumvents IP filtering carried out by an intervening 
network device. 
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8. The method of claim 1, further comprising: 
modifying, by the decoy proxy, the packet, wherein modi­

:tying includes replacing a destination IP address of a 
packet with a new destination IP address. 

9. A method for transmitting data via covert channel bond­
ing, comprising: 

receiving, by a plurality of decoy routers, at least two 
packets from a client computing device, wherein each of 
the at least two packets is addressed to a respective decoy 
destination but intended for a covert destination, the at 10 

least two packets are part of a stream of packets, and the 
at least two packets are transmitted over a first and a 
second communications channel; 

determining, by the decoy routers, based at least in part on 
a message within each of the at least two packets, if the 15 

packets are intended for the covert destination; and 
forwarding, by the decoy routers, the at least two packets to 

a decoy proxy. 
10. The method of claim 9, further comprising: 
establishing, by the decoy proxy, a first communications 20 

channel between the client computing device and the 
decoy proxy over which communications between the 
decoy proxy and the client computing device appear to 
other devices on the network to be communications 
between the client computing device and the decoy des- 25 

tination; 
receiving, by the decoy proxy, a second packet of data from 

the client computing device addressed to the decoy des­
tination; 

forwarding, by the decoy proxy, the second packet to the 30 

covert destination. 
11. The method of claim 9, further comprising: 
receiving, at the decoy proxy, the at least two packets over 

the first and second communication channels; and 
assembling, at the decoy proxy, the at least two packets to 35 

obtain the stream of packets. 

22 
establishing a communication channel with a client 

computing device that transmitted the packet over 
which communications appear to other devices on the 
network to be communications between the client 
computing device and the decoy destination instead 
of the client computing device and the covert destina­
tion; 

receiving one or more additional packets of data, 
addressed to the decoy destination but intended for the 
covert destination, from the client computing device; 
and 

forwarding the one or more additional packets to the 
covert destination. 

18. The system of claim 17, wherein the communications 
channel is selected from a group comprising at least secure 
socket layer (SSL), transport layer security (TLS), secure 
hypertext transfer protocol (HTTPS), and voice-over-internet 
protocol (VoiP). 

19. The system of claim 16, wherein the decoy router is 
coupled to a network gateway for a network including the 
covert destination. 

20. A non-transitory computer readable medium for decoy 
routing including computer-readable instructions, which 
when executed by a processor, cause the processor to: 

generate a packet of data addressed to a decoy destination 
that includes a message indicating the packet of data is 
intended for a covert destination; and 

transmit the packet from a client computing device to the 
decoy destination. 

21. The non-transitory computer readable medium of claim 
20, further comprising computer-readable instructions, 
which when executed by a processor, cause the processor to: 

establish a communication channel with a decoy proxy 
over which communications appear to other devices on 
the network to be communications between the client 
computing device and the decoy destination instead of 

12. The method of claims 11, wherein establishing com­
munications includes sending a sentinel between the client 
computing device and a respective decoy proxy. 

13. The method of claim 9, further comprising: 

the client computing device and the covert destination. 
22. The non-transitory computer-readable medium of 

claim 20, wherein the communications channel is a secure 
40 communications channel. 

receiving, at the covert destination, the at least two packets 
over the first and the second communications channel; 
and 

assembling, at the covert destination, the at least two pack­
ets to obtain the stream of packets. 

14. The method of claim 9, wherein the first and second 
network communication channels are selected from a group 
comprising at least secure socket layer (SSL), transport layer 
security (TLS), secure hypertext transfer protocol (HTTPS), 
and voice-over-internet protocol (VoiP). 

15. The method of claim 9, further comprising: 
modifying, by the decoy proxy, the at least two packets, 

wherein modifying includes replacing a respective des­
tination IP address of a respective packet with a respec­
tive new destination IP address. 

16. A system for transmitting data from a client computing 
device to a covert destination, comprising: 

a decoy router for 
receiving a packet of data addressed to a decoy destina­

tion but intended for a covert destination; 
determining, based at least in part on a message within 

the packet, that the packet is intended for the covert 
destination instead of the decoy destination; and 

forwarding the packet to a decoy proxy. 
17. The system of claim 16, further comprising: 
a decoy proxy for 

receiving the packet of data; 

23. The non-transitory computer-readable medium of 
claim 20, wherein the secure communications channel is 
selected from a group comprising at least secure socket layer 
(SSL), transport layer security (TLS), secure hypertext trans-

45 fer protocol (HTTPS), and voice-over-internet protocol 
(VoiP). 
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24. A non-transitory computer readable medium for decoy 
routing including computer-readable instructions, which 
when executed by a processor, cause the processor to: 

receive a packet of data addressed to a decoy destination 
but intended for a covert destination; 

establish a communication channel with a client comput-
ing device that transmitted the packet over which com­
munications appear to other devices on the network to be 
communications between the client computing device 
and the decoy destination instead of the client comput-
ing device and the covert destination; 

receive one or more additional packets of data, addressed to 
the decoy destination but intended for the covert desti­
nation, from the client computing device; and 

forward the one or more additional packets to the covert 
destination. 

25. The computer-readable medium of claim 24, wherein 
the communications channel is a secure communications 

65 channel. 
26. The computer-readable medium of claim 24, wherein 

the secure communications channel is selected from a group 



US 8,595,818 B2 
23 

comprising at least secure socket layer (SSL), transport layer 
security (TLS), secure hypertext transfer protocol (HTTPS), 
and voice-over-internet protocol (VoiP). 

27. A non-transitory computer readable medium for decoy 
routing including computer-readable instructions, which 
when executed by a processor, cause the processor to: 

receive a packet of data addressed to a decoy destination 
but intended for a covert destination; 

determine, based at least in part on a message within the 
packet, that the packet is intended for the covert desti- 10 

nation instead of the decoy destination; 
forward the packet to a decoy proxy. 
28. The computer-readable medium of claim 27, wherein 

the packet is transmitted via a secure communications chan-
nel. 15 

29. The computer-readable medium of claim 27, wherein 
the secure communications channel is selected from a group 
comprising at least secure socket layer (SSL), transport layer 
security (TLS), secure hypertext transfer protocol (HTTPS), 
and voice-over-internet protocol (VoiP). 20 

* * * * * 
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