
U.S. AIR FORCE 

PROJECT RAND 
RESEARCH MEMORANDUM 

BEHAVIOR STRATEGIES IN FINITE GAMES 

F. B. Thompson 

RM-769 

22 January 1952 

Assigned to-----------

This is a working paper. It may be expanded, modified, or with­
drawn at any time. The views, conclusions, and recommendations 
expressed herein do not necessarily reflect the officio I views or 
policies of the United States Air Force. 

--------~--~R~nD~ 
1700 MAIN ST. • SANTA MONICA • CALIFORNIA----

Copyright 1952 
The RAND Corporation 



Report Documentation Page Form Approved
OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number. 

1. REPORT DATE 
22 JAN 1952 2. REPORT TYPE 

3. DATES COVERED 
  00-00-1952 to 00-00-1952  

4. TITLE AND SUBTITLE 
Behavior Strategies in Finite Games 

5a. CONTRACT NUMBER 

5b. GRANT NUMBER 

5c. PROGRAM ELEMENT NUMBER 

6. AUTHOR(S) 5d. PROJECT NUMBER 

5e. TASK NUMBER 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
Rand Corporation,Project Air Force,1776 Main Street, PO Box
2138,Santa Monica,CA,90407-2138 

8. PERFORMING ORGANIZATION
REPORT NUMBER 

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 

11. SPONSOR/MONITOR’S REPORT 
NUMBER(S) 

12. DISTRIBUTION/AVAILABILITY STATEMENT 
Approved for public release; distribution unlimited 

13. SUPPLEMENTARY NOTES 

14. ABSTRACT 
 

15. SUBJECT TERMS 

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 
ABSTRACT 
Same as

Report (SAR) 

18. NUMBER
OF PAGES 

20 

19a. NAME OF
RESPONSIBLE PERSON 

a. REPORT 
unclassified 

b. ABSTRACT 
unclassified 

c. THIS PAGE 
unclassified 

Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std Z39-18 





M.-769 

Summary: The relation between behavior 
strategies and mixed strategies is devel­
oped. Those game structures solvable by 
behavior strategies are characterized. 

BEHAVIOR STRATEGIES IN FINITE GA~iES 

F. B. Thompson 

-1-

Informal Discussion: In general, this paper is pointed to the 

development of the relation between behavior strategies and mixed 

strategies for finite games. The notion of behavior strategy was 

introduced by Kuhn [1]. A behavior strategy for a player consists, 

essentially, of a family of distribution functions, one for each 

information set of the player which assigns the relative frequency 

with which the various alternatives open to the player at that 

information set are to be played. Thus a behavior strategy differs 

from a mixed strategy in that it randomizes the alternatives at 

each move of a play rather than randomizing the pure strategies 

for entire plays. 

One may advance two reasons for studying behavior strategies. 

First, one may wish to consider a "player" as consisting of a team 

rather than just one person. In some cases it may be impossible 

to decide between plays what common strategy should be played and 

to communicate adequately during the play. Such a situation leads 

naturally to the study of behavior strategies. Secondly, and prob­

ably more important, it has been shown in a number of cases that 

it may be considerably easier first to solve a game in behavior 

strategies and then find a mixed strategy solution directly from 

the behavior strategies. This, of course, raises the problem as to 

when this is possible. 
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We shall again deal with the notion of game structure which 

was introduced in RM-759 [2]. It will be recalled that two games 

have the same structure if they differ at most in payoff [3] • 

For a fixed game and a given choice of mixed {behavior) strategies 

for the players, we shall denote by MHP (BHP) the amount which 

player. p may expect if these strategies are actually played. 

Dalkey has proved [4] that for a fixed game structure and any 
~ 

choice of behavior strategiesj5 for the players, there are cor-
-!~ -> -> 

responding mixed strategies cL such that MHP(c() == BHP((3) for all 

players and all payoffs. Kuhn [1] has defined the notion of 

perfect recall; a game structure has perfect recall if each player 

recalls at a given move both what he did and what information he 

had at all of his previous moves. Kuhn then proved that a suf-

ficient condition for the existence of a map carrying any choice 
-) 

of mixed strategies cJ... for the players into a choice of behavior 
~ -> __., 

strategies (3 such that MHP (d-) == BHP (j3) , for all players and all 

payoffs is that the game structure have perfect recall. We es-

tablish that Kuhn's condition is also necessary. The question 

arises whether there is such a mapping which is one-one. Although 

there are game structures for which the answer is "yes," they form 

a very restricted class. Eor example, the following game structure, 

with perfect information, is not such a structure: 

a b c d 

v 
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Two mixed {behavior) strategies for a player will be called 

equivalent if, for all strategies for his opponents and all pay­

offs, they give the same expectancy. There may be a strategy 

for a player and an information set U for the player such that 

the plays resulting from this strategy and any strategies of the 

opponents will never intersect U. In this case strategies which 

differ from the given strategy only at U will be equivalent to it. 

We shall show that this is the only way equivalences among behavior 

strategies can arise. On the otherhand this is not true of mixed 

strategies. For example, in the structure: 

a b c d v 
no two behavior strategies are equivalent, while it is easy to 

find one dimensional equivalence classes of mixed strategies 

(one easily shows that equivalence classes of mixed strategies 

are convex). We establish that a necessary and sufficient con-

dition that there be a one-one correspondence between equivalence 

classes of mixed strategies and equivalence classes of behavior 

strategies which preserves expectant payoffs is that the structure 

have perfect recall. 

The notion of characteristic function for a game has been 

defined by von Neumann [5]. It assigns to each coalition of 

players the maximum amount which they can insure themselves by 

mixing their pure strategies against the combined onslaught of 

their opponents. A similar characteristic function can be de­

fined for behavior strategies. In many cases the values for 

behavior strategies will be less than those for the mixed strategy 



RM-769 -4-

function. We shall say that a game structure is solvable by 

behavior strategies if, for every payoff, the characteristic 

function for behavior strategies is the same as the characteristic 

function (for mixed strategies). By Kuhn's result mentioned above, 

it follows that a sufficient condition for solvability by behavior 

strategies is perfect recall. It can be shown that this condition 

is not necessary. For example, the structures: 

a b c d e f a b c d e f g 

are solvable by behavior strategies. In order to characterize 

those games which are solvable by behavior strategies, we first 

define a notion of weak equivalence of game structures. If there 

exist one-one correspondences between sets of players and between 

end-points of two game structures so that for any pair of payoffs 

which assign the same number to corresponding end-points the mixed 

(behavior) strategy characteristic functions assign the same value 

to corresponding coalitions, then the two structures are weakly 

equivalent for mixed (behavior) strategies. This notion is con­

trasted to the notion of strong equivalence where there are one-one 

correspondences between equivalence classes of strategies which 

preserves expectancy under all payoffs. It is proved that$rong 

equivalence implies weak equivalence and weak equivalenc.e implies 

isomorphism of reduced normal forms [6]. The converses are shown 

to hold for mixed strategies; however neither converse holds for 

behavior strategies. It is then shown that a·game structure is 
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solvable by behavior strategies if and only if it is weakly equiv­

alent to a structure (in the wider sense) which has perfect recall. 

The proof is constructive and actually characterizes those games 

solvable by behavior strategies in a manner independent of the 

notion of strategy. 

Formal Presentation: We shall assume familiarity with notations, 

definitions and results of the formal part of RM-759. To emphasize 

this we shall continue the enumeration of definitions and theorems 

from that paper. There is one correction to a definition given 

there which is important for our results here. We shall assume 

that if a is a move, then Aa has at least two elements, i.e. when 

a player is called upon to move he has a choice of at least two 

alternatives. 
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Definition 22: Let G = < G, <, P, R, I> be a game structure. 

By a play of Q_we shall mean a maximal chain of G under <. Let £ 
be the set of all plays of G. 

Definition 23: Let G be a game structure, PEi•:•. j3 is a 

behavior strategy for p if j9 is such a function on p that (i) 

for aEp,j1(a) =j9a is a probability distribution on Aa; (ii) if 

a,b~p, alb, a'EAa,b'EAb, and a'Rb', then;9 a(a') = i-9b(b'). Let 

BSp be the set of behavior strategies for p ; let BS be the 

Cartesian product of all BSp for p€£*• 

Definition 24: Let G be a game structure pE£*, n is a mixed 

strategy for p if n is a probability distribution on Sp. Let MSp 

be the family of all mixed strategies for p ; let MS be the Cart­

esian product of the MSp for pE£*• 

Definition 25: Let < Q, h > be a game, pe£*· Then the behavior 

strategy payoff matrix for p 1 is the function BHp1 on BS such that 

for j3e BS: 
-'t 

BHp 1 ((3) 

QE.Q 

TI 
p€£* 

1T 
a6pnQ 
bEAanQ 

where e*(Q) is the unique element of QnE. 

)3p,a(b)-h(e*(Q),p 1 ) 

Definition 26: Let < Q, h >be a game, pE!*· Then the mixed 

, strategy payoff matrix for p1 is the function MHp 1 ,on r.~s such that 

for nEMS: 
~ 

h(e(d-), p1 ). 

Lemma 27: Let G':;.G, G'-rl\, be such that if a,bEG' then not 

Let d1ES; L _., -Y a~p, a/InG' 
-> 

aib. sr = c~-- I c<e: s and if """ thencX.p(a) = 

;J,,p(a)] TT TI 
-i> . Then for ;8E BS, L: j.9p,a(d.. p(a)) 

olE S 1 pe£* aE.G 'np 
= ]. 
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Proof: By induction on the number of information sets which 

intersect G'. 

Theorem 28 (Dalkey): Given a game structure Q, there are 

functions ~p' for p£.f*, which map BSp into MSp in such a way that 

whenever < Q, h > is a game and ;8€ BS, BHp(ft) = f.1Hp(~) for pE!*, 

where ~p(,Bp) =d..p for all pE-.f*• 

Proof: The theorem follows by direct application of the def-

initions and simple manipulations using lemma 27. 

Definition 29: (Kuhn) Let G be a game structure. Q has per­

fect recall if, for pE£* and a,b~p such that a<b, the following 

condition is satisfied: For a'£Aa, let Ra = (dl for some ct=a/I, 

and C'€ Ac"a'/R,c'<d}. Then for some a'~Aa, b/I Ra}. 

Theorem 30: Let G = < G,< , P, R, I> be a game structure 

such that In(ExE) is the identity relation on E. Then there are 

functions 9p, for p~~*, which map MSp into BSp in such a way that 

whenever < Q, h > is a game and cl~MS, MHp(t) = BHp(pl for pe.,.E>:~, 
..... 

where 9p(~p) =;9 p for all p€P*, if and only if G has perfect re-

call. 

Proof: The sufficiency has been proved by Kuhn. ci1e establish 

the necessity. 

Suppose there are functions 9p as described and that G does 

not have perfect recall. Thus for some p 1 €£~, a,b 1 ,b2ep, a<b 1 ,b 1Ib 2 

and if c 1EAa, c 1 ~b 1 , c 2EAd, c 2~b2 and c 1Rc 2 , then not aid. Let c 1 , 

c 3 E Ab 1 , c 2 EAb2 be such that c 1 -t c 3 and c 3 Rc 12 • Let ot._(i)ES be such 

that c.<e{oL(i)) and, if d is such that not dia and, for J 1 or 2 
~- -i> • - ( 1 ) ( 2 ) 

and all d'Id, d'=f e(o(. (J)), then J_ d/p(d) =d., d/p(d). 
->(2) ..;>(2) 

esis we may also chaise ~ so that Olp 1 (a) f. b 1 • 

By our hypoth­, 
For d = 1,2,3, 

let hi be such that< Q, hi >is a game and hj (e,p) is 

ci~e and o otherwise. 

1 if 
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Let ~EMS be such that for pe!*, i ~ 1 or 2, tp(dtp(i)) = l/2 

if~p(,)~jp(z), and rip(~p(i)) E 1 otherwise. 

TT ftp(;lp) hi ( e (J), Pd 
i -> 

MHp 1 (n) .. L: 
-;:> 
ote:s 

.. L 
-> 

o(es 1 

1 ~ 
MHp 1 ( n)~ -II 

pE~* 

n 
-> 

c1::;: e (ol) J'€!* 

it p <ct p ( ,) ) > 0 • 

-> -? 
np~p) • 

2 -7 
Similarly MHp 1 (n)> 0. 

pE£* 
-~ ~ - {1) ~ 

Suppose c 3<e(oL) for someCii..ES. Now;lp 1 (b 1 ) = c 1 ~c3 , thusol.p1 
-~ ( 1 ) -~ T2 ) -> .-,\ ( 2 ) 

~P1 ; o(..p 1 (a)f b 1:Sc 3 and therefore d..p 1-fol-p 1 • Consequently .., 
np 1 (oi..p 1 ) = 0, and 

t·mb1) (!t):S -> L: ~ 
r)._€ S, c:=:e (d..) 

.:.> 
ep(7tp) Let j3EBS be such that 

i ..., 
BHp 1 V3) L:: 1T 

QE,S I>£!>; 

= L: 1T 
QGQ, c .EQ pEP* 

- l -

= lT TT 
PEE* CEp,d<c. 

de.Ac - 1 

i _, 
= MHp 1 ( n) 

:. lT TT Jp1 c(d) 

pe_E* C€p, d<c. 
d€Ac - ~ 

0 

-? 
=;Jp for pe£"~. 

TI 
-> 
j)p,c(d) h 1 (e*(Q),p1) 

ct:pl'lQ 
de:AcnQ 

n -? 
j3PJC(d) 

cepnQ 
dEAcnQ 
~ 

_4p,c(d) (by lemma 27) 

> 0 for i 1,2, 

= 0 for i = 3. 
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Thus for some pEP*, cep and d€Ac such that d<c 3 , fip,c (d) = o. 
If ctb 1 , then d~c 1 as well and BHb 1 ~) • 0 which is a contradiction, 

-> -? -> 
Thus c = b 1 ,d • c3 • But;1p,c(d) •fip,b 1 (c 3 ) =j?p,b2 (c2 ) since 

2 
b 1Ib2 and c2 Rc 3 • This implies BHp 1 V3) = 0 which is again a contra-

diction. 

Definition 31: Let G be a game structure, p 1 €~*· Then, for 

01, ~2€ [~~~!] _; 0"1 is equi:alen:> to 62 if, for ~Jcr~~) such 

that olp 1 "" o;, (3P 1 ""d2 and ~P ""(3p fo:; ¢~* - £p 1 J , then for all 

h for which< G, h >is a game, }MHp(~) ""MHp{.1)f for all pE~>:<. 

£
MSp] - LBHp{oL) = BHp(fi)J (mixed (_ 

Let * be the family of all equivalence classes of lbeh~vior_f 

BSp [MS*L E'1Sp' s} strategies; let LBS*J be the Cartesian product of the * .. 
BSp's 

Theorem 32: Let G be a game structure such that I0(EXE) is 

the identity relation on E. Let 6 1 , C52 E BSp 1 with 0 1 equivalent 

to cJ2• Suppose a€G is such that ~,at~,a. Then, fori= 1, 2, 

there are ci~a, cieAbi such that C)i,bi(c1 ) = o. 
Proof: Let CJ,, cr2 , a be such that the hypothesis is true, 

but the conclusion false. Without loss of generality we can assume 

that for all bep, b<a, cr, ,b = 6 2 ,b. Let deAa be such that 

d,,a(d)t cr2,a(d); let h be such that < Q, h > is a game and 

h(e,p 1) = 1 if d<e, h(e,p) = 0 otherwise. Let o....i eBS be such 

that a~, ~1 J.2 
= 6i, olp = p for pe.P>'.c - {P1) , and, if c~a, c€Ab and 

bepEJ:* - [P 1j, then d.~,a(b) = 1. Thus 

-)· 

TT lT 7~ BHp1 {ol1 ) = L ol.. ,b(c)· h(e*(Q) ,p 1 ) 

QE,S pE:~':< be:.pnQ 
ce.AanQ 

= 6i,a(d) (by lemma 27 and above assumption) 
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-)' ~ 

:. BHp 1 (o(l )t- BHp 1 (oL2) which is a contradiction. 

Theorem 33: Let G be a game structure such that In(EXE) is 

the identity relation on E. Then there are one-one correspondences 
* * _..., -l between BSp and MSp such that if j3p and oZ...p correspond for all p , 

_, -7 

BHp(ft) c MHp(~) for all p and all payoffs if and only if G has 

perfect recall. 

Proof: Follows from theorems 28, 30 and definition 31. 

Definition 34: Let G1 , Q2 be two game structures. Q1 is 

strongly equivalent to Q2 for ;;~:eiod strategies if there are 

biunique functions r, s and t such that: 

i) r is on P1* onto ~2*; 

ii) s is on ~ 1 * such that for p ! 1*, s(p) = sp is a biunique 

function on Sp* onto Sr(p)*; 

iii) t is on E1/I 1 onto E2 /I 2 ; 

iv) if h is a function such that< Q1 , h > is a game, and h' 

is defined on E2 so that h'(e2 ) 

then JMHp(c1) = MH'a(p) (alL for 
LBHp(J) = BH 1 r( p) (,8)j 

""'l* /3 r(p). 

= h(e 1 ) whenever e 1EE 1 and e2Et(e/I 1 ), 
...;. ...,. -> 
d..~o0ES 1 tr, ;3€fo Sz* and s (otp*) = 

p 

Definition 35: Let < Q, h > be a game. Urn is the characteristic 

function of < G, h > for mixed strategies if Urn is such a function on 

the fan ily of all subsets of P* that for _E 1cP':' and HSp 1 [nl n is 

a function on TI Sp; for J-ETI Sp, o.:::;:n (oL) ,::;1; and 
pe.Pl pEl: 1 

1t (ot) = 1] Um(.fl) == Max .frlin 
nEMSp 1 cte.IvlS p*- p 1 
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Definition 36: Let < G, h > be a game. uB is the character -

istic function of< Q, h> for behavior strategies if uB is such a 

function on the family of all subsets of P* that for !tS!~' 
-+ 

BHp ((3). 

Definition 37: Let Q1 , Q2 be two game structures. Q1 is 
. · • [mixed l. 

weakly equ1valent to Qz for lbehavio~ strategies if there are 

biunique functions r, t such that: 

i) r is on P 1* onto ! 2 *; 

11) t is on E1 /I 1 onto E2 /I 2 ; 

iii) if h is a function such that< Q1 , h >is a game and h' 

is defined on E2 so that h'(e 2 ) • h(e 1 ) whenever e 1€E 1 and e2~t(e 1 /I 1 ), 

then U 1 ~! • U 2~r*{P) for ~£~ 1 *, where r*(P) = fr(p)! P ~J· 
Theorem 38: If G1 , Q2 are strongly equivalent, then they are 

weakly equivalent. 

Proof: Immediate. 

Theorem 39: If Q1 , _Q2 are such that Iin(E1xE1 ) is the identity 

relation on E1 , and Q1 , G2 are weakly equivalent, then they have 

isomorphic reduced normal forms. 

Proof: Although not strictly true, we shall write as if 
{i) (i) 

E1 c E2 .. E,! 1* = ! 2 * = !*• For olESp let E oL- = {el for some 
-> -> -7 
oleSi' ol-p =d-. and ei (ol..) = e}. 

(1) Forcl 1 ,oZ2 ESp 1 , if Edt~~2 , then E~1 ; E~. 
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Suppose not. Let Eo(1 C Ecta, e2 ~~2 - Eo_.,. 
7 ~ -'> ..;. ...., 

Let j11 , jlz~S such that j11' p1 • oli and ,41 , p .. ;32, p for ?'0.!:*- {P1] , 
-) -> 

and e~2 ) • e 2 • Let e~1 ) m e 1 • Let a be the largest move such 

that a<e 1 ,a<e 2 , Since both e 1 ,e 2c~, we see that a f- p 1 • But by 

peP*- fp,£ • 
- tl ~(z) 

~ 

~2 , a,lp for 

Then there is a cJ... 2 E- Sp1 such that 

Suppose not. We consider two cases. 
(2) (z) (,) 

( i) For every olESp1 , there is an eEEoL- Eol1 • Let h be 

such a function on E~P* that< Gi' h >are games and h(e,p 1 ) = 1 
( 1) - -

if eeE~1 , h(e,p 1 ) c 0 otherwise. Let each pe!* -[p 1] play a mixed 

strategy which assigns the same frequency to each of his pure strat~ 
(z) {z) 

such that olp1 =d-.. 
lz) 

and h(e{ol),p 1 ) • 0, we see that no matter what mixed strategy ~ESp 1 p 1 

egie s. Since for every oli=Sp 1 , there is an ot.es 

might play his expectancy would be less than 1. However, if he plays 

dl 1 then his expectancy would be 1. However, in Q1 , if he plays ~1 , 

then he would receive 1 against any strategies of his opponents. 

Thus we have a contradiction of weak equivalence for mixed strategies. 

Clearly, using theorem 28, and the fact that ~1 is a pure strategy 

the sane result holds for behavior strategies. 
(z) (z) (,) 

(ii) There is an ot~ESp 1 such that Ed.2 CEcl.1 Now for every 
(,) l,) (z) 

d-€. Sp1 , there is an e~E d-- - Ecl.2 , for if not there would be an 
{,) (,) (2) {,) 

O..e.Sp1 such that Eo._~ Eo-2 c EoL1 , contradicting ( 1). Now we simply 

interchange the roles of Q1 and Q2 in (i). 

(3) For ol.. 1 , ct2 € Sp1 , ol-.1 is equivalent to ~2 if and only if _ 

E0.1 = Eciz. Clearly if ol1 and d. 2 are equivalent, then E0-1 ""Ec:i. 2 • 

If E 0... 1 c: EO.. 2 , we prove cl 1 and 0. 2 to be equivalent by proceeding in 

a manner similar to the proof of (1). 
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(4) If J_€ S, then () E1p contains exactly one element. In 

..., 
fact e (eo() o 

Putting (2), (3) and (4) together, the theorem is now immediate. 

Theorem 40: Let £!1, _Q2 be such that Iin(EixEi) is the identity 

relation on Ei. Then the following statements are equivalent: 

i) .Q 1 and G2 are strongly equivalent for mixed strategies; 

ii) .Q 1 and G2 are weakly equivalent for behavior strategies; 

iii) G1 and G2 have isomorphic reduced normal forms. 

Proof: After theorems 38 and 39, it is sufficient to prove 

that iii) implies i). This is perfectly straight forward. 

Theorem 41: Of the three statements for behavior strategies 

analogous to those of theorem 40, no two -are equivalent. 

Proof: It is sufficient to exhibit counter-examples. 

a b c d e f g h i j a b c d e f g h i j 

a b c d e f g h i j 

A and B are weakly but not strongly equivalent; B and C 

are not weakly equivalent but have isomorphic reduced normal forms. 
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Definition 42: A gane structure ,.2 is solvable by behavior 

strategies if, for every game< _Q, h >, U~ e ~ for all P~!*• 
Theorem 43: Let G be a game structure such that In (E~E) is the 

identity relation on E. Then G is solvable by behavior strategies 

if and only if it is weakly equivalent to a structure with perfect 

recall. 

Proof: Suppose .Q is weakly equivalent for behavior strategies 

to a structure G' with perfect recall. Then G, G' have isomorphic 

reduced normal forms, and thus are weakly equivalent in mixed strat­

egies. The mappings involved can easily be seen to correspond. The 

solvability of ,.2 now follows from Kuhn's result and the definitions 

of weak equivalence. 

Suppose Q is solvable by behavior strategies. We first check 

tm t if G'J:. G '' for i .. 2, 3, 4 (where ....! is defined in definition 

16 of RM-759) then G' and G'' are weakly equivalent. Therefore,by 

lemma 18, there are game st:Uctures Q1 , ••• , Gt such that .Q ~Q 1 , 

Qi..(ai+l for 1~ i< t and J • 2, 3, 4, such that: 

if a is a move of Qt, then Aa has exactly 

if ai<bi for i - 1, 2, then not a 1 Ib2 ; 

i) 

ii) 

iii) for some ordering of P*, say P* ::: {P1, •• 0 ' 

and i<J , then a<b. 

two elements; 

Pn}, if aEpi, 

We have assumed that in the structure Q, I was the identity 

relation on E. Now this _property is not preserved by~. However, 

we consider the following condition: 
-> -1' -? .:p 4 

iv) if for d.. 1 , ~E S, e(o<.. 1 )Ie(ot 2 ), then for any (Yes such 
-~- _, -> _.., 

that /Jp =di,p, i-= 1 or 2, for each pE£*, then e(jB) Ie(cX. 1 ) .. 
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It is straight forward to check that the fact that I is the 

identity relation on E implies iv) and that iv) is preserved 

under ,..e , ~ and 4 -. Thus without loss of generality we may 

assume that G has properties i) through iv}. 

Now the question is; how far can we inflate? We wish to show 

that if there is an information set which can be inflated under the 

relation ,t , but where this inflation would not pre~erve weak equiv­

alence, then G is not solvable by behavior strategies. If we 

establish this, then our proof is complete, for then the solvability 

of G would imply that G was in fact·weakly equivalent for be-

havior strategies to its normal form. 

Although the argument would not be brief, it can be ascertained 

that we may limit our attention to that p E.f* for which ae.pE:~*-

[ p
0 
J implies a<b for eo me be:pn. This is based on the possibility 

of reordering the players by a modification of definition 16 ivo 

Suppose there is an information set {a 1 , ••• , ak,b 1 , ••o bk}' 

for Pn such that aiRc;/, biRb/' and, for some ci' Aci = (a1 ,bi}" 

Suppose that if we break this information set into two: {a 1 , ••• , ak}' 

{b 1 , ••• , bk}' then the resulting structure Q' ,.2. .Q is not weakly 

equivalent for behavior strategies to the original G. Thus, for 

some h, < G, h > and < Q', h > are games and u8 {_~)t U' 8 (_£) 

for some PC P*. ---
Now :ruB(_f) ~ u8

' (f) for all P:-.f*· To show this it is suf-

ficient to show that U8 ({p})~B'([Pj) for pE~*, by the nature 

of A straight forward calculation using the definition of 

gives the desired result. It is immediate that u8 ' (_~)~uM' (.f) "" 

uM(£} for all .!:~!*· Thus for some £~.f*U8 (£) < uM(£) and there­

fore G is not solvable by behavior strategies. 
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A careful examination of the full proof of the last few 

steps yeilds enough information to characterize in terms of the 

game tree those situations of the above kinds where inflation 

preserves weak equivalence for behavior strategies. 
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