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A randomized gossip consensus algorithm on
convex metric spaces

Ion Matei, Christoforos Somarakis, John S. Baras

Abstract

A consensus problem consists of a group of dynamic agents whoseek to agree upon certain quantities of
interest. This problem can be generalized in the context of convex metric spaces that extend the standard notion
of convexity. In this paper we introduce and analyze a randomized gossip algorithm for solving the generalized
consensus problem on convex metric spaces. We study the convergence properties of the algorithm using stochastic
differential equations theory. We show that the dynamics of the distances between the states of the agents can be
upper bounded by the dynamics of a stochastic differential equation driven by Poisson counters. In addition,we
introduce instances of the generalized consensus algorithm for several examples of convex metric spaces together
with numerical simulations.

I. Introduction

Distributed algorithms are found in applications related to sensor, peer-to-peer and ad-hoc networks.
A particular distributed algorithm is theconsensus(or agreement) algorithm, where a group of dynamic
agents seek to agree upon certain quantities of interest by exchanging information among them, according
to a set of rules. This problem can model many phenomena involving information exchange between agents
such as cooperative control of vehicles, formation control, flocking, synchronization, parallel computing,
etc. Distributed computation over networks has a long history in control theory starting with the work of
Borkar and Varaiya [1], Tsitsikils, Bertsekas and Athans [25], [26] on asynchronous agreement problems
and parallel computing. A theoretical framework for solving consensus problems was introduced by Olfati-
Saber and Murray in [16], [17], while Jadbabaie et al. [7] studied alignment problems for reaching an
agreement. Relevant extensions of the consensus problem were done by Ren and Beard [19], by Moreau
[13] or, more recently, by Nedic and Ozdaglar [14], [15].

Network topologies change with time (as new nodes join and old nodes leave the network) or exhibit
random behavior due to link failures, packet drops, node failure, etc. This motivated the investigation
of consensus algorithms under a stochastic framework [6], [10], [11], [18], [20], [21]. In addition to
network variability, nodes in sensor networks operate under limited computational, communication, and
energy resources. These constraints have motivated the design of gossip algorithms, in which a node
communicates with a randomly chosen neighbor. Studies of randomized gossip consensus algorithms can
be found in [2], [22].

In this paper we introduce and analyze a generalized randomized gossip algorithm for achieving
consensus. The algorithm acts onconvex metric spaces, that are metric spaces endowed with aconvex
structure. We show that under the given algorithm, the agents’ states converge to consensus with probability
one and in ther th mean sense. The convergence study is based on analyzing the dynamics of a set of
stochastic differential equations driven by poisson counters. Additionally, for a particular network topology
we investigate in more depth the rate of convergence of the first and second moment of the distances
between the agents’ states. We present instances of the generalized gossip algorithm for three convex
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metric spaces defined on the set of real numbers, the set of compact interval and the set of discrete
random variables. The results of this paper, complements our previous results regarding the consensus
problem on convex metric space, where only deterministic communication topologies are studied [8], [9].

The paper is organized as follows. Section II introduces themain concepts related to convex metric
spaces. Section III formulates the problem and states our main results. Sections IV and V give the proof
of our main results, together with pertinent preliminary results. In Section VI we present an in-depth
analysis of the rate of convergence to consensus (in the firstand second moments), for a particular
network topology. Section VII shows instances of the generalized consensus algorithm for three convex
metric spaces, defined on the sets of real numbers, compact intervals and discrete random variables,
respectively.

Some basic notations:Given W ∈ Rn×n by [W] i j we refer to the (i, j) element of the matrix. The
underlying graphof W is a graph of ordern without self loops, for which every edge corresponds to a
non-zero, off-diagonal entry of W. We denote byχ{A} the indicator function of the eventA. Given two
symmetric matricesM1 andM2, by M1 ≻M2 (M1 �M2) we understand thatM1−M2 is a positive definite
(semi-positive definite) matrix. Additionally, byM1 ≺ M2 (M1 � M2) we understand thatM2−M1 is a
positive definite (semi-positive definite) matrix.

II. Convex Metric Spaces

In this section we introduce a set of definitions and basic results about convex metric spaces. Additional
information about the following definitions and results canbe found in [23],[24].

Definition 2.1 ([24], pp. 142):Let (X,d) be a metric space. A mappingψ : X×X× [0,1]→X is said
to be aconvex structureon X if

d(u,ψ(x,y,λ)) ≤ λd(u, x)+ (1−λ)d(u,y), ∀x,y,u ∈ X and∀λ ∈ [0,1].

Definition 2.2 ([24], pp.142):The metric space (X,d) together with the convex structureψ is called a
convex metric space, and is denoted henceforth by the triplet (X,d,ψ).

Example 2.1:The most common convex metric space is defined onR
n, together with the Euclidean

distance and convex structure given by the standard convex combination operation. Indeed, for anyx,y,z∈
R

n andλ ∈ [0,1], it follows that ‖z− (λx+ (1−λ)y)‖ = ‖λ(z− x)+ (1−λ)(z−y)‖ ≤ λ‖z− x‖+ (1−λ)‖z−y‖,
where the last inequality followed from the convexity of thenorm operator.

Example 2.2 ([24]):Let X be the family of closed intervals, that isX = {[a,b] | a≤ b, a,b ∈ R}. For
I i = [ai ,bi ], I j = [a j ,b j ] andλ ∈ [0,1], we define a mappingψ by ψ(I i , I j ,λ)= [λai+(1−λ)a j ,λbi+(1−λ)b j ]
and define a metricd in X by the Hausdorff distance, that is

d(I i , I j) =max{|ai −a j |, |bi −b j |}.

Then (X,d,ψ) is a convex metric space.
More examples can be found in [23] and [24]. In Section VII we introduce another interesting example

of a convex metric space, defined on the set of discrete randomvariables taking values in a finite, countable
set of real numbers.

Definition 2.3 ([24], pp. 144):A convex metric space (X,d,ψ) is said to haveProperty (C) if every
bounded decreasing net of nonempty closed convex subsets ofX has a nonempty intersection.
Fortunately, convex matric spaces satisfyingProperty(C) are not that rare. Indeed, by Smulian’s Theorem
([3], page 443), every weakly compact convex subset of a Banach space hasProperty (C).

The following definition introduces the notion of convex setin convex metric spaces.
Definition 2.4 ([24], pp. 143):Let (X,d,ψ) be a convex metric space. A nonempty subsetK ⊂ X is

said to beconvexif ψ(x,y,λ) ∈ K, ∀x,y ∈ K and∀λ ∈ [0,1].
Let P(X) be the set of all subsets ofX. We define the set valued mappingψ̃ : P(X)→P(X) as

ψ̃(A) , {ψ(x,y,λ) | ∀x,y ∈ A,∀λ ∈ [0,1]},
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whereA is an arbitrary subset ofX.
In Proposition 1, pp. 143 of [24] it is shown that in a convex metric space, an arbitrary intersection of

convex sets is also convex and therefore the next definition makes sense.
Definition 2.5 ([23], pp. 11):Let (X,d,ψ) be a convex metric space. Theconvex hullof the setA⊂ X

is the intersection of all convex sets inX containingA and is denoted byco(A).
Another characterization of the convex hull of a set inX is given in what follows. By definingAm ,

ψ̃(Am−1) with A0 = A for someA⊂ X, it is discussed in [23] that the set sequence{Am}m≥0 is increasing
and limsupm→∞Am exists, and limsupm→∞Am= liminf m→∞Am= limm→∞Am=

⋃∞
m=0 Am.

Proposition 2.1 ([23], pp. 12):Let (X,d,ψ) be a convex metric space. The convex hull of a setA⊂ X
is given by

co(A) = lim
m→∞

Am=

∞
⋃

m=0

Am.

It follows immediately from above that ifAm+1 = Am for somem, thenco(A) = Am.

III. Problem formulation and main results

Let (X,d,ψ) be a convex metric space. We consider a set ofn agents indexed byi, with states denoted
by xi(t) taking values onX, wheret represents the continuous time.

A. Communication model

The communication among agents is subject to a communication network modeled by a directed graph
G = (V,E), whereV = {1,2, . . . ,n} is the set of agents, andE = {( j, i) | j can send information toi} is the
set of edges. In addition, we denote byNi the inward neighborhood of agenti, i.e.,

Ni , { j | ( j, i) ∈ E},

where by assumption nodei does not belong to the setNi. We make the following connectivity assumption.
Assumption 3.1:The graphG = (V,E) is strongly connected.

B. Randomized gossip algorithm

In the following we describe the mechanism used by the agentsto update their states. Agents can be
in two modes:sleepmode andupdatemode. LetNi(t) be a Poisson counter associated to agenti. In the
sleep mode, the agents maintain their states unchanged. An agent i exits the sleep mode and enters the
update mode, when the associated counterNi(t) increments its value. Letti be a time-instant at which the
Poisson counterNi(t) increments its value. Then atti , agenti picks agentj with probability pi, j , where
j ∈ Ni and updates its state according to the rule

xi(t
+

i ) = ψ(xi(ti), x j(ti),λi), (1)

whereλi ∈ [0, 1), ψ is the convex structure and
∑

j∈Ni
pi, j = 1. By xi(t+i ) we understand the value ofxi(t)

immediately after the instant update at timeti, which can be also written as

xi(t
+

i ) = lim
t→ti , t>ti

xi(t),

which implies thatxi(t) is a left-continuous function oft. After agenti updates its state according to the
above rule, it immediately returns to the sleep mode, until the next increase in value of the counterNi(t).

Assumption 3.2:The Poisson countersNi(t) are independent and with rateµi , for all i.
A similar form of the above algorithm (the Poisson counters are assumed to have the same rates) was

extensively studied in [2], in the case whereX =R.
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We first note that since the agents update their state at random times, the distances between agents are
random processes. Letd(xi(t), x j(t)) be the distance between the states of agentsi and j, at time t. We
introduce the following convergence definitions.

Definition 3.1: We say that the agents converge to consensuswith probability oneif

Pr

(

lim
t→∞

max
i, j

d(xi(t), x j(t)) = 0

)

= 1.

Definition 3.2: We say that the agents converge to consensus inr th mean senseif

lim
t→∞

E
[

d(xi(t), x j(t))
r
]

= 0,∀ (i, j), i , j.

The following theorems state our main convergence results.
Theorem 3.1:Under Assumptions 3.1 and 3.2 and under the randomized gossip algorithm, the agents

converge to consensus inr th mean, in the sense of Definition 3.2.
Theorem 3.2:Under Assumptions 3.1 and 3.2 and under the randomized gossip algorithm, the agents

converge to consensus with probability one, in the sense of Definition 3.1.
The above results show that the distances between the agents’ states converge to zero. The following

Corollary shows that in fact, for convex metric spaces satisfying Property (C), the states of the agents
converge to some point in the convex metric space.

Corollary 3.1: Under Assumptions 3.1 and 3.2 and under the randomized gossip algorithm operating
on convex metric spaces satisfyingProperty (C), for any sample pathω of state processes, there exits
x∗ ∈ X (that depends onω and the initial conditionsxi(0)) such that

lim
t→∞

d(xi(t,ω), x∗(ω)) = 0.

In other words, the states of the agents converge to some point of the convex metric space with probability
one.

IV. Preliminary results

In this section we construct the stochastic dynamics of the vector of distances between agents. Letti
be a time-instant at which counterNi(t) increments its value. Then according to the gossip algorithm, at
time t+i the distance between agentsi and j is given by

d(xi(t
+

i ), x j(t
+

i )) = d(ψ(xi(ti), xl(ti),λi), x j(ti)), with probability pi,l . (2)

Let θi(t) be an independent and identically distributed (i.i.d.) random process, such thatPr(θi(t) = l) = pi,l
for all l ∈ Ni and for all t. It follows that (2) can be equivalently written as

d(xi(t
+

i ), x j(t
+

i )) =
∑

l∈Ni

χ{θi(ti)=l}d(ψ(xi(ti), xl(ti),λi), x j(ti)), (3)

whereχ{·} denotes the indicator function. Using the inequality property of the convex structure introduced
in Definition 2.1, we further get

d(xi(t
+

i ), x j(t
+

i )) ≤ λid(xi(ti), x j(ti))+ (1−λi)
∑

l∈Ni

χ{θi(ti)=l}d(xl(ti), x j(ti)). (4)

Assuming thatt j is a time-instant at which the Poisson counterN j (t) increments its value, in a similar
manner as above we get that

d(xi(t
+

j ), x j(t
+

j )) ≤ λ jd(xi(t j), x j(t j))+ (1−λ j)
∑

l∈N j

χ{θ j(t j)=l}d(xl(t j), xi(t j)). (5)
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Consider now the scalarsηi, j(t) which follow the same dynamics as the distance between agents i and
j, but with equality, that is,

ηi, j(t
+

i ) = λiηi, j(ti)+ (1−λi)
∑

l∈Ni

χ{θi(ti)=l}η j,l(ti), (6)

and
ηi, j(t

+

j ) = λ jηi, j(t j)+ (1−λ j)
∑

l∈N j

χ{θ j(t j)=l}ηi,l(t j), (7)

with ηi, j(0)= d(xi(0), x j(0)).
Remark 4.1:Note that the index pair ofη refers to the distance between two agentsi and j. As a

consequenceηi, j andη j,i will be considered the same objects, and counted only once.
Proposition 4.1:The following inequalities are satisfied with probability one:

ηi, j(t) ≥ 0, (8)

ηi, j(t) ≤max
i, j

ηi, j(0), (9)

d(xi(t), x j(t)) ≤ ηi, j(t), (10)

for all i , j and t ≥ 0.
Proof: Inequalities (8) and (9) follow immediately, noting that for any sample path of the Poisson

counters,ηi, j(t) are updated by performing convex combinations of non-negative quantities. To show
inequality (10) we can use an inductive argument. Letti be the time instant at which the counterNi(t)
increments its value and assume thatd(xi(ti), x j(ti)) ≤ ηi, j(ti) for all i, j. Immediately afterti , the new value
of d(xi(t), x j(t)) is given by

d(xi(t
+

i ), x j(t
+

i )) ≤ λid(xi(ti), x j(ti))+ (1−λi)
∑

l∈N j

χ{θ j(ti)=l}d(xl(ti), xi(ti)) ≤

≤ λiηi, j(ti)+ (1−λi)
∑

l∈Ni

χ{θi(ti)=l}η j,l(ti) = ηi, j(t
+

i ).

Therefore after each increment of counterNi(t), we get that

d(xi(t
+

i ), x j(t
+

i )) ≤ ηi, j(t
+

i ).

Using the same argument for all Poison counters, inequality(10) follows.
We now construct the stochastic differential equation satisfied byηi, j(t). From equations (6) and (7)

we note thatηi, j(t) at time ti and t j satisfies the solution of a stochastic differential equation driven by
Poisson counters. Namely, we have

dηi, j(t) =



















−(1−λi)ηi, j(t)+ (1−λi)
∑

l∈Ni

χ{θi(t)=l}η j,l(t)



















dNi(t)+



















−(1−λ j)ηi, j(t)+ (1−λ j)
∑

m∈N j

χ{θ j(t)=m}ηi,m(t)



















dNj(t). (11)

Let us now define the ¯n dimensional vectorη = (ηi, j), wheren̄= n(n−1)
2 (since (i, j) and (j, i) correspond

to the same distance variable). Equation (11) can be compactly written as

dη(t) =
∑

(i, j),i, j

Φi, j(θi(t))η(t)dNi(t)+
∑

(i, j),i, j

,Ψi, j(θ j(t))η(t)dNj(t). (12)
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where the ¯n× n̄ dimensional matricesΦi, j(θi(t)) andΨi, j(θ j(t)) are defined as:

Φi, j(θi(t)) =



















−(1−λi) at entry [(i, j)(i, j)]
(1−λi)χ{θi(t)=l} at entries [(i, j)(l, j)], l ∈ Ni, l , j, l , i
0 all other entries,

(13)

and

Ψi, j(θ j(t)) =



















−(1−λ j) at entry [(i, j)(i, j)]
(1−λ j)χ{θ j(t)=m} at entries [(i, j)(m, i)], m∈ N j ,m, j,m, i
0 all other entries.

(14)

The dynamics of the first moment of the vectorη(t) is given by

d
dt

E{η(t)} =
∑

(i, j),i, j

E
{

Φi, j(θi(t))η(t)µi +Ψi, j(θ j(t))η(t)µ j

}

. (15)

Using the independence of the random processesθi(t), we can further write

d
dt

E{η(t)} =WE{η(t)}, (16)

whereW is a n̄× n̄ dimensional matrix whose entries are given by

[W](i, j),(l,m) =



























−(1−λi)µi − (1−λ j)µ j l = i andm= j
(1−λi)µi pi,l l ∈ Ni , m= j, l , j,
(1−λ j)µ j p j,m l = i, m∈ N j , m, i,
0 otherwise.

(17)

The following Lemma studies the properties of matrixW, introduced above.
Lemma 4.1:Let W be then̄× n̄ dimensional matrix defined in (17). Under Assumption 3.1, the following

properties hold:
(a) Let Ḡ be the directed graph (without self loops) corresponding tothe matrixW, that is, a link from

(l,m) to (i, j) exists inḠ if [ W](i, j),(l,m) > 0. ThenḠ is strongly connected.
(b) The row sums of matrixW are non-positive, i.e.,

∑

(l,m),l,m

[W](i, j)(l,m) ≤ 0, ∀(i, j), i , j.

(c) There exits at least one row (i∗, j∗) of W whose sum is negative, that is,
∑

(l,m),l,m

[W](i∗, j∗)(l,m) < 0.

Proof: (a) Consider the paths from agenti to agentl (i = a0, . . . ,ak−1 = l) and from agentj to agent
m ( j = b0, . . . ,bk−1 =m). By Assumption 3.1 one can always construct same length paths from any agent
to another since they belong to the same equivalence class. We use (17) and dictate and algorithmic proof
which ensures the existence of a path from (i, j) to (l,m) on Ḡ:

for z= 0 to k−1
If az+1 , bz

jump to (az+1,bz)
else if bz+1 , az

jump to (az,bz+1)
else

jump to (az+1,bz+1)
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Note that the last case, the condition essentially means that the walker does not move. (We consider
the nodes (i, j) and (j, i) as identical). For arbitrary (i, j) and (l,m) the result follows.

(b) Consider a row (i, j). For convenience, let us define the following positive scalars

ξi , (1−λi)µi andξ j , (1−λ j)µ j . (18)

We can express the sum of row (i, j)’s entries as
∑

(l,m)

[W](i, j)(l,m) = −(ξi + ξ j)+ ξi

∑

l∈Ni ,l, j,m= j

pi,l + ξ j

∑

m∈N j ,m,i,l=i

p j,m≤

≤ −(ξi + ξ j)+ ξi + ξ j = 0.

(c) Consider an arbitrary row (i, j). The row (i, j) would sum up to zero in two cases. In the first case,
i <N j and j <Ni , which imply

∑

l∈Ni ,l, j,m= j

pi,l = 1 and
∑

m∈N j ,m,i,l=i

p j,m= 1,

and therefore
∑

(l,m)

[W](i, j)(l,m) = −(ξi + ξ j)+ ξi + ξ j = 0.

However, havingi < N j and j < Ni for all i and j would imply the communication graphG = (V,E) to
be disconnected, contradicting Assumption 3.1. In the second case,i ∈ N j and j ∈ Ni and |Ni | = 1 and
|N j | = 1 (that is, nodei has only one neighbor, namelyj and j has only one neighbor, namelyi). In this
case

∑

l∈Ni ,l, j,m= j

pi,l = pi, j = 1 and
∑

m∈N j ,m,i,l=i

p j,m= p j,i = 1,

and consequently
∑

(l,m)

[W](i, j)(l,m) = −(ξi + ξ j)+ ξi + ξ j = 0.

But this case would imply that the nodesi and j are separated from all other nodes in the graphG= (V,E),
which would contradict the connectivity Assumption 3.1. Therefore, there must exist at least one row (i∗, j∗)
such that

∑

(l,m)

[W](i∗, j∗)(l,m) < 0.

Consider now the matrixQ , I +ǫW, whereI is the identity matrix andǫ is a positive scalar satisfying
the strict inequality

0< ǫ <
1

maxi, j(ξi + ξ j)
, (19)

whereξi andξ j were defined in (18).
The following Corollary follows from the previous Lemma anddescribes the properties of matrixQ.
Corollary 4.1: Matrix Q has the following properties:

(a) The directed graph (without self loops) corresponding to matrix Q (that is, a link from (l,m) to (i, j)
exists if [Q](i, j),(l,m) > 0) is strongly connected.

(b) Q is a non-negative matrix with positive diagonal elements.
(c) The rows ofQ sum up to a positive value not larger than one, that is,

∑

(l,m),l,m

[Q](i, j)(l,m) ≤ 1, ∀(i, j).
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(d) There exits at least one row (i∗, j∗) of Q which sums up to a positive value strictly smaller than one,
that is,

∑

(l,m),l,m

[Q](i∗, j∗)(l,m) < 1.

Proof: Noting that the directed graph (without self loops) corresponding to matrixQ is identical to
the one corresponding to matrixW, part (a) follows. The diagonal elements ofQ are given by

[Q](i, j)(i, j) = 1− ǫ(ξi + ξ j).

Using the fact that 0< ǫ(ξi + ξ j) < 1, and the obvious observation that the non-diagonal elements are
non-negative, we obtain part (b). The sum of row (i, j) entries is given by

∑

(l,m)

[Q](i, j)(l,m) = 1+ ǫ
∑

(l,m)

[W](i, j)(l,m),

and using parts (b) and (c) of Lemma 4.1, part (c) and (d) of thecurrent Corollary follow, respectively.

Remark 4.2:The above Corollary says that the matrixQ is an irreducible, substochasticmatrix. In
addition, choosingγ ≥ maxi, j

1
[Q](i, j)(i, j)

, it follows that we can find a non-negative, irreducible matrix Q̃

such thatγQ = I + Q̃. Using a result on converting non-negativity and irreducibility to positivity ([12],
page 672), we get that (I + Q̃)n̄−1

= γn̄−1Qn̄−1 > 0, and thereforeQ is a primitive matrix. The existence of
γ is guaranteed by the fact thatQ has positive diagonal entries.

We have the following result on the spectral radius ofQ, denoted byρ(Q).
Lemma 4.2:The spectral radius of matrixQ is smaller than one, that is,

ρ(Q) < 1.

Proof: Let (̄i, j̄) denote an entry of matrixQ. As mentioned in Remark 4.2,Q is a primitive matrix,
and therefore there exits ak (which in our case is ¯n−1), such thatQk has all entries positive, that is

[Qk] ī, j̄ > 0, ∀ī, j̄.

In addition, sinceQ is a substochastic matrix we have that

h̄
∑

j̄=1

[Qk] ī, j̄ ≤ 1, ∀ī.

By part (d) of Lemma 4.2, we have that there exits aj̄∗ such that
n̄

∑

h̄=1

[Q] j̄∗,h̄ < 1.

Let us not consider the matrixQk+1
= QkQ. The sum of thēith row entries of matrixQk+1 is given by

n̄
∑

j̄=1

[Qk+1] ī, j̄ =

n̄
∑

j̄=1, j̄, j̄∗

[Qk] ī, j̄



















n̄
∑

h̄=1

[Q] j̄,h̄



















+ [Qk] ī, j̄∗



















n̄
∑

h̄=1

[Q] j̄∗,h̄



















.

But since

0≤
n̄

∑

h̄=1

[Q] j̄,h̄ ≤ 1, ∀ j̄,

it follows that
n̄

∑

j̄=1

[Qk+1] ī, j̄ ≤

n̄
∑

j̄=1, j̄, j̄∗

[Qk] ī, j̄ + [Qk] ī, j̄∗



















n̄
∑

h̄=1

[Q] j̄∗,h̄



















,
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or
n̄

∑

j̄=1

[Qk+1] ī, j̄ ≤

n̄
∑

j̄=1

[Qk] ī, j̄ − [Qk] ī, j̄∗



















1−
n̄

∑

h̄=1

[Q] j̄∗,h̄



















.

Additionally, since 0≤
∑n̄

j̄=1
[Qk] ī, j̄ ≤ 1, [Qk] ī, j̄∗ > 0,

∑n̄
h̄=1

[Q] j̄∗,h̄ < 1, and
∑n̄

j̄=1
[Qk+1] ī, j̄ ≥ 0, it must be that

n̄
∑

j̄=1

[Qk+1] ī, j̄ < 1, ∀ī.

But this means that the infinity norm ofQk+1 is smaller than one, that is

‖Qk+1‖∞ < 1,

or thatρ(Qk+1) < 1, which in turns implies that

ρ(Q) < 1.

By the Peron-Frobenius Theorem for non-negative, irreducible matrices ([12], page 673)ρ(Q) corresponds
to the positive eigenvalue ofQ, larger than the absolute values of all other eigenvalues.

V. Proof of the main results

In this section we prove our main results introduced in Section III.

A. Proof of Theorem 3.1

We first show that the vectorη(t) converges to zero in mean. By Lemma 4.2 we have that the spectral
radius ofQ is smaller than one, that is

ρ(Q) < 1,

whereρ(Q) =max̄i |λī,Q|, with λī,Q, ī = 1, . . . , n̄ being the eigenvalues ofQ. This also means that

Re(λī,Q) < 1, ∀ī. (20)

But sinceW = 1
ǫ
(Q− I ), it follows that the real part of the eigenvalues ofW are given by

Re(λī,W) =
1
ǫ

(

Re(λī,Q)−1
)

< 0, ∀ī,

where the last inequality follows from (20). Therefore, thedynamics

d
dt

E{η(t)} =WE{η(t)}

is asymptotically stable, and henceη(t) converges in mean to zero.
We now show thatη(t) converges inr th mean, for anyr ≥ 1. We showed above thatηi, j(t) converges

in mean to zero, for anyi , j. But this also implies thatηi, j(t) converges to zero in probability (Theorem
3, page 310, [5]), and therefore, for anyδ > 0

lim
t→∞

Pr(ηi, j(t) > δ) = 0. (21)

Using the indicator function, the quantityηi, j(t) can be expressed as

ηi, j(t) = ηi, j(t)χ{ηi, j(t)≤δ}+ηi, j(t)χ{ηi, j(t)>δ},

for any δ > 0. Using (9) of Proposition 4.1 we can further write

ηi, j(t) ≤ δχ{ηi, j(t)≤δ}+max
i, j

ηi, j(0)χ{ηi, j(t)>δ},
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or

ηi, j(t)
r ≤ δrχ{ηi, j(t)≤δ}+

(

max
i, j

ηi, j(0)

)r

χ{ηi, j(t)>δ},

where to obtain the previous inequality we used the fact thatχ{ηi, j(t)≤δ}χ{ηi, j(t)>δ} = 0. Using the expectation
operator, we obtain

E{ηi, j(t)
r} ≤ δr Pr(ηi, j(t) ≤ δ)+

(

max
i, j

ηi, j(0)

)r

Pr(ηi, j(t) > δ).

Taking t to infinity results in
lim sup

t→∞
E{ηi, j(t)

r } ≤ δr , ∀δ > 0,

and sinceδ can be made arbitrarily small, we have that

lim
t→∞

E{ηi, j(t)
r } = 0, ∀r ≥ 1.

Using (10) of Proposition 4.1, the result follows.

B. Proof of Theorem 3.2

In the following we show thatη(t) converge to zero almost surely. Equations (6) and (7) show that with
probability oneηi, j(t) is non-negative and that for anyt2 ≤ t1, with probability oneηi, j(t2) belongs to the
convex hull generated by{ηl,m(t1) | for all pairs (l,m)}. But this also implies that with probability one

max
i, j

ηi, j(t2) ≤max
i, j

ηi, j(t1). (22)

Hence for any sample path of the random processη(t), the sequence{maxi, j ηi, j(t)}t≥0 is monotone
decreasing and lower bounded. Using the monotone convergence theorem, we have that for any sample
pathω, there exits ˜η(ω) such that

lim
t→∞

max
i, j

ηi, j(t,ω) = η̃(ω),

or similarly

Pr

(

lim
t→∞

max
i, j

ηi, j(t) = η̃

)

= 1.

In the following we show that ˜η must be zero with probability one. We achieve this by showingthat
there exits a subsequence of{maxi, j ηi, j(t)}t≥0 that converges to zero with probability one.

In Theorem 3.1 we proved thatη(t) converges to zero in ther th mean. Therefore, for any pair (i, j) and
(l,m) we have thatE{ηi, j(t)ηl,m(t)} converge to zero. Moreover, since

E{ηi, j(t)ηl,m(t)} ≤max
i, j

ηi, j(0)E{ηl,m(t)},

and sinceE{ηl,m(t)} converges to zero exponentially, we have thatE{ηi, j(t)ηl,m(t)} converges to zero
exponentially as well.

Let {tk}k≥0 be a time sequence such thattk = kh, for someh> 0. From above, it follows thatE{‖η(tk)‖2}
converges to zero geometrically. But this is enough to show that the sequence{η(tk)}k≥0 converges to zero,
with probability one by using the Borel-Cantelli lemma (Theorem 10, page 320, [5]). Therefore, ˜η must
be zero. Using (9) of Proposition 4.1, the result follows.
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C. Proof of Corollary 3.1

The main idea of the proof consists of showing that the convexhull of the states of the agents converge
to one point, for any sample path of the states processes. Letω be a sample path of the state process and
let {tk}k≥0 be the time instants at which the Poisson counters increase their values, corresponding to this
sample path. Additionally, letAk be the set of the agents’ states at timetk, that isAk =

{

x j(tk), j = 1. . .n
}

.
According to Definition 2.5, Proposition 2.1 and equation (1) of the randomized gossip algorithm, we
have that

xi(tk+1) ∈ co(Ak) , ∀i.

But this also implies the next convex hull’s inclusion

co(Ak+1) ⊆ co(Ak) .

From the theory of limit of sequence of sets it follows that there exits a setA∞ such that

limsupco(Ak) = liminf co(Ak) = lim co(Ak) = A∞,

whereA∞ =
⋂

k≥0co(Ak).
Denoting the diameter of the setAk by

diam(Ak) = sup{d(x,y) | x,y ∈ Ak},

from Proposition 2 of [23], we have that

diam(Ak) = diam(co(Ak)) .

Additionally, in Theorem 3.2 we showed that

lim
t→∞

d(xi(t), x j(t)) = 0, ∀ (i, j),

with probability one and therefore, the same is true for the sample pathω, that is

lim
k→∞

d(xi(tk), x j(tk)) = 0, ∀ (i, j).

But this means that
lim
k→∞

diam(Ak) = lim
k→∞

diam(co(Ak)) = 0,

and thereforediam(A∞)= 0. But since the convex metric space on which the randomized gossip algorithm
operates satisfiesProperty(C), and the setsAk are bounded and closed, it follows that the setA∞ is non-
empty. Consequently, there exits a pointx∗, which may depend onω, such thatA∞ = x∗, and the result
follows.

VI. The rate of convergence of the generalized gossip consensus algorithm under complete and uniform
connectivity

We note that under our general problem setup it is difficult to get explicit formulas for the rate of
convergence to consensus, in the first and second moments. Weare able however to obtain explicit results
for the aforementioned rates of convergence under specific assumptions on the topology of the graph, on
the parameters of the Poisson counters and on the convex structure.

Assumption 6.1:The Poisson counters have the same rate, that isµi = µ for all i. Additionally, the
parameters used by the agents in the convex structure are equal, that isλi = λ, for all i. In the update
mode, each agenti picks one of the restn−1 agents uniformly, that isNi =N−{i} and pi, j =

1
n−1, for all

j ∈ Ni .
The following two Propositions give upper bounds on the rateof convergence for the first and second

moments of the distance between agents, under Assumption 6.1.
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Proposition 6.1:Under Assumptions 3.1, 3.2 and 6.1, the first moment of the distances between agents’
states, using the generalized gossip algorithm converges exponentially to zero, that is

E{d(xi(t), x j(t))} ≤ c1eα1t, for all pairs (i, j), (23)

whereα1 = −
2(1−λ)µ

n−1 andc1 is a positive scalar depending of the initial conditions.
Proof: By Proposition 4.1, with probability one we have that for anypair (i, j) d(xi(t), x j(t)) ≤ ηi, j(t)

and thereforeE{d(xi(t), x j(t))} ≤ E{ηi, j(t)}. But the convergence ofE{ηi, j(t)} is determined by equation
(16) and in particular by the eigenvalues of matrixW, which are studied in what follows. From (17) it
immediately follows thatW is a symmetric matrix and that every diagonal element is−2(1−λ)µ. Note
the enumeration of the vertex set of graph̄G as (i, j) with (i < j). Consider an arbitrary node (i, j) and
write the element of the corresponding row in the following convenient form

(1,2), (1,3), . . . , (1,n)

(2,3), (2,4), . . . , (2,n)

. . .

(i −1, i), (i −1, i +1), . . . , (i −1,n)
(i, i +1), . . . , (i,n)

. . .

( j −1, j), . . . , ( j −1,n)
( j, j +1), . . . , ( j,n)
( j +1, j +2), . . . , (n−1,n)

where we split it with horizontal lines in 5 segments (numbered 1 through 5 from top to bottom). Following
(17) observe that excluding the diagonal, the matrix has exactly 2i −2 positive elements in segment 1,
n− i −1 positive elements in segment 2,j − i −1 positive elements in segment 3,n− j positive elements
in segment 4 and 0 positive elements in segment 5. Therefore the total number of off-diagonal entries in
a row is 2n−4. Again, (17) dictates that the value in any positive element is µ1−λ

n−1. As a consequence,
we conclude that the sum of every row isα1 = −

2(1−λ)µ
n−1 , that is obviously the eigenvalue of the right

eigenvector1n̄, that is the vector of all ones. Noting thatW is symmetric all eigenvalues are real and
by Greshgorin’ theorem (Theorem 7.2.1, page 320, [4]) they must lie in the circle (−2(1−λ)µ, r) where
r = 2(1−λ)µn−2

n−1 is the sum of the non zero, off-diagonal elements of the rows. Note that the eigenvalue
α1 lies exactly on the boundary of the circle, in the negative half plane. This leads us to conclude that
this is indeed the maximum one. Therefore, there exits a positive scalarc1 which depends on the initial
conditions such that

E{ηi, j(t)} ≤ c1eα1t, for all (i, j),

from where the result follows.
Proposition 6.2:Under Assumptions 3.1, 3.2 and 6.1, the second moment of the distances between

agents’ states, using the generalized gossip algorithm converges exponentially to zero, that is

E{d(xi(t), x j(t))
2} ≤ c2eα2t, for all pair (i, j),

whereα2 = −µ
2(1−λ2)

n−1 andc2 is a positive scalar depending of the initial distances between agents.
Proof: As before, by Proposition 4.1, with probability one we have that for any pair (i, j) d(xi(t), x j(t))≤

ηi, j(t) and thereforeE{d(xi(t), x j(t))2} ≤ E{ηi, j(t)2}. But E{ηi, j(t)2} ≤ E{‖η(t)‖2}, for any pair (i, j) and
therefore is sufficient to study the convergence properties of the right-handside of the previous inequality.
Using Ito’s rule we can differentiate the quantity‖η(t)‖2 and obtain

d
dt
‖η(t)‖2 =

∑

i, j

η(t)′
[

Φi, j(θi(t))+Φi, j(θi(t))
′
+Φi, j(θi(t))

′
Φi, j(θi(t))

]

η(t)dNi(t)+
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+

∑

i, j

η(t)′
[

Ψi, j(θ j(t))+Ψi, j(θ j(t))
′
+Ψi, j(θ j(t))

′
Ψi, j(θ j(t))

]

η(t)dNj(t),

from where we get

d
dt

E{‖η(t)‖2} =
∑

i, j

E{η(t)′
[

Φi, j(θi(t))+Φi, j(θi(t))
′
+Φi, j(θi(t))

′
Φi, j(θi(t))

]

η(t)}µi+

+

∑

i, j

E{η(t)′
[

Ψi, j(θ j(t))+Ψi, j(θ j(t))
′
+Ψi, j(θ j(t))

′
Ψi, j(θ j(t))

]

η(t)}µ j .

Using the independence of the random processθi(t) and Assumption 6.1, we can further write

d
dt

E{‖η(t)‖2} = µ
∑

i, j

E{η(t)′Hη(t)},

where
H = E{Φi, j(θi(t))+Φi, j(θi(t))

′
+Φi, j(θi(t))

′
Φi, j(θi(t))+

+Ψi, j(θ j(t))+Ψi, j(θ j(t))
′
+Ψi, j(θ j(t))

′
Ψi, j(θ j(t))}.

Using Assumption 6.1, we have

Φi, j(θi(t))+Φi, j(θi(t))
′
= (1−λ)



















−2 at entry (i, j)(i, j)
χ{θi(t)=l} at entries (i, j)(l, j) and (l, j)(i, j) l ∈ Ni , l , j
0 at all other entries

Φi, j(θi(t))
′
Φi, j(θi(t)) = (1−λ)2



























1 at entry (i, j)(i, j)
−χ{θi(t)=l} at entries (i, j)(l, j) and (l, j)(i, j) l ∈ Ni , l , j
χ{θi(t)=l} at entries (l, j)(l, j) l ∈ Ni , l , j
0 at all other entries

Ψi, j(θ j(t))+Ψi, j(θ j(t))
′
= (1−λ)



















−2 at entry (i, j)(i, j)
χ{θ j(t)=l} at entries (i, j)(i, l) and (i, l)(i, j) l ∈ N j , l , i
0 at all other entries

Ψi, j(θ j(t))
′
Ψi, j(θ j(t)) = (1−λ)2































1 at entry (i, j)(i, j)
−χ{θ j(t)=l} at entries (i, j)(i, l) and (i, l)(i, j) l ∈ N j , l , i
χ{θ j(t)=l} at entries (i, l)(i, l) l ∈ N j , l , i
0 at all other entries

or

E{Φi, j(θi(t))+Φi, j(θi(t))
′} = (1−λ)



















−2 at entry (i, j)(i, j)
1

n−1 at entries (i, j)(l, j) and (l, j)(i, j) l ∈ Ni , l , j
0 at all other entries

E{Φi, j(θi(t))
′
Φi, j(θi(t))} = (1−λ)































1 at entry (i, j)(i, j)
− 1

n−1 at entries (i, j)(l, j) and (l, j)(i, j) l ∈ Ni , l , j
1

n−1 at entries (l, j)(l, j) l ∈ Ni , l , j
0 at all other entries

E{Ψi, j(θ j(t))+Ψi, j(θ j(t))
′} = (1−λ)



















−2 at entry (i, j)(i, j)
1

n−1 at entries (i, j)(i, l) and (i, l)(i, j) l ∈ N j , l , i
0 at all other entries
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E{Ψi, j(θ j(t))
′
Ψi, j(θ j(t))} = (1−λ)2































1 at entry (i, j)(i, j)
− 1

n−1 at entries (i, j)(i, l) and (i, l)(i, j) l ∈ N j , l , i
1

n−1 at entries (i, l)(i, l) l ∈ N j , l , i
0 at all other entries.

Summing up the above matrices we obtain thatH is a symmetric matrix that has as diagonal elements
quantities of the form

[

−4(1−λ)+ (1−λ)2
(

2+
2n−4
n−1

)]

µ

and the off-diagonal, non-zero entries are given by

λ(1−λ)
2

n−1
µ.

Counting the off-diagonal entries on a row we obtaine the same result as in thecase of the first moment.
Namely, the number of non-zero and off-diagonal elements on each row is 2(n−2). Also note that the
diagonal elements are negative and that the off-diagonal and non-zero elements are positive for anyn≥ 2.
Therefore each row ofH sums up to the same value and consequentlyH has an eigenvalue

α2 =

[

−4(1−λ)+ (1−λ)2
(

2+
2n−4
n−1

)]

µ+2(n−2)λ(1−λ)
2

n−1
µ = −

2(1−λ2)µ
n−1

,

corresponding to eigenvector1n̄. Note thatα2 is negative for 0≤ λ< 1 andn≥ 2. In addition, by Gershgorin’
theorem (Theorem 7.2.1, page 320, [4]), we have that all eigenvalues belong to the circle centered at
[

−4(1−λ)+ (1−λ)2
(

2+ 2n−4
n−1

)]

µ with radius 2(n−2)λ(1−λ) 2
n−1µ and therefore the eigenvalueα2 dominates

the rest of the eigenvalues; eigenvalues that are real due tosymmetry. Therefore, we have that

H � α2I ,

and consequently
d
dt

E{‖η(t)‖2} ≤ α2E{‖η(t)‖2}.

We can further write that
E{‖η(t)‖2} ≤ eα2tE{‖η(t0)‖2},

from where the result follows.
Remark 6.1:As expected, the eigenvaluesα1 and α2 approach zero asn approaches infinity, and

therefore the rate of converges decreases. Interestingly,in both the first and the second moment analysis,
we observe that the minimum values ofα1 andα2 are attained forλ = 0, that is when an awaken agent
never picks its own value, but the value of a neighbor.

VII. The generalized gossip consensus algorithm for particular convex metric spaces

In this section we present several instances of the gossip algorithm for particular examples of convex
metric spaces. We consider three cases forX: the set of real numbers, the set of compact intervals and
the set of discrete random variables. We endow each of these sets with a metricd and convex structure
ψ in order to form convex metric spaces. We show the particularform the generalized gossip algorithm
takes for these convex metric spaces, and give some numerical simulations of these algorithms.
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A. The set of real numbers

LetX =R and consider as metric the standard Euclidean norm, that isd(x,y) = ‖x−y‖2, for anyx,y∈R.
A natural convex structure onR is given by

ψ(x,y,λ) = λx+ (1−λ)y, ∀x,y ∈R,λ ∈ [0,1]. (24)

Indeed since for a pointz∈R

d(z,ψ(x,y,λ)) = ‖z− (λx+ (1−λ)y)‖2 = ‖λ(z− x)+ (1−λ)(z−y)‖2 ≤

≤ λ‖z− x‖2+ (1−λ)‖z−y‖2 = λd(z, x)+ (1−λ)d(z,y),

ψ is a convex structure. Therefore(R,‖ · ‖2,ψ) is a convex metric space. For this particular convex metric
space, the generalized randomized consensus algorithm takes the following form

Algorithm 1: Randomized gossip algorithm onR
Input: xi(0), λi , pi, j
for each counting instant ti of Ni do

Agent i enters update mode and picks a neighborj with probability pi, j ;
Agent i updates its state according to

xi(t
+

i ) = λi xi(ti)+ (1−λi)x j(ti);

Agent i enters sleep mode;

Note that this algorithm is exactly the randomized gossip algorithm for solving the consensus problem,
which was studied in [2].

B. The set of compact intervals

LetX be the family of closed intervals, that isX= {[a,b] | −∞< a≤ b<∞}. For xi = [ai ,bi ], x j = [a j ,b j ]
andλ ∈ [0,1], we define a mappingψ by ψ(xi , x j ,λ) = [λai + (1−λ)a j ,λbi + (1−λ)b j ] and use as metric
the Hausdorff distance given by

d(xi, x j) =max{|ai −a j |, |bi −b j |}.

Then, as shown in [24], (X,d,ψ) is a convex metric space. For this convex metric space, the randomized
gossip consensus algorithm becomes,

Algorithm 2: Randomized gossip algorithm on a set of compact intervals
Input: xi(0), λi , pi, j
for each counting instant ti of Ni do

Agent i enters update mode and picks a neighborj with probability pi, j ;
Agent i updates its state according to

xi(t
+

i ) = [λiai(ti)+ (1−λi)a j(ti),λibi(ti)+ (1−λi)b j(ti)];

Agent i enters sleep mode;
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C. The set of discrete random variables

In this section we apply our algorithm on a particular convexmetric space that allows us the obtain a
probabilistic algorithm for reaching consensus on discrete sets.

Let S = {s1, s2, . . . , sm} be a finite and countable set of real numbers and let (Ω,F ,P) be a probability
space. We denote byX the space of discrete measurable functions (random variable) on (Ω,F ,P) with
values inS.

We introduce the operatord : X×X→R, defined as

d(X,Y) = EP[ρ(X,Y)], (25)

whereρ : R×R→ {0,1} is the discrete metric, i.e.

ρ(x,y) =

{

1 x, y
0 x= y

and the expectation is taken with respect to the measureP. It is not difficult to note that the operatord
can also be written asd(X,Y) = E[1{X,Y}] = Pr(X , Y), where1{X,Y} is the indicator function of the event
{X , Y}.

We note that for allX,Y,Z ∈ X, the operatord satisfies the following properties
(a) d(X,Y) = 0 if and only if X = Y with probability one,
(b) d(X,Z)+d(Y,Z) ≥ d(X,Y) with probability one,
(c) d(X,Y) = d(Y,X),
(d) d(X,Y) ≥ 0,
and therefore is a metric onX. The setX together with the operatord define themetric space(X,d).

Let γ ∈ {1,2} be an independent random variable defined on the probabilityspace (Ω,F ,P), with
probability mass functionPr(γ = 1)= λ and Pr(γ = 2) = 1−λ, whereλ ∈ [0,1]. We define the mapping
ψ : X×X× [0,1]→X given by

ψ(X1,X2,λ) = 1{γ=1}X1+1{γ=2}X2, ∀X1,X2 ∈ X,λ ∈ [0,1]. (26)

Proposition 7.1:The mappingψ is a convex structure onX.
Proof: For anyU,X1,X2 ∈ X andλ ∈ [0,1] we have

d(U,ψ(X1,X2,λ)) = E[ρ(U,ψ(X1,X2,λ))] = E[E[ρ(U,ψ(X1,X2,λ))|U,X1,X2]] =

= E[E[ρ(U,1{γ=1}X1+1{γ=2}X2)]|U,X1,X2] = E[λρ(U,X1)+ (1−λ)ρ(U,X2)] =

= λd(U,X1)+ (1−λ)d(U,X2).

From the above proposition it follows that (X,d,ψ) is a convex metric space. For this particular convex
metric space the randomized consensus algorithm is summarized in what follows.

Let us now take a closer look to the probabilistic model of theabove algorithm. Letθi(t) be independent
random variables with probability distributionPr(θi(t)= j)= pi, j for j ∈Ni and for allt, with

∑

j∈Ni
pi, j = 1.

In addition, letγi(t) be a set of independent random variable such thatPr(γi(t) = 1)= λi and Pr(γi(t) =
2)= 1−λi, for all t. Then according to the generalized gossip algorithm, at each time instantti at which
the counterNi(t) updates its value, agenti updates its value according to the formula

xi(t
+

i ) = χ{γi(ti)=1}xi(ti)+χ{γi(ti)=2}

∑

j∈Ni

χ{θi(ti)= j}x j(ti). (27)

Let (Ω̄, P̄, F̄ ) be a probability space, with̄Ft a filtration of F̄ given by

F̄t = σ(xi(s),Ni(s),γi(s), θi(s),0≤ s< t, i = 1, . . . ,n),
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Algorithm 3: Randomized gossip algorithm on countable, finite sets
Input: xi(0), λi , pi, j
for each counting instant ti of Ni do

Agent i enters update mode and picks a neighborj with probability pi, j ;
Agent i updates its state according to

xi(t
+

i ) =

{

xi(ti) with probability λi
x j(ti) with probability 1−λi

Agent i enters sleep mode;

where we usedσ as a symbol for sigma algebra. By (27), it followsxi(t) is adapted to the filtration̄Ft.
Let us now consider the filtrationF N

t = σ(Ni(s),0 ≤ s< t, i = 1, . . . ,n), induced by the Poisson counters
Ni(t). In order to accommodate the contribution of the Poisson counters to the probability model of the
algorithm, we must refine the metric proposed in (25). As a consequence, at each time instant, the distance
between agents is given by

d(xi(t), x j(t)) = EP̄[ρ(xi(t), x j(t))|F
N
t ],

where the expectation is taken with respect to the measureP̄. Consequently,d(xi(t), x j(t)) is measurable
with respect to the sigma-algebraF N

t .

D. Numerical simulations

In this subsection we present numerical simulations of the generalized gossip algorithm in the case of the
three convex metric spaces previously mentioned. We consider a network ofn= 20 nodes, each of which
is equipped with a Poisson counter with rateµ derived uniformly and independently from the interval
(0,6]. The Poisson counters are independent among agents. Furthermore each agent will be equipped with
a convex parameterλ which is chosen uniformly and independently from [0,1). At every ignition time
each agent will connect with any other agent with probability p= 1

n−1. For each the three convex metric
spaces we present two figures: the first figures show the valuesof the states, while the second figure
depicts upper bound on of the distances between the agents’ states, that is the quantitiesηi, j(t). Our focus
is on showing that the vector of distances converge to zero and that the states converge to the same value
and therefore to simplify the figures’ depiction, all quantities are represented using the black color.

Figure 1 shows a realization of the generalized consensus algorithm in the case of the convex metric
space defined on the set of real numbers. We assume that the agents initialize their values uniformly from
the interval [−2,2]. As expected the distances between the states of the agents converge to zero and the
states converge to the same value.

Figure 2 shows a realization of the generalized gossip algorithm in the case the convex metric space is
defined on the set of closed intervals. We present a sample path of the actual values of the states (which
are intervals of the form [ai ,bi]) together with the corresponding bounds on the distances between the
states. We consider the initial intervals to be initializedin [−2,2].

Figure 3 shows a realization of the generalized gossip algorithm in the case the setX is given by the
set of discrete random variables. As in the case of the set of real numbers, the agents initialize their values
uniformly from the interval [−2,2], however their values will belong to the set{x1(0), x2(0), . . . , xn(0)} for
all time instants. As a consequences, both the states and thedistances oscillate more, but nonetheless the
distances converge to zero and the states converge to a common value.

VIII. Conclusions

In this paper we analyzed the convergence properties of a generalized randomized gossip algorithm
acting on convex metric spaces. We gave convergence resultsin almost sure andr th mean sense for the
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Fig. 1: Randomized Gossip Algorithm onR: (a) the values of the states; (b) (upper bounds on the)
distances between the states of the agents.

0 20 40 60 80 100 120 140
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2
Gossip Algorithm on Intervals

t

[x
,y

]

(a)

0 20 40 60 80 100 120 140
0

0.5

1

1.5

2

2.5

3
Gossip Algorithm on Intervals − Distances

t

η

(b)

Fig. 2: Randomized Gossip Algorithm on Closed Intervals: (a) the values of the states (the vertical axis
depicts both ends of the intervals [ai(t),bi(t)] which stand for the agents’ states); (b) (upper bounds on
the) distances between the states of the agents.

distances between the states of the agents. Under specific assumptions on the communication topology,
we computed explicitly estimates of the rate of convergencefor the first and second moments of the
distances between the agents. Additionally, we introducesinstances of the generalized gossip algorithm
for three particular convex metric spaces and presented numerical simulations of the algorithm.
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