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ABSTRACT

Great Powers often adopt coercive strategies, threatening or using limited force to
convince weak states to comply with their demands. While coercive strategies have
succeeded in just over half of asymmetric crises since World War 1, there remain a
number of cases in which weak states have chosen to resist. With their tremendous
military advantage, why is it that Great Powers so often fail to coerce weak states? While
a high probability of victory in war gives them the leverage to make high level demands
of a weak target, concession to such demands can threaten the very survival of the weaker
state, its regime, or its regime leadership. Perceiving its survival to be threatened at any
level, a target will likely resist, so long as it has the means to do so.

Commitment problems have also been cited as an explanation for why states cannot reach
peaceful agreements. Yet Great Powers have, in fact, largely been able to overcome
commitment issues in asymmetric conflicts by forming coalitions, by involving third
party Great Powers in negotiations, making incremental tit-for-tat concessions, and taking
diplomatic measures to reduce the target’s audience costs.

Finally, externalities such as international norms against invading a sovereign state
without first seeking resolution through the United Nations have increased the costs to a
Great Power for employing a brute force war strategy. In such cases, in fact, a Great
Power may first choose a coercive strategy designed to fail in order to obtain justification
for its preferred strategy of war.

To reach these conclusions, I introduce a game theoretic model for asymmetric coercion,
calculate equilibrium conditions, and formulate hypotheses for coercion failure based on
survival and commitment issues. [ create a data set of 116 asymmetric cases from 1918
to 2003 and then conduct ordered probit regressions to test predictions of survival and
commitment hypotheses. I then conduct extensive qualitative case studies from the
recent asymmetric conflicts between the United States and the states of Iraq. Serbia, and
Libya.
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Chapter 1: Introduction

Since the end of the Cold War, the United States has been engaged militarily
against much weaker states in conflicts in Kuwait, Somalia, Bosnia, Haiti, Kosovo,
Afghanistan and Iraq. The U.S., as a Great Power with vastly superior military
capability, has invaded and imposed its will in over half of these conflicts. Invasion,
however, is a costly and risky venture and in the modern world, the material gains from
conquest appear limited. It was in this context that the U.S. opted for limited air strikes
in Bosnia in 1995 and in Kosovo in 1999. Although these coercive strategies were to
deliver less ambitious objectives, they also cost less in U.S. blood and treasure. Coercion
held the promise of foreign policy gains while avoiding the hefty costs of invasion and
occupation. And, as witnessed in Iraq and Afghanistan, occupation can prove even more
costly than invasion.

Great Powers routinely target weak states by adopting a variety of strategies to
achieve their foreign policy objectives, which may range from relatively minor policy
changes on the part of the weak state to higher demands for homeland territory or regime
change. The United States has been the Great Power most frequently involved in these
asymmetric conflicts, being responsible for a third of all crises since the end of World
War I and for almost all such lopsided conflicts since the end of the Cold War. In
asymmetric crises, Great Powers most often choose a strategy of coercion, threatening or
using limited force to convince target states to comply with their demands. For coercion
to succeed, however, the target must concede to the demands of the powerful challenger.
Though coercive strategies have succeeded in just over half of all asymmetric crises,

there still remain a significant number of cases in which weak states have resisted and the



crises have been decided by brute force invasion or ended in a foreign policy failure for
the Great Power. With such an enormous advantage in military power, why do Great
Powers so often fail to coerce weak states into doing their will?

With its vast military superiority, a Great Power’s probability of victory and its
expected outcome from an asymmetric war are great. As a result, a powerful challenger
has the coercive leverage to make high level demands of a weak target state. Such
demands, however, if conceded, may threaten the survival of the target state. And even if
demands do not threaten state survival, the very act of conceding may well threaten the
survival of the target regime, as it may be perceived as weak by a domestic opposition
group plotting revolt. Concession may also prove to be costly for the target’s leader,
weakening his control over the ruling regime and threatening his own survival. Asa
consequence, when a target state perceives its survival to be threatened at any level, it
will likely resist, so long as it has the means to do so.

In asymmetric conflicts, only the Great Power has the military power to threaten
the survival of the weak state. As such, it is the Great Power that determines whether to
accommodate a weak state over the issue at hand or to escalate the conflict into a crisis.
If the powerful challenger chooses the latter, it then has a range of foreign policy options
available, from non-military strategies of diplomacy, inducements or sanctions, to
military strategies of coercion or brute force. A rational challenger chooses coercion
when the expected outcome, i.e. the net of benefits to costs, is greater as compared to
other foreign policy options. This is only the case, however, when it assesses the target
as likely to concede to its demands. Since a target will not likely concede to its own

demise, the objectives that a Great Power can obtain through coercion are lower than



those that it can gain from a brute force strategy. The challenger’s high costs of a brute
force war, however, which involve invasion and occupation, are usually greater than the
more moderate costs associated with coercion. Therefore, Great Powers often prefer
coercive strategies with limited aims and lower costs to the more costly option of brute
force war.

When considering the coercive demands it will make of a target, a rational
challenger recognizes and refrains from making demands likely to be resisted by the
target. When it assesses its demands as too high, the challenger can either lower its aims
and/or increase its threats. Alternatively, if the target is still likely to resist and the issue
is sufficiently important, the Great Power should adopt a brute force strategy to achieve
its objective. Yet, in the real world, Great Powers often do adopt coercive strategies
which fail.

Why states fail to resolve their conflicts peacefully, why wars occur, and how
wars terminate remain critical questions in international relations. Academic research has
focused either on how states, regimes, and individual leaders fail to behave rationally or
why states cannot rationally reach agreements either to prevent or to end war. In recent
years, commitment problems have increasingly been cited to explain why states cannot
reach peaceful agreements. This commitment argument proposes that Great Powers
operating in an anarchic international environment cannot make credible promises to
abide by the terms of an agreement, even when it is in their ex ante interests to do so.
Given the great disparity in power in asymmetric conflicts, commitment problems are

particularly likely to arise for a Great Power, a conundrum dubbed Goliath’s curse.'

"Sechser, Todd S. (forthcoming) “Goliath’s Curse: Asymmetric Power and the Effectiveness of Coercive
Threats” International Organization



Targeted states at the negotiating table understand that once the terms of an agreement
have been implemented, incentives may then exist for the Great Power to make additional
demands. Expecting that concession to an initial demand will only lead to further
demands, the target resists.

Yet in the majority of the asymmetric crises since the end of World War I, weak
states have conceded to the coercive demands of Great Powers. Great Powers have, in
fact, largely been able to overcome commitment problems through a variety of measures
including the formation of coalitions, the inclusion of third party Great Powers in
negotiations, the offering of incremental tit-for-tat concessions, and efforts to reduce the
audience costs of a target’s leadership for making concessions.

To understand why coercion fails it is essential not only to explain why weak
states resist, but also why Great Powers do not always recognize situations in which
coercive strategies are likely to fail and why they do not instead adopt alternative foreign
policy options such as accommodation or a brute force strategy of war. Misperception,
miscalculation, and uncertainty explain why a Great Power may mistakenly or unluckily
choose a coercive strategy which subsequently fails. There are other cases, however, in
which a Great Power chooses to coerce with the belief that such a strategy will almost
certainly fail and is counting on the target’s resistance to provide a justification for war.
Externalities stemming from international norms against invading sovereign states
without first seeking resolution through the United Nations increase the cost for a Great
Power to adopt a brute force strategy without a casus belli. This was the situation in the
lead-up to the Gulf War in late 1990 when the Bush administration demanded Iraq abide

by the UN Security Council Resolution to withdraw its forces from Kuwait. Saddam



Hussein’s refusal provided justification for the subsequent U.S.-led invasion of Kuwait.”

In sum, a Great Power may first adopt a coercive strategy designed to fail in order to

decrease the diplomatic and domestic costs for its preferred strategy of a brute force war.
In the next section, I begin to further develop these explanations for coercion

failure and in the final section, I outline the chapters which follow.

ASYMMETRIC COERCION THEORY

In this section I lay the foundation for a theory of asymmetric coercion by first
defining key terms, identifying explanatory variables of demands and threats, and
organizing these concepts into a typology of coercion. This provides a method for
classifying the universe of coercion cases into a coherent framework for both quantitative
and qualitative analysis. I also define the dependent variable of foreign policy outcome
and examine limits on coercive force and alternative foreign policy options:
accommodation, inducements, economic sanctions, and brute force military operations. I
conclude this chapter by examining explanations for coercion failure and develop criteria

for testing two hypotheses for coercion failure.

TERMS, DEFINITIONS, AND A TYPOLOGY OF COERCION
Asymmetric Conflict
This research focuses on interstate conflict, for which the distribution of power

between states is such that the powerful can threaten the survival of the weaker, but not

? Sometimes such a strategy does not succeed. In the lead-up to the 2003 U.S. invasion of Iraq, the U.S.
made coercive demands that Iraq abandon its WMD or face regime change. When Saddam chose to abide
by the UNSC resolution, this denied George W. Bush justification for war. Bush chose to invade,
regardless, and accepted the condemnation of the international community.
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vice versa.> A powerful state is one capable of a conventional military invasion to
occupy a weak state.* While asymmetry is primarily determined by relative military
power, other factors such as distance, geography, and climatology can affect the ability of
the powerful state to project its military might.

By contrast, the weaker state cannot threaten the survival of the powerful state
though vital security interests may still be at stake. For example, following September
11" further terrorist attacks has remained a vital security concern for the United States
but is still not a survival issue.” While another attack would prove painful, even the worst
case scenario of a terrorist group detonating a nuclear device in a metropolitan area, even
in Washington, D.C., would not result in the demise of the United States.®

An additional insight into the dynamics of asymmetric conflict recognizes that,
while the powerful state may have the military advantage, the weaker state generally has
higher interests at stake which can translate into greater resolve. Resolve is a measure of
the willingness of a state to suffer the costs of war.” In asymmetric conflicts the interests

of the powerful state are by definition limited, but for those of the target state are total

* Derived from the seminal work by Andrew Mack (1975) “Why Big Nations Lose Small Wars” World
Politics 27:2 181. Mack focuses on the asymmetry between an external state and a non-state actor.

“ In this dissertation I do not consider asymmetry caused by nuclear weapons, for two reasons. Though the
U.S. and other Great Powers possess the capability to destroy a state through a barrage of nuclear weapons,
the nuclear option has been reserved almost exclusively for deterrence and only rarely against weaker
states for compellence. Since cases of compellence comprise 90% of asymmetric crises, cases of nuclear
compellence in asymmetric crises is rare. One example of nuclear compellence was the Soviet Union’s
threatening missile strikes against Israel, as well as France and England, during the Suez crisis in
November of 1956. International Crisis Behavior project crisis 152 Suez nationalization,
www.cidem.umd.edw/icb

3 For further discussion on the differences between survival and vital interests see Freeman, Chas W (1997)
Arts of Power: Statecraft and Diplomacy United States Institute of Peace Press: Washington 9-14

® Allison, Graham (2004) Nuclear Terrorism: The Ultimate Preventable Catastrophe New York: Times
Books and Mueller, John (2006) Overblown: How Politicians and the Terrorism Industry Inflate National
Security Threats, and Why We Believe Them Free Press

" Rosen, Steven (1972) “War Power and the Willingness to Suffer,” in Bruce M. Russett ed., Peace, War,
and Numbers Beverly Hills: Sage. 167-83
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when its survival is threatened.® Thus the powerful state’s military advantage in some
cases may be offset by the weaker state’s greater interests at stake which generates
greater resolve to resist and to suffer.” Asymmetric conflicts are thus not solely
concerned with relative differences in state’s military power but also the interests at stake

and the costs which states are willing to endure.

Definition and Typology of Coercion

In an asymmetric conflict, the powerful state often finds coercion to be an
attractive option.'” Coercion is an instrument of statecraft employed to achieve foreign
policy objectives. While prominent theorists vary in their definition of coercion, the
definition I adopt as most suitable for this project emphasizes that coercion threatens

force or uses limited force to convince a target to comply with demands. " Coercion

¥ Mack, Andrew (1975) “Why Big Nations Lose Small Wars” World Politics 27:2

’ Though the target typically has asymmetric interests and greater resolve than the challenger, this is not
always the case, particularly when demands do not threaten target survival. For example, in 2003 Iraq was
willing to allow UN inspectors back into country to verify that Iraq had abandoned its Weapons of Mass
Destruction (WMD) program. Saddam’s resolve to maintain the ambiguity over his defunct WMD
program did not outweigh the resolve of the Bush administration to use the issue of Iraqi WMD as its casus
belli for invading and overthrowing Saddam Hussein’s regime.

' | defer until later in this chapter alternative options to coercion, namely accommodation, inducements,
sanctions, and brute force military operations.

" This definition is consistent and integrates prominent theorists’ definitions of coercion. Thomas
Schelling defines coercion in terms of a punishment strategy where coercion is *“...the threat of damage, or
of more damage to come, that can make someone yield or comply.” Schelling, Thomas (1966) Arms and
Influence Yale University Press, New Haven, 3. Alexander George focuses on the more indirect use of
violence in his definition of coercive diplomacy as “...the use of intimidation of one kind or another in
order to get others to comply with one’s wishes... The general intent of coercive diplomacy is to back a
demand on an adversary with a threat of punishment for noncompliance that will be credible and potent
enough to persuade him that it is in his interest to comply with the demand.” George, Alexander and
William Simons (1994) The Limits of Coercive Diplomacy WestView Press, Boulder, 2. Thomas
Freedman focuses on the freedom of the target of coercion to make decisions when he defines coercion as
“...the potential or actual application of force to influence the action of a voluntary agent.” Freedman,
Lawrence (2004) Deterrence Malden, MA: Polity Press 27. Robert Pape focuses on the calculations made
by the target of coercion in his definition of coercion as *...efforts to change the behavior of a state by
manipulating costs and benefits.” In addition for Pape “*... coercion’ is the word I use to refer to the same
concept as Schelling’s ‘compellence.”” Pape, Robert (1996) Bombing to Win Ithaca: Cornell University
Press, 4. Finally Daniel Byman'’s focus is on behavior change by the target in his definition of “coercion
as the use of threatened force, and at times the limited use of actual force to back up the threat, to induce an
adversary to behave differently than it otherwise would.” Byman, Daniel and Matthew Waxman (2002)

12



consists of an explicit or tacit ultimatum which informs the target what it must
accomplish and what violent consequences will ensue should the target’s response not be
to the challenger’s satisfaction.

The typology I develop consists of the three primary characteristics of coercion:
the nature of the demand, the level of the demand, and the type of threat (Figure 1.1).
This typology provides a framework for classifying cases and identifying and coding

explanatory variables.

\\ ‘\\‘ \\\,A .
Type of \"'\ N L
) AN
Threats . \ \\\ \
\ o
S
\ a
Q N N
(=
%\ E
Q//Ep %
D g
Nature of | @
Demands O’é, .
> - - . .
Qo/ Policy Extra-territory Homeland/Regime Change

Level of Demands

Figure 1.1: Typology of Coercion

The Dynamics of Coercion: American Foreign Policy and the Limits of Military Might Cambridge:
Cambridge University Press, 30. My contribution is to point out this change in behavior is linked to the
challenger’s demands, similar to what Clausewitz refers to for war, “...to compel our enemy to do our

will.” Clausewitz, Carl von (1976) On War edited by Michael Howard and Peter Paret, Princeton:
Princeton University Press, Book I, Chapter 1, 2, 75



Nature of Coercive Demands: Compellence and Deterrence

A coercive strategy consists of both demands and threats. As to demands, they
can be either compellent or deterrent in nature. Much has been written on the difference
between compellence and deterrence.'? For this study, the key difference is whether the
resulting concessions are observable. With compellence, demands are for the target to
make an observable change in its behavior. Compellent demands include actions such as
“stop”, “go back”, “give back” or “give up.” Two compellent demands were made in
October of 1998 when the United States insisted Serbia reduce its deployed troops to pre-
crisis levels and allow international monitors into Kosovo. Both the reduction in troop
levels and admittance of monitors were observable Serbian concessions directly linked to
U.S. demands.

By contrast, deterrent demands require the target to continue in its current actions.
The deterrent demand is simply “don’t”. With nuclear deterrence, for example, the
demand is “don’t launch your nuclear weapons.” The causal link between a challenger’s
demands and target compliance is obscured, however, by the negative nature of the
demands. Deterrent demands thus provide a target’s leader with plausible deniability

which lowers both audience and reputation costs.” Target leaders can comply with

demands while claiming they had never planned to take any aggressive action. Deterrent

"2 Schelling, Arms and Influence 69-78 provides the best explanation of the difference between
compellence and deterrence and Posen, Barry (1996), “Military Responses to Refugee Disasters”
International Security, 21:1, 80 provides an excellent description of why compellent demands are both
greater demands and more difficult to communicate than deterrent demands.

" Audience costs refer to the costs a leader suffers primarily by a domestic audience as a result of making
concessions. James Fearon includes an international aspect to audience costs, however the main point of
audience costs is that the costs are suffered domestically by the leader. Reputation costs are the expected
future costs suffered by the target as a result of revealing its willingness to concede to the demands in the
current crises. James Fearon, “Domestic Political Audiences and the Escalation of International Disputes,”
The American Political Science Review, Vol. 88, No. 3 (September 1994), p. 581.
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demands are thus relatively more palatable to the target, allowing it to more easily
concede.

Unfortunately, this unobservable quality which makes compliance more likely
also makes it more difficult for the challenger (and researchers) to determine whether it
was the deterrent strategy which caused the target to comply. Deterrence can be
expensive in terms of diplomatic and military commitments, making it essential to know
the effectiveness of the strategy in gaining the desired outcome. In sum, while this Janus
nature of compliance may make deterrence more effective, it also makes it more difficult
to assess.'

The advantage of differentiating compellence and deterrence according to the
observable quality of target compliance is that it avoids the problem of assessing
compliance in terms of the status quo. Conventionally compellence has been defined as
changing the status quo while deterrence maintains the status quo.” The problem with
this approach is that states often differ in their perception of the status quo and a demand
which may be intended by the challenger as deterrent may be perceived by the target as
compellent. For example, the United States pursued a policy of containment with Iraq
following the 1991 Gulf War. The U.S. established no-fly zones and deployed forces in
Saudi Arabia, Kuwait, and Turkey to deter Iraq from further internal and external
aggression. However, from Iraq’s perspective, U.S. demands were compellent,
impinging on its sovereignty by demanding its military be removed from designated safe
zones in the north and south and allowing UN inspectors access to confirm the

dismantlement of its Weapons of Mass Destruction (WMD) program.

"1 credit Ken Oye with providing me with this insight.
'* George, Alexander and William Simons (1994) The Limits of Coercive Diplomacy WestView Press,
Boulder, 8
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A final challenge in identifying the nature of a coercive demand lies in real world
cases where there are elements of both compellence and deterrence. This is particularly
true for compellent cases since, along with the explicit demand for the target to make an
observable change, there is the accompanying implicit deterrent demand: “and don’t do it
again.”

In sum, the combination of challenger and target disagreement over the status quo
nature of demands and the fact that real world cases of coercion often contain both
compellent and deterrent demands makes it difficult for the researcher to classify cases.
However, this obstacle can be partially surmounted by focusing on the nature of the core
demands made and assessing whether target concessions to these demands are
observable.

Level of Coercive Demands: Policy Change, Extra-Territory, Homeland, and
Regime Change

A second characteristic of coercive demands deals with the level of demands
made. I adopt and modify the Correlates of War (COW) project coding which
categorizes the level of demand as policy change, territory, or regime change. '® 1 further
differentiate territorial demands as either extra-territory or homeland territory, since
homeland territory typically holds a higher value for states. Demands for policy change
and extraterritorial concessions are generally less costly for a target than higher level
concessions of homeland territory or regime change, either of which is more likely to

threaten the survival of a state, of its regime or of its leadership.

'®Faten Ghosn and Scott Bennett “Codebook for the Dyadic Militarized Interstate Incident Data, 3.10 27
September, 2007 http://www.correlatesofwar.org/ p.6. COW also codes reparation, which I code as policy
change if this includes monetary or capital reparations and territory if territorial reparations.
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In addition, in real world cases, it is not unusual for the challenger to make
multiple demands. For instance, during the 1990s after the Gulf War, the U.S. made
three demands of Iraq. Two demands were for policy change: that Iraq abide by the
southern no-fly zone restrictions and the northern safe haven and that Iraq dismantle its
WMD program. A third demand for regime change, made law by the U.S. Congress in
1998, declared the removal of Saddam Hussein to be a national security objective.'”’
Though this was the largest demand to be made of Iraq, containment and abandonment of
WMD remained the core U.S. foreign policy objectives. In sum, classifying cases based
on the level of demands depends on identifying the challenger’s core demands, i.e. those

objectives which, once achieved, would result in the end of the crisis.'®

Type of Coercive Threats: Punishment and Denial

Regardless of the nature or level of demand, in order to be viable a threat must be
credible enough to induce the target to comply. Two types of threats provide different
coercive mechanisms for changing a target’s behavior: punishment and denial. 19

Punishment is *“...the threat of damage, or of more damage to come.”?® The
coercive mechanism is the threat of future punishment which must be sufficiently large
and credible to convince the target that it is preferable to concede now rather than to
endure further pain. Punishment strategies are aimed at altering the target’s cost benefit
assessment. An advantage of employing a punishment strategy is that, when successful,

it is less costly for the challenger than alternative strategies of denial or brute force

' Iraq Liberation Act of 1998, http://www.iragwatch.org/government/US/Legislation/ILA.htm

'® An alternative approach is to code each demand as separate cases. This is the approach taken by
Hufbauer, Gary Clyde, Jeffrey J. Schott, Kimberly Ann Elliott and Barbara Oegg (2007) Economic
Sanctions Reconsidered, 3 Edition Washington D.C.: Institute for International Economics.

19 Snyder, Glenn (1958) Deterrence by Denial and Punishment Center of International Studies Research Monograph
No.1: Princeton

%% Schelling, Thomas (1966) Arms and Influence New Haven: Yale University Press, Arms and Influence 3
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invasion. In fact, if threats alone are sufficient to induce concessions, the actual costs are
quite low. Even when limited strikes are employed in a punishment strategy, the
challenger’s costs are usually lower than the costs of invasion. For example, the air-only
campaign over Kosovo cost the United States no combat fatalities and only a few aircraft
destroyed or damaged.

The challenge for operationalizing a punishment strategy is to identify which key
elements of the target to threaten (i.e. the targeting of the target state). I adopta
Clausewitzian framework for the state, disaggregating it into its regime (or government),

2l A punishment strategy may threaten all three elements,

its military, and its population.
but I will discuss only the regime and population.”> First, with regard to the regime, a
challenger may directly attack either its infrastructure (buildings, facilities, assets) or its
leadership. An example of the latter is an air power decapitation strategy aimed directly
at regime leadership.23 As a punishment strategy decapitation succeeds if the expected

cost of strikes, i.e. the-leader’s death, convinces the regime leadership to make

. e, . . . . 24
concessions while it is still viable and in power.

2! Clausewitz, Carl von (1976) On War edited by Michael Howard and Peter Paret, Princeton: Princeton
University Press Bk 1, Ch1:28, 89.

* A challenger adopts a punishment strategy when it threatens a target’s military with the intent of
increasing the expected costs for resistance. There are two causal mechanisms that can result in target
concession. First, the target leadership values its military and, through cost benefit analysis, may decide to
make concessions on the issue at stake in order to preserve its military capabilities. The initial air strikes of
Operation Allied Force are an example of an unsuccessful punishment strategy aimed at military forces.
Planned for three nights of strikes predominantly against Serbian military facilities, these attacks were not
sufficient to convince Serbian President Slobodan Milosevic to concede Kosovo. A second causal
mechanism involves a challenger’s attacks on target military forces aimed at sparking a military uprising to
overthrow the regime or to convince the regime to concede in order to preempt a military coup. An
example of this can be found in the U.S. defeat of the Iraqi Army in Operation Desert Storm in 1991, which
sparked the March uprising. Initiated by defeated Shiite soldiers returning from the battlefield, the uprising
very nearly overthrew Saddam Hussein and his Baath party.

> I have not discovered a case of a successful threatened decapitation strategy. Interestingly in all three
conflicts | examine, Iraq, Serbia, and Libya, the U.S. strikes the residences of their leaders.

*If decapitation succeeds by killing the regime leadership then this is a brute force not a coercive strategy.
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Second, a challenger can threaten the population. in which case two causal
mechanisms can then convince the regime to concede. Giulio Douhet theorized that air
strikes against the population would cause them to rise up and overthrow the regime.”’
Presumably, a new regime would be more likely to then concede to the challenger’s
demands. Alternatively, to prevent such a revolt, the target’s leaders may become
convinced that concession is necessary. The motivation of preempting a war weary
Serbian population before they voted him from office influenced Slobodan Milosevic in
his decision to concede Kosovo in 1999.%

The alternative coercive strategy to punishment is that of denial*’ Here the
challenger attacks the target’s ability to defend the object at stake. If the challenger can
convince the target the situation is so hopeless that it can no longer defend the objective,
the target has the incentive to concede rather than incur further losses from continued
fighting. While punishment strategies are aimed at what the target values, the objective
of denial strategies is to alter the balance of power by attacking a target’s defenses. As
such, denial strategies against an enemy’s hardened defenses require a more extensive
expenditure of force to convince the target of the futility of resistance. Should the
conflict be over an issue which the target highly prizes, a denial strategy can prove nearly

as costly as a decisive military victory.?®

3 Douhet, Giulio (1998) The Command of the Air Air Force History and Museums Program: Washington
D.C. 57

% See Chapter 5.

27 Shimshoni, Jonathan (1988) Israel and conventional deterrence: border warfare from 1953 to 1970
Ithaca NY: Cornell University Press 6 and Pape, Robert (1996) Bombing to Win: Air Power and Coercion
in War Tthaca: Cornell University Press 18-19

® Pape, Robert (1996) Bombing to Win: Air Power and Coercion in War lthaca: Cornell University Press
15. Even if a denial strategy includes invasion, it still may prove effective if target concessions avoid the
costs of occupation.
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A critical aspect of an effective coercive threat is that it must be perceived as
credible by the target. Both the capability and the will of the challenger play into this
perception.29 Capability refers to the challenger’s military capacity to back up its threats
with force and its relative power advantage over the target. Should the target resist, does
the challenger have the military power projection capability to punish the target into
compliance or to deny it the ability to defend itself?

The other half of the credibility calculation is the willingness of the challenger to
incur the costs of carrying out its threats. An example of an incredible threat would be
that of a U.S. ground invasion of Kosovo after President Clinton’s public declaration in
early 1999 that no such action would be considered. It was clearly a strategic blunder to
remove the uncertainty over U.S. intentions. However, even if Clinton had not done so,
the higher expected combat losses for invading Kosovo made a denial strategy less
credible than the alternative punishment strategy of an air-only campaign.

A final consideration of punishment and denial threats concerns their
effectiveness. Robert Pape claims that only denial strategies work for “important”™
demands of homeland territory or regime change.” He claims punishment strategies,
short of nuclear weapons, do not generate sufficient levels of pain to effect a change in a
target’s decision-making. Undetermined, however, has been the effectiveness of
punishment strategies when lower level interests are at stake, such as policy changes over
humanitarian rights or extra-territorial concessions. In the case studies for Iraqg, Serbia,

and Libya, punishment strategies employing primarily airstrikes and/or sanctions

* Daryl G. Press, Calculating Credibility: How Leaders Assess Military Threats (Ithaca: Cornell Press,
2005) p. 1. Press uses the terms power and interests to express the same idea as that of capability and will.
30 pape, Robert (1996) Bombing to Win: Air Power and Coercion in War Ithaca: Cornell University Press
314
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succeeded in obtaining such lower level demands. In the case of Kosovo, a punishment
strategy even achieved higher level objectives by targeting the Serbian population and
elite, eventually convincing Milosevic to concede what Serbia still considers to be part of

its homeland.

The Dependent Variable: Foreign Policy Outcome

A state engages in coercion to obtain its foreign policy objectives. The degree to
which it achieves these objectives determines whether its foreign policy is a success or a
failure. The dependent variable of foreign policy outcome compares the challenger’s ex
ante objectives with the results from the conflict. A foreign policy outcome is deemed a
success if the challenger achieves its core objectives and a failure if it does not. The
expectation that a challenger achieve all of its demands, however, is too strict a standard.
First, given the uncertainty over interests, capabilities and resolve, a challenger has an
incentive to bluff by making greater demands in order to gain a better bargained outcome.
Further, a strategic actor realizes that, in the course of negotiations, it will likely need to
concede on some points in order to reach an agreement. Such public concessions by the
challenger can provide a target’s leader with the means of saving face, thus reducing
some of the audience and reputation costs incurred by acceding to the remaining
demands. As a result, as with any negotiation, the challenger brings to the bargaining
table higher demands than it will likely achieve, some of which it is willing to sacrifice in

favor of an agreement.31

3! Further discussion on the operationalization for the dependent variable of foreign policy outcome is
deferred to the quantitative analysis in Chapter 3. Two points, however, are worth noting here. First, the
dependent variable is not simply a measure of what the challenger obtains. Coding foreign policy outcome
in this manner would provide a gross assessment which would not factor in the value the challenger places
on the gains it makes, which are determined by its interests, nor would it deduct for the costs of obtaining
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Limitations on Coercive Force and Alternative Foreign Policy Options

Having identified characteristics of the dependent and explanatory variables, the
next step is to examine the strategic interaction which translates coercive demands and
threats into foreign policy outcomes. Prior to specifying a model of asymmetric
coercion, however, two factors require further examination: what are the limits on the use
of force for a strategy to still be considered coercive and what alternative foreign policy

options are available to the challenger.

Limits on the Use of Force

By definition, coercion entails the threat of force and the limited use of force.
Force is produced by military means and includes a range of violent actions from small
arms fire to air strikes. Yet to be determined is the level of force a strategy can employ
and still be considered coercive. What counts as “limited” force is a key discriminator
between three of the dominant coercion theorists: Alexander George’s coercive
diplomacy, Thomas Schelling’s compellence, and Robert Pape’s coercion by denial.  In

the following analysis, I examine the limits they place on the use of force and then define

them. Achieving a high level outcome, such as a territorial concession or regime change, does not
necessarily translate into greater success. If the challenger’s interests are non-vital, then the additional
costs of obtaining concessions may make such an outcome less desirable than lower level gains achieved at
a lower cost. Coding foreign policy outcome by the degree to which the challenger achieves its ex ante
core objectives addresses this problem by incorporating the challenger’s valuation of its interests, along
with its expected benefits and costs. Second, the dependent variable does not evaluate the efficiency of the
challenger’s strategy nor does it compare the effectiveness of coercion to other available foreign policy
options. These alternative dependent variables would require analyzing how the challenger executes its
strategy as compared to either a hypothesized “flawlessly” executed strategy or an alternative “better”
option. See Baldwin, David A. (1999) “The Sanctions Debate and the Logic of Choice” International
Security 24:3 80-107. While there is merit in analyzing the mistakes made in executing a strategy, such
counterfactual argumentation is fraught with uncertainty, making objective evaluation difficult for a single
case, and impractical for a large number of cases.

32 George, Alexander and William Simons (1994) The Limits of Coercive Diplomacy WestView Press,
Boulder, Schelling, Thomas (1966) Arms and Influence Yale University Press, New Haven, and Pape,
Robert (1996) Bombing to Win Ithaca: Cornell University Press
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my threshold for asymmetric coercion in terms of limited punishment strikes and denial

attacks short of invasion or decisive battle (see Table 1.1).

LIMITS ON THE USE OF FORCE

Theorist/Work Coercion Limits on Force
Alexander George | Coercive Diplomacy | - Extremely limited, only threats of force
Limits of Coercive - Only exemplary/symbolic military action
Diplomacy
Thomas Schelling | Compellence - Limited, punitive strikes to communicate
Arms and threat of more strikes to come
Influence
Robert Pape Coercion by Denial - Resticted, no attacks on civilians
Bombing to Win - Unlimited attacks on military forces
Phil Haun Asymmetric Coercion | -Limited, punitive strikes to communicate
Asymmetric threat of more strikes to come
Coercion -Limited strikes against military short of
ground invasion/decisive battle
-Threats of ground invasion

Table 1.1: Coercion Theorists’ Limits on the Use of Force

The most restrictive form of coercion is Alexander George’s coercive diplomacy

3 .
»33 Actions such as

which limits military action to *“...exemplary or symbolic use.
increasing alert levels, mobilizing or deploying forces, or military exercises signal the
credibility of a challenger’s threat without engaging in violence. The credibility of a
threat is “...the perceived likelihood that the threat will be carried out if the conditions
that are supposed to trigger it are met. A highly credible threat is one that people believe
will be carried out; a threat has little credibility if people believe it is a bluff.”* The

intent of coercive diplomacy is therefore to “...back a demand on an adversary with a

threat of punishment for noncompliance that will be credible and potent enough to

* George, Alexander and William Simons (1994) The Limits of Coercive Diplomacy WestView Press,
Boulder, 10-11

** Press, Daryl G. (2005) Calculating Credibility: How Leaders Assess Military Threats Cornell Press:
Ithica, 10
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persuade him [the target] that it is in his interest to comply with the demand.”™® Coercive
diplomacy is a strategy to avoid war which succeeds when demands are met and no force
is actually employed.

For Thomas Schelling, however, threats alone are often insufficient to coerce.
“Unhappily, the power to hurt is often communicated by some performance of it.” Here
the purpose for the limited employment of force is to generate an “...expectation of more
violence that gets the wanted behavior, if the power to hurt can get it at all.” 3% In Arms
and Influence, published in 1966, he includes the then ongoing U.S. air campaign against
North Vietnam, which had commenced in 1965.37 At the time of his writing, these
attacks were quite restrictive, though clearly beyond that of a symbolic military action.*®
Whereas George favors coercive threats as a substitute for war, Schelling views
compellence as a limited, punitive war strategy and a substitute for the more violent
conventional war fighting strategy of taking objectives by brute force.

The level of violence employed in Schelling’s punishment strategy is limited to
only that force necessary to credibly communicate the threat to the target. Excessive
force is not only inefficient but counterproductive as it exhausts the challenger’s reserves
of latent violence available to produce pain in the future. Therefore, the use of force must

be restricted to only that which is necessary to convince the target that it is in its best

interest to comply.”

% George, Alexander and William Simons (1994) The Limits of Coercive Diplomacy WestView Press,
Boulder, 2

36 Schelling, Thomas (1966) Arms and Influence Yale University Press, New Haven, 3

37 Schelling, Thomas (1966) Arms and Influence Yale University Press, New Haven, 175

*® The early phase of Operation Rolling Thunder, which Schelling was aware of, attacks were restricted
from Hanoi and Haiphong Harbor.

3% Schelling identifies the expected pain from future strikes as the causal mechanism for a target’s
concessions. He fails, however, to recognize an alternative causal mechanism: the expected economic costs
to the target generated from previous strikes. For example, by June of 1999, NATO air strikes against
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For Robert Pape, only denial strategies leveled against a target state’s military
capabilities are effective. Punishment strategies targeting the civilian population do not
gain “important” territorial concessions. Such actions simply cause unnecessary
suffering and divert critical military resources like air power away from the decisive
battle. Therefore, military force should be restricted to attacking the target’s defenses
only.40 Compared to the coercive threats of George’s coercive diplomacy or limited
strikes of Schelling’s compellence, the wartime application of Pape’s denial strategy 1s
far more costly and, in many cases, requires invasion. And for Pape, the line between a
denial strategy and a brute force strategy is ambiguous, as the distinction only becomes
evident ex post with coercion succeeding if the target concedes while it still has some
means to resist.*’ And the degree of success for the challenger is measured by the
difference between the actual costs incurred from the denial strategy and the expected
costs of taking objectives by force.

The threshold of violence distinguishing coercion from brute force war in my
theory of asymmetric coercion falls between that of Schelling’s compellence and Pape’s
denial. Like Schelling, I include as coercive strikes against a target’s population that
signal the threat of additional strikes to come. For example, in May of 1999 the U.S.
increased the number of air strikes aimed at Serbia’s infrastructure. This threat to
Serbia’s economy proved to be a key factor in Milosevic concession of Kosovo. I further

include Pape’s denial attacks against a target’s military defenses as coercive measures.

bridges and the electric grid had degraded Serbia’s transportation networks and energy sources and
disrupted its economy. Only a concession to U.S. demands would bring about an end to the war which
would enable Serbia to rebuild its economic capacity. Serbian President Slobodan Milosevic was
compelled not only out of the fear of the damage from future air strikes, but also to stop the economic
losses accruing as a result of the damage from previous air strikes, which could not be repaired while the
war continued.

40 Pape, Robert (1996) Bombing to Win Ithaca: Cornell University Press 68

! pape, Robert (1996) Bombing to Win Ithaca: Cornell University Press 15
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Unlike Pape, however, though denial strategics may well threaten invasion I do not
consider an invasion, once commenced, as coercive.” Such action significantly
increases the expected costs and risks of conflict and is better viewed as a brute force
strategy.

Threatening invasion versus an actually invasion is analogous to the distinction
George draws between threatening force and actually employing violent force. This logic
can be furthér extended to the nuclear realm. Though nuclear weapons factor into few
cases of asymmetric conflict, a similar distinction can be made as to determining whether
they are coercive or not. ** The threat of nuclear attacks aimed at a countries population,
countervalue, or its military, counterforce, I consider coercive, whereas an actual nuclear
attack would not be as such action significantly increases the expected costs and risks of
conflict and is better viewed as a brute force strategy.

Alternative Foreign Policy Options: Accommodation, Inducements, Sanctions, and
Brute Force

Up to this point, coercion has been the only foreign policy option considered for
the challenger. The decision to adopt a coercive strategy, however, implies that the
challenger expects to gain more by that choice than from the other available options.44

Alternative foreign policy options include non-military strategies of accommodation,

*2 Pape’s definition of coercion allows an invasion to be coercive so long as the target conceded while it
still had the means to resist.

* Nuclear weapons are not employed frequently in asymmetric conflicts for three reasons. First, nuclear
weapons have only been available since the end of WWII. Second, nuclear weapons are primarily used by
Great Powers to deter other Great Powers. By contrast the threat of a nuclear attack has rarely been used to
compel a weak state. An exception is the Soviet Union threatening a nuclear attack against Israel, as well
as Great Britain and France, in 1956 to end the war over the nationalization of the Suez Canal by Egypt.
Third, the taboo against the use of nuclear weapons except in retaliation or defense of a Great Powers
homeland has decreased the credibility of a Great Power’s threat to use nuclear weapons to back up its
compellent demands against weak states.

* Baldwin, David A. (1999) “The Sanctions Debate and the Logic of Choice” International Security 24:3
80-107
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inducements, and economic sanctions in addition to the military strategy of brute force.
Before examining these alternative strategies, I make three observations concerning the
challenger’s foreign policy decision. First, as previously noted, there is the difficulty of |
comparing the strategy adopted from those not chosen. This counterfactual exercise
requires calculating the expected costs and benefits for actions not taken. While ex post
evidence abounds on the excesses and shortfalls of the chosen strategy, no such
observations are available for alternative strategies foregone. Also, since conflict
outcomes are probabilistic, the fact that a chosen strategy failed (or succeeded) is
insufficient proof that the policy choice was the incorrect (or correct) one. As a result,
such analysis, laden with uncertainty, proves difficult to support and the plausibility of
the results is easily assailed.

Second, strategies may be employed as substitutes or complements. States often
approach conflicts with mixed strategies, combining both non-military and military
policies. States have long adopted sanctions during war. It is more difficult to evaluate a
strategy when its effect is only indirectly reflected in the outcome of a complementary
strategy. For instance, the value of an arms embargo may only be fully determined by
observing the target’s reduced military effectiveness when directly engaged by the
challenger.

Third, foreign policy tools may have both short- and long-term objectives. In the
short run, the challenger’s aim is to end the conflict with the best possible outcome, given
the foreign policy tools available to it. However, a long-term objective may be to reduce
future conflict through persuasion, by convincing the target to change its preferences to

those amenable to the challenger. While the focus in this research is on the contribution
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alternative foreign policies make to the short-term aim of resolving an ongoing conflict, I

also recognize the role of foreign policy in removing the sources of long-term conflict.

Accommodation

Accommodation, or appeasement, is the challenger’s option to unilaterally decide
not to contest the target over the issue at hand with the expectation that such action will
avoid further conflict.*> “Appeasement is a response to a strategic problem. One state
decides to make concessions to another as a way of dealing with the strategic situation
confronting it.”4

The conventional criticism of accommodation is that unilateral concessions prove
counterproductive, only increasing the adversary’s power while eroding the challenger’s
reputation for resolve. As a result, further conflict is made more, not less, likely.47
However, in the case of asymmetric conflict, this argument loses some of its force. With
Munich, appeasement by Britain and France led to Nazi Germany’s absorbing the
military capabilities of Czechoslovakia, which had an impact on the balance of power in
Europe. By contrast, in asymmetric conflicts accommodation by the Great Power does
not alter the already great imbalance of power and since the challenger typically already

has less resolve than the target, it is unclear whether accommodation necessarily leads to

further conflict.

* Since appeasement is infamously associated with the September 1938 Munich Conference and Neville
Chamberlain’s ill-fated effort to prevent war by conceding to Hitler the annexation of the Sudetenland 1
adopt Alexander George’s use of the term accommodation. George, Alexander and William Simons (1994)
The Limits of Coercive Diplomacy WestView Press, Boulder, 7. On appeasement see Treisman, Daniel
(2004)“Rational Appeasement” International Organization 58:2 345 Watt, D.C. (1965) “Appeasement:
The Rise of A Revisionist School?” The Political Quarterly 36:2, 191-213, Beck, Robert (1989) “Munich’s
Lessons Reconsidered” International Security 14:2 161-191

¢ powell, Robert (1996) “Uncertainty, Shifting Power, and Appeasement”™ American Political Science
Review 90:4, 750

47 Treisman, Daniel (2004)“Rational Appeasement” International Organization 58:2 345
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More favorable arguments for accommodation point to conditions, under which
cooperation and norms of equity may prompt a state to believe its concessions will be
reciprocated.®® Others point to situations such as periods of power transition, whereby a
challenger may have little recourse but to accommodate.”” Again, these arguments are
not particularly germane to cases of asymmetric conflict, in which power transition is
unlikely and the challenger already views the target as an adversary, rendering norms of
reciprocity less applicable.

The relatively low number of international crises as compared to the much larger
universe of potential crises suggests that accommodation is, in effect, the most common
foreign policy choice. Accommodation is the default strategy which a Great Power
passively adopts when it chooses to do nothing and thereby avoid a crisis. This appears
reasonable, particularly when non-vital interests are at stake and the cost of adopting a
non-military or military, coercive or brute force strategy outweighs the expected benefits
to the challenger.

Finally, while accommodation is usually considered a substitute for coercion, with
the possible exception of unconditional terms of surrender, most negotiated settlements
include some element of accommodation. The benefit of accommodation is that this
strategy, when successful, avoids the costs of coercion or brute force. Accommodation
does have certain drawbacks though, as the challenger foregoes the claims it has to the
issue at stake and by doing so may also suffer reputation and audience costs for revealing

its weak resolve.

“ Dimuccio, Ralph (1998) “The Study of Appeasement in International Relations: Polemics, Paradigms,
and Problems” Journal of Peace Research 35:2 45-259 Beck, Robert (1989) “Munich’s Lessons
Reconsidered” /nternational Security 14:2 161-191

* See Rock, Stephen (2000) Appeasement in International Politics University of Kentucky Press,
Treisman, Daniel (2004)“Rational Appeasement” [nternational Organization 58:2 345, and
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Inducements

Inducements are side payments meant to convince the target to concede to the
issue at stake. In mixed strategies, inducements are the “carrots” of a “stick and carrot”
strategy employed to sweeten a deal. The challenger may make concessions in another
area or make promises concerning future actions. For example, in the Cuban Missile
Crisis, the United States secretly agreed to link the withdrawal of Jupiter Missiles from
Turkey with the withdrawal of Soviet missiles from Cuba. In addition, the United States
publicly promised to make no further threats of invasion of Cuba, a policy still in effect.”

Inducements differ from persuasion in that the target does not change its
preferences. Ceferis parabus, if inducements are discontinued, it is likely the target will
reverse its behavior. Inducements also have a similar problem to accommodation, in that

incentives provided by a challenger may be interpreted as a sign of weakness.

Economic Sanctions

States benefit from international trade and finance. An alternative foreign policy
tool to military coercion is the threat of the loss of these benefits through economic
sanctions. Sanctions can take three different forms all of which threaten a target state’s
economy or security: trade, finance, or arms embargos. Trade sanctions restrict the flow
of goods and services. The target is punished by the decrease in the availability of goods
to purchase and in the demand for its own goods. Such sanctions work best when the

target relies heavily on the challenger for trade.”’ The critique against such sanctions is

%% Allison, Graham T. (1971) Essence of Decision: Explaining the Cuban Missile Crisis New York Harper
142

1 Hufbauer, Gary Clyde, Jeffrey J. Schott, Kimberly Ann Elliott and Barbara Oegg (2007) Economic
Sanctions Reconsidered, 3" Edition Washington D.C.: Institute for International Economics
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that, used alone, they cannot produce significant concessions.” Further, the effects of
trade sanctions are more often felt by the target population rather than the target regime.
Though economic sanctions do not directly use force, they can prove even more deadly
particularly to a target state’s weak and poor. In some cases, trade sanctions can actually
serve to solidify a regime’s domestic control on power, as was the case with U.S.
sanctions on Iraq in the 1990s.>?

Financial sanctions work like trade sanctions by limiting a target’s sources of
financial services. In addition, they can be used to freeze a target’s financial assets held
in the challenger state or in other states that cooperate with the challenger. The
challenger retains control of those assets, promising to release them once the target agrees
to demands. For example, the U.S. froze $8 billion in Iranian assets, which it then
leveraged in negotiations to release U.S. hostages in the 1979 Iranian Hostage crisis.”* A
critique against financial sanctions is that, in today’s electronically connected financial
world, it is much more difficult to identify and freeze a target’s assets.

Finally, arms embargos are often overlooked as a form of economic sanction.
Embargos restricting the flow of weapons, ammunition, parts and supplies decrease the
target’s military capabilities and are, therefore, most effective for denial strategies. Used
alone, an embargo is not likely to achieve foreign policy objectives, but it can effectively

complement a military strategy.

>2 For critique of economic sanction effectiveness see Pape, Robert, (1997) “Why economic sanctions do
not work” International Security 22:1, 90-136, Elliot, Kimberly (1998) “The Sanctions Glass: Half full or
Completely Empty” International Security 22:4, 50-65. For effectiveness of the threat of economic
sanctions see Drezner, Daniel (2003)”Hidden Hand of Economic Coercion” International Organization
57:3, 643-659

%3 Hufbauer, Gary Clyde, Jeffrey J. Schott, Kimberly Ann Elliott and Barbara Oegg (2007) Economic
Sanctions Reconsidered, 3 Edition Washington D.C.: Institute for International Economics

34 Christopher, Warren, Oscar Schachter, John Hoffman, Harold Saunders, Richard David (1985) American
Hostages in Iran: The Conduct of a Crisis New Haven, Yale University Press
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In sum, economic sanctions are non-violent means for convincing a target to
change its behavior. As with any foreign policy option, sanctions have limitations and
drawbacks. Still, they are a tool commonly employed by Great Powers, either

independently or in conjunction with military force.

Brute Force Strategy

A challenger employs a brute force strategy when it seizes an objective by
overpowering its adversary, where its military engages the enemy in order to overcome
its defenses.® For the challenger this traditionally involves the costly and risky war
fighting tasks of invasion and occupation. Unlike coercion, with brute force no
concessions are required of the target, as it essentially has no choice in the matter.
Schelling contrasts brute force and coercive strategies in that military force must be
exercised in order for a brute force strategy to succeed, whereas coercion is most
successful when force is merely threatened.®

While it is easy to distinguish brute force from a punishment strategy, it is less
straightforward when compared to a denial strategy. A denial strategy threatens the use
of brute force and communicates this threat through the actual use of sufficient force to
convince the target that resistance is futile. Denial succeeds when the target concedes,
allowing the challenger to avoid the full costs of the brute force strategy.

When bargaining breaks down and neither coercion (by denial or punishment),
nor sanctions, nor inducement succeeds in gaining target concession, the only option

available to the challenger to achieve its objectives is that of brute force.

> Schelling, Thomas (1966) Arms and Influence New Haven: Yale University Press 6
% Schelling, Thomas (1966) Arms and Influence New Haven: Yale University Press 3
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EXPLAINING COERCION FAILURE

As I will demonstrate in Chapter two, a rational challenger only chooses a
coercive strategy over other foreign policy options, if it determines the target is likely to
concede to its demands. This being the case, what explains cases of coercion in which
the target resists and coercion fails?”” 1 examine this question in two parts. First, under
what conditions is a target likely to resist being coerced? And second, in recognizing

such conditions, why would a rational challenger go on to adopt a coercive strategy?

Why a Target Resists

In the real world, coercion does not always succeed, as weak target states do not
always concede, even when pitted against Great Powers. In Chapter 3, I present evidence
drawn from the interstate crises which took place between 1918 and 2003. Despite its
overwhelming military might, the powerful challenger succeeded in convincing the
weaker target to concede in only 56% of the cases. What explains this apparent
discrepancy between theory and practice? Below I offer five explanations for why a
target resists.
I: Misperception and Miscalculation based on Psychological, Cognitive, Group Bias,
Non-unitary Actor, and Bounded Rationality Explanations for Target Resistance

An important body of international relations scholarship over the past four

decades has examined how humans and groups are limited in their desire or ability to

57 Rationality here means actors have stable preferences over outcomes and that the challenger and target
when given the same information will make identical calculations of probabilities, costs, and benefits. If
coercion fails then the challenger suffers the costs of coercion and then must adopt another strategy, which
is more costly than having chosen the alternate strategy to begin with.
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behave rationally.”® Psychological and cognitive biases often lead decision makers to
misperceive and miscalculate capability and resolve, demands and threats, probabilities
of victory, and the costs of fighting, any or all of which can cause coercion to fail. In
addition, rational decision making can be limited, particularly during crises, causing the
challenger and target to draw different conclusions from the same information. Finally,
organizational and group dynamics further explain why states do not always behave as
unitary rational actors.

Such non-rational explanations for why states, regimes, and leaders do not behave
rationally provide ex post explanations for coercion failure in specific cases. For
instance, in 1991 Saddam Hussein, and to a lesser extent the U.S., misperceived the
enormous disparity in Iragi and U.S. military power, which led the Iraqi leader to grossly
miscalculate the probable outcome of the Gulf War.

The problem with attempting to systematically assess these non-rational
explanations is that such behavior can, in some degree, be found in all conflicts.
Unfortunately, these explanations do not provide ex ante predictors for which crises are
likely to end in coercion success or in failure. Therefore, while [ acknowledge that non-
rational behavior is common in decision making, I do not develop a theory of asymmetric
coercion based upon it, nor do I draw testable hypotheses from it. Instead, in Chapters 4
through 6, I analyze crises for evidence of non-rational behavior and evaluate the degree

to which it impacted the outcome. I find that, while non-rational factors are quite useful

%% For psychological bias and misperceptions see Robert Jervis (1968) “Hypotheses on Misperception,”
World Politics. 20:3 454-479. For bounded rationality and satisficing behavior see James March (1994) 4
Primer on Decision Making: How Decisions Happen, New York: Free Press. On cognitive dissonance see
Deborah Larson (1985) The Origins of Containment: A Psychological Explanation Princeton 24-65, For
organizational and bureaucratic models see Graham Allison (1969) “Conceptual Models of the Cuban
Missile Crisis,” The American Political Science Review 63:3 689-718.
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for explaining the initiation and the length of a crisis, they are less helpful in explaining
crisis termination.

II: Rationalist Explanations for Target Resistance: Uncertainty and Private
Information

Uncertainty and private information concerning the interests, military capabilities
and resolve of both the challenger and the target provide a second explanation for why a
target may resist. If a challenger and a target are privy to different information, even if
both are rational, they may reach differing assessments of the other’s interests,
capabilities, and resolve. If these estimates differ to the extent that the challenger’s range
of demands it is willing to offer does not overlap with the demands which the target is
willing to concede then coercion will fail.

A rational challenger and target should reveal to each other the information they
possess so that both actors can make identical assessments and thus avoid a negotiation
breakdown. However, there are incentives for the challenger and the target to
misrepresent and withhold information and thereby accept the risk of coercion failure in
order to increase its expected outcome.””

It is not difficult to develop a hypothesis for uncertainty as an increase in
uncertainty increases the likelihood of coercion failure. However, it proves far more
troublesome to test. In actual coercion cases, there is little observable data with which to
make comparisons as to the level of information possessed by each actor, particularly as

it affects the target’s decision making process. As a result, attempts at evaluating the

%% Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 381



degree of asymmetric information in a crisis tends to devolve into a tautological

. . . . . . . 60
argument, i.e. asymmetric information is deemed significant because coercion failed.

III: Rationalist Explanations for Target Resistance: Issue Indivisibility

Issue indivisibility recognizes that there are certain issues over which a target state
is unwilling to negotiate, preferring resistance to any peaceful settlement.®' James Fearon
acknowledges issue indivisibility as a theoretically viable rationalist explanation for
bargaining failure, but dismisses it as inconsequential for modern international politics.
He argues, though does not provide evidence, that “...issues over which states bargain
typically are complex and multidimensional; side-payments or linkages with other issues
typically are possible... War-prone international issues may often be effectively
indivisible, but the cause of this indivisibility lies in domestic political and other
mechanisms rather than in the nature of the issues themselves.”® Robert Powell takes it
even further to claim that issue indivisibility is, in fact, no more than a commitment
problem.®

Those who argue for issue indivisibility as a rational explanation for war point to

specific religious sites or attributes of a particular territory as integral to a nation’s

% 1 attempted to test this hypothesis on uncertainty in an early draft of the Iraq case study, but eventually
abandoned this effort due to a lack of sufficient observable data for all the cases.

" On issue indivisibility see Toft, Monica (2006) “Issue Indivisibility and Time Horizons as Rationalist
Explanations for War” Security Studies 15:1, 34-69, Hassner, Ron E. (2003) “To Halve and to Hold:
Conflicts over Sacred Space and the Problem of Indivisibility” Security Studies 12:4, 1-33, Kirshner,
Jonathon, (2000) “Rationalist Explanations for War?” Security Studies 10:1, 144

%2 Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 382 Robert
Powell carries this argument further by asserting that, even if an issue is indivisible, this does not explain
bargaining failure. “Even if a disputed issue is physically indivisible, one should not think of bargaining
indivisibilities as a conceptually distinct solution to the inefficiency puzzle. There are still outcomes (or
more accurately mechanisms) that give both states higher expected payoffs than they would obtain by
fighting over the issue. The real impediment to agreement is the inability to commit. Powell, Robert (2006)
“War as a Commitment Problem” International Organization 60:Winter 178

% powell, Robert (2006) “War as a Commitment Problem” /nternational Organization 60:1, 169-203
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identify, an issue which cannot be viewed as divisible.** But, regardless of whether issue
indivisibility is more logically considered a separate explanation for coercion failure or
viewed as a commitment problem, the number of crises, in which issue indivisibility is
evident, is relatively small. In the case studies I examine, only in the case of Kosovo, the
historic birthplace of Serbia, which Slobodan Milosevic proclaimed he would never
surrender, does issue of indivisibility appear relevant. And even then Milosevic
eventually conceded the territory. As a result, I do not develop or test a hypothesis for

issue indivisibility.

1V: Rationalist Explanations for Target Resistance: Credible Commitment Problems
A popular rationalist explanation for a target’s resistance arises when a challenger
cannot make credible a promise to refrain from making future demands. This is the case
when the target believes an agreement will only lead to additional demands from the
challenger. In an anarchic world without a hierarchical power to enforce agreements,
even if the challenger and the target prefer a negotiated outcome to war, the target knows
there is no one to force the challenger to abide by the terms agreed upon. And if the
expected outcome of the agreement shifts the balance of power in the challenger’s favor,
this only provides an incentive for it to make still further demands. The situation thus
creates a commitment problem for the challenger in that it would be better off, ex ante, to
accept a negotiated settlement which avoids the costs of war, but it cannot credibly

promise not to make future demands ex post. 65

% Hassner, Ron E. (2003) “To Halve and to Hold: Conflicts over Sacred Space and the Problem of
Indivisibility” Security Studies 12:4, 4. Toft, Monica (2006) “Issue Indivisibility and Time Horizons as
Rationalist Explanations for War” Security Studies 15:1, 38

% powell, Robert (2006) “War as a Commitment Problem” International Organization 60:1, 169-203
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For asymmetric conflicts in which the balance of power is already tilted heavily in
the challenger favor, a target’s concessions may not cause a noticeable shift in power.
They may, however, reduce the challenger’s uncertainty over the level of the target’s
resolve. Information revealing a weakly resolved target may have the same affect as a
shift in the balance of power, causing the challenger to reassess whether to make
additional demands.®® The inability of the challenger to rule out further demands
increases the target’s reputation costs for making concessions in the crisis at hand. If
these reputation costs are sufficiently great, they can preclude a negotiated settlement.

This last insight produces a testable hypothesis for commitment problems. An
increase in a challenger's commitment problems increases the likelihood of coercion
failure. This is likely to be the case when a challenger has the means to back up
additional demands with credible threats. But this, by definition, is always the case in
asymmetric conflicts, where Great Powers have the balance of power heavily in their
favor. This asymmetry causes weak states to resist Great Powers, a reaction which has
been dubbed Goliath’s Curse.’

One shortcoming of a commitment hypothesis based on the logic of Goliath’s
curse is that it expects all coercive strategies by Great Powers in asymmetric conflicts to
fail. And yet, as I demonstrate in Chapter 3, coercion has been successful in 56% of
asymmetric crises since World War I. The commitment hypothesis, therefore, correctly
predicts only 44% of crises outcomes. A possible remedy is to develop a proxy variable

for commitment which provides variation in its prediction of coercion outcomes. Such a

% Sechser, Todd S. (2007) Winning Without a Fight: Power, Reputation, and Compellent Threats in
International Crises dissertation Stanford University, 5

67 Sechser, Todd S. (forthcoming) “Goliath’s Curse: Asymmetric Power and the Effectiveness of Coercive
Threats” International Organization
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proxy can be developed from an insight provided by Sir Julian Corbett, who observed
“that limited wars do not turn upon the armed strength of the belligerents, but upon the
amount of that strength which they are able or willing to bring to bear at the decisive
point.”®® For asymmetric conflicts, what counts is the military force a Great Power can
deploy against the target state. I therefore evaluate the commitment problem in
individual cases by assessing whether the deployed military forces of the challenger are

sufficient to credibly back up further demands.

V: Rationalist Explanations for Target Resistance: Survival

A final rational explanation for coercion failure is that of target survival. A target
state will likely refuse demands which threaten its survival so long as it has the means to
resist. In Chapter 2, I will show why it is rational for a target to resist a challenger, even
when the probability of victory for the target is quite low, so long as the expected
outcome for resisting is greater than that of conceding to its certain demise. This
situation is particularly germane to asymmetric conflicts in which the challenger’s high
probability of victory makes it more likely to make demands which threaten a target’s
survival.

The target survival hypothesis suggests demands which threaten a target’s
survival increase the likelihood of target resistance and coercion failure. As with the
other explanations for coercion failure, it is difficult to identify testable criteria and avoid

tautological argumentation. [ will focus on four characteristics of a state’s sovereignty:

% The war is limited for the Great Power, though not necessarily for its target. Corbett, Julian (1988),
Some Principles of Maritime Strategy United States Naval Institute: Annapolis, Md 58
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control over its own government, control of its population, control over its homeland
territory, and the viability of its economy.®’

In practice, it is difficult to make a counterfactual assessment as to whether
conceding to a set of demands would, in fact, lead to the demise of a target state. Instead,
I examine whether the challenger’s core demands threaten the target state’s regime,
population, homeland territory, or economy. If concession to demands seriously
threatens any of these four central elements, I assess target survival to be at risk. The
drawback to this approach is that it may misidentify a state’s survival as threatened when,
in fact, it is not. For instance, Serbia considered Kosovo as part of its homeland territory,
yet conceding control over it did not result in Serbia’s death. Despite such potential false
positives, this method of coding survival still proves effective in making predictions of

coercion outcomes.

Relaxing the Unitary Actor Assumption for the Target State

In practice, there are relatively few asymmetric crises where state survival is at
risk for a target conceding to coercive demands. More numerous are examples of a
regime or its leadership being threatened internally. While a domestic cause for target
resistance is not strictly a rationalist, unitary actor explanation for coercion failure it does
often occur. And, more importantly, as I will demonstrate in Chapters 4 through 6 it is
impossible to explain the decision making of Iraq, Serbia, or Libya without taking into
account the domestic threats on Saddam Hussein, Slobodan Milosevic, Mu’ammar Al-

Qadhafi, and of their regimes. I therefore relax the unitary actor assumption on the target

 For a useful discussion on state death see Fazal, Tanisha M. (2004) “State Death in the International
System” International Organization 58 (Spring) 311-344
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state in order to assess the impact of the threat to survival of the target state’s ruling

regime and its leader.

Regime Survival

A regime’s survival may be threatened domestically in two ways. First, a weak
regime may be threatened by civil war, in which opposition groups attempt to overthrow
the government. A regime may therefore resist a challenger’s demands since conceding
would reveal the regime as weak to domestic opposition groups waiting for an
opportunity to seize power. This is the logic of omni-balancing, where the internal
structure of weak states is more appropriately described as anarchical rather than
hierarchical.”® A rather obvious observation is that a regime’s survival can only be
threatened by revolt if a domestic opposition group actually exists. For example, no such
organizations were present in Libya to threaten Qadhafi’s regime prior to the rise of
radicalized Islamic groups in the mid-1990s.

Second, for a regime whose basis for power is determined by voters, the regime
may also be threatened at home by elections. Acknowledging a policy failure can prompt
the population to punish the ruling party at the ballot box. This dynamic is the principal-
agent problem of audience costs, which I describe in greater detail under regime
leadership survival. Though Serbia was not a democracy, Slobodan Milosevic’s Socialist
Party of Serbia (SPS) was elected to power and was therefore vulnerable to being voted

out of office, as was demonstrated in its loss of power in the national elections of 2000.

7 David, Steven (1991) “Explaining Third World Alignment” World Politics 43:1 233-56
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Regime Leadership Survival

Finally, though the survival of a given regime may well be assured at the
domestic level, the survival of its leader may not be. Indeed, in terms of coercion failure,
a leader may resist a challenger state’s demands if he expects his position to then be
threatened from those within his own regime. This vulnerability to his power is the basis
for audience costs.”' The logic of audience costs is derived from a principal-agent model,
where the leader is the agent charged with carrying out the policy preferences for the
principals which make up the regime. Principals can either reward or punish the leader
by keeping him in or removing him from office. Principals have limited information to
judge the leader’s performance and must extract how well the leader adheres to their
preferences on the basis of whether his policies succeed or fail. If policies fail, the
principals punish the leader by removing him from power. Audience cost is the leader’s
expectation as to whether he will be removed from power by the principal for making a
concession.

The level of audience costs varies with the number of principals within the regime
and how powerful they are, relative to the leader. Democracies are likely to generate
high audience costs because of the relative ease of replacing a leader at the polling booth
and the greater transparency of democracies, allowing the principals to recognize when a
leader’s foreign policy has failed. By contrast, while autocratic states do not have as
many principals as democracies, the potentially dire consequences for a dictator who
loses power makes his audience costs significant indeed. For authoritarian states,

Barbara Geddes has developed a categorization of three types: military regimes, single-

" For more on audience costs see Fearon, James (1994) “Domestic Political Audiences and the Escalation
of International Disputes” American Political Science Review 88: (September) 577-92 and
Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 379-414
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party regimes, and personalist regimes.”> Military and single-party regimes typically
have more principals involved and are therefore theorized as likely to have higher

. . : 73
audience costs than do personalist regimes.

The survival hypothesis therefore predicts coercion likely to fail if either the
target state, or regime, or regime leader’s survival is at stake, so long as the target has the
means to resist. This last conditional statement of the target’s ability to resist
acknowledges that there are cases between Great Powers and weak states in which the
weak state does not have the military capacity to put forward any resistance. For
example, in 1939 Latvia, Estonia, and Lithuania had no means to resist the Soviet
Union’s demands for homeland territory and ultimately regime change and so conceded
without a fight. Finland, on the other hand, did have the means to resist and did so, even
though the Soviet’s limited territorial demands for basing rights were less onerous than
those placed on the other three states. Without the ability to mount a resistance, Latvia,
Estonia, and Lithuania preferred instead to concede to the inevitable and thereby avoid

the costs of war.

How Target Survival differs from Issue Indivisibility and Commitment Problems
A criticism of the survival explanation for coercion failure is that it can simply be
considered a sub-category of issue indivisibility. There is some validity to arguing

survival as an indivisible issue, as the premise of the survival hypothesis holds that states

2 Geddes, Barbara (2003) Paradigms and Sand Castles Lansing MI: Univ of Michigan Press, Geddes,
Barbara (1999) Paper on authoritarianism presented at 1999 American Political Science Association
Conference www.uvm.edu/~cbeer/geddes/APSA99.htin accessed 16 Feb 2010

" Geddes, Barbara (1999) Paper on authoritarianism presented at 1999 American Political Science
Association Conference www.uvm.edu/~cbeer/geddes/APSA99.htm accessed 16 Feb 2010. and Weeks,
Jessica L. (2008) “Autocratic Audience Costs: Regime Type and Signaling Resolve” International
Organization 62 (Winter) 35-64
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are not likely to make a concession that threatens their survival.”® If a state wil'l not
concede part of its survival, then the issue is indivisible. There are, however, two
problems with describing survival in issue indivisibility terms. First, indivisibility, by
definition, précludes the possibility of any concession being made. I discussed
previously, a state’s existence depends on four conditions: control over its population, its
homeland territory, and its government, and the ability to maintain a viable economy.
Yet any or all of these four issues may, in fact, be conceded to a limited degree and still
not result in a state’s demise. For example, Serbia survives today, even after conceding
all of Kosovo, a large part of its historic homeland. While survival may be viewed as
indivisible in theory, in practice each of the four elements may, in fact, be divisible at the
margins.

Second, over the past decade international relations scholars have come to view
issue indivisibility as synonymous with specific religious or nationalist territorial issues,
the most often cited example being the Dome of the Rock on the Temple Mount in
Jerusalem.” Given the way issue indivisibility is now more narrowly characterized, it is
inappropriate and confusing to relegate such an important issue as state survival to a
subset of issue indivisibility.

A second criticism of the survival explanation asserts that it, at its essence,
describes the same causal logic for coercion failure as that used by the commitment
problem. Again, there is some validity to this argument. Asymmetric conflicts, by
definition, involve a powerful challenger with the capability of threatening the survival of

the weak target state. Therefore, a target state may resist a challenger’s demands because

™ In an earlier draft of this chapter I included survival as an indivisibility issue.
> Hassner, Ron E. (2003) “To Halve and to Hold: Conflicts over Sacred Space and the Problem of
Indivisibility” Security Studies 12:4, 1-33
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it believes a concession will likely lead to greater demands that will, in turn, threaten its
survival. The target resists now because it believes its survival will be threatened in the
future.

A weakness of this criticism is its failure to explain why the survival and
commitment hypothesis then make disparate predictions of the target’s likely decision as
to resist or to concede to a demand which does not, in and of itself, threaten target
survival. While the commitment hypothesis expects the target to resist, the survival
hypothesis predicts the opposite, i.e. the target will likely concede to the original
demands since they do not threaten its survival, assuming the challenger has properly
matched threats to back up demands. If the survival and commitment hypotheses were
based on a similar logic, they would produce the same prediction as to a target’s decision
making.

A second problem with this criticism is its inability to explain cases in which
challengers make high level demands that threaten target survival. The survival
hypothesis expects the target to resist as a concession would likely lead to its demise.
The logic of the commitment problem, however, breaks down in such a situation, as a
target conceding to its own death would not likely be concerned about additional
demands when it has no expectation of being around in the future. For such high level
demands, the survival and commitment hypotheses again make disparate predictions of
the target’s response.

The key difference between the survival and commitment hypothesis is that the
survival hypothesis incorporates the equilibrium conditions of the asymmetric coercion

model I develop in Chapter 2. A rational challenger chooses to restrict its demands, even
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when it has additional military force capable of backing up higher demands, when the
expected outcome of limited demands and threats exceed that of higher demands backed
by greater, and therefore more costly, force. By contrast, the commitment hypothesis
does not allow for such an interior solution to the challenger’s optimization problem. It
instead assumes that the target will always expect the challenger to increase its outcome

by raising its demands.”®

Why a challenger may choose coercion even when the likelihood of success is low
The previous section examined rational and non-rational explanations for why a
target might resist a challenger’s coercive demand. What has not been addressed is why
a rational challenger would choose coercion if it assesses the target as likely to reject its
demands. If a target is likely to resist, then the challenger would be better off avoiding
the costs of coercion and adopting an alternative strategy. The previous explanations of
misperception and miscalculation, and uncertainty and private information apply equally
to the challenger as to the target. In addition, there are also two explanations based on
low costs for coercion and international norms of coercion which help us to understand

why a Great Power might choose a coercive strategy likely to fail.

Low Costs of Coercion

A challenger may adopt a coercive strategy even if it is not likely to succeed if the
costs of such a strategy are sufficiently low.”” This may be the best course of action
when the challenger actually prefers a brute force strategy but has not yet deployed

sufficient troops to take its objective by force. In such a situation it costs the challenger

" The commitment problem assumes the challenger’s expected outcome to be a monotonously increasing
function of demand and threat.
7 This assumes there is at least some uncertainty over the likelihood the target will concede.
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little to threaten a denial strategy while preparing to invade anyway. Indeed, the very fact
that the challenger is both willing and preparing to invade makes the denial threat all the
more credible. If the target concedes, then the challenger avoids the costs of invasion. If
the target resists, the costs paid by the challenger have still been relatively low.

This occurred in the lead-up to the Gulf War in 1990 when President George Bush
made the decision in October to deploy hundreds of thousands of troops to build up the
U.S.-led coalition force for an invasion of Kuwait. The U.S. adopted a coercive strategy
with the demand that Iraqi unconditionally withdraw its army from Kuwait. Bush did

this even though he still did not think it likely that Saddam Hussein would concede.

High Costs of Abrogating International Norms

A Great Power operates within the international system. As such, it is concerned
not only with the outcome of its conflicts with weak targets, but also with how other
states, especially other Great Powers, will likely react to its actions. If a Great Power
challenger threatens the interests of other states not involved in the conflict or violates
international norms of behavior, it can generate negative externalities. For the post
World War I era, international norms require that states work their conflicts through
international institutions. During the interwar period this was done through the League of
Nations and after World War II through the United Nations.

In its conflicts with Iraq, Serbia, and Libya, the U.S. justified its actions, with the
exception of the 1986 El Dorado Canyon airstrikes, through UN Security Council
resolutions. These resolutions were, in effect, coercive demands. There is now an

international norm for a Great Power to make its objectives known and then give the
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target an opportunity to concede. It can be costly for a Great Power to ignore this norm.
For instance, the U.S. experienced a diplomatic backlash for its unilateral use of force
against Libya in 1986.

A Great Power thus has an incentive to avoid the costs of abrogating international
norms by working through institutions and adopting coercive strategies, even if such
strategies are not likely to succeed or the Great Power does not want them to succeed.
President George Bush went to the UN Security Council in November of 1990 to obtain
authorization to use all means necessary to remove Iraq from Kuwait. To obtain his
casus belli he agreed to a resolution which would have provided Saddam Hussein the
opportunity to withdraw his troops from Kuwait. After the costly U.S. preparations for
the brute force invasion which President Bush preferred, the idea of an eleventh hour
withdrawal, which kept Iraq’s military power in tact, was for Bush the worst case
scenario.

In sum, a challenger may choose a coercive strategy that it believes is unlikely to
succeed if the costs of such a strategy are low or if the cost of flouting international

norms is high.

Organization of Research

The organization for the remainder of this research proceeds as follows. In
Chapter 2, I develop a model for asymmetric coercion. [ then generate equilibrium
conditions to demonstrate that a powerful challenger only chooses coercion when this
strategy has a higher expected outcome than any other available policy option and when
the target is willing to concede to demands. According to this finding, coercion should

succeed at gaining the challenger’s foreign policy objectives. In the real world, however,
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coercion often fails, and in the remainder of Chapter 2, | examine within the framework
of the asymmetric coercion model the five rational and non-rational explanations for
target resistance which I introduced earlier in this chapter.

In Chapter 3, I examine real world cases of asymmetric conflict. 1develop a
database of those asymmetric cases since World War [ which pitted Great Power
challengers against weaker target states. I then produce descriptive statistics to assess the
frequency of asymmetric conflicts, how often Great Powers choose coercion over other
available policy options, and how often these strategies succeed. I compare the United
States against other Great Powers and also provide a comparison across time. I then
compare my findings with the results of previous researchers. In the second half of
Chapter 3, I operationalize key explanatory and control variables in order to conduct
regression analysis which tests the survival and commitment hypotheses.

In Chapters 4 through 6, I investigate three asymmetric conflicts between the
United States and Iraq, Serbia, and Libya, respectively. In Chapter 4, I examine the
conflict between the United States and Iraq from August of 1990 to March of 2003. 1
consider three crises during this period, the first being the crisis following Iraq’s invasion
of Kuwait leading up to the Gulf War, the second crisis being the Iraqi Republic Guard’s
deployment and then redeployment along the Kuwaiti border in October of 1994, and the
third crisis being the U.S. demand that Iraq abandon its WMD in the lead-up to the U.S.
invasion of Iraq in March of 2003.

In Chapter 5, | examine two crises between the United States and Serbia between
1992 until 1999. The first arose over the Bosnian Civil War from 1992 to 1995 and the

second over Serbian actions in Kosovo from 1998 to 1999.
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In Chapter 6, I consider three crises between the United States and Libya from
1981 until 2003. The first crisis was triggered by Libya’s support of international
terrorism and concluded in a stalemate. The second crisis was over Libya’s involvement
in the bombing of Pan Am Flight 103 which crashed over Lockerbie, Scotland in
December of 1988 and ended with the extradition of two Libyan suspects to stand trial in
the Netherlands in April of 1999. The final crisis followed the September 11, 2001
bombing of the World Trade Center and Pentagon and arose from U.S. concern over
Libya’s Weapons of Mass Destruction. This crisis concluded in December of 2003 when
Libya’s leader, Colonel Mu’ammar Al-Qadhafi announced that Libya would abandon its
WMD altogether.

Chapter 7 concludes with a summary in which I compile the quantitative and
qualitative findings in order to make an overall assessment and make policy

recommendations, along with recommendations for further research.
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Chapter 2: Theory of Asymmetric Coercion and
Explanations for Coercion Failure

Great Powers routinely target weak states by adopting a variety of strategies to
achieve their foreign policy objectives, which may range from relatively minor policy
changes on the part of the weak state to higher demands for homeland territory or regime
change. In asymmetric crises, Great Powers most often choose a strategy of coercion,
threatening or using limited force to convince target states to comply with their
demands.”® Coercion is an attractive strategy to the alternative of brute force war as it
holds the promise of foreign policy gains while avoiding the high costs of invasion and
occupation.

Yet for a coercive strategy to succeed, the targeted state must concede to
demands. While the weak state has an incentive to acquiesce in order to avoid punishing
sanctions, air strikes or invasion, the issues at stake are usually of a higher value to it than
to the Great Power and, therefore, more costly to concede. The demands made, in fact
may be so great as to threaten the very survival of the target state. The act of conceding
alone can appear weak and prove costly to a target regime under the scrutiny of armed
domestic groups plotting revolution. Or the regime’s leader may also be humiliated by
making a concession and subsequently removed from power by members of his own
party.79 As a consequence, states, regimes and their leaders deeply resent being coerced
and prefer to resist whenever feasible, whether over relati\;ely minor policy changes or

much larger demands for territory or regime change.

78 See Chapter 3
7 James Fearon (1994) “Domestic Political Audiences and the Escalation of International Disputes,” The
American Political Science Review, Vol. 88, No. 3 (September) 581
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Despite this resistance, the question remains as to why Great Powers, such as the
United States, with their tremendous military advantage, routinely fail to coerce weak
states into conceding to their demands. A powerful challenger should understand the
tension between a target’s fear of overwhelming military might and a target’s desire to
resist any coercive demand. Further, if it is a rational actor, a Great Power should only
engage in those coercive strategies likely to succeed, making only those threats which it
is willing to back up with credible force and issuing only those demands to which the
target will likely concede. In so doing, it avoids both policy failure and the high costs of
taking objectives by brute force. The record for Great Power outcomes in asymmetric
conflicts is mixed. While it has employed coercive strategies in 75% of asymmetric
crises since World War I, coercion has succeeded in only 56% of these cases.®’ Why
have conflicts with weak states so often concluded with foreign policy failure or
invasion?

In the Chapter 1, I presented five explanations for why a target might resist a
powerful challenger’s demands. These included non-rational explanations for
misperception and miscalculation, along with four rationalist explanations of uncertainty
and private information, issue indivisibility, credible commitment problems, and target
survival. I also introduced two additional reasons for a rational challenger to issue a
coercive demand even though the target is likely to resist: when the costs of coercion are
low and when there are external costs for adopting brute force strategies.

In this chapter, [ develop a theory for asymmetfic coercion in interstate conflict

to explain the strategic interaction between a powerful challenger state and its weak

%0 See Chapter 3 for summary statistics of data drawn from the International Crisis Behavior Project
database from 1918 —2003.
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target state. Specifically, I focus on compellence, a coercive demand for a target to make
an observable change in its behavior. With its survival unthreatened, the powerful
challenger maintains the latitude to vary both the coercive demands and the threats it
issues. The challenger optimizes its outcome by maximizing demands with minimal
threats, contingent on the target’s willingness to concede. Such a strategy, while
achieving more modest objectives than those gained by brute force, does avoid costly
invasion and occupation.

I develop this theory of asymmetric coercion in three stages. In the introductory
chapter, I laid the foundation by defining key terms, identifying the explanatory variables
of compellent demands and threats, and organizing these concepts into a typology of
coercion. This provides a method for classifying the universe of coercion cases into a
coherent framework for both quantitative and qualitative analysis. I also defined the
dependent variable of foreign policy outcome. [ examined limits on the use of force
which could be still considered coercive as well as alternative foreign policy options of
accommodation, inducement, sanctions, and brute force. Finally, I examined
explanations for coercion failure and developed two testable hypotheses based on target
survival and the credible commitment problem of the challenger.

In this chapter, I begin by constructing a dynamic model of asymmetric coercion,
in which the challenger decides among strategies of accommodation, coercion, and brute
force.®’ The model demonstrates that a range of demands exists, in which both the
challenger and the target prefer coercion over brute force.*? The challenger employs

costly signaling to communicate the credibility of its threats and to overcome the target’s

8 e . . . .
"I omit inducements and sanctions in order to keep focus on the dynamics of coercion.
82 . . .
The target always prefers accommodation to either coercion or brute force.
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uncertainty over the challenger’s resolve. In its iterative form, the model captures
strategic interaction and learning which leads the challenger to manipulate its demands
and threats until a settlement is reached.

In the latter half of this chapter, I reconsider the question of why coercion often
fails by examining the non-rational and rationalist explanations of coercion failure

through the lens of the asymmetric coercion model.

MODEL OF ASYMMETRIC COERCION

I now turn to the strategic interaction between challenger and target and develop a
dynamic model to explain how an optimizing challenger chooses and modifies its
demands and threats in cases of asymmetric coercion. This model incorporates the
insight that the challenger in asymmetric conflicts, whose survival is not threatened, has
the latitude to vary not only the demands that it makes, but also the level of military force
it employs to back up the threats that it makes.® The challenger improves its expected
outcome by balancing demands and threats, considering the impact of threat level when
choosing demands and vice versa. Previous research in coercion and related sub-fields
assumes either the level of demands or threats to be fixed and examines the effect on

outcome by varying the remaining variable.*

%3 The varying of demands and threats is made between each stage of the iterative model. For a single stage
the demands and threats are set with the initial offer

% Robert Pape (1996) Bombing to Win holds demands fixed in his coercion model by only evaluating those
cases where important/territorial issues are at stake. James Fearon (1995) in “Rationalist Explanations for
War” /O holds constant for the threat level only considering the threat of war and probability of victory
being fixed. Another example of holding threat fixed is Suzanne Werner’s “Deterring Intervention: The
Stakes of War and Third-Party Involvement” American Journal of Political Science, Vol. 44, No. 4
(October, 2000) pp. 720-732. A final game theoretic example of holding demands fixed while varying
military force is Branislav L. Slantchev’s “Military Coercion in Interstate Crises” American Political
Science Review, Vol. 99, No. 4 (November, 2005) pp. 533-547. 1have not found to date any examples
where both demands and threats are allowed to vary.
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In addition to providing a game theoretic model for coercion, this model also
provides a framework for policy makers and academics to better understand the crucial
link between the demands and the threats which are made and the impact their interaction
has on crises outcomes. Understanding this connection is critical for strategy

development and selection, as well as for employment and evaluation.

Assumptions

Developing any theory in international politics requires simplifying assumptions
as to the nature of the international environment and the actors who dwell therein.® I
begin with neorealist assumptions of an anarchic, self-help, international system with
states as the primary actors.®® I assume states to be unitary actors, though I later relax
this assumption for the target state and examine its regime and leadership.®” This allows
me to incorporate domestic power considerations which are particularly relevant in the
decision making of weak states.3® 1 further assume that states (and later regimes) act
rationally. Given their constraints, they make decisions they believe will result in
“optimal” outcomes.® Optimal indicates the most desirable or satisfactory outcome,
based on the expected costs and benefits of a decision as compared to feasible

alternatives.”®

¥ Kenneth Waltz (1979) Theory of International Politics Boston: McGraw-Hill 7-10

% Kenneth Waltz (1979) Theory of International Politics Boston: McGraw-Hill

871 do not relax the unitary actor assumption for the challenger in order to keep the model tractable and
parsimonious. The qualitative chapters include cases where this unitary actor assumption breaks down in
regards to the United States. For an excellent example see the section in Chapter 5 on U.S. decision
making during the Kosovo crisis.

% David, Steven R. (1991) “Explaining Third World Alignment” World Politics 43:2 233-256

% In adopting a rational actor framework, I do not suggest that psychological, cognitive, or
group/organizational biases are unimportant. [ address these factors when analyzing the reasons why states
do not act rationally as the cause for coercion failure.

* Merriam Webster Dictionary 11™ Edition Springfield, MA 2004
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I develop the asymmetric coercion model in four steps. First, I consider strategic
interaction in a simple, single stage model, introducing the concepts of reputation costs,
probability of coercion success once coercive diplomacy fails, signaling costs, the
target’s costs of resistance, the challenger’s costs of carrying out threats, probability of
brute force victory and the costs of brute force. Second, I calculate the equilibrium
condition, demonstrating that the challenger’s optimal outcomé is achieved when
demands and threats are limited. Third, I extend the logic to an iterative game, noting
that, for cases in which a compellent offer does not succeed in achieving objectives, the
challenger can learn and adjust its offer in subsequent stages. Conflict continues until
either the challenger accommodates, the target concedes, or the challenger gives up on
coercion and achieves its objectives by brute force. Finally, I calculate the coercion
range, within which both the challenger and target both prefer the coercive outcome to

the brute force outcome.

The Single Stage Model

Consider the following contflict between two states.”’ One state, the challenger,
has the military power projection capability to threaten the survival of a weak target state.
A dispute arises over an issue, which the target controls. The range of issues could vary
from relative minor matters, such as a target’s policy towards an ethnic group within its
state, to larger issues, such as the control of territory or the nature of the regime in power.
To aid in conceptualization, consider a dispute over territory as depicted in Figure 2.1,

where the distance between 0 and 1 represents the territory the target initially controls.

°! See appendix for a formal presentation of the coercion model.
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A
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0 1
Challenger

Figure 2.1: Linear Representation of Conflict Issue.

Both states gain by controlling as much of the territory as possible. The
challenger has three foreign policy options available to it: accommodation, coercion, or a
brute force strategy of invasion (see Figure 2.2).%? In the following sections, I explain
Figure 2.2, the coercion model in extended form, and examine the outcomes of these
three options. I then consider the conditions under which both the challenger and the

target prefer concessions to brute force.

*? In reality, the challenger has the additional option of inducements, economic sanctions or a mixed
strategy. For clarity I restrict the options to accommodation, coercion, or brute force.
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Challenger = [probability of brute force victory
Outcome - cost of brute force]

Target = [1 - probability of brute force victory
outcome - cost of brute force]

Brute Force

Challenger = [(probability of coercion success x

Coerce @ Resist Outcome demands) - costs of making

Challenger R O-' good on threats - signaling costs]
(Demand*, Threat’,

Challenger | Target = [(1 - probability of coercion success x

Signal) carmesout | Qutcome demands) - costs of resisting]
Threats
Accommodate
Concede

Challenger = [- reputation costs] Challenger =[ demands

Outcome Outcome - signaling costs]

Target = 1 Target = [1-demands

Outcome Outcome - reputation costs ]

Figure 2.2: Asymmetric Coercion Model in Extended Form”

Accommodation and Reputation Costs

The challenger’s first option is to accommodate the target. If the challenger
chooses this, it then receives nothing and the target gains all the benefits from whatever is
at issue (territory) with an outcome of [-r,1], respectively, where r. are the reputation

costs incurred by the challenger. The challenger’s lack of resolve over the issue having

% The following concepts are developed in greater detail in the remainder of the chapter, but are provided
here as reference. Probability of brute force victory is the likelihood that the challenger is able to take the
objective at stake by force. The cost of brute force is the expected costs endured by challenger or target in
the brute force operation. Challenger reputation costs are the expected costs in future conflicts as a result
of choosing accommodation. Target reputation costs are the expected costs in future conflicts for
conceding. Signaling costs are the challenger’s costs for providing information to the target over the
credibility of its threat. The value of the issue at hand is normalized such that the most that can be
demanded is 1 and the least is 0. Demand is the percentage of the issue at stake which the challenger has
signaled to the target that if it concedes will end the crisis. Probability of coercion success is the likelihood
that the challenger’s coercive strategy will succeed afier the target has rejected the offer. The costs of
making good on threats is the expected loss to the challenger for following through on its coercive threats.
Costs of resisting are the target’s costs for continued resistance to the challenger’s demands. Asterisk on

Demand* and Threat* indicate these are optimized such that they provide a maximized outcome for the
challenger.
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been revealed, the reputation costs are any additional losses now expected as a result of

making this information public.”*

Coercion and Signaling Costs

The challenger’s second option is to coerce the target, in which case the
challenger extends an offer consisting of a demand and a threat communicated by means
of a costly signal.95 Signaling costs are those costs a challenger bears for making
exemplary or limited uses of force to demonstrate the credibility of its threats. These are
sunk costs, since the challenger incurs them regardless of whether the target concedes or
not. For exemplary military actions, the operational expenses for deployments/exercises
are relatively low. For limited uses of force, signaling costs are much greater. Once the
challenger exercises force, there are not only larger operational costs, but also potential
combat losses, the inherent risk of conflict escalation, and the potential loss of prestige.

Signals are intentionally costly in order to communicate the challenger’s resolve.
The challenger has the incentive to bluff by making threats it does not intend to keep in
order to gain larger concessions. The target, aware of this incentive, discounts such

cheap talk.”® Costly signaling overcomes this skepticism by demonstrating to the target

“*Morrow, James (1999) “The Strategic Setting of Choices: Signaling, Commitment and Negotation™ in
Strategic Choice and International Relations Princeton 78-114

% Because of its power advantage I assume it is the challenger which initiates the crisis by making a
coercive offer. In order to keep the model parsimonious, 1 do not allow the target to make a counter offer,
but instead assume that in subsequent stages the challenger can incorporate information from a target into
future offers. An example of this is Libya’s counter offer to the U.S. that the trial of the two Libyans
suspected of the Pan Am Flight 103 bombing be held in the Netherlands instead of the U.S. or Great
Britain. The U.S. delayed for 6 years before issuing a second offer for just such a trial in the Netherlands.
% Fearon, James D. (1992) “Threats to Use Force: Costly Signals and Bargaining in International Crises”
PH.D. dissertation, University of California Berkeley, 122
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the challenger’s willingness to incur costs that a less resolved challenger would not be
willing to endure.”’

If the challenger wishes to raise the threat level, it must likewise communicate the
credibility of this increase by incurring additional costs. Signaling costs increase
significantly as the challenger crosses the threshold of violence by moving from
exemplary actions to limited strikes. Signaling costs again rise dramatically when
moving from limited strikes to major ground operations (see Figure 2.3). While minimal
threats may be made credible with relatively inexpensive diplomatic or symbolic military
signaling, greater threats may require limited force, a move which entails larger
operational costs and an increased risk of further escalation. Signaling costs are greatest

for major combat operations, for which the loss of troops is expected to be significant and

the power and prestige of the challenger are at stake.”

°7 James Fearon, “Signaling Foreign Policy Interests: Tying Hands versus Sinking Costs,” The Journal of
Conflict Resolution, Vol. 41, No. 1 (February 1997), pp. 68-90. Note that if the challenger’s overall costs
for military operations decreases, then the level of force required to effectively signal resolve increases.
For example, the United States development of modern airpower with precision bombing from medium
altitude which limits the threat to U.S. aircrew may actually decrease the effectiveness of signaling since
such limited strikes are less costly for the U.S.. 1 credit Barry Posen for this insight.

% This assumption that the rate of signaling costs increase when crossing the threshold of violence and the
threshold of invasion is central to the finding that a challenger optimizes by limiting demands and threats.
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Figure 2.3: Signaling Costs by Level of Military Action

Target Concession

Once the challenger issues its compellent offer, the target has two options: to
concede or to resist.” The target’s outcome for conceding is the expected benefits it
retains (1-demands) minus any reputation costs.'” The target will choose to concede if

its expected outcome for conceding is equal to or exceeds that of resisting.'”’

*” The model does not allow for partial concession by the target. In the real world this clearly happens, for
instance following the U.S. El Dorado Canyon airstrikes in April 1986 against Libya, Qadhafi partially met
U.S. demands which resulted in a stalemated outcome.

' Additional costs to the target are the losses incurred from the challenger’s signaling. This is not
addressed for two reasons. First for symbolic signals the targets costs are negligible. The second reason is
that for signals generated by limited force the costs to the target are incurred prior to the target’s decision
making and therefore are not part of the target’s calculations. These additional costs would only matter if
the limited use of force destroyed a significant portion of the issue at stake.

' This research adopts the assumption common amongst bargaining literature that if the outcome for
concessions and resistance are equal that the target concedes. Also it is assumed that there is no additional
value for the target by resisting and demonstrating to others that it is tough enough to take a beating.
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Target Resistance: Probability of Success once Coercive Diplomacy fails and the Costs
of Resistance

If the target resists, the outcome of the crisis will be determined by the likelihood
the challenger will enact its threats and that these actions will then succeed in inducing
the target to cede to demands. This probability of coercion success once coercive
diplomacy has failed depends on the level and type of coercive threat employed (denial or

192 Ceteris paribus, a denial strategy which threatens to seize an objective

punishment).
with brute force has a greater probability of success than a punitive strike against a
recalcitrant target. The likelihood of the challenger achieving its aims when the target
resists can be viewed as a lottery, whereby the challenger succeeds with the probability of
coercion success (ps) and fails with one minus the probability of coercion success (1 - ps).
The target’s expected outcome is a function not only of the challenger’s
probability of success, but also of the target’s costs of resistance. The costs of resistance
are the losses the target endures from the challenger carrying out its threats. For
punishment strategies, these losses are the economic, infrastructure, and civilian injuries

or deaths from punitive strikes. 103 For denial strategies, the costs of resisting are combat

losses and weakened defenses.

192 probability of coercion success refers to the probability of the challenger’s success. Probability of success differs

from the probability of victory calculation from the bargaining in war literature which is concerned with the outcome of
a war. Such calculations produced fixed variables given the assumption both states use all there available military
capability and does not consider alternative strategies. For an example see Fearon, James Fearon, James D. (1995)
“Rationalist Explanations for War” International Organization 49:3, 379-414

19 punishment could also be military losses which are not employed at defending the issue at stake.
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Costs of Carrying out Threats

The challenger’s outcome, should the target resist, depends on its probability of
coercion success, the value the challenger places on its objectives, signaling costs and the
costs of carrying out threats. The costs of carrying out threats are the additional costs
the challenger pays if the target resists. These costs differ from signaling costs intended
only to communicate the credibility of the threat. For example, the signaling costs of a
denial strategy are the operational costs and combat losses the challenger endures in
making strikes aimed at convincing the target that its defenses are ineffective and that it
cannot defend against a brute force attack, which is forthcoming. By contrast, the costs
of carrying out a denial threat are the operational costs and combat losses the challenger
incurs when the target resists. If the target never concedes, then the costs of carrying out

the denial threat equals the cost of brute force.

Optimizing Coercive Demands and Threats

Now consider the challenger’s strategic decision as to the level of demands and
threats to include in its coercive offer. The challenger desires the optimal outcome to the
conflict. With a coercive strategy, this is reached by achieving the maximum demands at
the lowest threat level, contingent on the target conceding. This outcome avoids both the
decrease in benefits, should the target resist, and the costs of carrying out threats.'™

The challenger’s optimal demand* is therefore the highest demand for which the

target is indifferent between conceding and resisting. '%> This equilibrium condition for

"9 This assumes that the preferred outcome is greater than the reputation costs for accommodation.
195 Assume that the target accepts the offer if indifferent. Asterisk indicates a demand is optimal for the
challenger .
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demand* is illustrated in Equation 1, where the target’s outcome for conceding equals

that of resisting:

Target outcome for conceding = Target outcome for resisting
(1-demand*) — (reputation costs) = 1 — ((probability of coercion success) x (demand*))
— (cost of resisting)

i

Eq. 1.

The left-hand side of Eq. 1 is the target’s outcome for conceding. This is the
residual after the challenger receives its concession (1 — demand*) minus the reputation
cost the target suffers for conceding. The right-hand side of Eq. 1 is the target’s outcome
for resisting. This is what the target expects to retain by resisting, which is the value of
the issue (normalized) minus what is demanded, discounted by the probability that
coercion will be successful, all reduced by the cost the target expects to incur by
resisting.

Note in Eq. 1 that, as demand* increases, the target’s expected outcome for
conceding and resisting both decrease, but the outcome for conceding decreases at a
faster rate than that for resisting, since the demand* is discounted by probability of
coercion success. The challenger therefore obtains its optimal outcome by increasing its
demands until the target’s outcome for conceding just equals its outcome for resisting.

Solving for demand* by rearranging Eq. 1 reveals the relationship between
optimal demands and the costs of resistance, reputation costs and the probability of
coercion success:

demand* = cost of resisting — reputation costs
1 -probability of coercion success
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The optimal demand* increases as the target’s costs for resisting increase. This
captures the idea that the more costly it is for the target to resist, the greater the demands
the challenger can make. Demand* also increases as the challenger’s probability of
coercion success rises. This indicates that the higher the likelihood that coercion will be
successful, the greater the demands the challenger can make. By contrast, demand*
decreases as the target’s reputation costs increase. This indicates that the target is more
likely to resist demands if it believes that the expected future costs for making a

concession have grown.

Optimizing a Challenger’s Coercive Threats

Calculating the optimal demand* is the first half of the challenger’s optimization
problem. The demand* must be backed by a threat and signaling the credibility of that
threat is costly. A rational challenger prefers to make the lowest threat necessary to
achieve the demand*. The challenger’s optimization problem then consists of
maximizing demand* at minimum signaling cost. A detailed solution to this problem is
provided in Appendix 2.A. The result demonstrates that, given the assumptions
regarding the costs of resistance, reputation costs and signaling costs, an interior solution
exists, whereby a challenger’s optimal offer limits both the demands and the threats
made. The intuition is that while the challenger gains by increasing demands, the
signaling costs required for such demands grows exponentially, particularly when signals
cross the threshold of violence and the threshold for major ground combat. As the
challenger increases demands, it eventually reaches the point at which the marginal
benefits from further demands are more than offset by the increased costs of additional

signaling.
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Iterative Stages: Strategic Interaction, Learning, and Information Updating

The single stage model of asymmetric coercion provides a framework for
understanding how a challenger decides among its foreign policy options of
accommodation, coercion, and brute force. It provides insight as to how the challenger
chooses its optimal demands*, threats*, and signals when it coerces. In addition, it
provides the expected outcomes for the challenger and target, when the target concedes or
resists, However, real world cases of coercion often consist of multiple rounds, in which
both the challenger and the target learn by receiving updated information on the other’s
resolve and capabilities, which, in turn, affect estimates of the probabilities and costs of
coercion and brute force. New information may cause the challenger to update its offer
by adjusting demands and/or threats. The following example of a challenger employing a
denial strategy is useful for illustrating this point.

A challenger initially chooses to coerce if the expected outcome is greater than
that of accommodation or brute force. In order to set an initial optimal offer, it evaluates
the probability of coercion success, the costs of signaling the credibility of its denial
strategy, as well as the target’s reputation costs and costs of resisting. Once the target
receives signals, such as air strikes against its army to demonstrate the challenger’s
resolve and the vulnerability of the target’s defenses, the challenger expects the target to
concede. I later consider explanations for why a target might reject this offer, but for
now it is sufficient to note that the challenger learns from a rejected offer that the
demands were either too high for the threats, the threats were too low for the demands, or

the signals were insufficient to make credible the threats.
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When the target rejects the offer, the challenger then must make good on its
threat. These actions then succeed in convincing the target to concede the objective with
the probability of coercion success (ps). However, if the challenger’s enacted threats fail
to convince the target to concede, the challenger updates its beliefs about subsequent
probabilities and costs of coercion and brute force. In this second stage, the challenger
again has the option of choosing to accommodate, adopt a brute force strategy, or update
its coercive strategy by adjusting its demands, threats, and signals. For instance, it might
decide to publicly mobilize additional troops or escalate the scale of strikes to signal an
increased threat. Upon receiving this new offer, the target likewise updates its
information and determines whether to continue resisting or to concede. This process
continues, with challenger updating its information and making subsequent offers until
the challenger accommodates, the target concedes, or the challenger takes the objective

by force. Figure 2.4 illustrates two stages of this iterative strategic interaction:

Brute force Chiaees
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Py Brute force
Target Challenger
Challenger coerce reSiSE succeeds
(demand 1, ~ " Ps
threat 1, Target
sigtinl 1] (1 *Pm) Challenger, coerce A resisﬂ::
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fails threat 2, (1-p
accommodate concede signal 2) =
Challenger
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Stage 1 Stage 2

Figure 2.4: Iterative Asymmetric Coercion Model: Two Stages
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A real world example may help clarify this interactive learning. In late January of
1999 at Rambouillet, France the United States introduced demands for Serbia to
relinquish control of Kosovo to NATO troops. The U.S. backed these demands with the
threat of three days of limited air strikes which commenced in late March. When Serbia
still resisted, the U.S. adjusted both its demands and threats. In May, it lowered its
demand by allowing the UN Security Council to have authority in Kosovo rather than
NATO, by admitting Russian troops along with the NATO troops as peacekeepers, and
by removing any reference to a referendum for Kosovo independence. The U.S. also
increased its threat by ratcheting up its air campaign with additional aircraft, attacking a
broader range of Serbian targets. By early June, Serbian President Slobodan Milosevic
conceded upon his conclusion that his strategy of resistance was no longer working and

that U.S. and NATO resolve was high, as were Serbia’s costs for resisting.'®

Brute Force, Probability of Brute Force Victory, and Costs of Brute Force

The third option available to the challenger is to reject both accommodation and
coercion and to adopt a brute force strategy to seize the objective by force. The
challenger’s expected outcome for such a strategy is dependent on its probability of brute
force victory and the costs of brute force it will endure. The probability of brute force
victory (py) is the likelihood that, if the brute force strategy is employed, the challenger
will be able to take its objectives.'”’ While the probability of coercive success considers

whether the implementation of coercive threats will achieve the challenger’s objectives,

1% See Chapter 4 for a more detailed account.

"7 The probability of victory is not always the likelihood the challenger can conquer the target, but rather
that the challenger can take the conflict issue by force. For issues such as regime change the probability of
victory may entail conquest, while for lesser issues this may not be the case. For instance if the issue in
dispute is extra-territorial such as an island, the probability of victory is the likelihood the challenger can
seize the island, not that it invade the target state itself.
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the probability of brute force victory predicts the likely outcome of the challenger’s brute
force strategy. The costs of brute force are the expected costs for taking and holding the
objective by force. The target’s brute force outcome therefore depends on the likelihood

it can defend the objective (1 — py) along with its costs for so doing.

Challenger’s Foreign Policy Choice: Coercion, Brute Force, or Accommodation
The challenger’s decision to accommodate, coerce, or use brute force depends on
which option provides the greatest expected outcome. In this section, | examine the

conditions for which the challenger chooses coercion over brute force or accommodation.

Challenger’s Comparison of Coercion versus Brute Force

First consider the challenger’s choice between coercion and a brute force strategy.
The challenger selects coercion if the expected outcome exceeds or equals that of brute
force. This inequality is denoted as:

Challenger outcome coercion Challenger outcome of brute force

Demands* - signaling costs > probability of victory - costs of brute force
Eq.3.

Since the challenger sets the optimal demand* at the point where the target is just
willing to concede, the challenger’s outcome for coercion is the benefits it receives from
coercion, which is simply demand* minus signaling costs. The challenger chooses
coercion so long as this outcome is greater than that of brute force. The brute force
outcome is the expected value of the issue which is the value of the issue (normalized to

be equal to 1) discounted by the probability that the challenger will take the objective (py)
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and then reduced by the losses endured by the challenger for implementing its brute force
strategy.
Rearranging Equation 3 and solving for the optimal demands* yields the range of

demands for which the challenger prefers coercion to brute force:

Demands* > probability of victory - costs of brute force + signaling costs Eq.4.

In other words, the benefits from coercion must exceed the expected outcome of the brute

force strategy plus the signaling costs the challenger incurs.

Target Preference between Concession and Resistance

Unlike the challenger, the weak target has no choice between a coercive and a
brute force strategy. Instead, the target only has the option of conceding or resisting if
the challenger chooses to coerce. As previously discussed, the target prefers conceding
to demands* rather than resisting so long as concessions produce a better expected
outcome. This is simply Eq. 1 expressed as the following inequality:

Target outcome for conceding
(1-demand*) — (reputation costs)

Target outcome for resisting
1 - (probability of coercion success) x (demand*)
— (cost of resisting)

v v

Eq.S.

Solving again for optimal demands* yields the demands which the target prefers to

concede rather than resist (Equation 2 as an inequality).

demand* < cost of resisting — reputation costs
1 -probability of coercion success

Eq. 6.
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Combining equations 4 and 6 produces the coercion range, i.e. those demands for
which the challenger prefers coercion to brute force and the target prefers conceding to
resisting.

pv-cbfe+s.<xX< ¢ -1y Eq. 7.
(1-py

The coercion range is depicted visually in Figure 2.5 below for optimal demands*
(x*), probability of brute force victory (py), probability of coercion success (ps), the
challenger’s costs of brute force (cbf;), the target’s costs of resistance (c), challenger
signaling costs (s;), and target reputation costs (r).'%® Notice that the upper boundary of
the coercion range is the optimal demand*, i.e. the maximum demand for which the
target will still concede. And the lower bound of the range is the minimum demand for
which the challenger prefers coercion to brute force (see Appendix 2.A for proof). Note
that the probability of coercion success is depicted as being less than the probability of
victory. Since p; is a function of the threat, as the threat level increases, the probability of

coercion success converges towards the probability of brute force victory.

"% The coercion range is closely related to Fearon’s bargaining range derived in Fearon, James (1995)
“Rationalist Explanations for War” International Organization 49:3, 387. However, it differs from
Fearon’s model since the challenger does not have the option of making a counter offer. It also
incorporates probabilities and costs of coercion as well as brute force, which reduces the coercion success
space compared to Fearon’s calculation. See appendix for proof.
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Figure 2.5: Coercion Range

Accommodation versus Coercion or Brute Force

The final comparison juxtaposes the choices of coercion and brute force with that
of accommodation. The challenger chooses accommodation if the outcome for coercion
and for brute force is less than that of accommodation. This occurs when signaling costs,
the cost of carrying out threats or the costs of brute force outweigh the expected benefits
from target concessions. The objectives gained may have minimal value to the
challenger, as with non-vital interests, or weightier objectives may be too costly to
achieve. For example, homeland territorial demands gained through invasion and

occupation may be so costly as to exceed the expected benefits.
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EXPLAINING COERCION FAILURE

In the previous section, I developed a model for asymmetric coercion which
derived the optimal demands, threats, and costly signals for a coercive strategy preferred
by a challenger over brute force or accommodation. The model also produced the
coercion range of demands which the challenger prefers to brute force and to which the
target prefers to concede rather than resist. Yet, in real world cases of coercion, targets
often do resist and these conflicts result in policy failures for the challenger or brute force
campaigns of invasion and occupation. Given the results for the asymmetric coercion
model, I review the five explanations introduced in Chapter 1 for why a target may resist
a coercive strategy. 1 also examine two explanations based on low costs of coercion and
external costs of brute force strategies for why a challenger might choose a coercive

strategy even though it believes coercion is likely to fail.

I: Non-Rationalist Explanations for Coercion Failure

Due to psychological and cognitive biases, decision makers often misperceive and
miscalculate capability and resolve, demands and threats, probabilities of victory, and the
costs of fighting to the extent that coercion fails. 19 In addition, rational decision making
can be limited, particularly during crises, causing the challenger and target to arrive at
different conclusions regarding the same information. In such cases a coercion range, in

which both the challenger and the target prefer coercion to a brute force strategy, may not

"% For psychological bias and misperceptions see Robert Jervis (1968) “Hypotheses on Misperception,”
World Politics. 20:3 454-479. For bounded rationality and satisficing behavior see James March (1994) 4
Primer on Decision Making: How Decisions Happen, New York: Free Press. On cognitive dissonance see
Deborah Larson (1985) The Origins of Containment.: A Psychological Explanation Princeton 24-65, For
organizational and bureaucratic models see Graham Allison (1969) “Conceptual Models of the Cuban
Missile Crisis,” The American Political Science Review 63:3 689-718.
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exist. Figure 2.6, below, illustrates this disconnect. whereby the divergent estimates of
the challenger and the target cause them to arrive at coercion ranges without overlap. If
the maximum demand to which the target will concede (x;*) is less than the minimum
demand which the challenger will accept (pv, — cbf; +s.), then there are no demands

which both target and challenger prefer to resistance and brute force, respectively.' 10

Targe}s estimated Challenger’s estimated
coercion range coercion range
s A - A
[ ) a 3
E pst pvt : ; psc pvc :
|| —t——
- cbf +s x* x*
Pyt ct’ et t Pye bec+ S, c

[ Coercion fails since x,* < p,, - cbf_ + s,

Figure 2.6: No overlap in coercion range due to differing
estimations by challenger and target

Rationalist Explanations for Bargaining Failure

James Fearon begins his seminal article, “Rationalist Explanations for War”, with
the observation “...that wars are costly but nonetheless wars recur.”'!! Since all states
incur costs by fighting and would benefit from agreements which avoided such costs, he
argues that war, depicted as a brute force strategy within the asymmetric coercion model,
is a failure of states to negotiate a resolution: With brute force other foreign policy
options of accommodation or coercion have either not been chosen or, if chosen and
implemented, have failed to achieve their objectives. Though insightful, Fearon fails to

compare the costs of a brute force strategy to the costs of these alternative strategies.

"% If the target’s estimates are approximately the same as the challenger then the coercion range will be as

previously calculated in Figure 5. If the target’s estimates are larger than those of the challenger this
actually increases the coercion range.
" Fearon, James (1995) “Rationalist Explanations for War” International Organization 49:3, 379
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And, as demonstrated earlier, even when coercion succeeds, the challenger incurs
signaling costs and the target incurs reputation costs.

In his article, Fearon focuses solely on the costs of a brute force strategy, what he
refers to as the costs of war, while excluding from his discussion the costs incurred by
coercion. This error of omission is illuminated in his discussion of the ex post
inefficiency of war. He argues that a brute force war is always inefficient ex post, as both
states suffer and would have been better off having achieved a resolution which avoided
those costs.'"?

While technically correct, the term ex post inefficiency is misleading, as the
following bargaining example demonstrates. Consider a consumer purchasing an
automobile. She spends time on-line researching and more time and money traveling to
dealerships to test drive various models and negotiate with salesmen until she finds one
willing to supply a desirable car at an agreeable price. At the same time, the automobile
dealership expends advertising dollars on newspaper and television advertisements to
draw in customers. The efforts of the consumer and producer eventually conclude with a
deal being struck. However, note that this transaction is inefficient ex post. The
consumer would have been better off if she had avoided the costs in time and money to
locate her new car, and the dealership better off if it had not had to pay for advertising.
Like brute force war, the automobile market is ex post inefficient.

Yet while Fearon proclaims war as inefficient, economists have not adopted a

113

similar argument to decry the free market." ” Why? Because ex post inefficiency simply

"2 Fearon, James (1995) “Rationalist Explanations for War” International Organization 49:3, 383
"% Fearon is not alone with this argument see Powell, Robert (2006) “War as a Commitment Problem”
International Organization 60:Winter 169, Reiter, Dan (2003) “Exploring the Bargaining Model of War”
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describes an interaction, whether it be an international negotiation or a free market
eﬁchange, which incurs transaction costs. All bargaining entails some transaction costs,
even if it is simply the time it takes to reach an agreement. Pareto efficiency is only
meaningful ex ante when expected outcomes can be compared, incorporating transaction
costs for all available options.

In fact, Fearon makes two implicit assumptions inappropriate for asymmetric
conflict: first, as just discussed, that the expected costs for brute force are always greater
than the alternatives of coercion or accommodation, and second, that the target state’s
survival is not at stake.

Before addressing this second assumption on state survival, I first examine
Fearon’s three rationalist explanations for bargaining failure: uncertainty and incentives
to keep information private, issue indivisibility, and commitment problems. I then derive

a testable hypothesis for a challenger’s credible commitment problems.

II: Uncertainty and Private Information

Uncertainty and private information concerning the challenger’s and the target’s
interests, military capabilities, and resolve provide a second explanation for why a target
may resist being coerced. If challenger and target are privy to different information, even
if both are rational, they may reach differing assessments of the other’s interests,
capabilities, and resolve. If these estimates vary sufficiently, such that the challenger’s
range of acceptable demands does not overlap with what the target is willing to concede,
then coercion will fail in the same manner as it did with the previous non-rationalist

explanation (see Figure 2.6 above). The difference here is that the cause of coercion

Perspectives on Politics 1:1, 29, Gartzke, Erik (1999) “War is in the Error Term” /nternational
Organization 53:3, 570.
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failure is uncertainty resulting from private information rather than miscalculation or
misperception.

Fearon points out that states could avoid a negotiation breakdown by revealing to
each other their private information. There are incentives, however, for the challenger
and the target to bluff and misrepresent their intentions and capabilities in order to obtain

. . . . . 114
a greater expected coercive outcome even if this means accepting the risk of war.

III: Issue Indivisibility

Issue indivisibility is the idea that there are certain issues over which a target state
is unwilling to negotiate, preferring resistance to any peaceful settlement.'”® Those who
argue for issue indivisibility as a rational explanation for war have recognized specific
religious sites or the attributes of a specific territory as integral to national identity, a
matter which cannot be viewed as divisible.''® Fearon acknowledges issue indivisibility
as a theoretically viable rationalist explanation for bargaining failure, but dismisses it as
inconsequential for modern international politics.'"”

Demonstrating how issue indivisibility leads to coercion failure in the coercion

model is a straightforward matter. If the target will make no concessions at all on the

"% Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 381

"5 On issue indivisibility see Toft, Monica (2006) “Issue Indivisibility and Time Horizons as Rationalist
Explanations for War” Security Studies 15:1, 34-69, Hassner, Ron E. (2003) “To Halve and to Hold:
Conflicts over Sacred Space and the Problem of Indivisibility” Security Studies 12:4, 1-33, Kirshner,
Jonathon, (2000) “Rationalist Explanations for War?” Security Studies 10:1, 144

" Hassner, Ron E. (2003) “To Halve and to Hold: Conflicts over Sacred Space and the Problem of
Indivisibility” Security Studies 12:4, 4. Toft, Monica (2006) “Issue Indivisibility and Time Horizons as
Rationalist Explanations for War” Security Studies 15:1, 38

""" Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 382
Robert Powell carries this argument further by asserting that, even if an issue is indivisible, this does not
explain bargaining failure. “Even if a disputed issue is physically indivisible, one should not think of
bargaining indivisibilities as a conceptually distinct solution to the inefficiency puzzle. There are still
outcomes (or more accurately mechanisms) that give both states higher expected payoffs than they would
obtain by fighting over the issue. The real impediment to agreement is the inability to commit. Powell,
Robert (2006) “War as a Commitment Problem” International Organization 60:Winter 178
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issue at stake, then the maximum demand that the target will concede is equal to 0 (Xmax =
0). Figure 2.7 depicts this case, where the challenger’s expected outcome for a brute

force strategy exceeds the maximum demand to which the target will concede (Xmax).

Maximum target
will concede

Kinax = O

|
l
O p,- chf+s 1

"“»\/./"

Challenger prefers brute force
if x < p,- cbf + s,

Coercion fails since %, < p, - cbf. + s,

Figure 2.7: Issue Indivisibility and Coercion Failure

1V: Credible Commitment Problems

A third rationalist explanation for coercion failure applies to cases in which a
challenger cannot make credible promises ex ante to refrain from making future
demands. The target believes concession will likely lead only to additional demands.
There are two explanations for how this may occur. First, there may be cases in which a
target’s concessions reduce the challenger’s uncertainty over the target’s resolve. This
information causes the challenger to reassess the expected outcome of initiating a future

crisis with additional demands.'"® The inability of the challenger to preclude making

'"® Sechser, Todd S. (2007) Winning Without a Fight: Power, Reputation, and Compellent Threats in
International Crises dissertation Stanford University, 5
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further demands increases the target’s reputation costs for making concessions. If these
costs are sufficiently high, this reduces the demand* and may eliminate the coercion
range. This decrease in demand* can be seen below in Equation 2, where an increase in
reputation costs decreases demand*:

| demand* = cost of resisting — 1 reputation costs Eq. 2.
1 -probability of coercion success

An increase in a target’s reputation costs decreases the level of demands for
which it will concede. Figure 2.8 demonstrates how the reduction in demand* shrinks the

coercion range.

Reduction in coercion range as
reputation costs increase
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Figure 2.8: Impact on Coercion Range due to Reputation Costs

The relationship between a challenger’s commitment problem and its impact on
the coercion range as shown above in Figure 2.8, generates the first testable hypothesis

for coercion failure.
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Commitment Hypothesis: An increase in commitment problems increases the
likelihood of coercion failure

Commitment problems are more likely to occur when the challenger has the
military power available to back up additional demands with credible threats. But this is
always the case in asymmetric conflicts, in which Great Powers, by definition, have the
balance of power in their favor. The hypothesis of a weak state resisting a Great Power
because of this large discrepancy in power has been dubbed Goliath’s curse. 119 The
sheer magnitude of a Great Power such as the U.S. thus generates a commitment problem
that can result in coercion failure.

Unrefined, the commitment hypothesis predicts that all asymmetric conflicts are
likely to fail. Yet as I will show in Chapter 3, Great Powers succeed at coercion in 56%
of asymmetric cases. Without modification the commitment hypothesis does not provide
Vériation in its prediction of crises outcomes. A possible remedy that I employ is derived
from an insight of Sir Julian Corbett, who observed that what matters for Great Powers in
limited wars are the forces they are willing and able to deploy and “...bring to bear at the
decisive point.”120 For testing the commitment hypothesis, the question is whether the
Great Power has sufficient deployed power to credibly back up any further demands. If
the answer is yes, then a commitment problem is deemed to exist and the prediction of

the hypothesis is that the target will likely resist.

9 Sechser, Todd S. (forthcoming) “Goliath’s Curse: Asymmetric Power and the Effectiveness of Coercive
Threats” International Organization

12 The war is limited for the great power, though not necessarily for its target. Corbett, Julian (1988),
Some Principles of Maritime Strategy United States Naval Institute: Annapolis, Md 58

80



A second explanation for commitment problems is based on a shift in the balance
of power, a point I will defer until after I discuss target survival as an explanation for

coercion failure in the following section.

Target Survival as a rationalist explanation for coercion failure

A final rationalist explanation for coercion failure not considered by Fearon, but
which I present, is that of target survival. Targets resist demands when concession risks
its own survival. Fearon, in his bargaining model, makes the implicit assumption that the
issues over which states negotiate will not threaten the target state’s survival. He claims
that war is always inefficient ex post, since both states suffer and incur costs and would
be better off achieving a resolution which avoided those costs.'?! But this is not always
the case, particularly in asymmetric conflicts where the range of demands which a
challenger prefers to brute force war may all lead to the demise of the weak target.

To demonstrate this, I return to the linear bargaining model (Figure 2.5) and
consider a dispute between a powerful challenger and a weak target over the issue of
territory which the target controls. This territory includes the target’s homeland. Now,
the target may not require all of its territory in order to survive as a sovereign state, but it
dpes require some territory.'** It needs a certain amount of land for its population to
inhabit and for its economy to remain viable. This being the case, there is a maximum
demand (xmay) for territory which the challenger can make and to which the target could
concede and retain just enough land to survive. Figure 2.9 depicts this situation, where

no coercion range exists, since the challenger prefers the outcome of a brute force war (py

121 Fearon, James (1995) “Rationalist Explanations for War” International Organization 49:3, 383
122 For example Serbia survived without Kosovo following the Kosovo crisis of 1999. See Chapter 5 for a
detailed analysis.
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— ¢cbf, +s.) to receiving Xmax, and the target cannot concede more than Xpax, since this

would result in its demise.'*

Challenger prefers brute force
itx < p,- cbf + s,

A

l |
[

max p,- cbf+ s,

Minimum target
requires for survival

O X

Figure 2.9: Minimum requirement for target survival

A potential rebuttal to my survival argument was one given by Fearon in his
discussion on issue indivisibility. In it, he asserts that *...issues over which states
bargain typically are complex and multidimensional; side-payments or linkages with
other issues typically are possible.”124 This argument, however, does not apply to cases

in which survival is at stake, as there are not likely to be any side-payments or linkages

' Since the expected outcome for the target conceding to its own death is less than or equal to 0 then the
target prefers to resist and face a brute force strategy, even if the probability of victory for the challenger is
very high, as long as the expected outcome for brute force is greater than 0.

124 Fearon, James D. (1995) “Rationalist Explanations for War” International Organization 49:3, 382
Robert Powell carries this argument further by asserting that, even if an issue is indivisible, this does not
explain bargaining failure. “Even if a disputed issue is physically indivisible, one should not think of
bargaining indivisibilities as a conceptually distinct solution to the inefficiency puzzle. There are still
outcomes (or more accurately mechanisms) that give both states higher expected payoffs than they would
obtain by fighting over the issue. The real impediment to agreement is the inability to commit. Powell,
Robert (2006) “War as a Commitment Problem” International Organization 60:Winter 178
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which provide a settlement that a target would prefer over its own survival.'” Given that
survival is a primary motivator for the interaction of states in international politics, this
explanation is systemic and not domestic.'*

Survival is a rationalist explanation for why a target state resists demands and it
provides a second hypothesis for coercion failure.

Survival Hypothesis: Demands which threaten a target’s survival increase the
likelilood of coercion failure

Targets are likely to resist demands which threaten their survival, even when their
probability of success for resisting or their probability of victory in a brute force war is
low, so long as they have the means to resist.

What is X 42

Theoretically, Xmay is the maximum demand to which a target could concede on an
issue and still survive. But what issues threaten a state’s survival and how much can a
state concede on a given issue and still survive?

I identify four issues which affect state survival. First is control over the state’s
d¢cision making. Demands threaten survival when they strip the state of its sovereignty
over policy. Tanisha Fazel, in her work on state death in the international system,
focuses on control over foreign policy as the primary indicator of a state’s death.'”’

Demand for regime change which replaces the state’s policy makers thus threatens a

state’s survival.'?® The second issue is a state’s control over its population. Third is

' Kirshner, Jonathon, (2000) “Rationalist Explanations for War?” Security Studies 10:1, 144

"2® Waltz, Kenneth (1979) Theory of International Politics Boston: McGraw Hill, 92

27 Fazal, Tanisha M. (2007) State Death: The Politics and Geography of Conquest, Occupation, and
Annexation Princeton: Princeton University Press

"% Here regime change is the replacement of the entire regime, not simply replacing the leader of a regime
with another of its members.
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control over homeland territory. Fourth is a viable economy sustaining the population
and from which a state’s regime can procure revenue.

Another characteristic, which is not in and of itself a survival issue, is that of a
state’s military. Several countries such as Iceland, Panama, and Liechtenstein do not
have their own military forces, relying instead upon other countries for their defense. A
coercive demand made against a state’s military may threaten survival but only
indirectly, if a concession makes the state’s regime, population, territory, or economy
vulnerable to attack. For example, in late February 1991, President George Bush’s
ultimatum for the Iragi Army to withdraw from Kuwait within 48 hours would have
required Iraq to abandon a large quantity of its heavy weapons in a hasty retreat in order
to meet the deadline. Such a loss threatened Iraqi survival, as concession would have
exposed its population, homeland territory, and regime to invasion.

Identifying these four issues critical to state survival is an easier task than
determining how much a state can concede on a given issue. How much territory,
population, economy, or control over its policies does a state really require to remain
sovereign and viable? This is an extremely challenging task for analysis. For example,
in 1999 Serbia claimed, and still claims, Kosovo as part of Serbia’s historic homeland.
Serbia withstood punishing NATO airstrikes before finally ceding control over it. In the
end, while the Serbs considered Kosovo a part of its homeland territory, Serbia still
survived as a state following the loss of it. Kosovo had, in fact, been insignificant to
Serbia in terms of the size of its territory, its Serbian population, its economy, and its

strategic location.
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To avoid this difficulty in determining whether a set of demands would actually
result in the death of a state, I adopt an approach whereby demands which seriously
threaten homeland territory, the population, the regime, or the economy are defacto
considered a survival risk. For such cases, the survival hypothesis predicts that the target
state will resist if it has the means to do so and that coercion will fail. This method
avoids the tautological coding of demands as threatening survival when the target resists.
One drawback to this approach, however, is that it can produce false positives, as in the
case of Kosovo. Nonetheless, a focus on core demands and their threat to any of these
four survival issues provides a useable, albeit imperfect, method for testing the survival

hypothesis.

Relaxing the Unitary Actor Assumption on the Target State

In addition to state survival, a state’s regime and the leader of that regime are also
concerned with their political survival.'”® Though regime and leadership survival is a
domestic and not a rationalist, unitary actor explanation for coercion failure, it is a critical
determinant of a state’s decision making. Relaxing the unitary actor assumption on the
target regime and regime leadership incorporates into the asymmetric coercion model the

concepts of omni-balancing and domestic audience costs, which I will discuss next.'*

"2 For a discussion on political survival see chapter 1 of Bueno de Mesquita, Bruce, Alastair Smith,
Randolph M. Siverson, and James D Morrow (2003) The Logic of Political Survival Cambridge MA: MIT
Press

13 1 do not relax the unitary actor assumption on the challenger state for three reasons. The first is
technical, relaxing both restrictions would prove overly complex for modeling without additional insight
gained. The second is that should the challenger’s non-unitary actions lead to coercion failure, then this is
captured by the explanation of misperception and miscalculation due to non-unitary behavior. Third, much
research has been done on how non-unitary behavior by the U.S. can lead to the U.S. losing asymmetric
conflicts. See Mack, Andrew (1975) “Why Big Nations Lose Small Wars: The Politics of Asymmetric
Conflict” World Politics 27:2, 175-200 and Merom, Gil (2003) How Democracies Lose Small Wars
Cambridge University Press
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Regime Survival

A regime’s survival may be threatened domestically in two ways. First, a regime
can be overthrown through revolution and civil war. Domestic opposition groups may
rise up in revolt and replace the regime with a government of their own. A target regime
may then resist a challenger’s demands out of fear that concession will reveal weakness
and prompt armed groups to seize power. This is Steven David’s logic of omni-
balancing, where the internal structure of such states is more appropriately viewed as
anarchical rather than hierarchical.®' The likelihood that a regime will be overthrown for
making a concession I call the expected domestic costs of concession.

In the asymmetric coercion model, the expected domestic costs to the target

regime for conceding (dc,) are in addition to the reputation costs the target state incurs.'??
This has the effect of lowering the optimal demand* to which a target will concede,
thereby reducing the coercion range (see Figure 2.10). If the decrease in demand* is
large enough, the coercion range is eliminated and coercion fails.
Decrease in the
Coercion Range
(- A R
S 1 N
e ?S PV 5 3
f i 1 1 } }
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cbf, x* = (¢, z - 1~ de]/(1 - pe2)
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3! David, Steven (1991) “Explaining Third World Alignment” World Politics 43:1 233-56
132 Reputation costs are expected losses due to the challenger or external third parties making additional
demands of the target, but not domestic groups.
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Figure 2.10: Regime’s domestic costs for conceding
In the case of democratic states, a regime may also be removed from power by
elections. A regime resists when it expects to incur audience costs for a concession that
can lead to its being voted out of office. I discuss more on domestic audience costs in the

next section on regime leadership survival.

Regime Leadership Survival
The regime leadership, like the regime, places a priority on its political survival.

The leader’s hold on the regime is threatened when the leader concedes and thus reveals a
policy failure to members of the regime. Audience costs are defined as the expected
costs of conceding. The logic of audience costs is the principal-agent problem which I
discussed in detail in Chapter 1.

Domestic audience costs (ac,) are incorporated into the coercion model in the same
way as the regime’s domestic costs for conceding, which I presented in the previous
section (see Figure 2.11, below). An increase in audience costs reduces the demand*

and, if significant, may eliminate the coercion range.
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Figure 2.11: Impact of Audience Costs on Coercion Range

In sum, expanding the analysis on target survival by relaxing the unitary actor
assumption to include regime and regime leadership survival introduces the domestic
concepts of omni-balancing and audience costs to explain coercion failure. These
céncepts also help us understand otherwise incomprehensible actions of states. For
instance, Saddam Hussein’s orders in 2003 to only defend Baghdad, which left Iraq
defenseless against a U.S. invasion, can only begin to make sense by examining the

domestic threats to his leadership and regime.

Revisiting Commitment Problems and Survival Issues

Having introduced target survival, I now return to consider a second explanation
for how commitment problems can lead to coercion failure. There are certain issues a
concession by the target may result in a shift in the balance of power. For instance, a
concession of territory such as Czechoslovakia’s Sudetenland, may well leave the target
more vulnerable to an attack by the Great Power. A concession of this magnitude would
shift the balance of power further increasing the challenger’s probability of victory in a
subsequent conflict. Coercion fails if the shift in the probability of victory results in the
challenger’s minimum acceptable demand exceeding Xmax, the maximum the target

believes it can concede and still remain viable as a state (see Figure 2.12, below).
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Figure 2.12: Impact of Shift in balance of power on Coercion Range

Why a Challenger Chooses a Coercive Strategy not likely to Succeed

The previous section examined five explanations for why a target might resist a
coercer’s demands. Why then, would a challenger adopt and pay the signaling costs for a
coercive strategy that is likely to fail? The non-rational explanation of misperception and
miscalculation and the rationalist explanation of uncertainty and private information
previously discussed also apply to a challenger’s decision to adopt a coercive strategy
that the target, in turn, resists. In these two situations the challenger makes its decision
with the belief that the target is likely to concede. There are, in addition, two
explanations that address cases in which the challenger rationally adopts a coercive
strategy, even though the target is likely to resist: when the costs of adopting a coercive
strategy are low and when there are external costs a challenger incurs for adopting a brute

force strategy.

Low Costs of Coercion and Uncertainty over Target Resolve
When a crisis arises and a challenger opts for a brute force strategy, there may be
a time lag between its decision and its ability to execute its strategy. This lag may be the

time needed to deploy sufficient military force. The challenger may elect to adopt a
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coercive strategy in the interim until it is ready to invade. Since the challenger is already
incurring signaling costs through the deployment, additional diplomatic costs for making
its coercive demands known are, in comparison, quite low. Still, making a coercive
demand in this case is only rational if there is some uncertainty over the target’s resolve
to resist. In Appendix 2.A, I evaluate the conditions under which uncertainty over a
target’s resolve prompts a challenger to adopt a coercive strategy unlikely to succeed.
The intuition is that it costs the challenger little to make the coercive demands. If it fails,
which is likely, the challenger has wasted little as the coercive strategy did not preclude it
from continuing its preparations for invasion, but if it succeeds, the challenger gains
much by avoiding the high costs of war.

An example of such low costs of coercion is the strategy adopted by the U.S. in
1990 in the lead-up to the Gulf War. The U.S. took six months to build up its troop levels
in the Kuwaiti theater of operations in order to expel the Iraqi Army from Kuwait. In the
interim, the U.S. adopted a coercive strategy, first leveraging sanctions and then later the
threat of airstrikes and invasion. Adopting a coercive strategy was not costly, as the U.S.
was already preparing for a brute force invasion. If Iraq had conceded to all of the United
States’ demands, the U.S. would have avoided the costs of the brute force invasion.'** In
the end, it cost the U.S. little to make the demands and may have actually reduced its
costs for invasion, as the following explanation on the external costs of brute force

strategies will elaborate.

External Costs for a Challenger Adopting a Brute Force Strategy

'3 Saddam attempted to concede to the UN resolutions, but not to U.S. demands that Iraq withdrawal from
Kuwait in 48 hours and thus abandon its heavy weapons.
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Crises between Great Power challengers and weaker target states do not take
place in a vacuum, but within the international system. As such, a rational challenger
should factor into its calculations not only the expected costs and benefits of its
interaction with the target, but also the affect such actions will have on third parties. If
adopting of a brute force strategy threatens the interests of other states, it can generate
negative externalities. For example, in the post World War [ era, there has developed an
international norm that states first attempt to resolve their conflicts through negotiation or
to bring their disputes before international institutions, such as the League of Nations
ahd, later, the United Nations, before resorting to violence. States that abrogate this norm
by pursuing a brute force strategy without first attempting to negotiate a settlement incur
external costs. These costs may range from a general increase in tensions with other
states to a much greater risk if a third party is drawn into the conflict. It may therefore be
béneﬁcial to a challenger to first engage the United Nations and adopt a coercive
strategy, even if the target will likely resist, as this may reduce the external costs of a
brute force strategy the challenger plans to undertake, once coercion fails.

An example of a failed attempt to reduce external costs can be found in the lead-
up to the U.S. invasion of Iraq in 2003. The U.S. and Great Britain failed in their efforts
to obtain a second UN Security Council resolution authorizing the use of force to remove
Saddam Hussein from power. This was an ill-fated effort to reduce the costs for breaking
the international norm against invading a sovereign state.

Interestingly, in these cases, the coercive strategy is a success for the challenger
not if the target concedes, but if the external costs for the brute force strategy are reduced.

In fact, a target’s concessions may be unwelcomed, as was the case in January 1991,
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when the Bush administration’s worst case scenario would have been an eleventh hour

concession by Saddam Hussein to UN resolutions on the eve of the Gulf War. ">

CONCLUSION

This chapter began with the observation that, in asymmetric conflicts pitting an
immensely powerful United States against much weaker target states, the crises often
concluded with brute force wars rather than with concessions which would have avoided
the full costs of invasion and occupation. Why didn’t the U.S. and its targets reach a
compromise? To answer this question, I developed an asymmetric coercion model
which produced the equilibrium conditions, under which a challenger would prefer
coercion to brute force or accommodation and a target would prefer concessions to
resistance. The model also incorporated the idea that a strategic challenger moderates
both the demands and the threats it makes in order to optimize its coercive outcome.

In the second half of this chapter, I returned to consider why a target resists
coercion. [ reviewed a non-rational explanation for coercion failure due to miscalculation
and misperception and James Fearon’s three rationalist explanations of bargaining failure
based on uncertainty and private information, issue indivisibility, and credible
commitments. I hypothesized that as the challenger’s deployed military forces increase, a
condition making the commitment problem more likely, so to increases the chances for
coercion failure. Introducing a new rationalist explanation of bargaining failure based on
target survival, | hypothesized demands which threaten target survival increase the
likelihood of coercion failure. I then relaxed the unitary actor assumption on the weaker

state to allow for regime and leadership survival as factors in the target’s decision

"** Bush, George and Brent Scowcroft (1998) A World Transformed Alfred A. Knopf: New York 437
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making. Finally, I introduced the low costs of coercion and the external costs of brute
force as two rationalist explanations for why a challenger might choose to adopt a
coercive strategy even when it knows the target is likely to resist.

In the next chapter, I turn to international asymmetric crises since World War II
drawn from the International Crisis Behavior Project. I examine how often Great Powers
adopt coercive strategies and how often these strategies fail. I compare the outcomes
between the United States and other Great Powers and contrast my findings with those of
other researchers on coercion and coercive diplomacy. In Chapters 4-6, I then return to
the survival and commitment hypotheses I developed in this chapter and test them against

the outcomes of crises between the United States and Iraq, Serbia, and Libya.
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APPENDIX 2.A
ASYMMETRIC COERCION GAME

Consider two states, the challenger (C) and the target (T). An issue with a
valuation of 1 is in dispute. The challenger makes demand (x) of the target, where x is
continuous and ranges from 0 to 1, (x € [0,1]). When x = 0, the outcome for C and T is
[-rc,1], respectively, where r. are the reputation costs for C, setting x=0. Both players are
risk neutral and the valuation of the demand is v¢(x) = x for the challenger and v(x) = 1-x
for the target.">

C chooses demand (x) and threat (z). Threat levels range from 0 to Zpax
(z € [0, Zmax]), where z=0 is no threat and zya« 1s the maximum credible threat the
challenger can make, based on the relative power of the two players and the value of the
issue to the challenger. The highest possible value for za is 1, where the challenger
credibly adopts a brute force strategy to take the issue by force.

The challenger incurs signaling costs s(z) for making offer [x,z]. The signaling
cost function increases monotonically, is strictly convex and is a sunk cost, whether the
target concedes or resists. The challenger incurs costs to carry out threats c.(z) and the
target incurs the cost of resisting c¢,(z), should the target reject the offer. If z=1 then
c.(z) = cbf, the challenger’s cost of a brute force strategy, and c(z) = cbfi, the target’s
cost of brute force. Assume c¢.(z) = ¢, X z, ¢(z) = ¢ X z, where ¢ and ¢, are positive
coefficients.'*® The target incurs reputation cost (r;) for conceding.

The challenger’s probability of coercion success ps(z), which is the likelihood the
challenger will gain its objectives when the target resists, is an increasing function of
threat. This is the probability that C gains demands even though T resists. Assume
ps(z) = ps x z, where ps € (0,1) and for brute force z=1, ps(1) = py, where py is the
challenger’s probability of a brute force victory. %’

The game follows a sequential ultimatum protocol where C moves first, making a

take it or leave it offer of demands, threats, and signals (x,z,s). If x=0, z=0, s=0, then C

> It clearly need not be that both players place the same value on the issue at hand. However making
assumptions on risk and valuation of the issue simplify the model without impacting the main outcome.
%% The assumption of linearity does not detract from the overall findings of the model.

7 This assumption is made for making calculations tractable, but it does not detract from the models
overall findings.
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has adopted a policy of accommodation, and if x=1, z=1, s=0 then C has adopted a brute
force strategy. If C chooses a coercive offer (x € [0,1], (z € [0,1]), s > 0), then T moves

by either accepting or rejecting the offer. If T resists then the success or failure of C is a
lottery with C obtaining its demands with ps(z) and failing with (1 - ps(2))." ¥ See Figure

A2.1 for the game in extended form. 139

[p,-cbf,, 1- p, -cbf}]

4
Brute Force

C| xzs3) T__ Resist

| O —— p,) - sl2) - o.(2),
Lottery 1-np. _ ez
Accommodate |Concede R pb(Z) X t( )]

[-re.1] [x-s(@),1 -x~r]

Figure A2.1: Coercion Game in extended form

Optimization of Demands and Threats

Eq. 1 and Eq. 2 for optimal demand* and the optimization problem for the

challenger can be rewritten in notational form in Equations 1A, 2A, and 3A, below.

l-x*-r, = 1-pezx*) -cz Eq. 1A.
x* =(ciz -1)/(1 - psz) Eq. 2A.
Max; [(ciz - 1)/(1 - psz)] — s(z) Eq. 3A.

Solving the optimization problem by taking first order conditions for Eq. 3A in terms of z
results in
(1 -psz*) + ps(cz* - 1)/(1 - psz*)? - s¢(z*) = 0
which simplifies to
(ct- ps 1)/(1 - psz"‘)2 - (z*)=0 Eq. 4A.

Estimating the signaling cost function using a Taylor polynomial results in

138 For the lottery the challenger’s outcome = py(z)[ X - s(z) - c.(z)] + (1 -ps(Z)[ 0 - s(2) - c(z)] = ps(2) X -
s(z) - c(z). The target’s outcome = py(z)[ 1-x - c(z)] + (1 -ps(Z)[ 1 —c(2)] = 1 - ps(2) X - c(2).

1% The model does not allow for a partial acceptance of the challenger’s demands. However this situation
can be adapted to the model by thinking of the challenger’s demand as the partial demand accepted by the
target. This assumes the challenger does not reject the target’s partial concessions.
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se(z) = bz’ + bzt + ... by =Y " biz' Eq. 5A,
where b; is the coefficient for the Z'th term.

The derivative of the signaling function in terms of z is

s(z) = by +2byz +3bsZ? ... + nbyz™! = Y g ibjz"! Eq. 6A.
Substituting Eq. 6A into Eq. 4A obtains the following:
(ce- ps (1 - psz*)* = Tlieo ibi(z*)"! Eq. 7A.

Solving for z* in general terms is not practical, however, for the case where n=2,
a solution set does exist."*" First note that the derivative of the signaling function
simplifies to
s¢' (z) = by +2byz*.

To keep calculations more manageable assume b; = 0. Substituting for s¢' (z) in Eq. 7A
produces

(cr-ps /(1 - psz*)2 = 2byz*

(ci - ps 1)/ 2by = 2¥(1 - pez*)?

(- ps 1)/ 2by = z*(1 - 2psz* + pszz*z)

z* - 2psz*2 + p522*3— (ci-pst)/ 2b,=0
2% 2p 124 + potz — (o - ps 1)/ 2psiby = 0 Eq. 8A.
This equation can be expressed in general cubic terms as
Az*® + Bz**+ Cz* + D=0 Eq. 9A

where A=1, B= -2p,!, C=ps? and D =— (¢, - r,)/ 2ps°bs.

Solutions for z* are derived using Tartaglia’s method of depression of a cubic
equation. Table A2.1 provides a summary of the solution set for z*. The table depicts.
for varying levels of ps, the values which produce real values for z* where z* € [0,1].
Note that as ps increases, the range of values for z* decreases, demonstrating that the

greater the probability of success, the lower the threat required for x*.

"*n=2 insures signaling costs increase exponentially. A solution for n=1 is not provided given the
assumption of the non-linearity of the signaling function.
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Ps D= —(c;- 1)/ 2psb, z*
0.01 [-9800.999, 0] [1, 0]
0.25 [-9, 0] [1,0]
0.5 [-1.1851851851, 0] [.66666, 0]
0.75 [-0.351165829, 0] [.44444, 0]
0.99 [-0.152603505,0] [.336, 0]

Table A2.1: Solution set for Eq. 9A for real numbers'*’

Second Order Conditions Satisfied
To confirm this solution set is a maximum, take the second order conditions in

terms of z derived in Eq 8A:
3z¥% - dplzt +pt <0
(3z* - 1/ ps)(z* -1/ ps) <O0. Eq. 10A
Since ps ¢ (0,1)and z* € [0,1], then (z* -1/ ps) <0. For Eq. 10A to be true requires
(B3z*-1/pgy)>0
3z*>1/ ps
z¥ps > 1/3.

The result confirms the solution as a maximum for values of z* and ps subject to their

product being greater than 1/3.

'4? To read this chart note that the first column varies the value of the probability of success (ps) which is

the only variable which is contained in both B and C from the cubic equation Eq. 9A. Column 2 is the D
variable. It represents the range of values for D which produces a solution for z* which is a real number

between 0 and 1 (the allowable range for z). The values in column 2 and 3 were calculated using a cubic
equation calculator, http://www.1728.com/cubic.htm , and verified with an excel spread sheet.
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The impact on optimal demand due to changes in threat, probability of coercion
success, target costs for resisting and target reputation costs: Comparative Static
Results

From Eq. 2A, comparative static results derived by taking the derivative of x* in

terms of z, ps, ¢, and r; generate the following:

x* =(cz -1)/(l - psz) Eq. 2A

dx*/6z = ¢ /(1 - psz) +ps(ciz -)/(1 - psz)2 >0,forcz >r1

Ox*/8ps = z(ciz - 1)/(1 - psz) 2>0,forcz >

ox*/oc=z/(1 - psz) >0

ox*/or=-1/(1 - psz) <O0.
This suggests that an increase in threat or probability of coercion success will increase the
optimal demands made, so long as the costs for resistance exceed the target’s reputation
costs for conceding. It further suggests that a rise in the costs of resistance increases
optimal demands and that an increase in reputation costs for conceding decreases optimal

demands.

Coercion range where coercion is preferred to brute force by the challenger or
resistance by the target

The challenger’s valuation of a brute force strategy where x = 1, z = 1 as depicted
in Figure A2.1 is
ve(1,1) = ve(victory) + v(defeat)

v(1,1) =py (1 —cbf) + (1 - p,)(0 — cbf) = py — py cbfe + py cbfe —cbfe
ve(1,1) = py— cbf.

The challenger chooses coercion over brute force when
Ve(x*,2%,5(2%)) > ve(1,1)

x* - s(z*) > py— cbf;
x* > p,— cbf; +s(z*). Eq. 11A.

The target choices are concession or resistance. It chooses concessions when

vi(concessions) > vi(resistance)
vi(concessions) = 1 - x* -1
vi(resistance) = 1 —psz(x*) - ¢z
substituting
l-x*-1, > 1-pez(x*) -cz
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x* <(cz -r)/(1 - psz). Eq. 12A.

Note Eq. 12A is simply Eq 2A expressed as an inequality. Combining Eq. 11A
and 12A produces the coercion success range where coercion is preferred to brute force
for the challenger and where concession is preferred to resistance for the target:

pv—cWe +s(z*) < x* <(cz - 1)/(1 - psz). Eq. 13A.

In linear form, the coercion success range can be expresses as in Figure A2.2.

Coercion Range

s ! I

r“w,"*”m\ p S Ijv
| I

|
|
i
]
i
/ i
]
i
1
!
]

Py bec'l' S¢ £ x* £ (Ct Z - rt)/ ( 1- psZ]
Figure A2.2: Coercion Range
Uncertainty over Target Resolve
The target’s likelihood of being highly resolved and therefore resistant to the

challenger’s offer, is t £ (0,1). The asymmetric coercion model can be depicted in

extended form in Figure A2.3 below:
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Oylottery, [p (2) x — s(2) — c.(2),
1-ps(2) X - c(2)]

[X=5s(2),1—x-r]

Figure A2.3: Asymmetric Coercion Model with Uncertainty over Target Resolve

The challenger’s valuation of its expected outcome for choosing coercion is
v¢ (coercion) = t[target resists] + (1 - T)[target concedes]

and for choosing a brute force strategy
v¢ (brute force) = brute force outcome.

The challenger prefers coercion to brute force when
V¢ (coercion) > v, (brute force)

T[target resists] + (1 — 1)[target concedes] > brute force outcome
T[target resists - target concedes] > brute force outcome - target concedes.

Multiplying both sides by (-1) and solving for t produces the following inequality:

T < [target concedes — brute force outcome]/[target concedes — target resists] Eq. 14A.
Equation 14A is the ratio of the difference in the challenger’s expectation of coercion

success and the expected brute force outcome, over the difference between coercion

success and failure.
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Substituting into Eq 14A values from Figure A2.3 for the challenger’s three
outcomes of target concessions, resistance, and brute force produces the following

inequality:

T < [x*-s—py+cbf])/[ x*(1- ps) + cc] Eq. 15A.

Ceteris paribus, an increase in demands (x*), challenger costs of brute force (cbf; ), and
probability of coercion success (ps) all increase the willingness of the challenger to coerce
a more highly resolved target, while an increase in signaling costs (s), probability of
victory (py), and costs of carrying out threats (c.) decrease the willingness of the

challenger to coerce.
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Chapter 3: Quantitative Analysis

Why do the coercive strategies of Great Powers against weak states often fail? In
the previous chapter, I developed a theory for asymmetric coercion, in which a rational
challenger has the choice among strategies of accommodation, coercion, and brute force.
I concluded that a challenger estimates the outcomes for the foreign policy options
available to it and chooses coercion when it is found to have the highest expected value.
For coercive strategies, the optimal expected outcome is obtained by adjusting demands
and threats contingent on the target’s willingness to concede. I then examined five
explanations for why a target might still resist a challenger’s coercive offer. These
included non-rational explanations of misperception and miscalculation as well as
rational explanations based on uncertainty, issue indivisibility, commitment problems,
and survival. I also examined two rational explanations for why a challenger may choose
coercion even if it knows its strategy is likely to fail: 1) when it is a relatively low cost
option while preparing for a brute force strategy and/or 2) there are high external costs
for adopting a brute force strategy without first attempting coercion.

I turn now to assess the assumption that the coercive strategies of Great Powers
often fail by examining real world asymmetric conflicts. In so doing, I address the
following questions: How often do asymmetric crises between Great Powers and weak
states occur? In such crises, how frequently do Great Powers choose coercion over other
available foreign policy options? How often is the Great Power successful at achieving
its foreign policy objectives? How often is it successful at coercion? How often do Great

Powers first choose coercion only to later adopt brute force strategies? How do the
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results for the United States compare to other Great Powers? And are these findings
consistent with results from previous related research?

Answers to the above questions will validate the relevance and importance of my
research agenda. Asymmetric conflicts are a recurrent phenomenon of the international
system. In these lopsided crises, Great Powers usually succeed at achieving their foreign
policy objectives and most often adopt coercive strategies to do s0.'* still, in many
cases, weak states do resist and these crises conclude either in a brute force invasion or as
a foreign policy failure for the Great Power.

The second objective of this chapter is to test the survival and the commitment
hypotheses for the coercion outcomes I developed in the previous chapters. The survival
hypothesis predicts a target will resist demands which threaten its survival so long as it
has the means to do so. By contrast, the commitment hypothesis predicts coercion will
faﬂ when a powerful challenger cannot credibly promise not to increase demands in the
future, a situation more likely to develop when the challenger has already deployed
military forces capable of backing up further demands. I test these hypotheses against
asymmetric crises which have arisen since World War I in which Great Powers made
cémpellent demands of weaker states. I find that the survival hypothesis correctly
predicted the outcomes for two thirds of the cases, while the commitment hypothesis was
correct in less than half the crises.

I will first proceed by developing a data set for all cases of asymmetric interstate
cfises. I code these cases according to the strategy the Great Power challenger chooses,

which allows me to examine the frequency of coercive cases and the nature of the

"2 The ex ante objectives are the optimal demands that the powerful challenger has estimated the weak
target state will be just willing to concede.
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demands as compellent or deterrent. Second, 1 discuss my reasons for the coding criteria
for the dependent variable of foreign policy outcome. [ also consider two alternative
dependent variables of coercion and coercive diplomacy outcome. I then assess the
success rates for Great Powers across countries and time and then compare my findings
with those from previous related research. Third, I make predictions for the outcomes of
all the cases, using the survival and commitment hypotheses. Fourth, I identify and code
key explanatory variables from the asymmetric coercion model for the challenger’s
strategy, demands, threats, and signals. [ also develop variables as proxies for survival
and commitment and include control variables which are relevant to conflict outcomes.
This allows me to conduct regression analysis and compare the survival and commitment
hypotheses while controlling for other factors which impact crises outcomes. I conclude
by examining my findings and identifying issues to assess in the qualitative cases in

Chapters 4 through 6.

THE DATA SET

My data set is drawn from the asymmetric crises since the end of World War |
I select cases from the crises identified in The International Crisis Behavior Project

(ICB). The ICB database contains 455 interstate crises from 1918 to 2006."" Since my

31 choose this time period for two reasons. First, the League of Nations was introduced an international
institution aimed at resolving state conflict. The League failed to prevent another world war, though, and
following WWII the victors founded the United Nations. Both institutions have been involved in a
significant number of asymmetric crises, and in many cases have authorized the use of force and sanctions.
Hufbauer, Gary Clyde, Jeffrey J. Schott, Kimberly Ann Elliott and Barbara Oegg (2007) Economic
Sanctions Reconsidered, 3" Edition Washington D.C.: Institute for International Economics. The second
reason for beginning with the end of World War I is more practical, based on the availability of data. 1
identify Great Powers as the major powers identified by the Correlates of War majors2008.1.csv dataset
www.correlatesofwar.org . This list includes the USA, Great Britain, France from 1816-1940 and 1945-
2008, Germany from 1925-1945 and 1991-2008, Italy from 1860-1943, USSR from 1922-2008, China
from 1950-2008, and Japan from 1895-1945 and 1991-2008

'“ I only include cases until 2003 as the more recent asymmetric crises have not yet been resolved. The
International Crisis Behavior (ICB) database is an interactive version of the data and summaries originally
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interest is in dyadic cases between a Great Power and a weak state I utilize the research
of Kenneth Schultz and Jeffrey Lewis in their Coercive Diplomacy Database, with which
they expand the ICB database into 624 dyadic cases.'* From here, I eliminated crises
which are not asymmetric. 1 identified 116 asymmetric cases, in which Great Powers
challenged non-Great Power states (See Appendix 3A).'% I classified these cases as
either coercive or brute force strategies and, where coercive, I code demands as
compellent or deterrent (see Table 3.1 and Appendix 3A).'"*"7 The 116 cases average to
1.4 crises per year, which make asymmetric conflict a recurrent phenomenon in

international relations.

published in Brecher, Michael and Jonathan Wilkenfeld (2000) 4 Study of Crisis Lansing MI: University
of Michigan Press, www.cidem.umd.edw/icb/dataviewer/ accessed 13 April 2010

1451 thank Kenneth Schultz and Jeffrey Lewis for providing me access to their data, including the crisis
summaries for each case which proved invaluable.

16 1 began with 208 asymmetric cases from the Schultz and Lewis dataset and reduced these further to 109
by reducing a crisis which has multiple dyads into a single dyadic case by examining which of the Great
Powers was most involved in the conflict. I also eliminated cases where the Great Power did not challenge
the weak state or had no discernable objectives for the crisis. I also include 5 additional cases which I
idéntify in chapters 4-6, for the crises between the United States and Iraq, Serbia, the Bosnian Serbs, and
Libya.

"7 1t is important to note that these asymmetric cases are contingent on a crisis occurring. As such, omitted
are unobserved cases where a Great Power avoided a crisis when it chose to accommodate a weak state.
Conditioning on crises restricts cases to primarily coercion or brute force. There is a single case where a
challenger initiated a brute force strategy to then later change the strategy to accommodate the target: the
French in Vietnam in 1954. These omissions of cases of accommodation are unfortunate, but unavoidable
due to the nature of the dependent variable. Foreign policy outcome measures success or failure based on
the challenger’s ex ante objectives given the issue at stake. In cases of accommodation, however, the
challenger has an incentive not to reveal compromises it makes in order to avoid reputation or audience
costs. As with deterrence, with accommodation it is difficult to ascertain whether the crises was avoided
because the challenger accommodated the target, and even if it can be identified it is difficult to determine
whether the challenge achieved its core ex ante objectives.
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Strategy Great United Other (non
Powers States U.S.) Great

Powers
Total 116 41 75
(% of total) (35%) (66%)

Coercion Total 87 (75%) | 33 (80%) 54 (72%)
Compellence | 77 (66%) | 30(73%) 47 (63%)
Deterrence 10 (9%) 3 (7%) 7 (9%)

(% of top row)

Coercion Only 73(63%) | 28 (68%) 45 (60%)
Compellence | 63 (55%) | 25(61%) 38 (51%)

10 (9%) 3(7%) 7 (9%)

148
Deterrence

Coercion Initial/

Brute Force Final | 14 (12%) | 5 (12%) 9 (12%)
Compellence| 14 (12%) | 5 (12%) 9 (12%)
Deterrence 0 0 0

Brute Force Only | 29 (25%) | 6 (15%) 21 (28%)

Brute Force Total| 43 (37%) | 11 (27%) 30 (40%)
(% of top row)

Table 3.1: Frequency of Asymmetric Interstate Conflict (1918-2003)

From Table 3.1, two questions which I asked earlier can now be addressed. First,
as to how often Great Powers choose coercion, coercive strategies were chosen twice as
frequently as brute force (87 compared to 43). Coercion was chosen 75% of the time but,

in 12% of the cases, Great Powers adopt coercion initially only to later switch to brute

18 Since deterrence in asymmetric crises is rare, the following summary is provided. In 1922 the United
Kingdom deterred Turkey from invading Thrace after Turkey had defeated Greek forces in Anatolia. In
1927 Japan deployed forces to Manchuria to deter China from threatening Japanese economic interests
there. In 1956 the USSR deployed forces to Poland’s border in a failed attempt to deter the Polish
Communist party from electing Wladyslaw Gomulka as party leader. In 1961, after Kuwait was granted
independence, the United Kingdom deployed forces to Kuwait to deter Iraq from taking military action. In
1964, following the alleged attack on the USS Maddox by North Vietnam, the U.S. conducted military
strikes to deter North Vietnam from taking further military action. In 1975, in response to Guatemala
deploying forces to the Belize border, the United Kingdom deployed forces to deter an invasion. Again in
1977, following the granting of independence to Belize, the United Kingdom again deployed forces to deter
Guatemala from taking military action. In 1983 the U.S. deployed troops to Honduras to deter the
Nicaraguans from taking military action. And in 1991 Russia threatened war with Turkey when Turkey
threatened to intervene in fighting between Armenia and Azerbaijan.
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force strategies. Second, comparing the United States to other Great Powers, the U.S. is

the country most frequently involved in asymmetric conflict, responsible for initiating a

third of all asymmetric crises.'* In addition, the U.S. chooses to coerce more frequently

than other Great Powers, 80% of the time as compared to 72%, respectively.

Strategy | Overall |Interwar (World War IIf Cold War Post-Cold
1918-1938 1939-1945 1946-1989 War
1990-2003
Total 116 26 22 46 22
(% of total) (22%) (19%) (40%) (19%)

Coercion Total 87 (75%) |19 (73%) | 17 (77%) 34 (74%) 17 (77%)
Compellence| 77 (66%) | 17 (65%) | 17 (77%) 27 (59%) 16 (73%)
Deterrence 10 (9%) | 2 (8%) 0 7 (15%) 1 (5%)

(% of top row)

Coercion Only 73(63%) | 14 (54%) | 14 (64%) 32 (70%) 13 (59%)
Compellence| 63 (54%) | 12(46%) 14 (64%) 25 (55%) 12 (55%)
Deterrence | 10 (9%) 2(8%) 0 7 (15%) 1 (5%)

(% of top row)

Coercion Initial/

Brute Force Final| 14 (12%) | 5(19%) 3 (13%) 2 (4%) 4 (18%)
Compellence| 14 (12%) | 5 (19%) 3 (13%) 2 (4%) 4 (18%)
Deterrence 0 0 0 0 0

(% of top row)
Brute Force Only 29 7 5 12 5
(% of top row) (25%) (27%) (23%) (26%) (23%)
Brute Force Total 43 12 8 14 9
(% of top row) (37%) (46%) (36%) (30%) (41%)

Table 3.2: Asymmetric Interstate Conflicts Across Time

Since the international environment has changed over time, it is also useful to

compare the frequency of conflicts in various periods (see Table 3.2, above). I divide the

cases into four periods: Interwar (1918-1938), World War II (1939-1945), Cold War

" The U.S. was involved in 41 cases, followed by the USSR/Russia with 23 cases, and Nazi Germany with
13. The ranking changes if viewed according to the number of crises per year. Per year Nazi Germany
leads, as all 13 of its asymmetric crises transpired between 1925 and 1945 for an average of .65 crises/yr.

The U.S. is second with .48 crises/year and the USSR third (1922-1990) at .33crises/yr.
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(1946-1989), and Post-Cold War (1990-2003)."*° The frequency of coercive strategies is
consistent across time, with coercion still the preferred strategy, chosen 73% - 77% of the

time.

In sum, across countries and time, asymmetric conflict occurs on a regular basis,
with coercion being the strategy most commonly adopted. The United States initiates the
greatest number of crises and chooses to coerce more frequently than do other Great
Powers. Yet to be addressed, however, is how successful Great Powers are at achieving
their foreign policy objectives. In the next section, I develop coding criteria for the
dependent variable of foreign policy outcome, which allows me to assess how often Great
Powers succeed in obtaining their foreign policy aims. I also identify and code
alternative dependent variables, that of coercion outcome and coercive diplomacy

outcome, which allows for a comparison of my findings with previous research.

DEPENDENT VARIABLE: Foreign Policy Outcome

The dependent variable for this quantitative study is the challenger’s foreign
policy outcome, a measure of whether the challenger achieves its core ex ante objectives
(see Appendix 3.B for coding rules). Focusing on ex ante core objectives reduces three
pbtential coding problems. First, it reduces the likelihood of miscoding cases in which
the challenger has actually gone on to lower its demands significantly once the target
resists. Without such a restriction, cases of obvious foreign policy failure would be

coded as a success.

1% The Post-Cold War period ends in 2001. 1 include the three cases after September 11, 2001 in the Post-
Cold War period.
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For example, in 1968 North Korea captured the USS Pueblo, an electronics and
signals intelligence gathering ship operating off the coast of North Korea."”! Initially, the
U.S. demanded North Korea return the Pueblo and its crew and formally apologize.

After 11 months of negotiations, the U.S. reduced its demands to gain the return of the 83
crewmen only and issued an admission of its own guilt in deploying the Pueblo as a spy
ship. This was clearly a failure of U.S. policy, which should not be coded a success on
the basis that North Korea eventually conceded to the United States’ drastically reduced
demands."**

Second, focusing on core objectives prevents too high a bar being set for
measuring success. In negotiations, strategic actors expect to concede on some points in
order to reach an agreement. Such public concessions by the challenger provide the
target state’s leader the means of saving face, thus reducing some of the audience costs
incurred by acceding to the remaining demands. As a result, the challenger brings to the
bargaining table higher demands than it knows it will likely achieve, some of which it is
prepared to sacrifice in order to reach an agreement. If the coding for the foreign policy
outcome were based on all the challenger’s ex ante objectives, it would lead to too many
outcomes being miscoded as failure.

For example, during the Kosovo crisis in January of 1999, the U.S. demanded
Serbia withdraw its troops from Kosovo and allow in NATO peacekeepers. The U.S.
later adjusted this demand to also allow in Russian troops under a UN Security Council

mandate. This U.S. concession, however, did not change the core demand that Serbia

forfeit control over Kosovo.

'*! North Korea claimed it was operating in its territorial waters while the U.S. maintained it was in
international waters.
121 code this a partial failure since North Korea conceded to only one of the U.S. three demands.
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