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Introduction

Described herein are the key findings and results associated with the project entitled
“Investigation of ELF Signals Associated with Mine Warfare, A University of Idaho and
Acoustic Research Detachment Collaboration, Phase Two.” Phase Two is a continuation
of the Phase One effort under the same title. The scope, objectives and outcomes of Phase
Two are similar to those described in the report and proposal of Phase One. Some of the
following text is also found in the Phase One report.

Extremely low frequency (ELF) electromagnetic signals are used by enemy combatants
to detect and, subsequently, to incapacitate, by means of surface and subsurface mines,
naval vessels. This program is of high importance to the Navy — particularly since ELF
signals are one of the primary signature emissions of the Navy’s proposed electric ship
fleet.

The questions that are being asked in this investigation are: 1) once an ELF signal is
generated, how far will it propagate and still be detectable and 2) how can such signals be
modeled, excited and measured? To this end, the scenario considered is one in which an
ELF source of the electric or magnetic kind is located in or above water, such as a lake or
ocean. This source stimulates an ELF signal that is free to propagate in the water and air,
and is reflected by various material interfaces, say between the water and air, or between
the water and the floor. For purposes of experimental demonstration, the investigation
focuses on the scenario of ELF sources and signals in the context of Lake Pend Oreille,
where the Acoustic Research Detachment (ARD, Bayview, Idaho) is located and
entrusted with the necessary assets to perform validation measurements.

The research program was designed with two major thrusts: Modeling and
experimentation. The modeling thrust was coordinated and executed by the University of
Idaho (UI), Moscow, Idaho; the experimentation thrust was coordinated and executed by
ARD. This report focuses primarily on the modeling thrust. A separate report from ARD
has been issued that addresses the experimentation thrust (See “ELF Phase Three Test 1,”
complied by Frank Jurenka, Chris Burgy and Vicki Pfeifer, July 15, 2010. Note: ARD
expensed Phase Three funds while Ul was still expensing Phase Two funds.).

Both students and faculty of the University of Idaho and of Washington State University
were involved in this project. Team members include:

Prof. Jeffrey L. Young (UI), Lead PI:
* Dr. Christopher L. Wagner, Research Engineer, FDTD code development
* Mr. Robert Rebich, MSEE RA, Quasi-static code development
*  Mr. Christopher Johnson, MSEE RA, Data analysis and code development
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* Mr. Das Butherus, MSEE RA, Data analysis and code development

*  Mr. Chenchen “Jimmy” Li, BSEE RA, Topographical data translation

* Ms. Neelima Dahal, BSEE RA, Data analysis

* Mr. Markus Geiger, BSEE RA, Data analysis
Prof. Dennis Sullivan (Ul):

*  Mr. Yang Xia, Research engineer, FDTD parallelization code development

* Mr. Alireza Mansoori, MSEE RA, FDTD parallelization code development
Prof. Robert Olsen (WSU):

*  Mr. Zhi Li, MSEE RA, Layered media modeling

ELF Modeling

The activities pursued during Phase Two continue those pursued during Phase One, with
particular emphasis on the refinement and validation of the numerical models. Portions of
the following text summarize the modeling effort undertaken by the University of Idaho
and are also found in the Phase One report. Some of that text has been updated to reflect
new knowledge gained since the Phase One report was issued. In subsequent sections,
unique results and findings associated with Phase Two activities will be presented.

Modeling of ELF electromagnetic signals in water environments can be accomplished
either by means of direct, analytical solution of Maxwell’s equations or by numerical
solutions of the same. The former is attractive for purposes of gaining insights into the
physical mechanisms that hinder or aid the propagation of ELF signals. The disadvantage
is found in the number of simplifying assumptions that are made to bring about a
closed-form solution. A numerical solution has no such simplifying assumptions, but does
suffer from discretization errors. In principle, it can model all of the physical and
geometrical features of the domain of consideration. The price paid for doing so, however,
is the required time and the CPU/memory resources needed to accomplish the task. Data
visualization and management are other issues that need to be addressed when working
with large data sets produced by numerical solvers. The positive and negative tradeoffs
between these two approaches (i.e. analytical vs. numerical) suggest that no one method
is superior. For that reason the Ul team adopted a diverse strategy that encompasses many
different approaches in order to assure a positive outcome and to provide deliverable
modeling methodologies.

The five principle techniques or tools that were considered during the Phase One and
Phase Two efforts were the a) Sommerfeld Half-Space (SHS) method, b)
Finite-difference, time-domain method (FDTD), c¢) High Frequency Structural Simulator
(HFSS), finite-element code, d) Maxwell code and e) quasi-static method (QES). A
summary of these methods is provided next. Detailed technical information on the SHS,
FDTD and quasi-static methods are provided in the attached appendices.
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Sommerfeld Half-Space (SHS) Method

The SHS method is an analytical approach that assumes that all interfaces (say between
water and air, or between water and floor) are planar and infinitely extended. This
assumption is reasonably valid for the water-air interface, particularly in open water
regions where the source is located near the surface. For the littoral zones, the method
may fail, particularly when electric sources are used to excite the ELF signals. By
assuming that the interfaces are flat, a closed-form solution can be devised that is cast in
terms of Fourier-Bessel integrals. These integrals can be evaluated numerically and
rapidly in a matter of seconds on any desktop machine. Even with the potential
deficiency of treating all interfaces as planar, the SHS method is attractive as a validation
tool for the other numerical modeling approaches. For example, the team used the SHS
method to validate the data produced by the FDTD or HFSS methods (described next)
when these numerical methods consider the same layered media problem statement. The
SHS method is also attractive in quantifying the up-over-down effect. This effect is
associated with a low signal loss path through the air and a high signal loss path up and
down through the water. If the path through the water is short, then the up-over-down
signal loss can be low relative to a direct path between a source and sensor in the water.
Professor Robert Olsen of Washington State University (WSU) is the lead investigator of
the SHS method.

Finite Difference, Time-Domain Method (FDTD)

The FDTD method is a numerical approach that discretizes Maxwell’s equations in their
fundamental form using a staggered grid and leap-frog integrator. This method has been
fully vetted in the open literature and has been established as a robust way of obtaining
accurate simulation data. In principle, the FDTD method accounts for all material
interfaces and inhomogeneities by assigning permittivity, permeability and conductivity
values along edges of the grid elements. Curvilinear boundaries are approximated by
straight line, stair-stepped boundaries. For geometrical features that are significantly less
than a wavelength, such stair-stepping causes no appreciable errors in the computed data.
Note that the domain of interest at Lake Pend Oreille does not exceed 8 km on a side; the
lake floor at its deepest point is about 335 m. Assuming an operating frequency of 100 Hz
and a water conductivity of 0.018 S/m, we note that the corresponding skin depth is 375
m and the wavelength is 2.356 km; for air, the wavelength is 3,000 km. Thus the domain
spans a fraction of a wavelength in air but about 3.4 wavelengths (or 21.3 skin depths) in
water. The significant disparity between these two relative sizes potentially introduces
computational complexities. One area of concern is the proper design of an absorbing
boundary condition (ABC) or perfectly matched layer (PML) that will allow an open
physical domain to be truncated into a finite computational domain. Placement of this
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ABC/PML in terms of wavelengths is critical if non-spurious reflections are to be
avoided. Significant time and effort was expended to figure out a way to design an
optimal PML. The outcome of this effort is described in the paper by Wagner and Young,
“FDTD numerical tests of the convolutional-PML at extremely low frequencies,” IEEE
Antennas and Wireless Propagation Letters, vol. 8, pp. 1398-1401, 2009. This paper is
attached to this report. Dr. Christopher Wagner of the University of Idaho is the lead
researcher of the FDTD and PML effort.

Given the amount of computing time that is required to run an FDTD simulation for
domain sizes contemplated in this project (domains are on the order of kilometers),
simulation times can be excessive (i.e. hours to days). For this reason, an effort in
computational parallelization was undertaken using message passing interface (MPI)
protocols and specialized graphics hardware. As shown in Appendix C, simulation times
can be reduced by over a factor 16 using these kinds of parallelization techniques.
Professor Dennis Sullivan of the University of Idaho is the lead researcher of this activity.

High Frequency Structural Simulator (HESS)

HFSS is a commercially available electromagnetic, finite-element, frequency-domain,
numerical solver that has been designed by Ansoft/Ansys for antenna and microwave
circuit applications. One question that was asked in this investigation was whether such a
tool could be used to predict the electromagnetic propagation characteristics of an ELF
signal in a highly conductive environment. In Phase One and Two, the answer to this
question was inconclusive due to source modeling issues. (In the Phase Three report,
however, the answer will be more conclusive and positive.) Professor Jeffrey Young of
the University of Idaho is the lead engineer of the HFSS effort.

Maxwell

Maxwell is also a commercial code developed by Ansoft/Ansys. However, unlike HFSS,
it is a static solver for either electric or magnetic fields. Since ELF waves are static-like
in the vicinity of the source, questions that have been raised by the team are these: 1) At
what distance are the fields more static-like rather than wave-like and 2) can ELF waves
be modeled by a static solver in some region about the source. Professor Jeffrey Young of
the University of 1daho is the lead engineer of this effort.

Quasi-Static Method

A custom quasi-static method was also considered given that ELF signals are quasi-static
in the vicinity of the source. By definition, the quasi-static method does not consider any
wavelike mechanisms in Maxwell’s equations; it assumes that the field lines are the same
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as the static field, but oscillating. This is accomplished by neglecting magnetic
displacement currents for electric sources. By doing so, simple solutions can be
constructed that correlate well with other more advanced solutions, like HFSS and FDTD.
Professor Jeffrey Young of the University of Idaho is the lead engineer of the quasi-static
modeling effort.

Lake Parameters and Discretization

Unlike the December 2008 experiments in which the experiments were conducted in an
open area of the lake, the domain for the March 2010 experiment encompasses significant
geometrical features above and below water. This was purposefully chosen to be so in
order to exercise the limits of the various numerical and analytical models. That is, we
would expect the ELF signals in the open area to be far easier to model than those in a
more cluttered environment, due to the changes in the material parameters and
geometrical features of the environment. Hence, we wanted the most severe environment
possible to see if the models would fail to produce the correct data.

The FDTD and HFSS numerical methods require a precise understanding of the electrical
and geometrical features of the lake. The domain of interest considered in Phase Two is
the area known as Idlewilde Bay and is shown below. The domain is about 6 km by 7 km
on a side and represents the general area where actual experiments were performed in
March 2010 using both electric and magnetic sources. (See the report entitled “ELF
Phase Three Test 1” complied by Frank Jurenka, Chris Burgy and Vicki Pfeifer, July 15,
2010. Note: ARD expensed Phase Three funds while Ul was still expensing Phase Two
funds.)




The terrain elevation data (relative to sea level) along with their corresponding
coordinates (in varying forms) were extracted from three sources: a data set from
insideidaho.org, an AUTOCAD file of Lake Pend Oreille Contours from the Idaho
Geological Survey, and data points taken manually from a provisional map of Lake Pend
Oreille. The coordinates of each data point were converted into meters northing and
easting in Idaho West State Plane; any elevation data in feet were converted to meter —
thus, all three data sets conform to the same system. All three data sets were compiled
together (minor adjustments were made to eliminate conflict between the data sets).
Interpolation of elevation data at all points along two vectors (in x and y direction that
define the area to interpolate) was accomplished using the 'griddata’ function in Matlab.
This created a matrix height field that defines the elevation and depth of the terrain or
lake at each point in 1m intervals. The matrix height field was then used as an input file
for the various numerical solvers, i.e. FDTD, HFSS or Maxwell.

The height field, if used with HFSS or Maxwell, needs to be converted into a solid model.
The first step is to extract data from the height field into x,),z coordinates. Then, in
AutoCAD, the command '3dmesh’ is used to create a mesh that is up to 255x255 cells in
dimension from those coordinates. Since the height field is 6240x7520 cells in size, the
data is down-sampled so that it will be within the bounds of '3dmesh'. After meshing, an
AutoCAD script, 'M2S-2007.Isp' is used to convert the mesh into a solid figure. This
solid figure is then exported as an ACIS .sat file (which is supported by HFSS). However,
the mesh on the surface of the solid is too refined and uniform for HFSS to use efficiently
in data computation. Therefore, an additional remeshing step is necessary via the mesh
tool Cubit. By combining all the surfaces of the original mesh into one composite surface,
the composite surface is then meshed using one of Cubit's meshing schemes.
Unfortunately, Cubit cannot imprint the new mesh onto the original AutoCAD solid; the
new mesh must be converted into a solid itself. The mesh is exported into an .inp file and
then re-imported into Cubit, which removes the AutoCAD solid and leaves only the Cubit
mesh. The mesh is then converted into a solid within Cubit and is exported back into an
ACIS .sat format. Clearly, this is an involved process, but a necessary one when using
HFSS or Maxwell.

In addition to precise geometrical data, the various solvers also require precise
knowledge of the conductivity of the lake and the mud at the bottom of the lake. The Ul
team used a value of 0.018 S/m for the water and 0.012 S/m for the mud floor. These
numbers were previously measured by ARD during Phase One. As for the value of the
dielectric permittivity of the lake, this was not deemed essential, since displacement
currents in the lake are virtually insignificant relative to the conduction currents.

It should be noted that a major shortcoming of the modeling effort has nothing to do with
the modeling methodology, but with the lack of information about the environment to be
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modeled. For example, we treat the problem statement as if the environment is only
comprised of three homogeneous substances: water, air and mud. Clearly, this is not so.
The lake bottom, which we call mud, is actually an inhomogeneous substance of rock and
silt that is saturated by water. The land, which is called mud, is an inhomogeneous
substance of rock, dirt, trees and structures. Only the water and air are homogeneous for
which numbers like permittivity and conductivity are known. Hence, errors between
experimental data and simulation data can be attributed to the lack of knowledge of the
environment and certain guesses about the quantification of the environment.

Electric and Magnetic Sources

Two kinds of electric sources were used in the March 2010 experiment: 1) a 4 meter, 2
Ampere (max) electric source placed on a boat hull that skimmed the surface of the water
and 2) a 15 meter, 3 Ampere (max) portable electric source that was lowered from 15
meters in the water to the lake floor (i.e. about 152 meters). Additionally, a 3.6 meter by
3.6 meter, 12 turn, 20 Ampere magnetic source was also used to stimulate ELF signals;
this source was rigidly placed on the shore at Farragut State Park. For both electric and
magnetic sources, the ELF signals were measured using a portable electromagnetic array
(EMA) that was lower into the water at depths ranging from 15 m to 152 m. Source and
sensor locations associated with the March 2010 experiment are shown below.

= B E=A
M U d
. L
B~ n 1

6 S p.
Sensor Sensor E-Source
Moored Moored Unmoored
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Experimental Data Post-Processing

Once the experimental data was collected, it was transferred to the University of Idaho in
binary format for processing — particularly, to extract the desired frequency domain
signals from the time-domain data. The first step was to pre-process the measured data
into a useable format and to scale the data using appropriate scaling factors, as provided
by ARD. Next the data was analyzed and plotted to identify experimental runs that
correspond to fairly stationary source locations, since the ELF models assume both
stationary sources and sensors. Typically, ten seconds of contiguous data sets can be
obtained, which are transformed into the frequency domain using fast Fourier Transform
(FFT) methods. The FFT data reveal the time-harmonic signal strength of each
electromagnetic field component relative to the coordinate system of the experiment. To
compare these data with simulation data, coordinate transformations are performed on the
experimental data using GPS sensor data. The processing of the data is not completely
automatic given random noise spikes and discontinuities in the data streams. To avoid
post-processing conversion anomalies, only clean, contiguous data were processed.

Results

Data Comparisons: Simulation Methods vs Sommerfeld Half Space Method

As noted previously, the Sommerfeld Half-Space (SHS) Method, being an exact solution
of Maxwell’s equations, can be used to benchmark the accuracy of the various methods
employed in this project. Two sets of plots are shown below for vertical magnetic dipole
excitation and horizontal electric dipole excitation. For the former, it is clearly seen that
the Sommerfeld data (identified as WSU, who were the developers) and the FDTD data
are closely correlated, thus validating the FDTD methodology and code. There is fairly
good correlation between the data sets of WSU and Maxwell and no correlation between
the data sets of WSU and HFSS. This poor correlation is attributed to the way HFSS
models Hertzian dipoles in lossy media. Although there are some “tricks” for getting
better data, these tricks involve the use of scaling factors that cannot be rigorously
justified by theory. Moreover, a priori reliability is never assured. (Research conducted
during Phase Three has found much more reliable ways to assure good data; this will be
reported in the Phase Three report.) Similar conclusions can be reached for the vertical
electric dipole case, but with additional validation of the quasi-static method. Since
Maxwell only predicts electric fields by assuming no excitation of the magnetic field and
since the source only excites a y-component of the electric field, only a plot of E, is
shown. Yet for distances as far out as 675 meters, and low vertical depths, the quasi-static
data agree with the Sommerfeld data reasonably well.
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Data Comparisons: Simulation vs. Experimentation

The plots on the following pages show comparisons between data as obtained from
experimentation and simulation. Actual experimental run numbers are shown in the figure
captions. Experimental runs were selected based on those runs that had sufficient
contiguous data streams unaffected by noise and random noise spikes. Runs were
grouped to form a single reference set for comparison. Due to the way the experiments
were conducted and the way the data was collected, it was not uncommon to have only
three data points per set. Finally, not all of the March 2010 experimental data was
processed during Phase 11. Additional processing of that data is also occurring in Phase
Three; which will be presented in the Phase Three Final Report. The following table
correlates the figure numbers with the run numbers.

Figures 7, 8 and 9 Runs 3003, 3111 and 3203
Figures 10, 11 and 12 Runs 2003, 2007 and 2011
Figures 13, 14 and 15 Runs 2404, 2408 and 2412
Figures 16, 17 and 18 Runs 4304x, 4304y and 4304z

Figures 7-9 show the electric field components excited by a 100 Hz portable electric
source at a depth of 15.2 meters at map location 4. The observation distance is 505 meters
at map location 5. The data are presented as a function of sensor depth. The correlation
between data sets is quite good for the E,and E; components; the correlation is less than
adequate for the E; component. However, the modeling data for E, are grouped together
with the experimental data being the outlier. This suggests that the models are consistent
in the way that the experiment is interpreted but that interpretation may be wrong. Further
study is needed to assess and rectify this problem.

Figures 10-12 show electric field excited by a 100 Hz portable electric source at a depth
of 15.2, 72.2 and 131.7 meters at map location 4. The observation distance is 964 meters;
see map location 6. The data are presented as a function of source depth. In this case, the
correlation between data sets is much better, albeit not perfect. The y-component of the
electric field has two experimental data points that lie near the modeling data; however,
the third data point at 131 meters is an outlier. The correlations for E, and E, are much
better. With respect to E., the quasi-static data is seen to be off by a factor of ten. Yet,
since the observation distance is 964 meters, such distances fall outside the domain of
validity for the quasi-static method.

Figures 13-15 show electric field excited by a 1,000 Hz portable electric source at a depth
of 15.2, 76.2 and 121.9 meters at map location 4. The observation distance is 1,000
meters; see map location 6. The data are presented as a function of source depth. The
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correlation between data sets is by far the worst. However, the quasi-static method
appears to give the best results, even though the observation distance is far from the
source.

Finally, Figure 16-18 show electric field excited by the magnetic source on the shore at
map location 3. The observation distance is 675 meters at map location 6. The data are
presented as a function of sensor depth. The HFSS data are clearly questionable. This
poor data is attributed to the way the source is modeled in HFSS; a new source model has
since been developed and is currently being tested. The FDTD method seems to give
better results, but the data for E, are particularly bad. This poor correlation can be
explained by noting that the source is on the shore and the FDTD method models the
shore as if it were a homogeneous substance of mud, which it is not. If the constitutive
composition of the shore is not known somewhat precisely in the vicinity of the shore,
then there is no expectation that the model will predict the experimental outcome.

To highlight this last comment, consider Figures 19 and 20. Both figures show the field
data, as obtained from FDTD simulation, for two different value of shore conductivity
(i.e. rock vs. mud); all other parts of the simulation are the same for the two cases (i.e.
source, geometry, etc.). There is no question from this data that the fields are highly
dependent on conductivity, thus supporting the previous claim that when the source (or
observation point) is near a material boundary or interface, the constitutive composition
of that material must be known to a high degree of accuracy if good data are to be
obtained.

It should be noted that magnetic field data are not shown, even for magnetic source
excitation. This is due to the very weak magnetic field signal that was received relative to
the noise floor. Even when the source and observation points were close to each other (i.e.
100 meters), the signal was too weak to detect. The noise floor could be reduced by
integrating the time domain data over longer periods of time, but that would require the
sensor array to be stationary for long periods of time, which it was not. A Phase Three
experiment will be conducted to rectify this latter problem along with new
post-processing methods that will account for sensor motion.




le-05
Te-6
//—
Y e %
£
Z
%. 3e-6
g
<
w” — HFSS
2c-6 — QES
-— WSU
— FDTD
#—¥ Experiment
le-6
-175 -150 -125 -100 -15 -50 -25 0

Vertical distance (m)

Figure 7: Electric field (y-component) excited by a 100 Hz portable electric
source at a depth of 15.2 meters at map location 4. The observation distance is
505 meters at map location 5. The data are presented as a function of sensor depth
and corresponds to runs 3003, 3111 and 3203.
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Figure 8: Electric field (x-component) excited by a 100 Hz portable electric
source at a depth of 15.2 meters at map location 4. The observation distance is
505 meters at map location 5. The data are presented as a function of sensor depth
and corresponds to runs 3003, 3111 and 3203.
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Figure 9: Electric field (z-component) excited by a 100 Hz portable electric
source at a depth of 15.2 meters at map location 4. The observation distance is

505 meters at map location 5. The data are presented as a function of sensor depth
and corresponds to runs 3003, 3111 and 3203. The dotted line is the experimental

noise floor.
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Figure 10: Electric field (y-component) excited by a 100 Hz portable electric
source at a depth of 15.2, 72.2 and 131.7 meters at map location 4. The

observation distance is 964 meters; see map location 6. The data are presented as

a function of source depth and corresponds to runs 2003, 2007 and 2011. The

dotted line is the experimental noise floor.
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Figure 11: Electric field (x-component) excited by a 100 Hz portable electric
source at a depth of 152, 72.2 and 131.7 meters at map location 4. The
observation distance is 964 meters; see map location 6. The data are presented as
a function of source depth and corresponds to runs 2003, 2007 and 2011. The

dotted line is the experimental noise floor.
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Figure 12: Electric field (z-component) excited by a 100 Hz portable electric
source at a depth of 15.2, 72.2 and 131.7 meters at map location 4. The
observation distance is 964 meters; see map location 6. The data are presented as
a function of source depth and corresponds to runs 2003, 2007 and 2011. The

dotted line is the experimental noise floor.
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Figure 13: Electric field (y-component) excited by a 1,000 Hz portable electric
source at a depth of 15.2, 76.2 and 121.9 meters at map location 4. The
observation distance is 1,000 meters; see map location 6. The data are presented
as a function of source depth and corresponds to runs 2404, 2408 and 2412. The

dotted line is the experimental noise floor.
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Figure 14: Electric field (x-component) excited by a 1,000 Hz portable electric
source at a depth of 15.2, 76.2 and 121.9 meters at map location 4. The
observation distance is 1,000 meters; see map location 6. The data are presented
as a function of source depth and corresponds to runs 2404, 2408 and 2412. The

dotted line is the experimental noise floor.
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Figure 15: Electric field (z-component) excited by a 1,000 Hz portable electric
source at a depth of 15.2, 76.2 and 121.9 meters at map location 4. The
observation distance is 1,000 meters; see map location 6. The data are presented
as a function of source depth and corresponds to runs 2404, 2408 and 2412. The

dotted line is the experimental noise floor.
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Figure 16: Electric field (x-component) excited by the magnetic source on the
shore at map location 3. The observation distance is 675 m at map location 6. The
data are presented as a function of sensor depth and corresponds to runs 4304x,
4304y and 4304z.
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Figure 17: Electric field (z-component) excited by the magnetic source on the
shore at map location 3. The observation distance is 675 m at map location 6. The
data are presented as a function of sensor depth and corresponds to runs 4304x,
4304y and 4304z
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data are presented as a function of sensor depth and corresponds to runs 4304x,
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Figure 19: FDTD electric field data for different conductivities for the shore and
lake bottom (i.e. rock vs. mud).
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Figure 20: FDTD magnetic field data for different conductivities for the shore

and lake bottom (i.e. rock vs. mud).




Future Work

Based on the previous discussions and the objectives of the project, the following future
work is envisioned:

Fully validate the new source model in HFSS.

Implement a new data post-processing method that accounts for sensor and source
rotation.

Conduct one more set of experiments on the lake. Particular emphasis will be on
source and sensor locations near the shore and on magnetic field sensing from the
magnetic source when source and sensor are close to each other.

Refine the FDTD and quasi-static codes to obtain better data as compared to the
experimental data.

Improve FDTD processing times using parallelization techniques.

Deliver Phase Three user manuals and documentation for each of the developed
models and codes.
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Appendix A

Electromagnetic Fields from an Electric or Magnetic Dipole in a

Three-layered Medium

Robert G. Olsen and Zhi Li

School of Electrical Engineering & Computer Science, Washington State University

Introduction

The electric (E) and magnetic (H) fields from a dipole (electric or magnetic), which is
placed in the top half or buried in the middle layer of a three-layer medium, can be
determined by the Sommerfeld integral method. The objective of this report is to find and
validate the solutions to the E and H fields anywhere in the model in terms of the
Sommerfeld integrals.

In the three-layered model, two half spaces occupy the top and bottom of the medium,
which are denoted as #0 and #2 medium. The #0 medium is assumed to be free space and
the #1 is lossy, representing lake bottom. And in between there is a layer conducting
medium with a uniform thickness of d. The middle layer is denoted as #1 medium and it
represents lake water. In this project, the dipole source is allowed to be placed in either
#0 or #1 medium. Therefore, according to the type (electric or magnetic), orientation
(vertical or horizontal) and position (in #0 or #1 medium), there are eight different cases
of dipole source to be studied in this project. The eight cases and their assigned identifiers
are shown in Table 1.
Table 1 Eight cases of dipole source

nfrzsl;r Descriptions ldentifier
1 Horizontal electric dipole (HED) in #0 medium; HED®
2 Horizontal electric dipole (HED) in #1 medium; HED'
3 Horizontal magnetic dipole (HMD) in #0 medium; HMD’
4 Horizontal magnetic dipole (HMD) in #1 medium; HMD'
5 Vertical electric dipole (VED) in #0 medium; VED®
6 Vertical electric dipole (VED) in #1 medium; VED!
7 Vertical magnetic dipole (VMD) in #0 medium; vMD’
8 Vertical magnetic dipole (VMD) in #1 medium. VMD!
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Without losing generality, the case of HMD in #1 medium, HMD' is chosen as example
in the report to show the detailed process how to find the solutions, by the Sommerfeld
integral method, to E and H fields at the field point anywhere in the model. The results of
the other seven cases will be listed at the end of the report.

Geometry of Case HMD'

For the case HMD', a horizontal magnetic dipole (HMD) is placed in the middle layer
(#1) of the three-layered medium. The ‘y’ oriented HMD, with a dipole moment of /d4
(A-mz), is on the ‘z’ axis and buried in medium #1 and ‘4’ meters below the interface
between medium #0 and #1 (-d < z < 0). The cylindrical coordinate system (p, ¢, z) is
used in this paper, where x = pcosp and y = psing. Thus, the observation (or field) point is
assumed to be at (p, ¢, ). Fig. 1 illustrates the model.

Free Space 42 & iy

LR EE

. obseryation

o HwoSz=ht o Pom
Conducting .|\. . . . . . . . . . ..
Medium (#1) .| - . . = . . &, 0y My .
TATFTTTTT |5 eadt L7 P PA AT
Bottom &, Oy,

(#2)

Fig. 1 Illustration of the model
As noted in the figure, & and o, are the permittivity and conductivity of the i half space
(=0 and 1 for free space and conductor, respectively). €; = &€y, where &, is the relative
permittivity and & is the permittivity of free space. It is assumed that all materials have
the permeability of free space yo. Before the derivations, some of the constants and
variables need to be defined.

/ . O;
¥ =~ el =~ u(g, - =)

u, =47 +77)

where ¢'=¢ - jo,/w is the complex permittivity of the medium #°s (i = 0, 1 or 2), k; is

the wave number where Re(y,)<0 and Re(u;) 20 defines the proper Reimann sheet of the

complex plane.
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Sommerfeld Integral Equations to E and H Fields

According to the theory of electromagnetics, the fields due to the dipole radiation should
satisfy the boundary condition at both the interfaces. For the horizontal dipole case, to
fulfill the boundary conditions two non-zero components of vector potentials are required.
The pair can be a variety of combinations of the vector potentials. In this project, for the
convenience of derivation, we choose F), and F: to be the only non-zero vector potentials.
The vector potentials can be written in terms of Sommerfeld integrals as:

F' =k f F(A)e™ AJ(Ap)A (z20) (1)
F'=k % +h [[ AR + f(D)e" |4 (Ap)A (-d < 2<0) )
F2 =k [ f(De" A, (Ap)dA (z<~d) 3)

"R f u'e™EPAT (Ap)A (z+h)20
where —= is the source term and represents the
R [aeePa,(Ap)da  @+h)<0

field directly from the dipole source, R=(p*+2z*)"* is the distance from the dipole to the

JjoueldA

observation point, and &, = . The superscripts, 0, 1 or 2, of vector potential

4r
indicates which layer of medium the vector potential is related to.
0 a —uyz
F =k— [ & (De™ AJ,(Ap)dA (z20) @)
oy
a i iT4 uz
F'=k 9 f[ g,(A)e™ + gy(A)e"* |4 (Ap)dA (~d <z<0) (%)
2 a uyz
=t [ 2.(W)e ad,(Ap)ii (z<~d) 6)

Since the dipole is oriented in ‘y’ direction, only the Fy‘ component contains source

term, as shown in (2). In these equations, f; ~ f; and g; ~ g4 are just some arbitrary

coefficient functions of the integral variable 4 to be determined by the boundary

conditions. To find the solutions to the fields, the first step is to determine these
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coefficient functions.
Coefficient Functions

Known the vector potentials, the electric and magnetic fields can be calculated by
Maxwell’s equations (7) and (8).

E.= e (7)
£

H. =-joF -—L-vv-F) (8)
wuE

Equation (9) to (14) give the expressions of each field components in terms of £}, and F..

E = panitly Zikaa Y 9
. g(_ay _az) )]
1 oF
E =——= 10
Y g ox )
1 oF
E =———2 11
= £ Ox (i
i oF
H, =-— -i( y+an) (12)
wus O0x dy 0Oz
i oF i
H)'=_ ‘] 5 i( y+aF‘:)_},2F:V (]3)
woue oy oy 0z

1 F
H: = J [i(a y.{.a_F:_

2
-VE 14
wue |0z oy az) 4 C ] HA)

The boundary conditions to be satisfied are that all the tangential fields are continuous at
both the upper and lower interfaces. At the upper interface (z = 0), they can be written as:

Ll (15)
& £
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g\ &y 0z gl oy 0z
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L=l (18)
& &
And at the lower interface (z = -d), they are:
(P
g e (19)
& &
OF! oF!
e (20)
g, 02 & @2
OF! 2 OF! '
NS0 SO L[l Sl @n
el oy oz gl oy oz
2 2
Y, 2 Y |
L Fr=F 22,
e g 7 o

Plugging all the vector potentials into (15) to (22) and simplifying the equations, it is
obtained that

égma=ékxa+&uﬂ 23)
Z—Z f(A)= gil,[e-"'” +u,fy (D) =1, £ ()] (24)
gié[f.u)—uogl(z)]=£il,He‘"'” A+ A -1, ()+ 1,8,(A) (25)
fidy =™+ £+ () (26)
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Setig (D=~ g (D +e g ()] @

2

u_fe-uzd/; (/1) - l’[e"‘(h_d) _uleuld‘fz(ﬂ') +ule-"1d/;(/1):| (28)
£

2 &

-uld

[f4 (D) +u,8,(A)] = —[L: "0+ f(D)+e™ (D) -ue™ g, (1) + ule_"‘dga(/l)]
1

(29)
8 fi(Ry=—e"" 4" LD+ £(D) (30)
l
Let (24)—(26)xu—‘,’ to cancel the term of f;, we have
80
(-2 ]2 - Lt o
& & & 188 w el 8
Similarly, let(28) - (30) xu—f to get rid of £, such that
&
_ﬂ_ ) "l f2 ul uZ e'"l‘lf; _—_L ﬁ_ﬂ e"l("-d) (32)
g & & & u\& &
Solve equation (31) and (32) together for /> and f;
1 ! ’ ’ ’ =i (+ ) ’ [} ’ u —
% = (ejuy — egu, ) (&3, — €1, )€™ + (e, + 4w, ) (elu, — ju, ) e ‘”] (33)
1

= —[ (e, — iU, ) (g1, — €31, ) "™ +(efu, — e5u, ) (elu, +£;u,)e'"‘(""”:| (34)

where D =(gou, — &1, ) (&30, — &1, )e ™! —(gqu, +£u, ) (e/u, + £3u, )¢ . Then use (26)

and (30) to find f; and f;

fl _ 2—20[(8;112 _g;ul)eu,(h-d) _(glfuz +£;ul)e'"'(h—d):| (35)




2l IR S PETN W
Fi= 82; [(51uo_5ou1)e "’—(sou,+s,u0)e"'] (36)

Next step is to solve equations (27) to (30) for g, ~ g4. Before that, it’s convenient to
simplify (28) with (24)

u 1 1 u u
—— =(—,——,Jf. -—Lg,+-1g, 37)
& &

& & 1

and to simplify (30) with (26)

u 1 1 u u
2 —uyd - —tyd 1 _wd 1 _-ud
,ezg4— ' ' ez'f4 ,elgz| ,e'gz (38)
82 81 82 8] 8]

1t is the similar routine to get g; and g3, then g; and g4. Let (5)xu, +(15):

(g —u))g, +(uy +u,)g, =(%_1Jf| (39)

0

and (7)xu, +(16):

(2, '*'l‘l)eu'd ‘g, +(u, _ul)e-uld 83

[]_?Jf (40)

2

Solve (39) and (40), we have

_&5E &) -y Ye ™ f + £l (&) — €5 )uy +u,)e ™ f,

r !
£o&, D,

(41)

2

_ &x(Eg— D) +1y)e" f + £5(85 — D) — )™ £
&4&; - D,

(42)

3

where D, = (u, —u, Yu, —u,)e ™ —(u, +u,)(u, +u,)e"’ . Then solve (23) and (27) to

obtain g; and g,.

£3(8] = )| (my =)™ = (o +y ) | £, + 260 (5] = 5)e ™',
By e D (43)
192 1
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84 = — | (44)
£,& D,

Integral Equations of E and H Fields

Since all the coefficient functions have been determined in part 2.1, the E and H fields
anywhere in the model can be determined. After plugging the vector potentials in (1) to (6)
into the Maxwell’s equations (9) to (14) and some algebra manipulations, the components
of E and H fields at the observation point can be obtained. The results are shown below.
In medium #0 and #2, there is no dipole source. Therefore, the field component contains
only the transmitted field from the interface. The transmitted field is denoted by a ‘¢’ in
subscript of each field component.

The field component in medium #1 is formed by two parts: one is the incident field
directly from the dipole source and the other one is the reflected field due to the two
interfaces. They are denoted by /> and ‘7’ in the subscript of the corresponding field
component.
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Numerical Validation of the Results

To validate the results in (45) to (62), the electric and magnetic are numerically calculated
and checked with some known results, such as the quasi-static fields in infinite medium.
The values of the parameters used in the following calculation are listed in Table 2.

Table 2  List of parameters

Medium #0 #1 #2
Relative permittivity, €, ] 81 3
Conductivity, o (S/m) 0 4 0.01
Permeability, 1 (H/m) 4nx107 4nx10” 4nx10”7
d(m) 300
h (m) can vary from 0 to 300
Dipole moment IdA (A-m*) 1
Frequency f (Hz) 10 to 3000

Numerical Integration

In this project we choose the composite Simpson’s rule to do the numerical integration.

For a given integrand f{x), the Simpson’s rule is used to obtain the integration of f{x) over
interval [a, b]. It is given as

%ﬂ%@ (63)

where x; is the middle point of [a, ], a<& <b. The Simpson’s rule is usually inaccurate

if used over large integration intervals. To avoid the problem, a piecewise approach, the
composite Simpson’s rule, is often applied. (Fig.2)

[ 1= [ @456+ 1 B))-

i y =f&)

x¥

a=x, X Yyix,, %3 b=x,

Fig.2 Integration intervals for the composite Simpson’s rule
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First, the integration interval [a, 4] is divided into n equal-spaced subintervals, where n
must be an even number. Then apply the Simpson’s rule on each subinterval and combine
all the integrations over every subinterval to get the final result. In formula, the composite
Simpson’s rule is described as

(n/2)1 n/2 5 n/2
[ f(x)dx= [f(xo)+2 PIFENEDWCINEN(C )] ZOZf“"(f,) (64)

where x, ,<¢ <x,, for each j =1, 2, ..., n/2. When the numerical integration is

carried out, the error term is usually truncated.

(n/2)-1 nl2
[ f(x)dx~—[f(xo)+2 PIFEREOWEMEN S )J
65)

Theoretically, as shown in (45) to (62), the exact fields will be given by the integration
from zero to infinity. But it is not possible to do this in a numerical manner. The computer
program can only deal with integration over finite intervals. To make the fields
calculation possible, some approximation should be made. An integral can be separated
into two parts

[ rGydc= [ feyde+ [ f(x)dx (66)

If we can find a bound number ‘b’ such that the second integral on the right hand side is
small enough compared to the first integral, the total integral can be approximated by the
first term. Fortunately, we do can find such kind of ‘b’ for the field calculation because all
the integrands in the field calculation equations have attenuation characteristics.

fFI(/l)d/l: fmF](l)d/1+ fm“FI(l)dl (67)
% fmFI(Z)dxl

where FI(/) represents integrand for field integration, Amg is the upper limit of the
integration interval to be used in numerical calculation.

In practice, we use 50 as the value of 4,4, for all the terms derived from the source term,
7R f e G AT (Ap)A (z+h)20

R [[u'e" =P as,(Ap)A  (2+h)<0

This value of Am. will give us enough accuracy for calculation. However, for all the
scattered-field terms, which contains the coefficient functions f; ~ f; and g; ~ g4, the same
Jmax doesn’t work. If the 4,4, value is too large, the calculation of the coefficient functions
will exceed the operation limit of the computer (like 162 By testing, the Auq is set at
1.2. Although it is much smaller than that for the source terms, the final results of
calculation are still acceptable.
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The integral step 4 is another important factor to the numerical integration. Too large
steps not only bring big error but also cause bad behavior of the calculation. Small steps,
however, slow down the speed of integration. In this project we choose the integral step /
around 0.01 for both source term and scattered term integration. And it gives a good
compromise between computing stability and speed.

If the HMD source is located in the middle of the water layer and we consider the area
not too far away from the dipole, the scattered fields in this area will be so small that can
be ignored. The total field then will behave exactly like that induced by a HMD radiating
in an infinite uniform media of water. In order to verify the numerical results, those
results are compared to the fields radiated by a HMD in the infinite water media.

Fig. 3 and Fig. 4 show an example of the comparison between the two set of results. The
HMD is at # = 150m, which is in the middle of the water layer. The ‘@’ angle of the
evaluating points is @/4 and z = -149m. For a HMD radiating in the infinite uniform
conducting medium, E, component is always zero. So there is no E, presented in the
comparison.

In those figures the solid line curve stands for the 3-layer results and the star-line curve
for the uniform media results. It is clear that the two sets of the results match each other
very well.
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Checking Boundary Conditions

Checking boundary conditions at each interface provides another approach to validate the
the solutions to the fields, equation (45) ~ (62). At the upper interface (z = 0), the
tangential-field components are

By = —k—‘, fuoflxl.]o(/lp)dﬂ +£: fgl -[AJO(Ap) sin2(¢)+l.],(2.p) cos(2¢)]/12d/1
& B p

L [ e -ut, +uf; | Ads(Ap)dA

e [(g.+ g,)[,zJo(zp)sinz(¢)+lJ, (zp)cos(2¢)]zzd/1
€ Yol

E;’ = —k—: fg, [).Jo(ﬂ.p)——z—.], (J.p)]).2 sin(@) cos(@)d A
el o
B —ﬁ, Jj(g2 +g3)[/1J0(/1p)—le (xlp)] A% sin(@) cos()d A
& P

H ﬂﬁf( U8, ~ [u (xlp)—;J(/lp)] sin(g) cos(¢)d A

472'6‘

X

HY =2 C (e s 4 £ - g, +u.g3)-[ﬂJo(Ap>——2—J. (/1,,)]/12 sin(g) cos(¢)d A
4z o

H° ﬂ ﬂf( Uuyg, - [,U (Ap)sin (¢)+pJ(/1p)cos(2¢)] AMdA

IdA &
~r 5 b PAeeNd

= : 1
e — f '™ + f, + f,—ug, +ulg3)[)..]0(2.p)sm2(¢)+;J,(lp)cos(2¢)]lzdﬂ.
B (u'e™" + f,+ £,)- 1i Ao (Ap)d A
7
With the boundary conditions (23) ~ (26), it is not difficult to prove that

E0=El H0=Hl
x x il x x

0 .
geg "™ w=H
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So the boundary conditions are theoretically proved to be satisfied at the upper interface.
Similarly, at the lower interface (z = -d) the tangential-field components are

B % f e f,AJ(Ap)dA+ % L‘e‘"l"g4 -[lJo(lp) sin® (@) + %Jl (Ap) cos(2¢)] AldA
2 2

k Ul u =
E=4 f [ —ue" £, +ue™ £, | Ay (Ap)d A

’

&

+ f_—',- L' (e""’g2 + e'"‘"g3 ) [/Uo (Ap)sin®(9) + 2 J (4p) cos(2¢)] AldA
o)

Bo= -k—i L”e‘"z”’ g, [/wo(/lp) —3./,(/1/))]/12 sin(g) cos(g)dA
() P

B _"_', L” (e"'g, +e™ g,)[/uo(/lp)—%./,(/lp)]f sin(g) cos(@)dA

£

2—-@.5’_ —uyd _2 2 .
H, = ar 2 f(ﬂ"‘"z&)" [lJo(lp) pJ,(lp)]l sin(g) cos(g)dA

s L 1dA ulen D

ud —ud ud —ud
S ( 1 +e" e fi—ue" g, +ue lgz)

-[Moup) —3./,(/1/))] 22 sin(g) cos(@)dA
p

_1d4 5
dr &,

H2

Y

[-(fi+mg)e™ [Mo(zp>sin2(¢>+';.f. (zp>cos(2¢>]xzdz

L [t
T &

IdA =1_u (h- uy -t u =¥
H;=_Zr_ (u,'e (hd)+e "f2+e "fz—ule "g2+ule dg;)

-[ZJO (Ap)sin’(@) +lJI (Ap) cos(2¢)] AdA
P

|

= (ul"e""""’) +e" fy+e™ f,)- ri A (Ap)dA
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By considering the equations (27) ~ (30), it also can be proved that

E2=El H2=Hl
g ad T
y T "y yy

Then the boundary conditions are theoretically proved to be satisfied at the lower
interface. Fig. 5 and Fig. 6 show the matching of boundary conditions at the lower
interface. The HMD source is put at # = 290m. For the field points, @= z/4. (Figures are
on next page.) As shown in the figures, the fields at the both sides match each other
very well.
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Appendix:
Sommerfeld integral equations of E and H fields for other dipole cases

There are eight cases of different dipole source conditions interested in this project. In the
previous sections of the report, the process of finding the Sommerfeld integral solutions
to E and H fields for the case that HMD in #1 medium, HMD', has been introduced. By
using the similar method, the solutions for the other seven cases can also be obtained. In
this appendix, the results of the cases (in case identifier as shown in Table 1): HED’,
HED', HMD’, VED’, VED', VMD’, and VMD' are provided.
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Appendix B
Maximum Detectable Range for Electromagnetic Fields from

Dipole Sources Near an Air-Water Interface

Robert G. Olsen and Zhi Li

School of Electrical Engineering & Computer Science, Washington State University

Introduction

In Phase Il of this Project, a Matlab program based on the Sommerfeld integral
formulation to calculate the electromagnetic fields from electric or magnetic dipole
sources in a three-layered medium was developed. The program allows four
types/orientations of dipole sources which are: vertical electric dipole (VED),
horizontal electric dipole (HED), vertical (VMD), and horizontal (HMD) magnetic
dipole. The three layers are numbered, from the top to the bottom, as layer 0, 1, and 2,
respectively. The top (0) and the bottom (2) layers extent to +/- o respectively. Layer
0 is assumed to be free space, while layers 1 and 2 are conducting media and the
dipole source can be placed in either layer 0 or 1. Fig. 1 illustrates the case for an
HED in layer 1.

| Z
Free Space
0 O Ho
) z=0 ¥
B B 'obseryation
. HEDSz=o o PO
Conducting .| . . . . . . . . . ..
Medium (#1) |- - - - - . - &, 04 fiy .
Y A O
Bottom &, Oy, My
(#2)

Fig. 1. Model of a HED placed in #1 medium.

Detectable Range

Using this program, the electric (E) and the magnetic (H) fields anywhere in space
can be calculated. This provides the basis for determining the detectable range from
the source if the maximum dipole moment and the minimum detectable signal for the
measuring equipment are given. In these simulations, it was assumed that the
maximum dipole moments for electric and magnetic dipoles are 50 A-m and 2500
A-m’ respectively and that the minimum detectable electric and magnetic fields are
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1pV/m and 40pA/m respectively. It was observed from the simulations that the
horizontal electric field component perpendicular to the HED direction can nearly
always be detected at a distance much larger than that for any other field component
from any other dipole source’.

Figs. 2 - 10 show the variation of the maximum detectable range of E. with dipole
frequency. Figs. 2 - 4 are the results for the cases that the dipole is 2 meters below the
upper interface and the field point is 5, 20 and 50 meters below the upper interface,
respectively. The dipole moment for these three simulations is /d/ = 50 A-m.

h=2,z2=-5
200 r -

o, = 0.018 S/m; £, = 1

:

\l
&

[02]
S

;

Detectable Range of Ex (m)
&
2

3007 c,=0.5S/m;¢, =1 1
(o 01-4.8 S/m;e1=81
0 ' ; : ' ‘
0 500 1000 1500 2000 2500 3000
Frequency (Hz)

Fig. 2. Detectable range of E, as a function of dipole frequency (HED is 2 meters below the upper

interface, h = 2, field point is 5 meters bclow the interface, z = -5).

' For a conductivity of 4.8 S/m, the HED magnetic field has a higher detectable range for frequencies
less than 500 Hz. At smaller conductivities, the frequency at which this occurs is smaller than this.
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Fig. 3. Detectable range of E; as a function of dipole frequency (HED is 2 meters bclow the upper
interface, & = 2, field point is 20 mcters below the interface, z = -20).
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Fig. 4. Detectable range of E, as a function of dipole frequency (HED is 2 meters below the upper
interface, h = 2, field point is 50 meters below the interface, = = -50).
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In Figs. 2 and 3, the curves at the top and bottom represent the simulation results for
lake water and sea water. The conductivity for the curve in the middle is an arbitrarily
chosen value between that for lake water and sea water. The detectable range for sea
water when the field point is at z =-50m is so short that it is not shown in Fig. 4.

The simulations for Figs. 5 to 7 are respectively similar to that for Figs. 2 - 4. The
only difference is that the dipole moment and the minimum detectable field are
assumed to be increased and reduced by three times, respectively.

Idi™ =3x1dl

E™ =E
min—detectable — “~“min—detectable

/3

The detectable ranges in these cases are much larger than their counterparts in Figs. 2
- 4 due to the increase of both the strength of source signal (i.e., the dipole moment)
and the ability of detection (i.e., minimum detectable field). In Figs. 8 - 10, the dipole
moment and ability of detection are increased by five times:

™ =5x Idl
Er™ =E

min—-detectable ‘min —det ectable

]

The increases of the detectable range of E, become more obvious.

h=2:z=-5
2000 S . |
18°0L o, =0.018 S/m; ¢ =1 T
T 1600} ]
w™ 1400+ ]
[T
o 1200} ]
2
a 1000+ .
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o it |
.. 800
‘g 600 :‘\'*-4---.-4--.-.-._ N 0,1 =’ 0.5 S/m; £4= 1 el
8 400}
S S o, =48S/m; ¢, =81 |
0 4 i 1 1 1
0 500 1000 1500 2000 2500 3000

Frequency (Hz)

Fig. 5. Detectable range of E, as a function of dipole frequency when the dipole moment and the
detectability are both increased by three times (/dlpe, = 3*1dl, Epinnew = Emin/3; h =2, and z = -5).
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Fig. 6. Detectable range of E, as a function of dipole frequency when the dipole moment and the
detectability are both increased by three times (/dlye, = 3*1dl, Epinpew = Emin/3; h =2, and z = -20).
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Fig. 7.
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Detectable range of E, as a function of dipole frequency when the dipole moment and the

detectability are both increased by three times (/dl,., = 3*1dl, Epinpew = Emin/3; B =2, and z = -50).
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Fig. 8. Detectable range of E, as a function of dipole frequency when the dipole moment and the
detectability are both increased by five times (/dlpew = 5*1dl, Epinnew = Emin/S: h =2, and z = -5).
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Fig. 9. Detectable range of E, as a function of dipole frequency when the dipole moment and the
detectability are both increased by five times (/dl,ew = 5*1dl, Epinnew = Emin/5; h =2, and z = -20).
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Fig. 10. Detectable range of E, as a function of dipole frequency when the dipole moment and the
detectability are both increased by five times (Idlyew = 5*1dl, Epinnew = Emi/S; h =2, and z = -50).

Up-over-and-down Model

Another part of work accomplished in Phase Il is the study of an up-over-and-down
model for HED propagation near an interface [1]. In this study, the HED is assumed
to be buried in the lower (lossy) half medium of a two-half-space model. Note that the
bottom layer of Fig. 1 can often be neglected if source and field point are much closer
to the top interface than the lower one. The top half is free space. The model is shown
in Fig. 11.

Z
Free space (#0) &0 Cp, Mo
z=0 o
‘ Firaial -.obseryation
| HEDSz=-h' © 0 Pont
Gorastrg e .« . o s

Fig. 11. Geometry of the model

When the HED and the field point, (o, ¢, z), are both close to the interface, the

Sommerfeld integrals for the electric and magnetic fields in the lower half space can

be simplified and a set of simple approximations for the fields obtained. For example,
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if the depths of the HED and field point are much smaller than the horizontal distance
between them, the x-component of electric field in the conducting medium can be
approximated by

= skop

B! w2 jA M S s[“ 5 singcosg ©
(jkp) | (kp)
jldl

where 4 = r— Equation (1) was used to do the similar simulations for determining
T

’
1

the detectable range. Fig. 12 and Fig. 13 show the comparisons between the results
obtained by (1) and that found by Sommerfeld integral method, shown in Fig.2 and
Fig. 5, respectively. It is obvious that the approximation of the field in (1) gives very
good result over the most portion of the frequency range interested. Since the
approximation (1) has no integral in it, the calculation time can be significantly
reduced by using it. Therefore, the approximation based on the up-over-and-down
model provides us a fast but relatively accurate approach to determine the
electromagnetic field in the conducting medium when the third layer can be
neglected.

h=2,2=-5
1000 1 . & T T
900K, )
\& 0, =0.018 Sim; ¢, =1
£ oo} SO
w™ 700t |
E 600 ——— Sommerfeld method i
= -~=- Approximation
@ S00f i
(14
@
= 400+ il
8
8 300r o, =05S/m;c =1 -
8 200} .
100M~—— o, =4.8S/m;s , =81 |
0 A i 1 1 I
0 500 1000 1500 2000 2500 3000
Frequency (Hz)

Fig. 12. Comparison between Sommerfeld method and up-over-and-down approximation
for detectable range of £,. (HED is 2 meters below the upper interface, # = 2, field point is 5
meters below the interface, z = -5).
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Fig. 13. Comparison between Sommerfeld method and up-over-and-down approximation

for detectable range of E,. The dipole moment and the detectability are both increased by
three times (Idlpew = 3*1dl, Eminnew = Emin/3; h =2, and z = -5).

Reference
1. R.G. Olsen and Z., Li, A Simple Up-over-and-down Model for Low Frequency

Horizontal Electric Dipole Propagation near and Interface, in preparation for
submission to the /[EEE Transactions on Antennas and Propagation
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Appendix C
FDTD Parallelization Methods

Dennis Sullivan

Department of Electrical and Computer Engineering, University of Idaho
Introduction
In the past year, the FDTD simulation group has accomplished the following:

1. The FDTD codes were reformulated using the Message Passing
Interface (MPI) software. The purpose was to achieve more
efficient parallelization of the code. It was also to make the
code more flexible by allowing it to be distributed over several
computers [1, 2].

2. The FDTD codes were implemented using dedicated hardware
from the Acceleware corporation. This system uses graphics
cards to do the bulk of the FDTD calculation. This is controlled
through the software development kit (SDK) from Acceleware [2,
3]

3. The near-to-far field formulation was implemented in the time
domain instead of the frequency domain. This method allows
greater flexibility and provides more information. Wavelet
theory was used for data compression to avoid the storage of
large amounts of time-domain data [4].

Implementation of the FDTD simulation using MPI

Modern compilers on computers with multiple CPUs will parallelize computer
programs using an option called Open MP.  Open MP distributes the code among
the available CPUs in a computer. It will not distribute the code among different
computers.

Message Passing Interface (MPI) is a software package that allows the programmer to
decide how the computation is distributed among the CPUs in one machine, or among
the CPUs in several machines [5-8]. The implementation using MPI requires
considerable additional programming effort. This was done in the hope of
surpassing the speed achieved by Open MP, as well as acquiring the ability to
distribute the program over several computers.
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MPI utilizes the Domain Decomposition Method (DDM), a protocol that solves large
numerical boundary value problems by splitting the main problem space into smaller
sub-domains. Each sub-domain retains the original qualities of the main domain and
follows the same coordinate structure as the original problem space. The
non-overlapping DDM requires some communication among the sub-domains,
creating the need for a message passing interface like the MPI library. Figure 1.1
shows an example of a problem space that is 100° cells that can be divided into eight
sections of 50° sub-domains.

Figure 1.1. Domain decomposition into eight independent sub-domains.

The setup illustrated in Fig. 1.1 is as balanced as possible and creates a parallel
environment so each sub-domain can communicate to the same number of neighboring
sub-domains. This minimizes the lag that can occur when a core has to wait for data
from another to continue processing. The number of sub-domains depends on the
number of sections on each side of the main domain. A sub-domain that has all six
neighbors is illustrated in Fig. 1.2.

Figure. 1.2. An illustration of how one sub-domain sees its six surrounding sub-domains.

Decomposition of the PML and the lossy media is related to the position of each

sub-domain. Figure 1.3 illustrates a two-dimensional domain that has been divided

into four sub-domains, where each contains different media and PML. The process

takes in the topographic data in the format of the main domain by each processing core

and keeps only the data that applies to its related sub-domain. The algorithm uses the
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position data to realize its correct place among other sub-domains and compares that to
the main domain’s three-dimensional mesh.

Air A
Air

 Water |

I ML
Y

Figure 1.3. Two-dimensional illustration of the PML and Media defined for 4 sub-domains.

The Message Passing Interface Library makes communication at the sub-domain
boundaries possible. Communication between the sub-domains is facilitated by MPI’s
blocking receive operation (MPI Recv) and MPI’s non-blocking send operation
(MPI iSend). The blocking receive operation keeps each sub-domain from continuing
with the calculation of the E and H fields, until the needed parameters are received.
However, the non-blocking send operation sends the data to the addressed sub-domain
and continues with the rest of the FDTD calculation. Using a combination of
non-blocking send operations and blocking receive operations reduces the chance of
possible software hang-ups. In this case hang-ups occur either when a message is
needed that has not been sent or a sub-domain is awaiting a successful sent
confirmation that has not been received by the other sub-domain. Figure 1.4 shows the
fields that must be passed to the neighboring sub-domains.

Hy(i.j,max)
Hx(i.j,max)

Ez(i,1.k)
Ex(i,1.k)

Hz(i,max k)

Hx(i,max k)

Figure i.4. Field information transferred at the boundaries of sub-domains.
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The following sequence insures that the parallel FDTD algorithm performs smoothly.

Step 1) Send the correct E-fields to the back, left, and bottom sub-domains.

Step 2) After receiving the required E-fields from the front, right, and top
sub-domains, calculate the H-fields.

Step 3) Send the correct H-fields to the right, top, and front sub-domains.

Step 4) Update the D-fields. The sub-domains must receive the required H-fields from
the back, left, and bottom sub-domains.

Step 5) Calculate the E-fields from the D-fields.

As a result of the parallel FDTD calculation, the electromagnetic field data are defined
for each sub-domain and each sub-domain can be simulated separately. At the end of
the parallel FDTD process in each sub-domain the resulting E and H fields are present.
The last sub-domain accumulates all the fields in one large array. These E and H fields
will look similar to results from the regular FDTD method after executing sequentially
across only one core. This is illustrated in Fig. 1.5.

Figure 1.5. A three-dimensional view of the E-field in sub-domain 1 (left) and the entire
domain (fight).

Once the FDTD code had been programmed using MPI, a comparison was made with
a similar program that only used the Open MP. The program problem space

was(120)3 cells. It was distributed among 27 cores. A total of 30,000 time steps

were needed. Open MP preformed the simulation in 15 minutes, 56 seconds. The
MPI code performed the same simulation in 9 minutes, 54 seconds. Therefore, MPI
reduced the computation time by 35 % [1, 2].

Implementation of the FDTD code using dedicated hardware.

Another approach to increasing the speed of very large FDTD programs was the
implementation on dedicated hardware using a system from Acceleware Corporation.
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Acceleware systems exploit the performance of video graphics cards to obtain
substantial speed-up (Fig. 2.1) [9].

HP Workstation
XW9400

Software Developement
Kit (SDK) Version 9.2.0.
hd

Graphics Processing Unit (GPU)
NVIDIA Quadro
FX 5600 video card

Figure 2.1. Block diagram of the Acceleware system

The Software Development Kit (SDK) is provided by Acceleware. It is a high-level
programming language written in C++. The FDTD codes must be rewritten in this
language. This language incorporates “handles” which represent different parts of
the FDTD simulation. Table 2.1 is a list of some of the important handles and their
functions. Figure 2.2 is a flow chart showing the steps for the implementation of an
FDTD program using Acceleware.

Table 2.1. The Handles used in SDK

Handle Type
AXx_timeexc_t Time excitation
Ax_rgnhandle_t Region
Ax_mathandle Material
Ax_simhandle Simulation handle
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Programming Flow

l Open the Aceleware FDTD system I
¥

I Create the Aceleware FDTD simulation I

I Specify the Aceleware FDTD propertics I

I Ready the Aceleware simulationfor processing ]

I Perform the Aceleware FDTD update loop I

[ Clear and Close the Accleware system |

Figure 2.2. The programming flow to implement an FDTD

program in Acceleware.

A test was made to insure that the Acceleware FDTD was in agreement with the
standard FDTD. The simulation problem space and the results are shown in Fig. 2.3.

monitor
i line :
air L 10||
%
10%}%, .
gwﬂ i, |
> 4 R .
10 .
AE ,..,......,;
10} 1
107, .
100 200 300 400 500 600 700 800
Distance (m)
(b)

Figure 2.3. (a) Test configuration (b) Previous FDTD (solid line) vs. Acceleware calculation (circles).

Table 2.2 summarizes the wall clock times needed for an FDTD simulation of (120)3

cells over 30,000 time steps.

Table 2.2. The wall clock times required for an FDTD simulations

of (120)3 cells for 30,000 time steps. The first three entries were using

the 8 Quad-core AMD Opteron™ Processor 8380. The Acceleware
simulation was done with Acceleware libray version 9.2.0 and a NVIDIA
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Quadro FX 5600 video card.

1 core 63 m 18s
32 core (Open MP) 12m 56s
27 core (MP1) 9m 54s
Acceleware 4m 32s

Time-domain Near to Far Field Transformation

A near-to-far field transformation had previously been developed [10].  This
transformation was developed to address the problem of having to model an
electromagnetic source like a ship at one a relatively small resolution like 10 meters,
and yet having to model a very large problem space where larger resolution like 50
meters would be more desirable (Fig. 3.1) The previous formulation of this near-to-far
field transformation stored the amplitude and phase of selected frequencies of each of
the E fields on the equivalence surface. This amplitude and phase was used in
generating the sinusoidal source for the far field. The disadvantage of this approach
is that a separate simulation is needed at every frequency of interest in the far field.
If instead the time domain data at the fields on the equivalence surface could be stored,
then information at all frequencies of interest could be obtained in the far field with
just one simulation. The problem is that the time domain data in the near field could
be several thousand points, and storing all this data at all the fields of interest is not
practical.

(a) It might be desirable to model the EM radiation of a ship over very large

distances.
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(b) Near field (10 m’ cells)

(c) Far field (50 m® cells)

Figure 3.1. (a) A projected simulation problem where it would be desirable for a source
of EM radiation, such as a ship, to be modeled with relatively small cells of about ten
meters squared. However, problem spaces ranging over distances of three or more
kilometers would require too many cells. (b) A near field calculation determines the
radiation from the source at an equivalence surface surrounding the source. (c) This
equivalence surface is then used as the source in an FDTD problem with much larger cells.

In order to minimize the amount of data that has to be stored in the near to far field
transformation, wavelets are being used to compress the data [11]. The technique of
compressing data in an FDTD simulation has been used by this research group
previously [12, 13]. The type of wavelet processing structure being used is
illustrated in Figure 3.2. The circles with arrows pointing downwards indicate
“down-sampling,” i.e., every other data point is eliminated. The circles with arrows
pointing up indicate “up-sampling,” i.e., a zero is added after each data point. The
squares indicate convolution with the filter written inside. One such group of filters
is shown in Figure 3.3.

93




c0(4)

ho — l >—>
<0(3)

<0(2) 0 ci(4)
ho —»@—» h, —>@—>
x(n)

1
h, c1(3)
AROTR N
c1(2)

(a) Analysis tree
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(b) Synthesis tree

Figure 3.2. The type of structures being used to achieve data compression and
reconstruction using wavelets. The circles with arrows pointing downwards indicate

“down-sampling,” i.e., every other data point is eliminated. The circles with arrows

pointing up indicate “‘up-sampling,” i.e., a zero is added after each data point.

squares indicate convolution with the filter written inside. Each stage in the analysis tree
separates the data into low pass parts (c0s) and high pass parts (cls). Note that it is only
the low pass part that is processed further. The values obtained from the analysis can be

used to reconstruct the original waveform in the synthesis tree.
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Figure 3.3. Four filters of the type used by the structure shown if Fig. 3.2. The
filters hy and f; are low pass filters while h; and f| are high pass filters.

As an example, Fig. 3.4 shows a waveform of 6000 time steps. An analysis tree of
eight levels is used to produce the data shown. The low pass components are the
solid lines while the high pass components are the dashed lines. Notice that the
dashed lines are virtually zero compared with the solid lines. Therefore, all high
pass data can be discarded and the original waveform can be reconstructed from the
forty-five points of level eight as shown in Fig. 3.5.

Since we have determined that only the low-pass parts of the analysis and synthesis

trees are needed, the implementation of the analysis or synthesis only requires about
ten lines of additional code in the FDTD simulations.
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Figure 3.4. A waveform with 6000 points (top, left). The subsequent plots show the outputs of the
various levels in the analysis tree. By level 8 (lower right), only forty-five points are needed to
represent the original signal.
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Figure. 3.5. The reconstructed waveform (dashed line) and the original (solid line).

Figure 3.6 is an illustration of a simulation to show that the near-to-far field
transformation gives the same results as a corresponding FDTD program with no
transformation. The source is a magnetic dipole just below the water surface. The

near field program is (120)3 cells. Each cell is ten meters cubed. The far field
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simulation is only (60) cells, but the cells are fifty meters cubed. Comparisons

are made at three points which are a lateral distance of 500 m from the dipole.

Point

A is 100 m above the water surface, point B is 100 m below the surface, and point C

is 300 m

below the surface. The results are shown in Fig. 3.7.

air
The source is a 100 m
dipole, 5 m below -100 m
the water surface
-300 m

——————p

500 m

Figure 3.6. Diagram of the near ficld problem space used to shown that
the field produced in the far ficld are the same.
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Figure 3.7. Results of the test deseribed in Fig. 3.6.  The waveform on top is source at the dipole.

The next three plots compare the near and far ficld Hz fields at peints A, B, and C.

from the near field calculation; the dashed lines are from the far field calculation.

97

The solid lines are




References

10.

11.

12.

. Mansoori, Alireza, “Parallel Three-Dimensional FDTD Algorithm Using the MPI

Library,” Master of Science in Electrical Engineering, University of 1daho, May,
2010.

Sullivan, D. M., Xia, Y., Mansoori, A., “Large scale underwater FDTD ELF
simulations using Acceleware and MPI1 parallel processing,” URSI Intern’l
Symposium on EM Theory, Aug. 16-19, 2010, Berlin, Germany.

Xia, Y., Sullivan, D. M., “Underwater ELF Simulation using dedicated
Hardware,” 1IEEE APS Intern’l Sym, July 11-17, 2010, Toronto, CA.

Butherus, D, Xia, Y, Sullivan, D. M., “Time-domain near-to-far field
transformation for underwater FDTD simulations at ELF frequencies,” IEEE APS
Intern’l Sym, July 11-17, 2010, Toronto, CA.

Yu, W, Mittra, R, SU, T, Liu, Y, and Yang, X., Paraleel finite-difference
time-domain method, Boston, MA: Artech House, 2006.

V. Varadarajan and R. Mittra, “Finite-difference time domain (FDTD), analysis
using distributed computing,” IEEE Microwave and Guided Wave Letters, Vol. 4,
No. 5, 144-145, 1994,

K. C. Chew and V. F. Fusco, “A Parallel Implementation of the Finite Difference
Time Domain Algorithm,” International Journal of Numerical Modeling
Electronic Networks, Devices and Fields, 8, 1995, pp. 293-299.

W. Gropp, E. Lusk, and A. Skjellum, Using MPI. Portable Parallel Programming
with the Message Passing Interface, Cambridge, Massachusetts, MIT Press, 1994.

Ong C., Weldon M., Cyca D., Okoniewski M., “Acceleration of large-scale FDTD
simulations on high performance GPU clusters,” IEEE APS Intern’l Sym, June 15,
2009, Charleston, SC.

Xia Y, and Sullivan D. M., “Duel problem space FDTD simulation for underwater
LEF applications,” IEEE Antennas and Wireless Prop, Vol. 8, pp. 498-501, 2009.

Akansu, A. N, Haddad, R. A., Multiresolution Signal Decomposition, New York,
NY: Academic Press, Inc, 1992.

Sullivan, D. M., Liu, J., and Kuzyk, M., “Three-dimensional optical pulse

98




simulation using the FDTD method,” IEEE Trans. Microw. Theory Tech., Vol 48,
pp- 1127-1133, July, 2000.

13. Sullivan, D. M., Young, J. L, “Far-field time-domain calculation from aperture
radiators using the FDTD method,” IEEE Trans. Antennas and Prop., Vol 49, pp.
464469, March, 2001.

99



Appendix D

Multiple-layered Quasi-Electrostatic (QES) Development
Robert Rebich, Jeffrey Young and Chris Wagner

Department of Electrical and Computer Engineering, University of Idaho

Analytical Development

Assume a domain where the media is composed of simple matter, in which case

D=ccE (D
B=pH (2)
J¢=0E. 3

Here D is the electric displacement density, B is the magnetic flux density, J° is the
electrical conduction current density, E is the electric field intensity and H is the
magnetic field intensity. The permittivity e is a product of the relative and free space
permittivity so that ¢ = ¢,.¢o, where ¢g = 8.854 x 10712 F/m. The domain is absent
of all magnetic materials so that the permeability is equal to that of free space,
[ = po, where g = 4 x 1077 H/m. The electrical conductivity is represented by
ag.

The fields within the domain are deemed quasi-electrostatic when the magnetic
field has little to no time variation such that

oH

ot~
As a consequence of Eqn. (4), Faraday’s law states that the curl of the clectric ficld
is then approximately zero, in which case

0. (4)

VxE=0. (5)
From Ampere’s law,
oD
H=— 6
V x 7 +1J, (6)
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where J represents the combination of conduction and impressed current densities:
J=FFLT (7

By taking the divergence of Eqn. (6) and knowing that the divergence of a curl is
always zero, we find that

v-(aa—lt)+J>=v-(VxH)=o. (8)

Given Eqn. (5), the electric field at a given point in spacc is cqual to the ncgative
gradient of the electric scalar potential V' at that point;

E=-VV. 9)

For homogeneous media, it follows from Eqns. (8) and (9) and from the constitutivc
relationships of Eqns. (1) and (2) that

c%v2v+av2v =V.J, (10)

where V? is the Laplacian operator. The equation of continuity states that,

' dp
| P 11

where p is the impressed charge density, so that

0 dp
V2V + oV = - =, 12
T o1 e
In the frequency domain, equation Eqn. (12) is similar to

e el (13)

o+ jwe’

where an et7** time factor is assumed. A special note is made that V and p in Eqn.
(12) are referenced in the time domain (i.e. V = V(t),p = p(t)) and V and p
in Eqn. (13) are referenced in the frequency domain (i.e. V = V(w),p = p(w)).
Subsequent analysis will be restricted to the frequency domain so that no ensuing
confusion should remain.

Suppose we have an interface of two dissimilar media according to Figurc 1. It
then follows from Eqn. (5) that

(EA—EB)XH=O. (]4)
The total induced current within a specific region is given by,

J' = (0 + jwe) E. (15)
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Region A S

Region B

Figure 1: A depiction showing n for a two-layered geometry

Given Eqn. (15), continuity of normal current states that
n-J,=n-Jj (16)

or,
(0a+ jwea)n-Eyq = (0p + jweg)n - Ep. (17)

Once V is determined from solving Eqn. (13) in the context of the boundary condi-

tions of Eqns. (14) and (17) we then use Eqn. (9) to determine the electric field E.
Let us now consider a single point charge of strength ¢ located at the origin in

unbounded media. The electric potential is a solution to Eqn. (13) such that

Jwg
Ve_ Jwa 18
4m(o + jwe)r i
where
r=val+yl422=/p?+ 22 1=

Eqn. (18) is known as the Green’s function solution of a point charge at the origin
in a lossy homogeneous medium. This solution can be equally expressed in integral
form by noting that a% = 0, in which case Eqn. (13) is equivalent to

10 (VY OV ur
pOp pap 022 o+ jwe

(20)
The solution to Eqn. (20) is a combination of Bessel and exponential functions:

e jwq = ~Alz|
Ves—oc—— Jo (A : 21
4w (o+]wc)/0 AR @0

Now if the charge is located at z = h, Eqn. (21) may be written as

- Jwg = —AJz—h|
V=—-ub—— Jo(Ap)e dA. 22
47r(0+jwc)/0 o(An)e S

With the potential determined for a charge in a single homogeneous media,
the analysis can be further extended to a three-layered media problem depicted in

Figures 2. Charges and observations in region 3 will be ignored for the remaining
development.
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Figure 2: Point charge in region | for a three-layer configuration
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Figure 3: Superposition of potentials for regions 1 and 2.
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Source Charge in Region 1

According to Figure 2, the charge is placed in region 1 at a distance h above the
z = 0 interface. We construct potential solutions for each region as follows. For
observation locations in region 1, where z > 0, the total potential at any given point
is the superposition of two individual potentials as shown in Figure 3a. The first po-
tential represents the direct path from the charge to observer and is of unity strength.
The second potential represents the reflected path from the z = 0 boundary and is
of strength R. The total potential at any location in region 1 is given by,

Jwq

V=
. 471'Y1

/ [e===4 4 Re=X=+1] Jy(Ap)d), (23)
0

where,
Y1 =0y + jwey, (24)

which is the admittivity of region 1. For observation locations in region 2, where
z < 0 and z > —d, the total potential at any given point is the superposition of
two individual potentials as shown in Figure 3b. The first potential represents the
downward traveling path caused by the transmission of the direct path through thc
z = 0 boundary and is of strength B. The second potential represents the upward
traveling path caused by the downward path reflection at the z = —d boundary and
is of strength A. The total potential at any location in region 2 is given by,

a= Jwq / [Ae-,\(z+h) + Be)‘(z-h)] g, (25)
4\ Jo

For observation locations in region 3, where z < —d, the potential at any given

point represents the transmitted path of the downward traveling path in region 2 as

it encounters the z = —d boundary and is of strength 7". This situation is shown in

Figure 3b. The total potential at any location in region 3 is given by,

jwg [~ Az—h)
Vi3 =+— T Ap)dA. 26
= Nl /o e Jo(Ap) (26)
Now that thc potential solutions are formulated, thc unknowns coefficients R, A,
B, T are found by applying the boundary conditions of Eqns. (14) and (17) in
the context of Eqn. (9). The boundary conditions must be applied at both region

interfaces, i.e. the z = 0 and z = —d boundaries. Hence,
Vl Iz:O = ‘/2|z=0
‘/2|z=—d = ‘/Slz=—d’ (27)
and
dV, dV,
,l__l = 3 2
dZ z=0 z z=0
dV, dVs
Y,— =Y;— . 28
bz |, B (28)




Applying the above boundary conditions to the potentials of Eqns. (23) - (26), we
obtain a set of four equations with four unknowns given by,

I+R=A+B (29)
Ae? & Be~¥d = Tig= (30)
Yy
[ T S| 1
R Y, ( ) 3D
Be M — Aer = 2TeM, (32)
Y,

After many algebraic steps, we find that,

—2)d
Roze - Ry

= 1 — Ry3Rg e2M ol
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