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Preface

On behalf of the U.S. Federal Aviation Administration, the U.S. Nuclear Regulatory
Commission, Embry-Riddle Aeronautical University, and Texas Tech University, it 1s our distinct
pleasure to offer these proceedings as an enduring part of the international conference on
Experimental Analysis and Measurement of Situation Awareness. The conference was held at the
Adam's Mark Daytona Beach Resort in Daytona Beach, Florida, November 1-3, 1995 and
attracted an assembly of the world's experts in the area of situation awareness. Approximately 200
professionals representing 12 countries attended the conference.

Situation awareness is currently a highly active area of research that has spread from the
aviation community to impact on a variety of operational applications. The objective of the
conference was to bring together researchers to critically evaluate the state-of-the-art in situation
awareness measurement, discuss the conceptual and methodological benefits and inadequacies of
different measurement approaches for different purposes and in different settings, and generate
constructive recommendations needed for improving situation awareness measurement practices.
The conference was the first to explicitly focus on the need for a rigorous examination of
measurement techniques being used and proposed for work in this field.

The objectives of the conference were to (a) bring together professionals from a variety of
disciplines to critically evaluate and discuss situation awareness research, (b) critically assess the
state of situation awareness measurement, (c) discuss the conceptual and methodological benefits
and inadequacies of different situation awareness measurement approaches for a variety of
purposes in different types of settings, and (d) generate the constructive criticism necessary to push
the state of knowledge forward by developing recommendations for improving situation awareness
measurement practices.

The format of the conference was developed to encourage active and open participation by
all attendees. The conference program included several invited presentations by distinguished
researchers, six panel sessions, four paper sessions, a poster session, and tours of ERAU's
campus and academic/research laboratories. There was also a reception which was held during the
poster session on Wednesday evening (Nov 1) and a dinner, featuring Timothy P. Forté, former
Director of the Office of Aviation Safety at the NTSB as the after-dinner speaker for Thursday
evening (Nov 2).

These proceedings are based on the information disseminated and generated at the
conference. The conference and the following papers are the first to specifically address the topic
of situation awareness measurement and analyses, consequently serving a very important role in
propelling the state-of-the-art in situation awareness measurement.

Daniel J. Garland
Mica R. Endsley
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Situation Awareness Measurement and Analysis: A
Commentary

Charles E. Billings

The Ohio State University

“With what Sart of Sword shall we Swat the Saints?”

Introduction

Many years ago, in my second year of medical school, our very impressive and intimidating
Viennese pathology professor addressed us just before the final examination. His lecture, in its
entirety, was, “Ladies and Gentlemen: the questions on the examination are the same as last year.
Only the answers have changed.”

I have been reminded of his words many times during this conference. Most of the important
questions raised here are indeed the same as those that confronted us in Orlando in February, 1993
(Gilson, Garland & Koonce, 1994). But my professor was right—some of the answers have
changed. In this brief reprise of the Conference, I will attempt to evaluate how they have changed
and which ones remain unanswered, or unanswerable, and I shall try to suggest why some of the
questions are likely to confront us yet again if we meet again in June of 1998 in as pleasant
surroundings as we have enjoyed here.

The Overarching Questions

Just what is situation awareness?

Dr. Meister (1995, this volume) defined situation awareness (SA) as a “lumping concept” rather
than a “splitting concept”. Either way, SA is an abstraction that exists within our minds,
describing phenomena that we observe in humans performing work in a rich and usually dynamic
environment. Pew (1995, this volume), Endsley (1995, this volume) and Meister all noted its two
essential components: a situation, or state, of relevant variables in the extemal world, and the
view, or awareness within the human operator, of that situation. Dr. Pew made an important
distinction, both at Orlando (Pew, 1994) and here between ideal, attainable and actual situation
awareness.

In the ideal case (which I suggest is not attainable because we cannot possess hindsight before
the fact) there would be a perfect match between the real situation and the observer’s mental model
of that situation. The attainable case, which is never ideal, nonetheless represents the best level of
awareness in a perfect observer who has assimilated all of the information available about the
world state. This level serves as a benchmark against which we can measure actual situation
awareness, which is what we fallible mortals actually have at any given moment.



Are such distinctions just academic meandering? Not at all; no more than Flach’s (1995)
elegantly stated cautions in his editorial in a special issue of Human Factors. Dr. Meister began his
talk by asking whether the SA model could be applied; “if it cannot be applied, what good is it?” 1
will propose that if expert operators are found consistently to have actual SA that is inadequate
compared to that which is attainable, we have either an information transfer problem due to
inadequate processing and integration of information elements (or inadequate representations of
those elements), or we have a training problem because we haven’t taught operators how to
interpret that information, or where to find it, or when they need it. These are design and training
issues, and they are tractable, though rarely easy.

A more difficult, but still approachable, design problem arises when attainable situation
awareness falls unacceptably short of the ideal. In this case, the information required is not
available to the operator in a useful format. The situation may be so indeterminate as to defy
description (as may occur during natural disasters or in certain chaotic systems), or it may be
uncertain because we do not fully understand, and thus cannot adequately model, the system.
More commonly, however, in complex systems, it occurs because information has not been made
available, either inadvertently, because the designer didn’t think the user would ever need it
(Billings, 1991b), or deliberately, to keep the operator from “mucking about” with the system
(e.g., Noble, 1983). This is an important cause of automation opacity.

Regardless of the cause, this information deficiency excludes the operator from effective
awareness of system state, and thus excludes him or her from effective involvement in system
activity. These are design problems, and the SA construct is as good a vehicle as any with which
to make designers aware of what the human operator must know to remain in control of the
system. As I pointed out at Orlando (Billings, 1994), the human must be informed of and
involved in a system’s operation to retain command of that system.

How can we measure, or evaluate, or manipulate, situation awareness?

I have already indicated my bias with respect to this important question. Ibelieve, as do Flach
(1995), Andre (1995, this volume) and others among us, that situation awareness is an abstraction
that exists in our minds. The depiction or representation of the elements of a situation can be
manipulated by the designer. The understanding of those information elements can be manipulated
by proper training. The awareness and interpretation of the meaning of that information by the
operator can be improved by practice. All of these elements, and their manipulation, can be
examined, measured (at least in theory) and understood by knowledgeable observers like
ourselves. I might even be able to modify your construct of situation awareness, which of course
is what I am trying to do in this paper.

But you cannot measure or quantify an abstraction. You should not use it to explain a human
error because of the circularity problem, as Underwood (1957, quoted by Flach, 1995) pointed
out. Then what is it good for? Flach said it neatly. “An important contribution of an operational
description is to bound the problem™: to help us focus our research efforts, and to help us abstract
our findings with respect to that problem. o

Then what can we measure or manipulate?

As investigators, we can evaluate and measure the processes involved in acquiring situation
awareness, as many of you are doing, both in the laboratory and “in the wild”, as Woods (1993)
puts it. At Orlando, I called these processes “situation assessment” (Billings, 1994), though I
recognize that there are both cognitive and pre-cognitive processes involved and the term
“assessment’” may seem too narrow.

As investigators, we can evaluate the products resulting from these processes: the state of
awareness of a human operator concerning the relevant dimensions of the situation. This has been
the focus of a large part of the research performed since our last meeting. Much of the rest of that
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research has been devoted to the development and validation of better methods with which to
accomplish this difficult task, and this conference has done an excellent job of summarizing the
state of our knowledge concerning those methods.

Rather less research, I fear, has been directed at understanding and rigorously describing the
situational variables of which we need to be aware. I would echo Dr. Meister’s call for a clearer
delineation of the independent variables that motivate awareness. We need a better taxonomy of
those variables and a clearer understanding of their interdependencies, especially as our human-
machine systems become more tightly coupled and complex (Perrow, 1984). We most remember
that in many cases we are no longer able to appreciate the true situation without the aid of
machines; this is especially true in military aviation. If this is true, however, then those machines
must tell us more of what we need to know, and they must do it more effectively and less
ambiguously than they have done to date.

What is the real purpose of this activity?

To quote Dr. Meister once more, “the major function of ergonomics is to translate behavioral
principles to system design”. I believe he also hinted that we’re not doing a very good job of it.
To do better, we must have a comprehensive and precise understanding of the independent and
dependent variables, and more explicit models of how the former influence the latter.

An airline pilot who is also an experienced human factor specialist explains the pilot’s dilemma
this way, “If you can’t see what you’ve got to know, then you’ve got to know what you’ve got to
know. And if you don’t know what you’ve got to know, then you’ve got to be told!”
(Demosthenes, personal communication, 1994). You, as investigators, must figure out what
they’ve got to know, and how to show it to them clearly enough so they have time to do something
about it. And you, as ergonomists, have got to model what they will do with that information, to
guide designers in developing displays that will tell them and controls that will let them take
advantage of the knowledge.

Some Challenges

Over-simplification

I am indebted to Dr. Philip Smith (personal communication, 1995) for suggesting to me that
“situation awareness” results from a human operator’s perception of, and attention to, world state
elements, together with cognitive processes that incorporate a world model to interpret the
information. These are real processes and real variables, and their result, an interpretation of the
world state, certainly exists. If it exists, it should be describable.

The most serious shortcoming of the situation awareness construct as we have thought about it
to date, however, is that it’s too neat, too holistic and too seductive. It is too easy to use it, rather
than its components, to explain things. We heard here that deficient SA was a causal factor in
many airline accidents associated with human error. We must avoid this trap (see Flach, 1995);
deficient situation awareness doesn’t “‘cause” anything. Faulty spatial perception, diverted
attention, inability to acquire data in the time available, deficient decision-making, perhaps, but not
a deficient abstraction!

I don’t mean to be over-critical. We’re making good progress in a lot of respects. We
understand the problem better, though we have a distance to go. We’re beginning to understand
some ways of getting at it, and we’ve developed and even validated some very helpful paradigms.
We seem to have our feet fairly firmly planted in the real world, which is the only venue in which
we’re going to solve this real-world problem. This useful conference has pointed out clearly how

3



much remains to be done, and I have tried to point out above some of the most important questions
we must answer.

Predictability and expectations

In her excellent discussion of the theoretical bases of SA, Dr. Endsley (1995, this volume) talked
about expectations. She correctly pointed out that they are based on mental models of real
systems, and that they also serve as filters. Dr. Meister (1995, this volume) also emphasized that
characteristics of the physical system “are almost as important as behavioral variables”.

The importance of predictability in a complex system cannot be over-rated (Billings, 1991b).
Systems must be predictable to allow a human operator to form mental models of how they work,
to develop trust in them and to form expectations that they will continue to work that way. But
expectations are a two-edged sword. Cognitive biases and heuristics may lead a human operator to
reject hypotheses about world states that are not in accord with expectations. This may lead the
operator to ascribe novel symptoms to a familiar cause when in fact they denote a new situation.
This predictability double bind imposes a further burden upon designers, who must both provide
information to permit operators to build trust in their system, and also information to permit them
to retain a degree of skepticism about the situations in which they may find themselves. This is
easier said than done; operators will come to rely upon usually reliable systems. But such systems
can and do fail, and novel situations do arise and must be dealt with. We must find ways to
minimize the impact of this dilemma.

Peripheralization

Dr. Kennedy (1995, this volume) suggested, as I have (Billings, 1991a), that people perceive
themselves as becoming more distant from the flying task in highly automated aircraft, and that the
requirement for situation awareness has therefore become much higher. Ibelieve that the
requirement has not changed. Rather, it is the information acquisition and assessment tasks that
may have become more difficult because of the plethora of information now available, some of it
not very well represented. This again is a system and interface design problem.

I would make one further point in this regard. Kennedy asked whether situation awareness was
different from “headwork”, or from workload. “Headwork” is the set of processes by which
awareness is attained. The headwork required to maintain situation awareness is probably greater
in a more complex and autonomous system, and the exercise of “airrmanship” (another useful
abstract construct allied to SA) may also be more difficult. But airplanes, or other similar systems,
should nor be more difficult to manage than they are to fly. At this time, there can be appreciably
more cognitive workload involved in managing an airplane than in flying it, which of course is
why pilots “turn off” the automation when they become too heavily loaded (Curry, 1985). We’ve
let the cart get ahead of the horse, and we need to get this back under control.

Outcome measures

In one way or another, many of the research studies discussed here have inferred situation
awareness from outcome measures. Just as aircraft accidents should not be attributed to deficient
situation awareness, there is a danger in using outcomes as a measure of a psychological construct
rather than a measurable psychological variable or set of them. SA is an encompassing, “lumping”
concept; there’s a lot of stuff in that “black box”, and simply saying that the box is faulty is not
informative. I believe performance measures can be helpful, provided that we take account of the
intervening variables between knowledge and that performance, but that chain of causality is by no
means trivial.



Conclusion

The existence of this conference is testimony to the utility of the situation awareness construct.
The content of the conference, however, is equal testimony to the complexity of that construct. An
old government maxim says, “There’s a simple solution to almost every complex problem. It will
be neat, plausible—and usually wrong.” We will not find a neat, plausible, simple solution to this
complex problem and we should not waste time looking for one. When we do find the right
answers, however, we will know appreciably more about “cognition in the wild” (Woods, 1993),
and we will have learned a good deal more about how people function in complex, highly dynamic
environments.

With apologies to Dr. Endsley and the rest of our attendees, let me complete this paper as I
began it. Let me congratulate all of you for having the “sagatcity!” to attend this important
conference. On your behalf, let me thank our conference sponsors and the organizers, Dr.
Endsley and Dr. Garland, for their sagatcity in mounting it for our benefit. Now it is time for us to
return home and to use our own sagatcity as we get on with the tasks before us: to better
understand what situation awareness really is, its dimensions, and how to improve it.
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Abstract

Achieving situation awareness has become a design criterion supplementing more traditional
performance measures. However, measuring SA requires more than an every-day understanding
of the term. 1 build a more formal definition that includes the definition of a "situation," the
elements of information and knowledge associated with SA, and the kinds of information
resources available in typical applications to achieve it. It is argued that measuring SA implies
having a standard against which to compare human performance and such a standard is proposed
in terms of an abstract ideal and a practically realizable ideal. A taxonomy of measurement
methods is presented and illustrated together with a critique of the potential application of various
methods. Itis argued that many different classes of methods are potentially appropriate, but each
is appropriate to a selected class of measurement requirements.

Introduction

Situation Awareness measurement must be founded on a careful definition of what one means by
the term and that understanding must be conditioned on each context in which it is to be measured.
1 begin this paper with a reiteration of the definitional issues previously presented in Pew (1994).
Related material is also presented in Tenney, Adams, Pew, Huggins, and Rogers (1992), and in
Deutsch, Pew, Rogers, and Tenney (1994).

Formal Definition of Situation Awareness

In order to adequately define SA we need to understand what we mean by a "situation" and we
need to know what it is about situations of which we must be aware. It is also of interest to
catalog where that information and knowledge come from. I adopt Table 1 as a working definition
of a situation:

11 wish to thank my colleagues, Yvette J. Tenney, Marilyn Jager Adams, William H. Rogers, and Stephen Deutsch
who were my collaborators on some of the ideas reported in this paper. Parts of this work were supported under
Contract NAS1-18788 with the NASA Langley Research Center, Dr. Raymond Comstock, Technical Monitor.
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Table 1. Definition of a Situation

A situation is a set of environmental conditions and system states with which the
participant is interacting that can be characterized uniquely by a set of
information, knowledge and response options.

However, the concept of a situation is meaningful, according to this view, only if we can define
a discrete and denumerable set of them, that is, that the awareness requirements can be broken
discretely into packets, each associated with a set of system states. This ability to partition
situations implies that, while the environment is more or less continuously changing with time,
only some of the changes are large or severe enough to create a changed situation from the
perspective of the crew member. We must be able to identify the boundaries at which we wish to
say that a situation has changed. Examples of such changes that are severe enough to redefine the
SA might be: a forest fire that has run out of its firebreak, a ship that enters the range of on-
coming traffic, a train that encounters a conflicting train on the same track, a power plant that
transitions from start-up to full power or an aircraft autopilot disengagement, either expectedly or
unexpectedly.

The second part of the definition requires that a "situation” have associated with it the
information and knowledge that we are calling awareness. Table 2 shows the elements that need to
be included and Table 3 lists the informational sources that the crew member has to draw on to
achieve SA.

Table 2. Elements of Awareness, Given the Situation

« Current state of the system (including all the relevant variables).
* Predicted state in the "near" future.
* Information and knowledge required in support of the crew's current activities.
* Activity Phase
* Prioritized list of current goal(s)
» Currently active goal, subgoal, task
* Time
* Information and knowledge needed to support anticipated "near” future contexts.

Table 3. Information Resources Contributing to Awareness

» Sensory information from the environment

» Visual and auditory displays

» Decision aids and decision support systems

e Extra- and intra-crew communication

* Crew member background knowledge and experience

It is also important to note that, while much of the SA literature focuses on spatial awareness,
there are many other aspects of systems and their operations about which awareness is required.
Table 3 identifies a set of such concerns. Spatial awareness is self-explanatory. Mission/goal
awareness refers to the need to keep current with respect to the phase of the mission and the
currently active goals that are to be satisfied. System awareness is especially important in complex
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highly-automated systems. The work of Sarter and Woods (1994) identify the critical difficulties
associated with understanding and tracking the mode of flight management computers. Resource
awareness is needed to keep track of the state of currently available resources, including both
physical and human resources. One needs to know the current activities of other crew members so
that their availability for critical tasks is known. This is different from Crew awareness which
refers to the need for the team of crew members to share their information and interpretation of
current system events. They need to be operating in a common framework of information at all
tmes.

Table 4. Multiple Elements of Awareness that need to be Considered

« Spatial Awareness

» Mission/Goal Awareness
* System Awareness

* Resource Awareness

* Crew Awareness

To have defined situations and the components awareness is still not enough because we must
also define the requirements for SA that are presented by a given situation. Otherwise, we have no
standard against which to judge how successful a crew member has been in achieving SA. Our
thinking about this has led to the consideration of an ideal awareness, and the obtainable ideal, in
addition to the actual SA achieved.

The ideal is that SA that is defined by experts evaluating the requirements at leisure or even after
the fact. It includes both the information and knowledge requirements. The obrainable ideal is that
subset that is actually available for the crew member to acquire. When defining the obtainable ideal
we assume the availability of well-designed information resources and take into account the fact
that what is practically available is constrained by expected human cognitive abilities. It does not
seem fair to evaluate actual SA achievement by a crew member with respect to a goal that is not
practically achievable. Both the ideal and the achievable ideal are assessed independently of crew
member performance. However, the actual SA must be inferred from measurement or
observation. It is the difference between ideal SA and achievable ideal that create a space for
evaluating design alternatives contributing to improved SA. The difference between achievable
ideal and actual SA that creates the space for evaluating individual differences in the ability to
achieve SA and for developing training opportunities.

Having enumerated the elements of a definition of SA I will now move on to the issues of
measurement

A Taxonomy of Measurement Methods

The subject of measurement encompasses more than just the selection of performance measures. It
includes development of the measurement context, including the systems and scenarios of use. In
Endsley (1995a) a taxonomy is presented and measurement methods are reviewed. She found
weaknesses in every measurement context except job samples of operationally realistic scenarios.
Since her work at the time was based largely on SA in air-to-air combat, this was not
inappropriate, however, I take a more eclectic view. I believe there are many relevant



measurement contexts, but each is appropriate to particular purposes. I break down the categories
of methods as shown in Table 5.

Table 5. A Taxonomy of SA Measurement Methods

Direct System Performance Measures
Direct Experimental Measures

Verbal Protocols

Subiective Measures

In Endsley (1995a) it was argued that only scenarios with full face validity were appropriate for
the measurement of SA. I believe that any simulation experiment involves compromises from the
realism of the real world. The issue is only one of degree - the face validity required of the
scenario depends on the purpose of the assessment, as will be illustrated in the discussion to
follow. I will consider each category in my taxonomy in turn.

Direct System Performance Measures

I agree with Endsley that there are only limited places where direct system performance measures,
per se, are appropriate for assessing SA. Those occur in cases where there would be general
agreement among an audience of peers that the performance in question was driven solely or
largely by SA.

It is more common to invest significant planning resources in the careful design of the scenario
to specifically create opportunities for using standard, non-obtrusive performance measures to
assess a specific SA issue. Sometimes it involves introducing subtle or counter-intuitive
indicators. For example Busquets, Parrish, Williams and Nold (1994), were studying the
usefulness of specific navigation displays during aircraft approach and landing on a dual-runway
airport. They deliberately introduced a second aircraft apparently intending to land on the other
runway. However, just as.the pilot-under-study was about to reach final approach, the second
aircraft deviated and appeared to be landing on the runway to which the pilot-under-study was
committed. They measured the time to take action to avoid the second aircraft. This, by design,
was very clearly a measure of the pilot's SA regarding activity in the airspace around him.

A second method of scenario manipulation is to introduce disruptions intended to disorient the
crew or operator and from which they must recover. The measure of SA is the recovery time or
success of recovery under the assumption that the amount of time required to recover is
proportional to how well the crew could use the system displays for recovery from the
disorientation. Busquets, et. al., (1994) used this method in their experiment by blanking the
displays and, during the period that the displays were blanked, introducing a systematic offset in
the aircraft position. The crew had to use the displays to return to their position on the flight path.
Both of these methods produced significant differences in performance as a function of the display
conditions under study.

A third method that I have advocated, but for which I have no examples, is to introduce
anomalous data or instrument readings, readings that create a pattern that could not have been
produced by any realistic condition. The measure of performance is the time required to detect the
anomaly. Admittedly this method suffers from a difficulty identified by Endsley (1995a), namely
that the detection time depends not only on the time to detect the anomaly, but also on the locus and
urgency of the crew members attentional focus at the time the anomaly was introduced. The
scenario would have to be carefully designed to assure that the primary demand at the time was
associated with the pattern that was, indeed anomalous.
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Direct Experimental Techniques

The most common approach is to use direct experimental techniques. On my list of such
techniques are the use of queries or probes and the use of measures of information seeking.
Probes can be introduced during on-going task performance, if the pace of the task is slow or there
are many periods of relative nactivity. However, it is more common to suspend the task - to
freeze the simulation - and to ask one or more questions about the state of the task or the
environment before resuming the action. This method has been formalized by Endsley (1988) as
the Situation Awareness Global Assessment Technique (SAGAT) and applied in many situations.
It, and variants of it, are now widely used.

Ilike SAGAT. It makes use of systematic, preplanned procedures. The user is forced to think
through in detail before hand exactly what aspects of SA are going to be assessed. It uses
computer administration of the set of SA questions during the simulation freeze. This assures
control of question administration. I like Endsley's emphasis on three levels of SA, namely, (1)
perception of information, (2) integration of data with goals to produce meaning, and (3)
projection of the near future and I like her insistence that the questions be context specific. I like
the fact that the questions asked at a particular sampling point are drawn at random, although this
makes it a very different tool from the kind described above that attempts to assess some specific
aspect of SA through performance assessment of some pre-designed scenario feature. Using
SAGAT one can obtain interesting and rich data about the aggregate levels of specific classes of
SA, but cannot answer specific questions about SA at a particular, perhaps critical, point in a
scenario.

Two controversial issues are often introduced when the probe technique is considered. (1) Does
the use of the freeze technique disrupt ongoing task performance and thereby place the subject in
an unrealistic setting, producing an unrealistic assessment of SA? (2) Does the expectation that
probes will be presented change the subjects' behavior? Once the first one is presented, do they
anticipate that additional probes will be presented and prepare for them? If so, then the
experimenter does not get an accurate assessment of the real level of SA. In Endsley, (1994 ),
(1995a) the first of these issues was addressed in an experiment in which the performance on 25
percent of the trials, on which the subjects received no probes, was compared to the remaining 75
percent on which varying numbers of probes were presented. She found no significant difference
in performance among the groups. However, the design of the experiment was such that the same
subjects participated in all conditions. They were not told before each trial whether probes should
be expected or not. It is not surprising, therefore, that no differences were found.

In this volume Endsley (1996) reports a new experiment in which the presence or absence of
probes was manipulated between subjects and still no significant differences were found. This is a
much sounder design for examining this question, however, she still presented both groups with
pretraining about how to respond to probes and how to behave when the simulation was frozen.
The question remains whether this created such an expectation on the part of the subjects that they
did not behave differently when probes were or were not presented.

An alternative design that addresses the issue of surprise was used by Wickens and Prevett
(1995). In an experiment involving the design of navigation displays, they interrupted the
simulation to ask a series of questions, not unlike Endsley's procedure, and found that the first
probe had a significantly longer reaction time, but there was no significant difference between the
first and subsequent probes in the accuracy of response.

In my opinion, both of these issues are deserving of somewhat less attention than they have
been given. Since most measurement is relative, main effects that appear, even though moderated
by the experimental techniques can still be useful diagnostic indicators. Yes, you may get a
different level of performance on the first and later trials, but both will still accurately reflect the
relative differences among treatment conditions. The circumstance that should receive attention is
when the interruption or the surprise creates a statistical interaction between two or more of the
other variables of interest. For example in an experiment by Olson and Sivak, (1986), the
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relationship between driver age and reaction time was impacted by introducing differing
expectancies in a driving task.!

In addition to queries and probes, I include, in the category of direct measures, assessments of
information seeking. Although some investigators define a separate category of physiological
measures, I consider the two primary information seeking measures, namely eye-movements and
eye blink response to be direct experimental measures. The medium by which they are recorded is
not really relevant to their application to SA. It cannot be argued conclusively that simply because
an observer's eye is directed toward a specific object or expression, that it is seen. However, the
correlation between looking and seeing is likely to be quite high. Vidulich, Stratton, Crabtree and
Wilson (1994) in the most comprehensive experiment I have found that is designed to evaluate
alternative measures of SA, used eyeblink as an element of a large set of measures that they studied
and found a significant effect of display condition on eyeblink duration.

Verbal Protocols

By a verbal protocol I mean information recorded from the observer or crew, either during,
immediately after, or in the course of a video replay of the exercise of a scenario. The subject may
be asked to "think aloud" or to explain the information relied on. This is a technique that is most
useful early in development of an evaluation. It may help to solidify SA concepts that need to be
measured more systematically. Yes, it is disruptive when the observer is asked to report in real
time during execution of the scenario, but the information gained may be worth enduring the
disruption.

Subjective Measures

It is so difficult to obtain quantitative objective measures of SA that many investigators rely on
subjective measures instead. They may be self-assessments, expert judgments, peer ratings,
supervisor or instructor ratings.

The most thoughtful and systematic development of a self-administered test of SA to date is
reported in Taylor (1990), and is referred to as the Situation Awareness Rating Technique
(SART). It consists of three sub-scales which are combined in an equation to produce an overall
estimate of the subject's SA. The technique is described in more detail elsewhere in this volume.
It includes, as one of the subscales, the demand on attentional resources. Including attention
demand in the integrated equation defining SA confounds SA with workload. In my opinion,
workload and SA should be viewed as different, but, of course, they may be correlated in practice.

In reflecting on the relationship between SA and workload, I am reminded of the somewhat
analogous relationship between speed and accuracy of performance. While we often speak of the
speed-accuracy trade-off, this is only one of the ways that speed and accuracy can be related.
First, across a set of individuals, we can expect a high positive correlation between speed and
accuracy. Those subjects who tend to be fast, also tend to be accurate. Similarly, thinking of it as
an individual difference variable, subjects with good intrinsic ability to maintain SA would be
expected to achieve it with less workload. Second, if we train an individual to improve
performance, we expect her/his speed and accuracy to improve more or less together. There is a
high positive correlation between speed and accuracy within an individual across a period of
practice. The analogous statement with respect to SA and workload is that training can be expected
to increase SA for an equivalent or lower level of workload. Finally, analogous to the speed
accuracy trade-off, if we challenge an individual to improve his/her SA at a particular point in
practice, we would expect that the workload associated with achieving that improvement to be

1 I am indebted to Neil Charness for supplying this example.
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increased. To include aspects of attentional demand in the formula for the assessment of SA
makes it difficult for these relationships to emerge.

The experiment of Vidulich, et., al. (1990), evaluated SA in the context of a military air-to-
ground attack target detection task and had three display conditions. The condition predicted to
provide the most SA used an integrated navigation and targeting display and made the targets a
distinctive color, as might be provided by an automatic target recognizer. The condition predicted
to be next best, from the point of view of SA, used the same display, but made the targets a
camouflaged color that was more difficult to detect. The third condition, predicted to be worst,
presented separate displays for navigation and targeting having information that had to be
integrated cognitively in order to assess the relative positions of the various targets. This
experiment further illustrates the difficulties of confounding workload and SA. The first two
conditions, I would argue, differ in the amount of workload required for detection. The second
and third conditions differ in the cognitive effort associated with assimilating and integrating the
information from one or two displays. These manipulations do not seem to me to be varying the
same dimensions of SA, the first simply requiring more workload to achieve the detection on
which SA is based, while the second genuinely manipulates the difficulty of achieving an
integrated SA picture.

By definition self-ratings can only reflect self-awareness. The operators do not necessarily
have a perspective on what they should be aware of. The "bad news" is that it usually reflects little
more than a confidence rating or preference on the part of the operator or crew member. The
"good news" is that sometimes that is exactly what is of interest to the investigator.

The best example of supervisor/peer rating is reported in the U.S. Air Force SAINT study
(McMillan, 1994). The investigators were interested in assessing SA as an individual difference
variable in the combat skill of F-15 fighter aircraft pilots. They developed a rating scale of SA,
that was actually inclusive enough to be called a combat skill rating rather that strictly an SA rating.
They obtained supervisor (squadron commanders) and peer ratings for 200 line combat pilots.
Interestingly, the peer ratings (that is pilots rating each other) correlated with their supervisors
ratings 0.80.

In a separate study a representative subset of 40 of these pilots flew a demanding combat
simulation and two instructor pilots, who observed these simulation exercises, produced a set of
independent SA ratings. The instructors did not know about the peer or supervisor ratings. When
the investigators then correlated the combined supervisor/peer ratings with the instructor ratings,
they found that the supervisor/peer ratings accounted for 31% of the variance in the instructor's
ratings.

Model-Referenced Performance Measurement

I want to mention one final measurement technique that, to my knowledge, has not yet been tried.
1 call it Model-Referenced Performance Measurement. It is applicable to human performance
measurement in general, but could be used, I believe, to collect very interesting SA-relevant data.
The technique is illustrated in Figure 1. To employ the technique we create a simulation and run a
human crew member through one or more simulation scenarios, just we would do in any other SA
experiment. Then, in parallel with the running simulation, we connect a duplicate simulation (the
system model in the figure), to a human performance model. The same scenario inputs are
received by both systems. Periodically the system model must be updated from the live simulation
to make sure that they do not get out of synchronization.

To the extent that the human performance model is an accurate representation of the human
operator, then to that extent the variables being recorded and used in the model are reflective of the
behavior of the human subject. However, in the case of the model we have access to variables that
we cannot directly assess in the human operator. For example human operators must keep in mind
and monitor several activities at once. We might model this as a dynamic priority stack of items to
be checked and actions to be taken when certain variables are out of a tolerable range. While a
subject might have difficulty reporting on what was on his "priority stack” at any particular time, in
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the model we have direct access to that stack. The number of items on the stack and their relative
position in priority might be an interesting index of SA.

Human System
Performance Simulation Human
Model Modst Operator
Human Performance System Performance
Measures Measures

Figure 1. Block Diagram illustrating Model-Referenced Performance Measurement

Summary

As L have illustrated, there are many SA measurement techniques that are now beginning to be
investigated in practical situations to evaluate their relevance and usefulness. We are beginning to
understand what measures are good for what purposes. To search for the universal measure is to
search for the Holy Grail. Rather, each context in which an investigator desires to assess SA must
make a judicious choice of the measurement context together with the appropriate choice of
measures. The choices should be made with full understanding of the classes of situations that are
to be measured and some thought about what will index transitions from one situation to another.
The investigator must also figure out ahead of time, perhaps in pilot studies, just what the SA
requirements of the situation(s) are so that they can assess achieved SA in relation to those
requirements.
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Theoretical Underpinnings of Situation Awareness: A
Critical Review

Mica R. Endsley

Texas Tech University

Introduction

The enhancement of operator situation awareness (SA) has become a major design goal for those
developing operator interfaces, automation concepts and training programs in a wide variety of
fields, including aircraft, air traffic control, power plants, and advanced manufacturing systems.
To evaluate the degree to which new technologies or design concepts actually improve (or degrade)
operator SA, it is necessary to systematically evaluate them based on a measure of SA, thus
providing a determination of which ideas have merit and which have unforeseen negative
consequernces.

Explicit measurement during design testing determines the degree to which design objectives
have been met. Performance parameters must be carefully specified and supporting data collected.
In addition, for many systems, operator situation awareness and workload need to be directly
measured during design testing. High level performance measures (as collected during the limited
conditions of simulation testing) are often not sufficiently granular or diagnostic of differences in
system designs. Thus, while one system design concept may be superior to another in providing
the operator with needed information in a format that is easier to assimilate with operator needs, the
benefits of this may go unnoticed during the limited conditions of simulation testing or due to extra
effort on the part of operators to compensate for a design concept's deficiencies. If situation
awareness is measured directly, it should be possible to select concepts that promote situation
awareness, and thus increase the probability that operators will make effective decisions and avoid
poor ones. Problems with situation awareness, frequently brought on by data overload, non-
integrated data, automation, complex systems that are poorly understood, excess attention
demands, and many other factors, can be detected early in the design process and corrective
changes made to improve the design.

In addition to evaluating design concepts, a measure of SA may also be useful for (a)
evaluating the impact of training techniques on SA, (b) conducting studies to empirically examine
factors that may effect SA, such as individual abilities and skills, or the effectiveness of different
processes and strategies for acquiring SA, and (c) investigating the nature of the SA construct
itself.

To adequately address these goals, however, the veracity of available SA measures needs to be
established. Ultimately, validity and reliability must be established for any SA measurement
technique that is used. It is necessary to establish that a metric (a) indeed measures the construct it
claims to measure and is not a reflection of other processes, (b) provides the required insight in the
form of sensitivity and diagnosticity, and (c) does not substantially alter the construct in the
process, providing biased data and altered behavior. In addition, it can be useful to establish the
existence of arelationship between the measure and other constructs as would be predicted by
theory. To this end, the available theoretical foundation for the concept of situation awareness will
be reviewed and the implications of this information for SA measurement discussed.
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Theories of SA

Situation awareness can be described as a person'’s state of knowledge or mental model of the
situation around them. Many definitions of SA have been developed, some very closely tied to the
aircraft domain and some more general (see Dominguez (1994) or Fracker (1988) for a review). A
general, applicable definition describes SA as "the perception of the elements in the environment
within a volume of time and space, the comprehension of their meaning and the projection of their
status in the near future" (Endsley, 1988). Thus, it includes more than perceiving or attending to
information, but also the integration of multiple pieces of information and a determination of their
relevance to the person's goals, and the ability to forecast future situation dynamics, thus
providing for timely and effective decision making.

Several researchers have put forth theoretical formulations for depicting the role of numerous
cognitive processes and constructs in SA (Adams, Tenney, & Pew, 1995; Endsley, 1988, 1994,
1995b; Fracker, 1988; Smith & Hancock, 1994; Taylor, 1990; Taylor & Selcon, 1994; Tenney,
Adams, Pew, Huggins, & Rogers, 1992). There are many commonalties in these efforts pointing
to key mechanisms that are important for SA and which have a direct bearing on the
appropriateness of proposed measures of SA.

Endsley (1988; 1994, 1995b) proposed a framework model based on information processing
theory (Wickens, 1992). Key features of the model will be summarized here. The model shows
situation awareness as a stage separate from decision making and performance. Situation
awareness is depicted as the operator's internal model of the state of the environment. Based on
that representation, operators can decide what to do about the situation and carry out any necessary
actions. Situation awareness therefore is the main precursor to decision making, however, many
other factors can come into play in turning good situation awareness into successful performance.

Several factors will impact the accuracy and completeness of situation awareness that individual
operators derive from their environment. First, humans are limited by working memory and
attention. The way in which attention is employed in a complex environment with multiple
competing cues is essential in determining which aspects of the situation will be processed to form
situation awareness. Once taken in, information must be integrated with other information,
compared to goal states and projected into the future - all heavily demanding on working memory.

Long-term memory stores in the form of mental models or schema are hypothesized to play a
major role in dealing with these limitations. With experience operators develop internal models of
the system they operate and the environments they operate in. These models serve to help direct
limited attention in efficient ways, provide a means of integrating information without loading
working memory, and provide a mechanism for generating projection of future system states.
Associated with these models may be schema of prototypical system states. Critical cues in the
environment may be matched to such schema to indicate prototypical situations which provide
instant situation classification and comprehension. Scripts of the proper actions to take may be
attached to these situation prototypes, simplifying decision making as well. Schemata of
prototypical situations are incorporated in this process and in many instances may also be
associated with scripts to produce single-step retrieval of actions from memory, thus providing for
very rapid decision making such as has been noted by Klein (1989). The use of mental models in
achieving SA is considered to be dependent on the ability of the individual to pattern match
between critical cues in the environment and elements in the mental model.

Goals are also important for situation awareness. Essentially human information processing in
operating complex systems is seen as alternating between data driven (bottom-up) and goal driven
(top-down) processing. In goal driven processing, attention is directed across the environment in
accordance with active goals. The operator actively seeks information needed for goal attainment
and the goals simultaneously act as a filter in interpreting the information that is perceived. In data
driven processing, perceived environmental cues may indicate new goals that need to be active.
Dynamic switching between these two processing modes is important for successful performance
in many environments.
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In addition, preconceptions or expectations influence the formation of situation awareness.
People may have certain expectations about what they expect to see or hear in a particular
environment. This may be due to mental models, prior experiences, instructions or other
communications. These expectations will influence how attention is deployed and the actual
perception of information taken in. That is, there is a tendency for people to see what they expect
to see (or hear).

Finally, automaticity is another mechanism developed with experience that can influence
situation awareness. With experience, the pattern-recognition/action-selection sequence can
become highly routinized and developed to a level of automaticity (Logan, 1988). This provides
good performance with a very low level of attention demand in certain well-understood
environments. In this sense, automaticity can positively impact situation awareness by reducing
demands on limited attention resources. Situation awareness can also be negatively impacted by
automaticity due to a reduction in responsiveness to novel stimuli. Information that is outside the
routinized sequence may not be attended to. Thus, situation awareness may suffer when that
information is important.

Fracker (1988) similarly points to the importance of both working memory and schemata in
long-term memory for SA. He points out that while schemata may be very useful for facilitating
situation assessment by providing a reduction in working memory demands, they can also lead to
significant problems with biasing in the selection and interpretation of information that may create
€ITOrS 1n situation awareness.

Adams, et. al. (1995) stress the importance of the inter-relationship between one's state of
knowledge, or SA, and the processes used to achieve that knowledge. Framed in terms of
Neisser's (1976) model of perception and cognition, they make the point that one's current
knowledge effects the process of acquiring and interpreting new knowledge in an ongoing cycle.
This agrees with Sarter and Woods (1991) statement that SA is "the accessibility of a
comprehensive and coherent situation representation which is continuously being updated in
accordance with the results of recurrent situation assessments". Smith and Hancock (1994) further
support this proposition by stating that "SA is up-to-the minute comprehension of task relevant
information that enables appropriate decision making under stress. As cognition-in-action (Lave,
1988), SA fashions behavior in anticipation of the task-specific consequences of alternative
actions.” (p. 59) In defining SA as "adaptive, externally directed consciousness"”, they take the
view that SA is purposeful behavior that is directed toward achieving a goal in a specific task
environment. They furthermore point-out that SA is therefore dependent on a normative definition
of task performance and goals that are appropriate in the specific environment.

The relationship between SA and workload has also been theorized to be important. Taylor
(1990) includes a consideration of supply and demand of resources as central to situation
awareness. Adams, et. al. (1995) also discuss the task management problem, involving
prioritizing, updating task status, and servicing tasks in a queue, as central to SA. Endsley
(1993), however, shows that for a large range of the spectrum, SA and workload can vary
independently, diverging on the basis of numerous factors. Only when workload demands
exceed maximum human capacity is SA necessarily at risk. SA problems may also occur under
low workload (due to vigilance problems) or when workload is in some moderate region.

Implications for Situation Awareness Measurement

Several implications can be drawn from these viewpoints for developing measures of situation
awareness (Endsley, in press).
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Processes vs. States

First, situation awareness as defined here is a state of knowledge about a dynamic environment.
This is different than the processes used to achieve that knowledge. Different individuals may use
different processes (information acquisition methods) to arrive at the same state of knowledge, or
may arrive at different states of knowledge based on the same processes due to differences in
comprehension and projection of acquired information or different mental models, schema, etc...
Measures that tap into situation assessment processes, therefore, may provide information of
interest in understanding how people acquire information, however, they will only provide partial
and indirect information regarding a person's level of situation awareness.

Situation awareness, decision, and performance disconnect

Secondly, just as there may be a disconnect between the processes used and the resultant situation
awareness, there may also be a disconnect between situation awareness and the decisions made.
With high levels of expertise in well understood environments, there may be a direct situation
awareness-decision link, whereby understanding what the situation is leads directly to selection of
an appropriate action from memory. This is not always the case, however. Individuals can still
make poor decisions with good situation awareness. They may have inadequate strategies or
tactics guiding their decision processes. They may be limited in decision choices due to
organizational or technical constraints. They may lack the experience or training to have good,
well-developed plans of actions for the situation. Individual personality factors (such as
impulsiveness, indecisiveness or riskiness) may also make some individuals prone to poor
decisions. A recent study of human error in aircraft accidents found that 26.6% involved
incidents where there was poor decision making even though the aircrew appeared to have
adequate situation awareness for the decision (Endsley, 1995a).

Furthermore, the link between human decision making and overall performance is also indirect
in many environments. A desired action may be mis-executed due to physical error, other
workload, inadequate training or system problems. The system's capabilities may limit overall
performance. In some environments, such as the tactical aircraft domain, the action of external
agents (e.g. enemy aircraft) may also create poor performance outcomes from essentially good
decisions (and vice-versa).

The relation between situation awareness and performance, therefore, can be viewed as a
probabilistic link (Endsley, 1990, 1995b). Good situation awareness should increase the
probability of good decisions and good performance, but does not guarantee it. Conversely, poor
situation awareness increases the probability of poor performance, however, in many cases does
not create a serious error. For instance, being disoriented in an aircraft is more likely to lead to an
accident when flying at low altitude than when flying at high altitude. Lack of situation awareness
about one's opponent in a fighter aircraft may not be a problem if the opponent also lacks situation
awareness. In relation to situation awareness measurement, these issues indicate that behavior and
performance measures may be only indirect indices of operator situation awareness.

Attention

The way in which a person deploys his or her attention in acquiring and processing information
has a fundamental impact on situation awareness. Particularly in complex environments where

1ltiple sources of information compete for attention, which information people attend to has a
substantial influence on their situation awareness. Design changes that influence attention
distribution (intentionally or inadvertently) therefore can have a big impact on situation awareness.
Similarly, measurement techniques that artificially influence attention distribution should be
avoided, as they may well change the construct that is being measured in the process.
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Memory

Direct measures of situation awareness tap into a person's knowledge of the state of the dynamic
environment. This information may be resident in working memory for a short period of time or
in long-term memory to some degree and under certain circumstances. A significant issue for
measures which attempt to tap into memory is to what degree people can report on mental
processes to make this information accessible.

Automaticity may influence memory recall. With automaticity there is very little awareness of
the processes used. A careful review of literature regarding automatic processing, however,
reveals that while people may not be able to accurately report processes used in decision making,
they are usually aware of the situation itself at the time (Endsley, 1995b). A low level of attention
may make this information difficult to obtain from memory after the fact, however.

Time also affects the ability of people to report information from memory. With time there is a
rapid decay of information in working memory, thus only long-term memory access may be
available. Nisbett and Wilson (1977) demonstrate that recall of mental processes after the fact
tends to be over-generalized, over-summarized, and over-rationalized, and thus may not be an
accurate view of the actual situation awareness possessed in a dynamic sense. Real-time,
immediate access of information from memory can also be difficult, however, as this process may
influence ongoing performance and decision processes and situation awareness itself. Direct access
of a person's memory stores can be problematic, therefore, and indicates that careful strategies for
obtaining this information must be employed.

Workload

Situation awareness and workload, although inter-related in certain circumstances, are essentially
independent constructs in many ways. This can be conceived of as a two-dimensional continuum
between four possible extremes (Endsley, 1993).

1. Low SA and low workload - This would be a situation in which a person has little idea
of what is going on and is not actively working to find out. Vigilance conditions,
inattentiveness or low motivation may produce this state.

2. Low SA and high workload - If the volume of information and demand of tasks is too
great, a loss of SA can easily result due to the operator's ability to attend to only a
subset of required information. Attentional narrowing and disruption of scan patterns
have been cited as leading to this condition. An inability to put together separate pieces
of information may also cause this state.

3. High SA and high workload - This may occur where the person is working hard, but is
successfully achieving an accurate and complete picture of the situation. The ability to
maintain SA under conditions of high workload is one of our greatest design
challenges.

4. High SA and low workload - Ideally, if the required information can be presented in a
manner which is easy to process, high SA can be achieved under conditions of low
workload. This is ultimately our biggest design goal.

Thus, SA and workload may dissociate in numerous ways, depending on characteristics of the
system design, tasks, and the individual operator. As people can make tradeoffs between the level
of effort extended and how much they feel they need to know, it is important that both SA and
workload be measured independently in the evaluation of a design concept. A particular design
may improve (or diminish) SA, yet workload may remain stable. That is, operators may be
putting forth the same amount of effort, and getting more (or fewer) rewards in terms of the SA
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achieved. With other designs, it may be that operators are able to maintain the same level of SA,
yet may have to work much harder. In order to get a complete understanding of the effects of a
particular design concept, therefore, both situation awareness and workload need to measured
during design testing.

Conclusions

Numerous approaches to measuring situation awareness have been proposed. Ultimately, each
class of measures may have certain advantages and disadvantages in terms of the degree to which
the measure provides an index of situation awareness. In addition, the objectives of the researcher
and the constraints of the testing situation will also have a considerable impact on the
appropriateness of a given measure of SA. Certain classes of measures may be highly suitable for
qualitative investigations of SA processes, for instance, yet be inadequate for design testing, and
vice versa. Regardless, it is vital that the veracity of any measure used for measuring SA be
established, so that informed research and design testing can take place.
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Maintaining Situation Awareness when Stalking
Cognition in the Wild

John M. Flach

Wright State University

The term “‘situation awareness’ originated with tactical fighter pilots as they attempted to articulate
the difficulties of managing the complex information processing demands of air combat. The term
has more recently been embraced by the human factors community to define a domain of research
whose goal is to study cognition as it occurs in complex, dynamic work environments. Military
and civil aviation are but two examples of complex, dynamic work environments. Other examples
include modern medicine and chemical process control. It might also be argued that science is a
complex, dynamic work environment (although the time constants are much longer than even
process control). If this is true, then it might be useful to recursively apply the question of
situation awareness to the science of situation awareness. What traps in the scientific enterprise
might lead to loss of situation awareness? What constitutes good situation awareness on the part of
the scientist?

Circular Reasoning

Flach (1995), reviewed Underwood’s (1957) discussion of scientific reasoning, to highlight one
potential trap for the scientist --- the trap of circular reasoning. This occurs when a construct (such
as situation awareness) that originates as a description of a phenomenon (such as a pilot’s
awareness of the threats and opportunities in the environment) becomes an explanation for the very
same phenomenon. So, scientists might lose situation awareness, and find themselves explaining
a pilot’s failure to respond appropriately to a threat or opportunity as being “‘caused” by the lack of
situation awareness.

Einstein and Infeld (1938) have identified such naive scientific reasoning as “substance
theories.” Thus, for example, thermodynamic phenomenon were, at one time, attributed to a
substance called “caloric.” Temperature differences were attributed to differential amounts of this
substance which somehow traveled from one object to another to account for thermodynamic
equilibrium. A scientist, who loses situation awareness, might lose sight of the fact that situation
awareness originally described a dynamic cognitive coupling between an actor and a situation.
When this occurs, SA becomes both the measure of different degrees of coupling (a dependent
variable) and the causal explanation for those differences (an independent variable). It becomes the
caloric “substance” that explains differences among individuals and across situations. It should be
noted that the calorie remains an important measure for thermodynamic processes. So the
empirical observations of caloric differences remain important even though the early theoretic
explanations are now considered to be naive.
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Piecemeal Reasoning

Newell (1966) once criticized cognitive psychology for playing twenty questions with nature and
losing. The basis for this criticism was the observation that the phenomenon of cognition was
being parsed in terms of simple dichotomies (e.g., parallel or serial processing). Newell was
skeptical that it would be possible to integrate across the various niches defined by these
dichotomies to build a complete description of cognition. Newell’s concems reflect a potential
trap of reductionism in which explanations are sought in terms of fundamental elements --- at some
point, reduction to smaller elements will destroy the essence of the phenomenon of interest. It is
not a simple question of reductionism or not, but rather a question of a stopping rule. At what
point does further division result in breaking --- where the pieces can no longer be assembled in a
way that leads to further understanding?

Einstein and Infeld (1938) have identified the next level of sophistication in scientific reasoning,
beyond substance theories, as mechanistic theories. The Newtonian program in physics is an
example of a mechanistic theory. The problem of mechanistic reasoning is that dichotomies are
always present (e.g., mass and energy, matter and force). In the Newtonian program there are the
particles or matter and then there is space and time. Space and time are independent from each
other and independent from the matter which they encompass. Thus, space and time have an
absolute existence independent of matter. At the same time, they play fundamental roles as causal
independent variables that determine the behavior (e.g., motion) of the particles. Ray and Delprato
(1989) identify the reduction of biological activity to physiochemical causal chains as typical of
mechanistic explanations. Ray and Delprato identify mechanistic thinking with “the era of the
world machine, mechanism, materialism, causal determinism, and reductionism” (p. 82). The
problem with this view is that the “cause” (in terms of energy, or space-time, or physiochemical
activity) is some how independent and distinct from the phenomenon explained. It acts like a
homunculus just beyond the curtains pulling the puppet’s strings.

Philosophy and psychology have struggled with the dichotomy of mind and body. There has
been one ontology for mental events and the constraints that govern mind and a second ontology
for physical events and the constraints that govern the body. For example, a major criticism of the
computer metaphor has been that the constraints that govern the body have been defined as being
outside the problem of cognition (e.g., Dreyfus, 1992). The PDP or neural computing movement
has tried to acknowledge the physical constraints at a micro-level (i.e., in term of biological
constraints) and the ecological movement (e.g., Gibson, 1979) has attempted to recognize the role
of physical constraints at a macro-level (i.e., in terms of functional constraints). For human
factors this duality shows up in terms of actor and environment. As with the Newtonian view of
space and time, the environment tends to be seen as a “container” that exists independent of the
actor (i.e., substance). Thus, we have different languages and constructs for the user and the
environment.

The very term, situation awareness, seems to demand a theoretical framework that spans the
mental (awareness) and the physical (situation) constraints that govern performance. Yet, it seems
that a lot of energy is being wasted breaking the phenomenon into even smaller pieces. Debates
over whether situation awareness is distinct from workload, or naturalistic decision making and
efforts to distinguish SA as product from SA as process are symptomatic of low SA. The
phenomenon of SA demands that we move up in abstraction from the information processing
model. Just as theories of naturalistic decision making (e.g., Klein, et al., 1994) recognize that
decision making in dynamic work environments is intimately coupled with perception and action,
theories of SA must recognize that the cognitive coupling between human and dynamic work
environment spans the full range of information processing stages. To reduce SA to a distinct
stage of information processing, would be a major blunder. Theories of SA must recognize that
cognition is both situated within (e.g., Suchman, 1987) and distributed over (e.g., Hutchins,
1995) environments. We must not forget Simon’s (197 ) parable of the ant in which he illustrated
the importance of the environment for determining behavioral trajectories We must build theories
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that encompass both the reality of the ant and the reality of the beach. AsT have argued before
(Flach, 1994; Flach & Warren, 1995), a theory of a disembodied mind will never be a theory of
“what matters!”

Heisenberg Uncertainty

Heisenberg’s uncertainty principle states that we cannot know both the position and momentumn of
a subatomic particle. The more we know about one, the less we know about the other. However,
the implications of this principle are much broader (e.g., see Zukav, 1979). It challenges the myth
of the scientist as a passive observer. It reminds us that every act of measurement introduces
variance. For physical sciences, the variance due to measurement is often so small, relative to the
phenomenon of interest, that it can be ignored. However, at the level of quantum mechanics, the
variance of the phenomenon and of the measurement intervention are at comparable scales.
Cognitive psychology faces the same problem as quantum mechanics. Our measurements create
variance that is at a comparable scale to the phenomena that we study. Thus, the situationally
aware cognitive scientist must be alert to the possibilities of demand characteristics and reactivity.

In general, cognitive psychology has been cognizant of the impact of demand characteristics and
reactivity associated with self reports. Because self reports have been important for measuring SA
(e.g., SART - Taylor, 1995; and SAGAT - Endsley, 1995), there has been much concern about
this measurement problem. However, we tend to forget that demand characteristics and reactivity
are not specific to self reports. Every experimental intervention produces its own variance. In
fact, Howard (1994) has shown that for many situations the construct validity coefficients for self-
reports were superior to the validity coefficients of other measurement approaches. Howard
(1994) writes:

for whatever reasons, social scientists frequently recite the litany of ‘*known problems of
self-reports’ but rarely do we focus upon the ‘known problems of (for example) behavioral
measures’ . . . . Researchers’ suspicions of self-reports (as well as their unjustified
confidence in many non-self-report measures) are apparent in criterion validation studies
wherein the validity of self-reports is estimated by their correlation with some non-self-
report measures of the constructs of interest. Have you ever seen the opposite case ---
where a self-report is used as a criterion measure to validate some behavioral index? (p.
400)

The moral is that every act of measurement in cognitive science (observational, verbal reports,
behavioral, physiological) interacts with the phenomenon of interest and that the resulting variance
1s at a scale of magnitude that is comparable to the phenomena of interest. So, the only way we
can differentiate the variance associated with the phenomenon from variance associated with the
measurement act is to use a set of converging operations that employ a range of different measures.
It is important to note that we use the term measure to refer not only to the dependent variable, but
to the whole experimental context.

An important implication of situation awareness 1s that the situational constraints are an
important source of variance. If those constraints are not present in the measurement context, then
important aspects of the phenomenon will be lost and the measurements will not be representative
of the phenomenon. There is a certain irony, related to the Heisenberg problem in cognition. On
the one hand there is a wealth of research in social psychology that illustrates that subtle
differences in the expectations of the experimenter can have a significant impact on observations in
artificial, laboratory contexts (e.g., Rosenthal, 1966). On the other hand, observations by
Rasmussen (1994) and Klein (1995) on their interactions with experts in their domains of expertise
show that extraordinary efforts to “bias” the experts to behave in ways consistent with the
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experimenter’s expectations had little impact. In the work domain, the constraints of the situation
tend to overwhelm any variance contributed by the expectations of the experimenter. It seems that
the further actors are removed from their domains of expertise, the more susceptible they will be to
demand characteristics of the experimental situation. The irony is, that the rationale for sterile,
controlled laboratory environments is to reduce unwanted sources of variance. With regard to
situation awareness, and perhaps cognition in general, the effect may actually be to create a
situation that maximizes the potential impact of demand characteristics. Thus, in pristine
laboratory settings the experimenters may be seeing little more than their own reflections. This
leads naturally to the issue of confirmation bias.

Confirmation Bias

Science is essentially an inductive process. That is, science tries to infer general theories or laws
from particular observations. With induction, one contradiction is sufficient to eliminate a potential
theory, but no amount of confirmation is sufficient to prove a theory. Yet, humans show a strong
bias toward seeking confirmation (e.g., Wason, 1960; Klayman & Ha, 1987). Once a belief or
theory is formulated the search and interpretation of information tends to be biased so as to
maintain the theory. In more general terms, Norman (1986) has referred to this bias as “cognitive
hysteresis.” That is, a tendency for humans to hold on to a belief beyond the point where the
evidence would warrant it. Functional fixedness (Dunker, 1945), conservatism (Edwards, 1968),
attribution (Hastie & Kumar, 1979), and anchoring (Tversky & Kahneman, 1974) are all examples
of this cognitive hysteresis.

Cindy Dominguez and I were recently reminded of the confirmation bias by a comment that was
made by a surgeon Cindy interviewed as part of an ongoing study of laparoscopic surgery. The
surgeon commented, “A good surgeon believes what he sees. A poor surgeon sees what he
believes.” I think that cognitive science and human factors has often fallen into the trap of seeing
what we believe. For example, in studying workload, there was a strong tendency to see the
world in terms of the additive factors logic of the Sternberg Task (Sternberg, 1966). It appears as
if some believed that understanding a complex task, like landing an airplane, was simply a matter
of determining whether the landing task resulted in a slope or intercept effect when paired with the
Sternberg Task. In fact, I have heard the remarkable claim that the Sternberg task was a “dip stick
into the mind.” Clearly, this is naive science. Classical Al has focused almost exclusively on
logical puzzles (e.g., cryptarithmatic, theorem proving, tower of Hanoi, etc.) that fit the computer
metaphor; as opposed to problems that human do well (e.g., walking, driving cars, putting out
fires, etc.). It also appears to me, that theories such as the multiple resource model of workload
(e.g., Wickens, 1984) are little more than reifications of the logic of Analysis of Variance in which
the patterns of interaction or additivity are given the status of causal explanation. Not only our
theories, but our analyses tools can sometimes become blinders that unnecessarily restrict our
awareness of the situation. It is not that the observations made in these contexts are not valid or
insightful, but they are at best small slices of the total picture. The question, that Newell wrestled
with is --- will these slices add up to a complete picture at the end of the day? Is the study of SA
just another slice of the total picture or do the problems of SA require a fundamental reorientation
of how we attack cognition in the wild?

Of course, the surgeon’s comments were a gross oversimplification. There are no “good”
surgeons (in the sense of being totally free of biases due to expectations and beliefs). Everyone’s
perceptions are influenced by their beliefs. Careful surgeons/scientists, however, are aware of the
bias and proceed with appropriate caution --- checking and double checking to verify their
perceptions. It is really a question of the appropriate balance of theory and empiricism. Watkins
(1990) recently questioned whether there was an appropriate balance of theory and empiricism in
the study of memory. He wondered whether the theoretical construct of the memory trace was
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obfuscating progress in the study of memory. He suggested that the mediational constructs
driving the empirical studies were not generating the kind of data needed for incremental progress
in understanding memory. He illustrates the problem with the following parable:

A few years ago, the Psychology Department at Rice University was in need of fumiture,
and for a time I kept a vigil for pieces discarded by other departments. One day I chanced
upon such a piece. It was handsome and well constructed, but at the same time it was
complex --- a sort of table but with a two-level top and a rather odd shape. Clearly, it had
been made to meet a particular need, one that presumably no longer existed.
Notwithstanding all the time and expertise that had gone into its making, the singular
nature of this item of furniture rendered it of no use even to those whose needs were great,
and it was indeed thrown away. In the same way, research designed to address some
person’s individual theory is unlikely to be of any use once that person allows the theory to
wither and die. (p. 332)

It is interesting to read Wickens’ (1992) comparison of SA and workload in light of Watkins’
parable:

In the same way that the seeds of workload research were planted and nourished in the late
70s and grew to full bloom in the 80s, so, a decade later, the seeds of applied interest in
situation awareness were planted in the mid 80s, and I forecast will grow and bloom in the
90s (I'll leave the “withering and dying on the vine” part of the analogy for others to
speculate). (p. 1)

Thus, we can appreciate the quality and elegance of Sternberg’s model or the multiple resource
model, but at the same time wonder whether the huge amount of data that has been motivated by
these models has led to a commensurate gain in understanding. I hope that in studying SA,
researchers are more cautious and don’t let the nuances of overly refined theories lead to a
restrictive perspective on the phenomenon of interest and to an empirical base that will be discarded
in the wake of the next fad.

Hindsight Bias

Hindsight, of course, is 20-20. Research shows that people overestimate their ability to predict
outcomes after the fact (Fischhoff, 1982). Thus, it is easy to criticize the information processing
model or the workload research that was motivated by Stemberg’s model in retrospect. Itis
interesting to read Einstein’s (1954) discussions of Leibniz’s and Huygens’ view of space as (a)
place - a property of an object versus Newton’s view of space as (b) a container with an
independent existence from the objects encompassed. Einstein writes:

The concept of space was enriched and complicated by Galileo and Newton, in that space
must be introduced as the independent cause of the inertial behavior of bodies if one
wishes to give the classical principle of inertia (and therewith the classical law of motion)
an exact meaning. To have realized this fully and clearly is in my opinion one of Newton’s
greatest achievements. In contrast with Leibnitz and Huygens, it was clear to Newton that
the space concept (a) was not sufficient to serve as the foundation for the inertia principle
and the law of motion. He came to this decision even though he actively shared the
uneasiness which was the cause of the opposition of the other two: space is not only
introduced as an independent thing apart from material objects, but also is assigned an
absolute role in the whole causal structure of the theory. This role is absolute in the sense
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that space (as an inertial system) acts on all material objects, while these do not in turn
exert any reaction on space.

The fruitfulness of Newton’s system silenced these scruples for several centuries.
Space of type (b) was generally accepted by scientists in the precise form of the inertial
system, encompassing time as well. Today one would say about the memorable
discussion: Newton’s decision was, in the contemporary state of science, the only possible
one, and particularly the only fruitful one. But the subsequent development of the
problems, proceeding in a roundabout way which no one could possibly foresee, has
shown that the resistance of Leibnitz and Huygens, intuitively well founded but supported
by inadequate arguments, was actually justified. (pp. xiv - xv)

Although Einstein’s theory of relativity required a reassessment of Newton’s assumption of
absolute space and time, Einstein did not fail to appreciate Newton’s contribution. It is prudent to
take a similar view of the information processing model. It was the right program for its time. It
was the most productive choice. The intuitively well founded concerns of Gibson (1979), Neisser
(1976) and others are only now beginning to bear fruit. The problem here is not a matter of
giving adequate credit to the scientists on whose shoulders we stand, but whether the success of
the information processing model will be a stepping stone to a deeper awareness or will it be a
girdle, restricting the expansion of awareness? My fear is that efforts to preserve the information
processing model by identifying SA as yet another box in the processing stream will be an obstacle
to full awareness. Perhaps, it is time to move beyond the computer and communications channel
metaphors to the metaphor of adaptive, dynamic systems (e.g., Kelso, 1995). In doing so, we
should not devalue the contribution of the earlier metaphors.

Unified Field Theory

Einstein and Infeld (1938) suggested that field theories represent a higher degree of sophistication
than either “substance” or “mechanistic” theories. Whereas, substance and mechanistic theories
empbhasize the reality of particles (one electron acting on another), field theories focus on higher
order constraints (i.e., fields) as the determinants of behavior and thus the objects of study. “The
field thus becomes an irreducible element of physical description, irreducible in the same sense as
matter in the theory of Newton” (Einstein, 1961, p. 150). Space and time exist only as
dimensions of this field, not as an objective container existing independent of the field. It can be
useful to think in terms of the relation between prey (fox) and predator (rabbit). Does the fox
determine the rabbit population or vice versa? Neither! Population is recursively determined by the
coupling between prey and predator. One is not the cause of the other, rather they are interacting
constraints that together bound the trajectory of the prey/predator system. The relation between
prey and predator 1s understood as properties of a unified system, not as an interaction of distinct
particles. Thus, the interaction of two electrons is understood in the context of interacting fields
that mutually constrain the behavioral trajectories. Ray and Delprato (1989) quote Kantor’s (1959)
description of field as an alternative to mechanistic causation:

All creative agencies, all powers and forces, are rejected. An event is regarded as a field of
factors all of which are equally necessary, or, more properly speaking, equal participants
in the event. In fact, events are scientifically described by analyzing these participating
factors and finding how they are related (p. 90).

Is a field theory of cognition possible? Progress is already being made. Gibson’s (1979)

concepts of optic flow fields and perceptual arrays and Gibson and Crook’s (1938) construct of
“safe field of travel” represent steps toward a field theory. Kugler and Turvey’s (1987) insect nest
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building metaphor and their work on coordination is an important illustration of how complex
behaviors can be generated as a result of coupling force and information fields. The application of
nonlinear dynamics theory to motor coordination (e.g., Kelso, 1995) continues and expands this
theme. Also, work on artificial life (e.g., Langdon, 1989) is taking a similar perspective.
Brunswik’s (1956) Lens model represents another important description of the relational
constraints that determine perception. Kirlik (1995) extends Brunswik’s intuition to the problem
of design. Descriptions of how constraints join to bound the space of possibilities for cognitive
work is a central theme in Rasmussen, Pejtersen, and Goodstein’s (1994) discussion of cognitive
systems engineering. Hutchins (1995) describes distributed cognition in terms of constraint
satisfaction. Additionally, Engstrom’s (1993) “activity theory” approaches performance in terms
of activity systems that integrate the “subject, the object [problem space], and the instruments
(material tools as well as signs and symbols) into a unified whole” (p. 67).

Flach and Dominguez (1995) have suggested that it might be useful to distinguish two classes
of constraint that together bound the field of possibilities for control and adaptation in dynamic
work environments --- constraints on action and constraints on information. These constraints
which are distributed over the human and environment will be the “objects of study” for a field
theory of cognition or situation awareness. Rather than thinking in terms of the “‘causes” of
behavior, the focus should be on the boundary conditions that limit the field of possibilities. The
constraints that define these boundary conditions are the objects of design in human-machine
systems. Engineering and design are processes of shaping these constraints to the demands of
particular functions. A science of cognition that focuses on the information and action constraints
will have a common ground for communicating with designers. Design implications will no
longer be an afterthought, but will be a central and natural consideration for basic research in
cognition

In Sum

In the attempt to achieve a conceptual formulation of the confusingly immense body of
observational data, the scientist makes use of a whole arsenal of concepts which he
imbibed with his mother’s milk; and seldom if ever is he aware of the eternally problematic
character of his concepts. He uses this conceptual material, or speaking more exactly,
these conceptual tools of thought, as something obviously, immutably given; something
having an objective value of truth which is hardly ever, and in any case not seriously, to be
doubted. How could he do otherwise? How would the ascent of a mountain be possible,
if the use of hands, legs, and tools had to be sanctioned step by step on the basis of the
science of mechanics? And yet in the interests of science it is necessary over and over
again to engage in the critique of these fundamental concepts, in order that we may not
unconsciously be ruled by them. This becomes evident especially in those situations
involving development of ideas in which the consistent use of the traditional fundamental
concepts leads us to paradoxes difficult to resolve (Einstein, 1954, p xi - xii).

Sometimes psychologists act as if the essence of science is “data.” But Einstein’s quote
reminds us of the importance of ideas and assumptions and the importance of constantly
reassessing the fundamental assumptions guiding the empirical work. As psychologists, we
imbibed with our mother’s milk notions of cause-effect, the notion of mind independent of matter,
the Sternberg Task, the Analysis of Variance, the importance of control over the stimulus,
suspicions of verbal reports, constructs of information processing stages, intelligence, memory
trace, schemas, mental model, intelligence etc. Perhaps SA will be the paradox that leads us to
question whether these concepts are loyal servants or tyrannical rulers.

31



In considering confirmation bias, Hutchins (1995) asks an important question: “A property of
cognitive processing that prevents us complex creatures from finding better interpretations once we
have a good one seems very maladaptive indeed. Why then should such a property survive?” (p.
240). Hutchins’ response to this question was that this maladaptive property of the individual may
actually be an adaptive virtue on the group level. Science is a group exercise. One of the great
promises of SA, that I think was evident at the Daytona meeting, is that the field of SA will be an
important arena where theories of cognition will be sorely tested. It is evident from the
discussions that people are strongly committed to various beliefs. The resulting tensions are
driving us toward the chaotic edge of cognitive science where there is the greatest promise for new
levels of organization that may lead to greater degrees of awareness. The phenomenon of SA
stands as both an important challenge for the basic science of cognition and as an invitation to the
next plateau in our growing understanding of performance in human-environment systems.
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Expert Performance and Situation Awareness

Neil Charness

The Florida State University

Expertise and Situation Awareness: Relationships

My task, as an outside observer, is to bring my background knowledge to bear on the construct of
situation awareness (SA). My research interests focus around aging and expertise. I am
particularly interested in trade-offs between these two variables for performance. In the literature
concerned with individual differences, expertise and age are probably the top two factors, far
surpassing more controversial ones such as sex or race. Average effect sizes range from .5 to 10
SD units. A good example is provided by the competitors in the recent chess world championship
match. Garry Kasparov and Viswanathan Anand are about 8 standard deviation units above a
starting tournament player, as measured by the Elo chess rating scale (Elo, 1986).

Age, usually, but not always, is associated with declines in performance for adults. If I want to
predict how long it will take a 70 year-old to perform a speeded task, compared to a 20 year-old,
multiply the younger performer’s response time by 1.5 (e.g., Hale & Myerson, 1995).

The SA literature is not typically concerned with agel, though there are significant relations
between age, experience, and aircraft crashes (e.g., Tsang, 1992) and between age and pilot
performance on navigation-related tasks (e.g., Taylor et al., 1994). Thus, I will concentrate on
linking just expertise and situation awareness. My goal is to outline parallels to my own field that
may help to flesh out SA. My assumption is that for almost all the tasks that have been discussed
in SA, the practitioners are probably experts, at least if you use a criterion of hours of training
necessary to perform the task skillfully.

Tenets of Situation Awareness

From my rather brief reading of the situation awareness (SA) literature, it is apparent that there are
many different views of its definition:

* Endsley (1988): “the perception of elements in the environment within a volume of time and
space, the comprehension of their meaning, and the projection of their status in the near
future” (p. 97).

+ Sarter and Woods (1991): “the accessibility of a comprehensive and coherent situation
representation which is continuously being updated in accordance with the results of
recurrent situation assessments” (p. 52).

» Smith and Hancock (1995): “adaptive, extemally directed consciousness” (p. 137).

1 Endsley (1995b) reports experiments with retired pilots with a mean age of 45 to 48 (age ranges of 32-68). We
can expect performance in these studies to be influenced by both age and skill.
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* Adams, Tenney, and Pew (1995): “up-to-the-minute cognizance required to operate or
maintain a system” (p. 85).

With such diversity in definition it is difficult to decide how to operationalize the construct. In
this respect, I don’t think that SA is necessarily more problematic than closely aligned constructs
such as mental model (for problem solving) or situation model (for text comprehension). More
recent theoretical efforts to expand the definition of SA and pinpoint its components (e.g.,
Endsley, 19952) seem promising. Others more competent than I have offered cogent cnitiques of
its definition and use (e.g., Flach, 1995). It seems necessary to avoid the problems that arise
when you define the construct both too narrowly or too broadly. An example of the latter would
be Searle’s (1980) definition of understanding with his famous Chinese Room example which
required the use of the additional ill-understood term inzentionality, thereby restricting
understanding to humans. You may or may not be happy with the notion of an auto-pilot system
showing SA, but it is worth entertaining and expanding this notion.

The construct of SA seems to have originated in the aviation field primarily in the context of
accident analysis. It appears to me to be a “default” construct. Namely, that you know it best
when it fails, when someone loses SA and the result is a crash. It seems somehow easier to say
that someone lacks situation awareness than that they possess it. Default definitions have their
place in science. For instance, the medical categories of Alzheimer’s disease and Parkinson's
disease both require as part of their definition that competing disease processes are ruled out
(American Psychiatric Association, 1994) before you default to these categories.

On the other hand, for me, one of the key features of tasks that are currently associated with SA
is the complex and changing nature of the data stream that the operator must process. Usually the
task requires splitting attention between information sources and/or spatial locations, as in the case
of piloting an aircraft. Human beings are notoriously poor at parallel processing when it comes to
reasoning and decision-making, so they are usually forced into serial time-sharing strategies.
Humans seem more comfortable at breaking complex tasks into simpler ones via serial sub-goaling
than juggling multiple contingencies simultaneously.

One way to approach the problem is to recall some earlier research on concepts. Research on
categories such as “bird”, distinguish between: Characteristic or Prototypic features, such as small,
sings, flies (exceptions: ratite birds such as ostrich, kiwi don’t fly, and the former is large), and
Defining features, such as has feathers, eggs develop outside body, warm-blooded, 4-chambered
heart. Defining features for SA are lacking and there may be poor agreement on prototypic ones.

In the spirit of trying to stretch the construct of SA a bit, let me pose a set of hypothetical
questions, to be answered on a 1-5 scale from 1, completely unimportant, to 5, extremely
important. How important is SA in:

Table 1. Activities involving different degrees of SA.

ACTIVITY RATING (1-5)
eating a banana

finding an open pass receiver
breathing

performing a 2-choice RT task
choosing a move in a chess game
diagnosing a disease in a patient
piloting an aircraft

comprehending a novel

tying your shoelace
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Although there is perhaps little agreement on the formal definition of SA, I suspect that this quiz
would reveal high reliability in assessing whether it is or is not associated with a particular set of
human performance tasks. Other constructs in psychology such as attention, consciousness, and
even expertise probably share this characteristic.

Another concern is that little attention has been paid to the idea of discriminant validity for the
construct of SA. That is, how does SA differ from historically prior constructs, such as skill or
expertise?

pThe field of expertise research offers a promising model for understanding the construct of
situation awareness. I'll discuss three areas of potential overlap: definition of the field, theoretical
models, and research methodology.
Tenets of Expertise: Definition of the Construct
How has the field of expertise handled similar definition problems? My colleague, Anders
Ericsson, and I (e.g., Ericsson & Charness, 1994) offered the following definition for expertise:
“Consistently superior performance on a specified set of representative tasks for the domain that
can be administered to any subject.” We went on to argue that superior performance could be
bounded by the notion of “outlier”, a performance level that is at least 2 standard deviations above
the mean in the domain population. In chess, for instance, using the United States Chess
Federation’s rating system, an expert level chess player (rating of 2000-2199 rating points) is
about 2 standard deviations above the mean! of the rated chess playing population.

The term “consistent” was chosen to help constrain expertise to those who can show superior
performance on a regular basis. Thus, we would rule out one-time achievements such as a 50%
annual growth rate by a particular money manager as indicative of expertise unless that return were
consistently above the average market return over multiple years.

The choice of the term “representative tasks” was intended in part to ensure that the superior
performance was ecologically valid and also to ensure that there would be agreement from the
practitioners in the field that we are looking at the critical tasks. (We are heeding an injunction by
Bryan and Harter, 1899, who urged that our enterprise be seen as valid by those who engage in
the profession.)

I’m not sure that SA can be equally circumspectly defined, but it is worth trying. I do suspect
that defining representative tasks from the domain would help flesh out SA.

Theoretical Models

I tend to subsume expertise in part under the more inclusive topic of problem solving (e.g.,
Newell & Simon, 1972). Typically, you become expert at solving the critical problems in your
domain. Newell and Simon developed a useful framework for understanding the problem solving
process. They envision problem solving as occurring within a symbolic information processing
system. They coined the term “problem space” to describe the mental space occupied by the
problem description, the goal element(s), the methods for changing from state to state, and the
knowledge governing the selection of methods and the evaluation of a state. They envisioned
problem solving primarily as a search process in this mental space. What makes most problems
difficult is the size of the problem space, which in turn necessitates heuristic search processes since
it would be almost impossible to use a generate-and-test procedure to discover the path to the goal
state.

What the expertise literature has contributed to the theory of problem solving is the importance
of knowledge in constraining search (viz. Feigenbaum’s 1994 ACM A. M. Turing Award for
expert systems work). In extreme cases, experts solve problems by recognition, rather than by
search. In many cases they use knowledge to constrain search to a forward-branching process that

1 The mean is a bit less than 1600 rating points, with the standard deviation intended to be about 200 rating points,
the size of the rating class interval, though the SD has waxed and waned depending on the number of young players
entering the rating pool in the USA.)
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generates only the necessary intermediate states en route to the solution (e.g., for physics
problems: Simon & Simon, 1978). If experts are forced to deal with very difficult problems with
severe constraints on knowledge accumulation, such as incremental presentation of symptoms in
medical diagnosis (Patel, Arocha, & Kaufman, 1994) they may be forced to do the less efficient
and more memory-demanding backward reasoning (means-ends reasoning).

There are some intriguing parallels between features of SA and recognition-based problem
solving. That is, someone who has SA should be able to recognize critical events in the data
stream, whereas someone who lacks SA would be expected to miss those events, or fail to take
appropriate action. We might want to entertain the hypothesis that skilled performers have large
vocabularies of recognizable chunks that comprise the most critical features of the operator’s task.
That large vocabulary of “condition-action” rules may be an important component of SA. Time-
sharing skill, the ability to interleave two processes, might be another important component.

Expertise by-passes the traditional limitations of information processing

One of the most interesting features of human performance is its limitations. The cognitive
revolution was fomented in part by the finding that information transmission through the human
operator was limited. In his justly lauded paper, George Miller (1956) suggested that the currency
of the realm was chunks, not bits. Others also argued persuasively (e.g., Broadbent, Simon) that
humans were limited in their ability to adapt to the environment’s demands. Errors (a departure
from perfect rationality) were the inevitable result of information overload. As many human
factors specialists have pointed out, with the increases in the complexity of the information
displays in such complex systems as nuclear reactors and aircraft cockpits, we come perilously
close to overtaxing human adaptive capabilities.

What is fascinating about the expertise literature is the discovery of how people circumvent
basic information processing capabilities. From Lashley’s (1951) analysis of the problem of serial
order for pianists generating trills to current day analyses of transcription typing (Salthouse,
1986), it has become clear that with sufficient practice skilled performers can re-organize their
behavior to bypass basic limitations in information processing rates. Expert typists use prepared
overlapping movements to generate inter-keystroke intervals that are shorter than those for simple
reaction times. Expert memorists can accept the presentation of random digits at a rate of 1 per
second and recall more than 100 digits after a year or two of practice (Ericsson, Chase & Faloon,
1980), far in excess of the 7 £ 2 digits that the rest of the population can manage. They learn to
attach encoded digit groups to pre-compiled hierarchical retrieval structures.

The evidence for the extent of adaptation with practice is most graphic for the physiological
adaptations made by skilled athletes in terms of muscle type, heart size, and bone size and density
(Ericsson & Charness, 1994). Compare the asymmetry in arm size of elite tennis players for their
racquet arm and their non-racquet arm.

Even skilled readers who comprehend text passages manage to maintain and manipulate
situation models containing elements far in excess of Miller’s magic number (Ericsson & Kintsch,
1995). Retrieval structures, pinpointed as the means to the memorist’s ends, apparently also play
a critical role in normal comprehension processes. It is probably for this reason that theorists
working with ambitious cognitive architectures, such as Anderson’s (1983) ACT mode}, or
Newell’s (1993) SOAR model, have endowed their working memory sub-system with capacity
well in excess of seven chunks.

Such escapes from normal limits are not restricted to cognitive and motor components only.
Perceptual processing also shows the impact of skill. A good example is shown in the apparent
parallel extraction of chess relations by skilled chess players. We (Reingold & Charness, 1995)
asked skilled chess players and novice players to decide as quickly as possible whether a King was
in check on a 3 x 3 portion of chessboard that subtended a visual angle of about 9 degrees. (There
may be some analogy here with a fighter pilot’s rapid recognition of the threat inherent in a given
volume of space.) There could be one or two potential attackers present in the diagram. Not
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surprisingly, skilled players were faster and more accurate than less skilled ones, though accuracy
was near ceiling.

The main point to the study, though, was to understand the micro-structure of perception
through eye-tracking. We showed that when we used chess symbols (as compared to letters
designating chess pieces), highly skilled players made their decision in almost 20% of the cases
without moving their eye from the initial fixation point at the center of the display. They
apparently extracted the check relation para-foveally. Weaker players had to make direct fixations
of the pieces before making their decision. When we changed the displays to letter symbols
instead of chess piece symbols, even the experts were forced to fixate the pieces directly much
more often. Such results parallel the findings with skilled sports athletes. The expert can both
accurately encode a game situation and prepare an appropriate response much more quickly than
their less-skilled counterpart (Abernethy, 1987).

It is not always the case, though, that the expert is advantaged in managing multiple locations or
multiple streams of data. An intriguing exception is seen in the work of Britton and Tesser (1982).
They demonstrated that experts performed worse than non-experts in a divided attention task (tone
detection as the secondary task). Experts seemed more engaged or captured (Stroop-like?) by their
primary activity, such as choosing a move in a chess game, and hence were slower to respond to
the secondary task than were non-experts. Contrary to expectations, the experts did not have more
capacity freed up to devote to the secondary task. Could such "capture" by the current primary
task be partly responsible for failures in SA by skilled pilots?

Should we use the term SA to describe a skilled chess player or an expert athlete? Or can we
get by without introducing this construct? Certainly a skilled chess player is not dealing with as
rapidly fluctuating a data stream as an aircraft pilot. Moves occur on average every 3 minutes,
though in cases of time trouble they are made in seconds. Nonetheless, when masters make
errors, they may indeed be attributable to a failure to comprehend the situation and anticipate their
opponent’s plans, or to a failure to recall prior analysis when they were searching for the best
move to make. There are many anecdotal reports (Krogius, 1976) of gross blunders that suggest a
failure to update the problem space accurately resulting in a “hallucination” about the position of a
critical piece in a long sequence of planned moves.

Athletes clearly do have to know whether they should be on offense or defense in a fast-moving
game such as hockey since a failure to register that state quickly can result in a breakaway by their
opponents. The quarterback who fails to read a defense accurately and throws an interception can
be classified as having impaired SA by way of failing to update a situation model in a timely
fashion.

Models of Skill Acquisition and The Importance of Deliberate Practice

Below in Figure 1 is a framework that we have found useful (Charness, Mayr, & Krampe, in
press) for understanding expertise.

One critical finding in research on expertise is that only certain types of practice are effective at
developing expert performance, namely, the class of activities we call deliberate practice.
Important characteristics of deliberate practice are its demanding nature, the need for full
concentration (for about an hour), necessity of resting, limited duration (4 hr per day), and the fact
that, at least in music, it is not perceived as inherently enjoyablel. As well, access to top-level
instructors and coaches and training settings seems critical in some domains.

If SA tumns out to be not binary, but a matter of degree, we will need to know more about its
development and maintenance. In asense, SA could be paralleling the development of the field of
expertise, where earliest concerns were with expert/novice distinctions and the definition of the
construct, and more recently turned to understanding the skill acquisition process.

1 Exceptions scem to occur in wrestling and figure skating where access to mat time and ice time are pretty
restrictive
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Factors Supporting Expertise/Skill Acquisition I

External Social Factors
1. Parental/Spousal hd o
2 Coaches p Suppo Cognitive System
3. Role Model
4. Cultural Support Software
5. Financial Support
6. Competing Demands 1. Knowledge Base
(Chunk Size, Retrieva! Structures)
2. Problem Solving
Motivation/Personality Practice (Representation, Search
Factors Mechanisms)
1. Intensity
1. Introversion/Extroversion (Deliberate vs. Casua'}
2. Attention Span [——2. Duration — 1
3. Compulsivity 3. Content Hardware
4. Competitiveness
5. Past practice history 1. Working Memeory Capacity
2. Speed of Processing
3. Learning Rate
External Information Factors 4. Forgetting Rate
1. Discipline Organization (clubs,
national structure, rating system)
2. Dissemination Channels
(journals, newslelters, magazines, :
books, databases) I Expertise l

Figure 1. A framework for understanding the factors affecting expert performance.

Methodology Parallels

As outlined in Sarter and Woods (1995) (and in similar ways in Endsley, 1995b), there are three
major methods of assessing SA, which they termed subjective ratings, explicit performance
measures, and implicit performance measures. The subjective ratings technique asks people to rate
their degree of SA and is not generally recommended since its main.use, determining calibration,
relies on combining self-ratings with other measures. Also, there is evidence that people cannot
accurately report on subjective states, and SA surely falls into that category. People asked to
indicate how close they are to solution of insight problems are often very poorly calibrated
(Metcalfe, 1986). Also, there is a cogent argument from theoretical models developed in the
context of protocol analysis that experts may be particularly poor at describing processes which are
automated for them but are not automated in novices (Ericsson & Simon, 1993).

Explicit performance measures include stopping someone during an on-line task (e.g., flying in
a simulator) and querying them on the status of variables in the current situation (e.g., Endsley,
1995b). There is some concemn that querying the operator might change the nature of the
processes, though negative findings in Endsley (1995b) for outcome measures such as aircraft
kills argue weakly against this. The evidence is weak because of small sample sizes and a finding
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of no difference. This concern is somewhat akin to concerns in the use of concurrent protocol
analysis, a much favored technique in the expertise area for understanding problem solving
(Ericsson & Simon, 1993). A fair amount of experimental work has shown that concurrent
protocols can be given without changing the process a great deal (e.g., some slowing can be
expected) when certain constraints are met, such as the easy availability of language for describing
the current contents of working memory. So, it is fair to say that the literature on protocol analysis
can be helpful in deciding how to organize procedures to query aspects of situation awareness
without changing the ongoing process.

The final technique, implicit performance measures, generates events that probe whether the
operator is sensitive to critical aspects of the situation. If they are aware they will respond
differently than if they are not aware. Again, this technique has been used in the expertise
literature, to show, in some instances, that experts make encoding mistakes that novices cannot
(Adelson, 1984; Arkes & Freedman, 1984). Most of these techniques seem useful for converging
on the construct of SA and have already proven fruitful in expertise research.

Conclusions

SA may prove to be a useful construct in understanding human performance failures in complex
task environments requiring highly skilled operators. It may also prove to be a useful adjunct to
research on expert performance by filling in important gaps about time-sharing abilities and their
impact in rapidly changing situations, such as sports settings. Techniques for understanding SA
have important counterparts in the expertise area. Both fields could benefit from cross-fertilization
of theories and methods.
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Experimental Analysis and Measurement of Situation
Awareness: A Commentary

David Meister

Introduction

It is an awesome responsibility to attempt to review an area of investigation, and one must be
properly cautious in doing so. And since the topic of situation awareness (SA) has already been
extensively critiqued, there is also the problem of trying to say something that has not already been
said.

The reviewer's biases should also be made visible before he begins. In my case, I must say
that I am not much impressed with theories and models, since in my experience (based also on
some historical and epistemological research on ergonomics that I am presently conducting) they
have little real as opposed to perceived impact on research and design.

I am, moreover, highly pragmatic, having spent much of my working life in design and in close
contact with engineers. Hence, I have been conditioned to believe that if the theory/model/research
cannot be applied in some meaningful fashion to the solution of a design problem, the
theory/model/research impresses me in much the same way as [ view art, to be appreciated only for
its aesthetic qualities.

The SA Model

In the case of SA the theorizing and model making as described in the 1995 issue of Human
Factors (Adams, et. al., 1995; Endsley, 1995a, b; Gaba, et. al., 1995; Sarter and Woods, 1995;
and Smith and Hancock, 1995) are very elegant and from a theoretical perspective, quite
convincing. If at one time I had conceptualized SA as merely a form of attention, the theories and
models proposed in this symposium and in earlier papers on this topic have certainly disabused me
of this notion. Attention 1s part of the SA model, of course, but so also are goals, perception,
mental models, meaning, short and long term memory, information processing, and decision
making (DM), so much so that SA seems to relate to almost all task—oriented and problem solving
behavior. If one believes, as I do, that all behavior forms systems of greater or lesser
comprehensiveness, I approve.

Unfortunately, the variables in the SA models (using Endsley, 1995a, as an example), are
almost exclusively behavioral, at a very high level of abstraction, and represent major functional
entities (e.g., perception, memory) rather than dynamic processes, so that they seem to sit very
passively in the model.

This makes it difficult (but not impossible) to conceptualize how they work in dynamic
situations and has a less than desirable effect on the specificity of the experimental hypotheses one
can develop from them. For example, the hypotheses described by Endsley (1995a, p.58) simply
emphasize the importance of the various model elements, but do not indicate how their effects are
produced.
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System Characteristics

The emphasis on behavioral variables ignores that fact that in all probability physical system
characteristics play a fundamental role in SA effectiveness, perhaps as important a role as do
behavioral variables. I have in mind such characteristics as the speed of system action (fast/slow)
and system complexity (many/few components and interactive processes). The first imposes time
constraints on the human reacting to an emergency, which vastly increases the requirements
imposed on his/her SA; the second imposes resource demands on the operator in terms of the
scope of the mental model s/he must develop. Manifestly it is much easier to develop an adequate
mental model when only a few components and interactions must be conceptualized. Note that as
one approaches the extreme limits of resource demands upon such entities as memory, for
example, some sort of reduction of those demands will be required if the operator is to perform
even less than optimally. This may require a change in the characteristics of the primary equipment
and/or the provision of some sort of support system.

The nature of the system (static/dynamic; determinate/indeterminate, see Meister, 1991, for
definitions) must also be considered. Although the studies have not been performed, I suspect that
SA is profoundly influenced by the dynamics of the system; one therefore need not be much
concerned about systems that are relatively static and determinate, like a farm, which demands
relatively little SA except when weather conditions become severe.

Other hypotheses stem from the nature of the system. For example, the more hierarchically
organized a system is, the more likely it is that certain processes will be less visible to system
personnel, which in turn increases the difficulty of its personnel visualizing them and creating an
adequate mental model.

Another potentially critical system factor is whether the system is or is likely to be in an
adversary situation, in which case variables that are less predictable must be included in the
operator's mental model. All systems, not merely military ones, may be in a adversary situation,
when they face competition, whether that competition involves enemy fighters or playing the stock
market. The adversarial situation requires prediction of future states (Endsley's level 3).

Another factor that has usually been ignored in SA theorizing is the state of uncertainty that
surrounds the system. It has been suggested (Meister, 1991) that different types of uncertainty
influence the decision making process (i.e., stimulus ambiguity; the difficulty of determining the
likelihood of future events; lack of information about cause/effect relationships; difficulty in
predicting decision outcomes). Endsley (1995a) has suggested that SA be differentiated from DM,
that DM is an effect of SA, but in real world situations it 1s often difficult to separate the two,
because events that involve SA and DM often transition to each other so rapidly, that the two
cannot be distinguished. From an experimental standpoint it is important to distinguish between
model elements that can be manipulated as independent variables and those that are dependent.
System size, for example, is something that can be manipulated, whereas a mental model is a
consequence of other processes and cannot easily be directly controlled. What makes the
measurement situation more difficult is that this mental model, while a dependent vanable, also has
significant effects on the independent vanables.

For all these reasons it would be highly desirable for SA theorists and researchers to develop a
taxonomy of variables that influence SA and show how each of these can be treated as independent
and dependant variables in an experiment.

SA as a General Construct

The implication of what I have been saying is that it is necessary to consider whether the SA
phenomenon is one found only in aerospace or is a concept that crosses domain boundaries. It
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seems to me that that decision has already been made, because SA has been investigated and found
to be applicable in several areas, including anesthesiology and nuclear power. If SA were an
aerospace phenomenon only, it would be easier to treat, because the number of system variations
in aviation characteristics are relatively few. If, however, one throws the SA concept open to the
behavioral world, as it were, then system characteristics and variables become more and more
varied and important. Because of this, the performance of SA research in different domains may
lead to slightly different results, because of individual differences in the various systems.

I myself am convinced that SA is a general phenomenon, because any situation that poses a
problem in task performance requires and is involved with SA. The significance of SA (i.e., how
important it is in affecting performance) may depend on the type of system in which it occurs.
Because of the generality of the phenomenon, it should be explored as a general system factor
rather than as an effect of individual domains like aerospace or automobiles. If SA is investigated
as a system factor, it would be desirable to build a taxonomy that adequately describes the system
conditions under which SA functions. Adding to the complexity and definitional vagueness of the
SA concept is the possibility that SA in different systems may vary somewhat because of system
individual differences. This possibility does not negate the validity of a general SA concept; it
makes it necessary, however, to view SA in terms of its system context.

It is an open question whether SA researchers would or would not prefer to think of SA as a
general phenomenon, because, while this generality adds to the importance of the concept, it
increases the difficulty of dealing with it.

If SA is a general phenomenon, it might be desirable to approach its measurement on a general
basis, by designing a prototypical, synthetic system as an experimental vehicle, a system whose
characteristics could be varied along a number of dimensions, such as those earlier noted. Rouse
and his colleagues (Henneman and Rouse, 1987) have done this with some success.

Moreover, if SA is considered as a general construct, linked to perception, information
processing, and DM, for example, then at some point in SA research it will be necessary for SA
investigators to indicate how the SA phenomenon fits in with other behavioral elements. It may
then be possible to re-interpret research results found in other areas in terms of the SA concept and
to add their databases (or at least parts of it) to the SA database. There is obviously some sort of
interaction between concepts such as uncertainty, indeterminism and ambiguity, which stem from
thinking about DM, and SA issues such as cue clarity and stimulus interpretation.

Under the circumstances it is easy to fall into a conceptual morass, as Flach (1995) has pointed
out. Conceptual complexities there are in abundance, but I am less concerned about these than the
ability to partition vanables into those that are independent and manipulable and those that are
dependent (and not easily controllable). It may be simplistic to bring up the S-O-R paradigm
again, but if one can apportion variables and effects to the input/output elements of the paradigm,
we are not likely to go seriously wrong in SA research.

How does one deal with so extensive a chunk of human performance? Does one have to
control all SA model elements in arranging SA research, or can one extract only certain critical
elements? The very comprehensiveness of the SA model, while otherwise highly desirable from a
theoretical standpoint also makes it unwieldy.

SA and Design

Beyond SA theorizing and research, the engineering ergonomist faces the problem of translating
their behavioral conclusions, implications and speculations into concrete design guidelines for
hardware and software. Too many human factors people forget that this is the primary purpose of
Human Factors/Ergonomics (HF/E). Unfortunately, HF/E specialists have done a miserable job
of this in general, and one may ask whether it is likely that they will do better for SA. Theory and
research provide a context for design guidance, but do not usually provide that guidance. The
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theoretical hypotheses suggested by SA researchers are good starting places, but are rather general,
although they may be refined in time.

SA and Research

I have much more confidence in the applicability of SA measurement methodology, e.g., SAGAT.
It is in the nature of HF/E that we do much better in measuring human performance than in the
business of translating measurement results into design guidelines. The variables that are studied
in SA research do, however, present measurement problems, in part because many of those
variables studied, e.g., memory, attention, symptom interpretation and DM, are covert and hence
not easily measured.

If the theorizing and the research tell us no more than that attention, perception, DM, etc. are all
involved in SA, they do not tell us much, because all of these must be involved, if SA exists. Like
most behavioral phenomena, SA is circular; it is produced by certain variables, and once produced,
affects these and other variables.

If SA is a given, the purpose of SA research should not be to demonstrate that it exists in a
particular context but to explain, predict and control the phenomenon. Explanation requires the
development of lawful relationships between inputs and outputs; prediction involves knowing
when these relationships will occur; and control of SA requires the development of physical
systems that aid the operator to overcome his/her SA deficiencies or that replace the operator who
falls below a certain level of SA effectiveness. The fact that control is one of the purposes of SA
research suggests that the research should include the development and testing of aiding systems.

Perhaps one might do better with more objective variables, those inherent in the nature of the
system and the task being performed. One would wish to know, for example, about time
constraints imposed by the system, i.e., fast reacting systems like aircraft and relatively slow ones
like nuclear power facilities. One would expect that SA in time constrained situations is different
than that in slow reacting systems, and that there are certain times in each when the human gets
into trouble.

SA Aiding

Emphasis in SA research should perhaps be on extreme situations contrasted with routine ones,
situations in which the operator is pressed to his/her SA limits. Itis in such extreme situations that
the human fails; and the whole point of the research is to find ways of preventing or mitigating
such failures. It is even possible that extensive research is not needed to find ways of aiding the
human. For example, if memory appears to be a problem, provide memory aids; if the human has
difficulty in integrating multiple, dynamic stimuli, provide an expert computer system that can aid
in the integration, either by providing suggestions to the operator or by replacing him.

The use of aiding support in highly complex, automated systems is not novel. The nuclear
power industry has provided such aiding devices for its control room operators and the Halden,
Norway, OECD Project laboratory has a continuing program of developing and testing such
devices for nuclear power, using human performance measurement as a means of evaluating the
adequacy of proposed solutions. Perhaps one could combine the design of such devices with
research to determine how effective they are, in the process throwing light on the variables that
affect the operator. Perhaps, one could do the same for SA. If one knew which design factors
prevented SA failures, one might be able to work backward to an understanding of how SA
variables function.
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This process is of course very untraditional and it may also be more expensive, since aiding
equipment would have to be designed and fabricated before it could be used as a research
instrument. Such a process would also require behavioral researchers to work closely with
engineers, something which is usually not done outside an engineering development facility.

With regard to SA research, I do not like overall objective performance measures like task
completion and success rate, because one cannot tie these performance measures directly to
variations in SA. Like workload, which it resembles, SA has both objective and subjective aspects
and therefore it must make use of subjective measures. What makes it so dicey to measure SA is
the same methodological problem encountered in workload: how does the subject know s/he has a
certain amount of SA? Like workload, SA is also a hypothetical construct and the problem is to
find input/output variables and relationships that reflect the construct. The trouble with any
measure of a hypothetical construct, is that one must infer it from its measure, and one can never
be sure that the measure is actually measuring what one hypothesizes. From a practical standpoint,
I must confess to a preference for Endsley's SAGAT, but my philosophy is, the more measures
the better, although if one finds measures that conflict, how does one explain the discrepancies?

Conclusion

To summarize, then: (1) SA is a hypothetical construct which is useful in explaining human
performance in a variety of systems. Itis also a phenomenon which reflects and affects human
performance. (2) SA theory is quite elegant, but so far its research has not led to the
determination of methods of aiding SA. (3) Since SA research which does not lead to concrete
improvements in SA is useless, it would be highly desirable to integrate design and testing of SA—
aiding systems with more conventional SA research. (4) SA theory and research have so far
ignored the physical system, which probably has as much influence on SA as do behavioral
variables. (5) It would be highly desirable to create a detailed taxonomy of SA variables which
would include system as well as behavioral elements. (6) Overall performance and physiological
measures are not likely to be as useful in SA research as subjective and SA-linked performance
measures.
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Situation Awareness: A Cognitive Neuroscience Model
Based on Specific Neurobehavioral Mechanisms

Robert S. Kennedy and J. Mark Ordy

Essex Corporation

Abstract

The ubiquitous concept of Situation Awareness (SA) has emerged in human factors in response to
rapid developments in advanced technology. Specifically, as automation has been introduced into
complex systems which are operated in diverse dynamic environments, the operator has been
distanced from personal contact with the system. Although SA obviously involves complex
theoretical and empirical issues, intial approaches have included such simple questions as: (a) to
what extent is SA in the person or the situation?, (b) can SA be measured objectively?, and (c)
does SA represent genetic or acquired traits? From empirical and practical standpoints, these SA
questions need answers and they have focused research on such issues as measurement, selection,
and training and the field continues to be in the process of clarification (Endsley, 1994, Flach,
1994; Pew, 1994). This review provides a possible extension of the concept of SA into cognitive
neuroscience.

Current status of the concept of Situation Awareness in Human
Factors Psychology

While the term SA is certainly intuitively appealing and has captured the imagination, human
factors psychologists (Pew, 1994) are becoming increasingly concerned with what it is. It is used
as the explanation for prediction, and control of human performancg in complex environments
involving rapid acquisition of multi sensory information, use of flexible working and long term
memory for directing, attention, recognition, categorization, and rapid decision-making in dynamic
settings (Endsley, 1994). Within an information processing conceptual framework, SA was
originally proposed to encompass such critical components as multisensory integration,
perception, interactions between working and long term memory, and rapid decision-making in
dynamic systems (Endsley, 1988; Hartman & Secrest, 1991). However, there is much confusion
on the use of the term and it means different things to different people. In addition to the cognitive
elements, perceptual issues are included by some (Ercoline, 1994), but not others (Rimson, 1994),
although visual-spatial perceptual skills in pilots, for example, are crucial for missipn success and
safety (Kosslyn, Flynn, Amsterdam, & Wang, 1990).

Although interest in SA among human factors scientists is expanding rapidly, SA remains an
enigmatic theoretical concept for many reasons, such as attempting to use SA for selection

49



(Endsley & Bolstad, 1994) - which seeks to identify stable traits and at the same time discussing
SA also for training which depends on the modifiability of skills (Kass, Herschler, & Companion,
1990). Also it is difficult to bound a construct when its level of focus has been claimed to go
"beyond traditional information processing” (Endsley, 1994). However, that does not mean SA is
not important in diverse contexts which confront human factors psychologists, engineers, and
decision makers (Endsley, 1994). Folklore has it that SA is a termn given to human factors by
pilots (Nordwall, 1993) and because it has such wide acceptance we are probably going to
continue to use it. SA nearly always entails explicit/implicit control over rapid sensory-motor
integration involving spatial relationships. More recently, the construct of SA is having important
implications for how theoretical and empirical research efforts are focused in order to explain,
predict, and control human performance in diverse complex spatial environments, and to provide
guidance on how such rapid decision-making behavior can be selected and/or improved.
Individual differences in some proposed SA functions have suggested modification by selection
for, and training in, SA capacity. The concept of SA has been expanded to include skillfull,
adaptive, and conscious problem-solving behavior in general psychology (Smith and Hancock,
1994). In a more restricted use, the construct of SA has been used to emphasize the role of
perception in rapid problem solving and decision-making in complex systems involving intricate
and dynamic "coupling of perception, cognition, memory, and conscious action" (Flach, 1995).
The construct of SA is most widely used in military and commercial aviation problems of skilled
mission performance and safety (Endsley, 1994). However, the SA construct is also finding its
way into the literature in other human factors problems and complex system designs (Adams,
Tenney, & Pew, 1995). Examples include operation of aircraft, air traffic control, flexible
manufacturing systems (FMS), operation of tactical and strategic test devices, driving, and many
other activities that require a dynamic information update to function rapidly and effectively
(Endsley, 1994).

In order to specify the theoretical and empirical utility of the concept of SA in dynamic human
decision making, plausible starting points include: (1) a general definition of SA, (2) an
enumeration of the alleged important role that SA may play in diverse dynamic decision making
environments, (3) the heuristic role of SA in the current explicit/implicit memory dichotomy in
cognitive neuroscience that may be involved in rapid sensory-motor integration in dynamic
environments, and (4) exploration of whether a cognitive neuroscience approach for SA research
may be useful for studying individual differences in SA, and thus enhance opportunities in
selection and training.

General definition of SA in Human Factors Psychology

The following general definition of SA has been proposed: "Situation awareness is the perception
of the elements in the environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future.” To expand on this definition, the
SA construct has been described in three hierarchical phases: "(a) Level 1 SA - perception of the
elements in the environment; (b) Level 2 SA - comprehension of the current situation; and (c) Level
3 SA - projection of future status” (Endsley, 1994).

Basically, it has been proposed that SA is based on short term sensory memory, perception,
and interaction of working memory with long term memory. In addition to extemal factors,
attention and perception can be directed by the contents of both working and long-term memory in
this SA model. The perception of the environment, the first level of SA is largely guided by the
contents of working and long term memory stores that focus attention, recognition, and
categorization of information. Once perceived, information is stored in working memory, a limited
capacity system for holding and manipulating information. Active processing of SA information in
the dynamic decision making environment occurs in working memory. Working memory can be
activated by information from either the environment or from long term memory. Endsley (1994)
maintains that working memory may constitute the main "bottleneck for situation awareness”. In
developing expertise in SA, a form of "automaticity” may be involved (Shiffrin & Schneider,
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1977). Automatic processing tends to be fast, autonomous, effortless, and unavailable to
conscious awareness in that it can occur without attention (Endsley, 1994). As discussed later,
knowledge and/or memory which can influence awareness in a situation can be acquired
"autonomously" or "implicitly”. This knowledge so obtained may be less flexible than information
in SA acquired by conscious, episodic, or explicit learning and memory (Schacter, 1994;
Ungerleider, 1995), but it happens this way often enough in real world activities that any useful
model of SA must be able to incorporate such explicit/implicit memory conditions.

SA in Cognitive Psychology

Despite the fact that the concept of SA has captured the enthusiasm of human factors
psychologists, so far as we can tell the concept has not been associated with or incorporated into
the currently most popular neurocognitive theoretical framework of memory functions. For
example, it would seem appropriate to adapt into SA models these elements of modern
neuroscience of memory: (1) perceptual priming, (2) explicit/implicit learning and memory, or (3)
perceptual and memory functions with and without conscious awareness (Squire, 1992, 1994). In
such a theoretical framework of memory, the concept of SA can be formulated in two distinct
ways:

)}/\ccording to the dominant current view in human factors, SA is not a "passive process”, or
presumably implicit process (Endsley, 1995), and the skills required for developing and
maintaining superior SA capacity need to be identified as conscious perceptual spatial cues, and as
explicit, or declarative memory, with conscious decision making that can be improved in specific
and explicit SA training programs (Squire, 1992, 1994). We would agree that conscious
awareness of a complex, dynamic spatial situation requiring a rapid decision making response can
be developed or expressed by conscious recollection of spatial memory that is specified by a
specific set of cues, time, and context. This represents declarative, conscious, or explicit memory
or knowledge (Squire, 1992, 1994). However, unconscious awareness follows from the principle
of implicit perceptual learning, and is involved in picture recognition, constancy of scaling, and
has been illustrated in fMRI studies of explicit/implicit learning (Pascual-Leone, Grafman, &
Hallett, 1994).

Implicit nonconscious spatial perception, learning, or memory in SA may be developed or
expressed by behavior that demonstrates that previous exposure to a spatial task has resulted in
improved SA and rapid decision-making psychomotor performance in dynamic systems on that
specific task "without the subject recalling consciously being exposed to the specific task before”
(Endsley, 1994; Schacter, 1994). Also, unlike explicit measures of situation awareness that
require conscious recognition and recall from spatial working memory, implicit measures of spatial
memory in SA may be inferred from task performance or from neural measures such as bioelectric
events or from fMRI imaging studies. These operational measures of implicit SA are less
subjective and can also provide assignment of more quantitative values to the functional sensory,
cognitive, and motor content of SA (Roedinger, 1990). However, admittedly, they are not easy to
obtain-in field studies, although this may be changing. Perhaps the most intensely studied form of
implicit memory improvement in SA may be the phenomenon of repetition or direct "priming”
effects, or the facilitated rapid identification of cues in complex spatial environments as a
consequence of prior exposure (Schacter, 1994). It has been proposed that "priming” may reflect
operations of an implicit perceptual, representational, spatial memory system that can function even
independently of the explicit, episodic, or declarative spatial memory system that has been
proposed to operate in SA (Endsley, 1994; Schacter, 1994).

Many researchers in cognitive psychology have been interested in whether implicit and explicit
spatial representations in learning and memory are independent, whether they interact, whether
there is a reciprocal conversion from explicit to implicit stages. Also, can implicit knowledge be
redescribed into explicit or conscious and explicit episodic memory and knowledge (Seger, 1994).
As yet, the heuristic value of the explict/implicit memory taxonomy in cognitive psychology has
not been investigated in such dynamic approaches as are used in SA research. In contrast, recent
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cognitive neuroscience studies have shown that different forms of spatial memory may be
associated with different mechanisms of cortical neuronal circuit plasticity and that there is a
reciprocal transfer of knowledge from an explicit to an implicit state in human subjects (Pasqual-
Leone, Grafman, & Hallett, 1994). This is exactly the kind of relationship that would be desirable
in some forms of SA training. The reverse may also occur when subjects initially learn motor
tasks automatically and "unconsciously” and later switch to a conscious and explicit and more
flexible mode of performance (Ungerleider, 1995). These cognitive neuroscience studies imply
that neuronal plasticity is a common feature of the human cortex and that this neural plasticity may
be closely linked to the perceptual, cognitive, and psychomotor performance ability to respond
flexibly and promptly in SA decision making to spatial cues in dynamic systems. We believe these
findings and those like them (e.g., Squire, 1992, 1994; Ungerleider, 1995) should be incorporated
into current SA models and conceptualization.

Possible Heuristic and Broader Role of SA in Cognitive Neuroscience: Correlation of Some
Specific SA Functions with Neural Mechanisms and Neuronal Plasticity.

Although currently not dealt with in cognitive neuroscience, or with explicit reference to the role of
the brain in neurobehavioral studies, the concept of SA has been "loosely defined” as an internal
representation, or cognitive map or model of the environment localized in the brain (Endlsey,
1994). Human Factors psychology has placed the concept of SA within an information processing
framework, with sensory input, cognitive function, and motor performance as a series of separate
and discrete conscious awareness stages (Endsley, 1994; Flach, 1995). Within this cognitive
theoretical framework, SA has been placed after attention and cognitive processing, but before
decision making and psychomotor performance (Endsley, 1994). There has also been increasing
focus in cognitive psychology on intricate coupling among perception, cognitive function,
decision, and actions, with the concept of the "perception-action cycle" playing a prominent role in
different theoretical SA models (Adams et al., 1995). This perceptual action cycle approach in SA
has resulted in placing "sequential boxes" in the information-processing cognitive mode] but
without providing explicit criteria of differentiating the specific sensory, cognitive, and motor
functions of the separate boxes in SA (Flach, 1994). Working memory has also been
conceptualized as interface between memory and cognition (Baddeley, 1994). In contrast to this
schematic, theoretical and purely descriptive and introspective framework for SA in cognitive
psychology, the remarkable technological progress in functional brain imaging techniques (fMRI)
in cognitive neuroscience has made it possible in future studies to correlate some specific
explicit/implicit SA functions with specific neural mechanisms and neuronal plasticity. Specific
correlations have been identified in: (1) perceptual priming tasks in implicit memory (Schacter,
1994), and (2) in the conscious modulation of human cortical sensory-motor coupling “maps"
during development and expression of dual explicit and implicit learning, memory, and
performance tasks (Pasqual-Leone et al., 1994). Human fMRI studies have shown that learning
and memory may involve many of the same corticaly regions that process sensory information and
also control motor output (Ungerleider, 1995).

Because SA assessment has been regarded as the evaluation of spatial information immediately
available in conscious awareness (Endsley, 1988, 1994), explicit or conscious declarative
measures of spatial memory have been considered to be the most direct way of SA assessment
(Endlsey, 1994). It has been proposed that "Ideally, it would be desirable to install a window on
the operator's mind and observe an exact picture of what is known at all times" (Endsley, 1993).
In earlier views, it was concluded that known physiological methods, EEG, P300, etc., while
providing some objective and useful data on S A localization in the brain, did not appear promising
for specific SA measurement (Endsley, 1993). We would agree with this characterization since to
be useful these methods need to provide greater temporal and spatial resolution of information
processing in the brain. However, recent PET, and even more recent functional brain imaging
techniques (fMRI) or "Images of the Mind" (Posner & Raichle, 1994) have fundamentally changed
the technical, non-invasive cognitive neuroscience studies. Consequently, a cognitive
neuroscience focus on SA may provide unique opportunities for clarifying this theoretical concept
as well as for improving practical prospects of evaluating individual differences in SA capacity by
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selection and/or training. For example, in SA involving working memory, it has been proposed
that working memory can be activated by information from either the extemal environment or from
long term memory storage. It has also been proposed that flexible working memory may represent
the critical link for SA (Endsley, 1994). It is now widely recognized in neuroscience that memory
is not unitary and can be classified as explicit or implicit on the bases of how and where
information is stored in the brain, and how it is recalled (Squire, 1992, 1994). Explicit memory
involves the temporal lobe and the hippocampus, whereas implicit memory does not require
conscious recall, and involves primarily reflex pathways, as well as the amygdala and cerebellum
(Squire, 1992, 1994; Ungerleider, 1995). If working memory does represent the critical link in
SA (Endsley, 1994), it seems apparent that the neural basis of SA includes relations between
explicit and implicit learning and memory, and the recently fMRI localized neural interactions
between the cerebral cortex and hippocampus (Squire, 1992, 1994; Ungerleider, 1995) (see Figure

D).

SITUATION AWARENESS (SA)
NEURAL MECHANISMS
Sensory Short-term working Long-term memory
lnput memory: Temporal | g g storage: cortex
lobe, hippocampus association areas
Mot
Search and read out: cortical Ou(zp?;rt
sensory, association, motor areas,
basal ganglia, cerabellum

Figure 1. Schematic localization of SA neural mechanisms in terms of working - long term memory
interactions associated with cortical, hippocampal, and cerebellar functions.

Using functional brain imaging (fMRI) and specific psychophysical tests, remarkable progress
has been made in discovering neuronal circuit plasticity that is involved in perception, attention,
cognition, and complex motor performance (Ungerleider, 1995). There is considerable evidence
that SA may be closely linked to neuronal plasticity in perceptual performance, in both explicit and
implicit learning and memory, and in the skilled motor ability to respond flexibly to rapid
environmental changes. Human lesion, and experimental animal studies have shown that specific
and different neural pathways and regions are critical for explicit and implicit forms of perception,
learning, and memory (Squire, 1992, 1994; Ungerleider, 1995). Human fMRI studies have
shown that conscious, explicit, declarative memory is more flexible than implicit non-conscious
memory (Ungerleider, 1995). Specifically, in fMRI tests, visual targets for recognition first
activate visual areas (V1), then while the target stimulus is held in "mind" or short-term working
memory in the temporal lobe and hippocampus, the prefrontal cortex becomes activated because
feedback projections are necessary for reactivating the stimulus, trace, or target representation of
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the visual cortical association areas, possibly from long-term memory storage (Squire, 1992,
1994; Ungerleider, 1995). Also, the prefrontal cortex and cerebellum may be selectively engaged
in visual search tasks in which the initial perceptual learning is explicit and conscious, with the
motor cortex becoming more dominant as the task becomes implicit, non-conscious, or
"autonomous” (Pasqual-Leone et al., 1994; Ungerleider, 1995). The association cortices are
involved in many of the higher cognitive integrative functions that may be involved in neural
plasticity and in SA (Kandel et al., 1991). See Figure 2 for a lateral view of the human brain
showing sensory, association, motor cortices which can be activated differentially in fMRI studies.

Figure 2. Lateral view of human brain showing pnmary sensory, motor cortices,
higher-order motor and sensory cortices, and three association cortices
which can be activated differentially in cognitive fMRI studies
(adapted with permission from Figure 53-2, p. 825, Kandel et al, 1991).

From a cognitive neuroscience perspective of SA, it is now possible to visualize the brain, not
only as a "black box" with sequential schematic boxes for sensory, cognitive, and motor functions
(see Figure 1), but also as an intricately organized neural network system in which different
pathways and regions interact to perform complex, and yet flexible and rapid information
processing (see Figure 2).

In summary, although earlier neurophysiological methods were not promising for SA
measurement and research because of their limited spatial and temporal resolution of information
processing in specific regions of the brain, the recent developments in fMRI brain imaging have
fundamentally changed cognitive neuroscience research (Ungerleider, 1995) and we belive it is
time to begin introducing these concepts and methods into modern SA research and development.
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The Tradeoff of Design for Routine and Unexpected
Performance: Implications of Situation Awareness

Christopher D. Wickens

University of Illinois at Urbana-Champaign

Abstract

We identify tradeoffs in three domains--hazard awareness, system awareness, and task
awarenessbetween design for routine operations and design for unexpected circumstances, which
occur rarely, but may be more likely to have catastrophic consequences if the operator is not aware
of the broader state of the environment when the unexpected occurs. We demonstrate that design
for the routine is rarely optimal for the unexpected, describing in detail this tradeoff for hazard
awareness. Finally we discuss the implications of this tradeoff for performance measurement in
test and evaluation, and for display design for hazard awareness, contrasting four design
philosophies.

Introduction

While situation awareness remains a somewhat fuzzy concept, recent efforts to define it by
investigators such as Endsley (1995), Dominguez (1994), and Adams, Tenney, and Pew (1995)
have allowed some degree of consensus to emerge. | have chosen to use the following, which is
closely related to Endsley's definition.

Situation awareness is the continuous extraction of information about a dynamic system or
environment, the integration of this information with previously acquired knowledge to
form a coherent mental picture, and the use of that picture in directing further perception
of, anticipation of, and attention to future events.

The utility of any such definition however requires that the user carefully define the properties
of the environment within which the "situation” in question evolves. In the aerospace community,
three such environments are prominent, each with different implications for objective
measurement:

* The 3D geographical space around the aircraft, occupied by hazards, such as other air
traffic (friend and foe), weather and terrain (Wickens, 1995a,b),

+ Internal systems within the aircraft, involving in particular, automation systems (Sarter
and Woods, 1995),

+ Responsibility for the array of tasks confronting the pilot, his or her crew, and various
automated agents (Funk,1991).
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For each of these environmental domains, the specific metrics of "the situation” will be
expressed in different qualitative languages, and hence, the objective measures will be superficially
quite different between them. Geometry plays a key role in (1), Boolean logic plays an important
role in (2), and checklists and queues are important in (3). Yet in all cases, there are certain
common themes underlying the preservation of situation awareness....themes that impact both its
objective measurement, and design decisions to support its maintenance. The important theme we
emphasize in this paper relates to the tradeoffs that exist between design for the routine and design
for situation awareness and the relation of this tradeoff to expectancy. In the following, I will
illustrate the specific nature of this tradeoff with regard to hazard awareness, then illustrate its
parallels in systems and task awareness, and finally discuss some of the implications of the
tradeoff for both design and performance evaluation.

Design Tradeoffs

Hazard Awareness

In our laboratory we have completed a series of studies examining the optimal format for design of
piloting navigation and hazard awareness displays. In this research we have characterized the pilot
as confronting two generic types of navigational tasks: local guidance and global awareness.

Local guidance is the process of maintaining precision along the flight path, and characterizes
routine flight that occupies perhaps 95-99% of a pilot's flight time. The information needs for
local guidance are of depictions of deviations off of the flight path; that is, information that is ego-
referenced, presenting a view directly ahead of the aircraft; it is forward looking (i.e., three-
dimensional), and relatively close in (i.e., the flight path within a few thousand feet ahead of the
aircraft. A distance defined, in part, by the time constant of the aircraft and its speed). Hence, as
we have found, the ideal display for local guidance is a forward looking ego-referenced "highway
(or tunnel) in the sky" (Wickens and Prevett, 1995; Haskell and Wickens, 1993; Theunissen,
1994). Such a view is represented schematically in Figure la.

Yet on relatively infrequent occasions, the pilot is called upon to utilize far more global hazard
awareness within a much greater volume of space, 360 degrees around the aircraft. Here the highly
ego-referenced view of the tunnel in the sky is ill-suited. It either provides a very narrow
"keyhole" view of the world, or, if the geometric field of view is expanded (Figure 1b; Barfield et
al., 1995; Wickens and Prevett, 1995), it provides a highly distorted picture of where things
(hazards) are. Instead, ideal displays for hazard awareness tend to be those that are more two-
dimensional (look down), zoom out, and world-referenced. In a large number of experiments,
summarized in Wickens (1995a,b), we have utilized several different measures of hazard
awareness (see Olmos, Liang, and Wickens, 1995), to establish the advantage of more exocentric
displays for situation awareness (Figures lc and 1d), and therefore to identify the tradeoff of
display support for the two different kinds of tasks.

Hence, the dilemma for designers: does one design for the routine, which occupies most of a
pilot's time, or for the unusual, which, by definition occurs only rarely, but has potentially
dangerous consequences if it is not well supported. Before we address this question, we describe
analogous forms of this tradeoff in systems and task awareness.
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Figure 1

Systems Awareness

Emerging from early applications of cognitive engineering to the design of nuclear power control
rooms (Landeweerd, 1979; Goodstein, 1981, Rasmussen, 1986), there has been a realization that
system characteristics that are ideally suited for routine operation may be very poorly suited for
dealing with system failures. For example, in routine operations, operators utilize skill- and rule-
based behavior to assist them in causal reasoning and relatively convergent thinking. In contrast,
under conditions of failure and fault management, they must use knowledge-based behavior to
assist them in diagnostic reasoning, and relatively divergent thinking (Wickens, 1992). Displays
and procedures designed to best support the former circumstances are not necessarily well-suited
for the latter.

Applying similar logic to the design of flight deck automation, a series of investigations by
Sarter and Woods (1991, 1994, 1995a,b) has revealed that the design of automated systems when
things are working well (which is the situation most of the time) are poorly suited for the occasions
when either the automated system fails, or it is asked to perform its duties under relatively
improbable (but not impossible) circumstances. In the former case, effective design may merely
require an economical display of which automation modes are in effect, and which ones are
"armed" to be activated in the near future (this is analogous to the preview of the highway in the
sky, for local guidance). In the latter case, there is a need for considerably more elaborate feedback
regarding why the system is responding as it is; and such a need imposes a more elaborate display
design challenge.

Finally, in both nuclear or process control, and flight deck management, even within the
conditions of fault and failure themselves, there is evidence for a tradeoff. The procedures to be
followed for relatively "routine” simple faults -- which can be addressed by following
straightforward checklists -- may be quite inappropriate for the less expected, more complex
multiple faults. In the latter circumstances, blindly following checklists may be a very "brittle"
tactic (Roth and Woods, 1988), which can lead the fault manager down some dangerous paths,
and may make a bad situation worse.
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Task Awareness

A third, but less investigated example of the tradeoffs that exist may be found in task awareness.
This describes the operator's awareness of what tasks have been done, need to be done, and, for
the latter, in what priority (Adams, Tenney, and Pew, 1993). In either automated systems or multi-
operator systems, task awareness includes not only this knowledge of task queuing, but also task
responsibility: which agent is responsible for the performance of which task. Here again,

however, there is a difference in design support for the routine, and for the unexpected. During the
routine, checklists, whether paper or automated, provide excellent support for task awareness
(Degani and Wiener, 1993). But during the unexpected or unusual operating circumstances, the
checklist may no longer be as effective, since departures from pre-planned sequences, and
unexpected shifts in responsibility may be required.

Implications Of Tradeoff For Test And Evaluation

We have outlined three important aerospace performance domains, in which design for optimal
support for routine performance may not effectively support situation awareness, necessary to
function effectively during unexpected circumstances and vice versa. This generic tradeoff poses a
very real dilemma for those engaged in system (or operator) test and evaluation. On what criterion
should the merits of a system be judged -- that which characterizes 90-95% of performance (the
routine), or that very unexpected and small sample of time when the unexpected occurs? A logical
argument could be voiced that the figure of merit of such a system should be weighted 95% on
how well it supports the routine, and 5% on how it supports situation awareness in unexpected
circumstances. The problem with such an argument however is that it is often during the
unexpected that systems are most vulnerable to the sorts of catastrophic events that characterize
incidents like the Three Mile Island nuclear power plant disaster (Reason, 1991), or the recent
causes of commuter airline crashes in Indiana and North Carolina. That is, during the unanticipated
events, the expected cost of inadequate system operation is far greater than it is during the
anticipated and routine. While low frequency events (i.e., failures) are adequately sampled by test
pilots in aircraft certification programs, these events are generally anticipated as part of the test
flight plan, and hence cannot truly be described as "unexpected.”

A second issue related to the ability of operators to handle the unexpected concems individual
differences in operator personnel. As we have noted, it may be argued that the system is most
vulnerable in the unexpected circumstance. Furthermore, however, it is also likely that this
system vulnerability will be amplified when the unexpected circumstance is encountered by
operators on the low end of the distribution of skills and abilities of the pool of users of the system
in question. I would argue that such behavior (low-skilled operators in unexpected circumstances
for which they are ill-prepared) needs to be adequately sampled, and disproportionately weighted
in system evaluation. It may contribute only a small proportion to the total system operation time;
but contribute a disproportionately high expected cost of system failure. Such combination of low
operator skills and inadequate training and preparation for unexpected events is certainly not
incorporated in flight tests with generally highly qualified test pilots. The combination would
appear to be sampled in traditional LOFT training. But the lessons learned from such training are
rarely applied to system design, as we discuss below.
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The Tradeoff In The Design Process

As we have noted elsewhere, the tradeoffs discussed above explicitly dictate that optimal designs
may be very different for the routine and the unexpected. Addressing our concerns here more
specifically to the depiction of the geographical environment (local guidance and hazard displays),
we consider four altemative solutions to the tradeoffs that appear to exist.

The Compromise Display

As Figure 1 illustrates, there may be display schemes at the midpoint of egocentricity, between the
ego-referenced display best suited for local guidance (la), and the world-referenced display best
suited for global awareness (1d); such a compromise display will "satisfice" in the sense of
providing adequate support for both. Indeed our research has revealed that a rotating "tether”
display concept, schematically illustrated in Figure 1c appears to achieve such a compromise
(Wickens and Prevett, 1995).

The Dual Display

An alternative to the compromise is to design the optimal display for each task (guidance and
awareness), and present the two simultaneously. Such a solution encounters three limitations.
First, it is not an economical use of limited real estate in environments such as the flight deck.
Second, it will impose added scanning demands on the operator. Third, there is often a need for
the operator to mentally translate between information presented in one display and in the other.
For example, the location of a dangerous hazard may be depicted on the situation awareness
display, but the pilot may need to know where it is likely to be seen on the local guidance display.
We have found that this "cognitive linkage" between separate display panels can, to some degree,
be supported by adopting techniques of visual momentum (Woods, 1984). An example here is to
physically depict the field of view of the local guidance display, in terms of a "wedge" depicted on
the rendering of the global awareness display (Aretz, 1991; Liang, Olmos, and Wickens, 1995).

The Sequential Display

The real estate problem of the dual display can be solved by use of flexible or multifunction
displays, in which different renderings, optimally suited for one task or another can be depicted at
different times within the same physical viewport. Numerous examples of this strategy may be
found with the various modes of depicting electronic maps (the horizontal situation display) in
commercial glass cockpits, or of depicting radar coverage in combat aircraft. Whether such
displays are user-chosen, or adaptively selected by automation (Motloua and Parasuraman,

1994), they have an advantage of space economy. Yet there are three drawbacks to the
implementation of a sequential strategy. First, if information on one display must be related to that
on the other, working memory limitations sometimes impose on the ability of the user to carry over
information from one to the other (Seidler and Wickens, 1992; 1995). Second, when the number
of possible displays exceeds a handful, an added burden is imposed on manually operating
whatever device choice or menu selection tool is required to "navigate” from one screen to another
(Seidler and Wickens, 1992). Finally, such a situation will create a certain amount of inconsistency
of representation. For example, the same physical space may, at one moment, represent a rotating
map (stable aircraft), and at the next moment, represent a rotating aircraft (fixed map). Such
inconsistency may be confusing, and at times even dangerous, if the operator temporarily forgets
what mode he or she is viewing.
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The Automated System

The final, and perhaps most radical solution to the design tradeoffs between guidance and hazard
awareness, is to design primarily for the support of situation awareness (support for the
unexpected), assuming that local guidance can be, will be, and often is easily automated. By
definition, local guidance during routine operations is fairly predictable and is the sort of skill-
based task that easily lends itself to effective and reliable automation. Hence, display support to the
operator for such a routine task can be less than optimal. Such an approach then allows greater
efforts to be focused on the design of effective displays for global awareness. Indeed, our
research has indicated that the "tether display” shown schematically in Figure 1c, represents such a
choice, serving global hazard awareness somewhat better than it serves human performance in
local guidance. But if the guidance function were under autopilot control, such minor deficiencies
in human performance would be less critical to full system performance.

However, if this approach (weight design for optimal support of awareness and assume
automation of routine) is adopted, then the decision to assume that routine performance will often
be automated should only be made while bearing two important considerations in mind. First,
sufficient care should be given to providing the operator with some level of active choice in the
navigational decisions of the system, even if the decisions are intermittent (Billings, 1996).
Second, designers should NEVER proceed to assume that automation will not fail, despite any
assurances that may be offered by manufacturers to the contrary. Painful lessons have revealed
that such automation is rarely, if ever, entirely "failure free."

Conclusions

In conclusion, we have argued that a system-wide analysis of performance differences in routine
and unexpected circumstances with low as well as high skilled operators should be undertaken,
coupled with understanding of the constraints of display real estate and human cognition, before
designs are implemented, and before test programs are carried out to evaluate the implemented
designs. We feel that weighting for optimal design for (and measurement of) situation awareness
should be shifted to a level that considerably exceeds the proportion of time that such awareness is
actually required in order to handle the unexpected.
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Performance Measures and Situational Awareness: How
Strong the Link?

John M. Reising

Wright-Patterson Air Force Base

Introduction

Endsley (1988a, p.792) defines situational awareness (SA) as the perception of the elements in the
environment within a volume of time and space, the comprehension of their meaning, and their
status in the near future". The measurement of SA has gone along three paths: subjective,
objective, and performance based. While the main focus of this paper is on the performance based
measures, examples of subjective and objective measures will be given in order to contrast them
with the performance based.

Subjective Measures of SA

An example of a subjective measure of SA is the Situational Awareness Rating Technique (SART),
(Taylor, 1989). SART is a questionnaire method which concentrates on measuring the operator's
knowledge in three areas: 1) Demands on attentional resources, 2) Supply of attentional resources,
and 3) Understanding of the situation. The reason that SART measures three different components
[there 1s also a 10 dimensional version] is that the SART developers believe that , like workload,
SA is a complex construct; therefore, to measure SA in all its aspects, separate measurement
dimensions are required. Because information processing and decision making are inextricably
bound with SA [since SA involves primarily cognitive rather that physical workload], SART has
been tested in the context of Rassumessen's Model of skill, rule and knowledge based behavior.
Selcon and Taylor (1989) conducted separate studies looking at the relationship between SART,
and rule and knowledge based decisions respectively. The results showed that SART ratings
appear to provide diagnosticity in that they were significantly related to performance measures of
the two types of decision making.

Objective measures of SA

One of the most well known objective measure of SA is the Situational Awareness Global
Assessment Technique (SAGAT), (Endsley, 1988b). SAGAT was developed for the simulation
environment of a military cockpit but could be generalized to other systems. During random times,
the simulation is stopped and the pilot is asked questions to determine SA at that particular point.

A random subset of the possible SA questions [the air-to-air version has 36 questions] are asked of
the pilot during a particular simulation. Answers to the questions raised at various times during the
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simulation are then stored in a micro-computer (Endsley and Cayley, 1990). Following the
completion of the simulation, the answers are compared with the correct answers in the simulation
computer data base. "The comparison of the real and perceived situation provides an objective
measure of pilot SA", (Endsley, 19880, p.101). This same technique could be used with any
complex system that is simulated, be it a nuclear power plant control room or the engine room of a
ship.

Performance Based Measures of SA

Although both the subjective and objective measures appear to have the ability to measure SA,
there is not always clear a relationship between SA and performance based measures. In arecently
completed study (Reising, Liggett, Solz & Hartsock, 1995) conventional head up display (HUD)
symbology was compared to Pathway-the-Sky HUD symbology in order to see which symbology
type enabled pilots to fly curved landing approaches more easily. It turned out that the Pathway
HUD resulted in significantly better pilot performance (smaller RMS error for lateral, vertical, and
airspeed deviation). A number of the pilots described the Pathway as providing instantaneous
situational awareness. Therefore, we have a strong relationship between performance and SA, and
here is a clear case of a performance based measure of SA -- or is it?

In a second study, military instrument approach procedures, which are currently displayed on
paper as pages of a book, were graphically generated on a cathode ray tube (CRT). Because
previous research (Mykityshyn, Kuchar & Hansman 1994) comparing various electronic versions
of paper approach procedures (Jeppesen Charts) had shown little objective performance
differences, it was decided to focus on SA in addition to flight performance measures. The
objective of this study was to compare four different versions of the electronic plates (North Up,
Track Up, Color, and Monochrome). The size of the approach chart generated on the CRT was the
same size as the paper version ( 6 x 8). The resolution of the CRT is less than the printed paper,
and pilots had previously noted the difficulty of reading the electronic versions of the charts
(Huntley, 1992); therefore, a continuous zoom feature was available to the pilots in order to solve
this problem. During the study a series of probe questions were asked to obtain an indication of the
pilots SA; for example, Is the highest obstacle east of the airfield? It was thought that the number
of times the pilots changed the zoom range, as well as the different zoom ranges chosen when SA
probe questions were asked, might be a performance based measure of SA. At the time of this
writing, 7 of 16 pilots have completed the experiment; none of the zoom-related measures show
any relation ship to the SA probe questions.

Conclusion

Based on the research just discussed, there does not appear to be any direct relationship between
performance based measures and SA. The basic problem in both of these studies is the conceptual
distance between the motor skill performance based measures and the high level of understanding
implied in the SA. As mentioned previously, Selcon and Taylor (1989) related SART to two of
Rassmussens three levels of decision making: rule based and knowledge based. They did not
relate SART to the lowest level: skill based. The skill based behavior is automatic and requires
very little complex decision making. The performance measures of flight performance and zoom
control fall into the skill based level and are far removed from the complex decision making
involved in achieving SA.
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The Role of Scope as a Feature of Situation Awareness
Metrics

Michael A. Vidulich

Wright-Patterson Air Force Base

Abstract

This paper discusses "scope” as one of the desirable attributes of a situation awareness (SA)
metric. In this context, the term "scope” refers to the extent or range of view of a SA metric. The
basic premise is that SA metrics must be designed to either directly measure enough aspects of the
subject’s awareness of the situation to possess sufficient scope or indirectly measure the outcome
of a process that integrates across enough aspects of the situation. The scope typically found in
several common SA metrics is discussed. Also, the Global Implicit Measure (GIM) approach is
introduced as a new metric approach that may combine the strengths of several current SA
measures, including an optimal scope of measurement.

Introduction

Situation awareness (SA) refers to the pilot's cognitive understanding of the current situation and
its implications. SA has become a framework concept for interpreting the impact of a wide variety
of influences on mission success. However, the utility of the SA concept to the design and test
and evaluation communities has been hampered by the relative paucity of practical and generally-
accepted metric tools. In particular, there is a lack of good objective performance measures that
can be relied upon as indicators of pilot SA.

Considerable imagination has been applied to designing and proposing various SA metrics that
have been tested to varying degrees. Typically these tests emphasize such things as demonstrating
sensitivity to manipulations expected to influence SA, or the reliability of SA metrics. Another
comumon issue in metric evaluations has been the practicality of different measurement techniques
to different environments (e.g., simulation studies versus flight tests). All of these tests and
considerations are certainly valuable in the search for good SA metrics, and the present paper is not
intended as a critique of these previous efforts. The purpose of the present paper is to discuss the
issue of "scope” as a desirable attribute of SA metrics.

Scope refers to the extent or range of view of a SA metric. In general, a SA metric is intended
to measure the subject’s awareness of the current situation. Environments in which SA has
become an important topic are usually characterized by multiple and complex sources of
information (e.g., military or commercial aviation, nuclear power plant control, process control,
etc.). In performing in such an environment, it is assumed that the effective operator must sample
and maintain awareness of many aspects of the environment. A SA metric with a wide scope
would test the extent of the subject's range of view across these many sources of information. A
SA metric with limited scope would test the subject's awareness of a very limited set of features
(possibly only one feature) from the environment. The present paper contends that, in most cases,
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SA metrics should be designed, or selected, to incorporate a wide scope. However, as will be
seen, some metrics can conceivably suffer from excessive scope. Next, several categories of SA
metrics will be discussed in terms of scope.

Scope and Some Selected SA Metrics

Measures of Effectiveness (MOEs)

In some cases researchers have attempted to use measures of effectiveness (MOEs) as a direct
indicator of SA. A MOE is usually an outcome measure of mission success. In some cases it
might be an estimated probability of mission success based on observing the outcome of numerous
simulated sorties. Or, it might be a quantification of some outcome directly correlated with mission
success (e.g., number of enemy aircraft shot down). The major benefit of a MOE as a metric tool
is its obvious relevance to real-world mission performance. However, a MOE is generally a
highly contaminated metric. In any realistic simulation a number of parameters will vary across
scenarios and even a good mission strategy will sometimes fail due to the chance combinations of
events that might occur. Thus, even though we might expect improved SA to show up in an
improved MOE score in the long-run, it might very well be swamped by random variability in the
relatively limited number of data-collections runs used in the typical simulator tests. Finding a
significant effect of cockpit configuration in MOE data is impressive, but the lack of such an effect
could often be attributed to the poor statistical properties of many MOEs. Also, while better SA
might be the cause of an improved MOE score, it might be from other influences. For example,
improving the probability of kill of a missile may improve the average number of kills without
directly influencing pilot SA.

In other words, considered as a SA metrics, MOEs might suffer from excessive scope. A good
MOE would not only implicitly represent the overall adequacy of a subject's SA but also the
influence of any critical non-SA variables (e.g., equipment effectiveness or reliability, weather
conditions, luck, etc.). MOEs will and should remain a valuable tool for system evaluation, but
trying to interpret them as a direct indicator of SA will be problematical.

Measures of Performance (MOPs)

A second approach is to use a more focused measure of performance (MOP). A MOP will
typically be developed around a specific task that lends itself to careful measurement. For
example, average error of the flight path around a designated landing path could be a MOP for
evaluating the quality of cockpit displays. Or, the average reaction time to respond correctly to a
warning signal could be a measure of that warning signal's strength and interpretability. Well-
designed MOPs often have much more attractive statistical properties than do available MOEs, but
suffer in terms of their interpretation. Unlike MOEs, the MOP measures are not necessarily
obviously linked to overall mission success. And like MOEs, the MOPs are not necessarily linked
to SA either. In most cases a MOP will only serve as a measure of one of numerous tasks that the
subject must perform. Other tasks will necessarily be ignored by any given task's MOP. Thus,
the scope of a MOP will often be too limited to serve as an overall SA score.

Memory Probes

A third form of performance measure is the performance of the subject on unexpected probes of
his/her memory for details of the current situation. These memory probes are typically collected
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during a stoppage of a simulated task. The advantage to this approach is that it is specifically
designed to assess SA. It also seems obvious that a greater understanding of the current situation
(represented by good performance in answering the memory probe questions) would be a likely
outcome of an improved crew station. The scope of a memory probe metric is determined by the
specific questions that are asked. In some cases, the subject might be asked a single focused
question on a critical portion of a task (e.g., Vidulich, Stratton, Crabtree, and Wilson, 1994).
Alternatively, a wide-variety of information might be asked to determine the breadth of the
subject's current SA. For example, in the popular Situation Awareness Global Assessment
Technique (SAGAT) a careful analysis is performed to specify the SA requirements of the task, the
probe questions are then designed to test as much of that information as possible (see Endsley,
1991, for an example). Each approach has its advantages and disadvantages as a measurement
approach, but in general, memory probe evaluations designed to assess a wide scope seem to be
more successful as SA measurements.

The major problems with memory probe SA measures are practical. It is an exceedingly
intrusive technique since it entails the actual stopping of a trial. Also, in order to get full coverage
of the situation, the pool of possible questions to be asked is usually very large. At any given data
collection point the specific questions to be asked will generally be randomly selected from the
larger possible pool. This means that several stops must occur in every experimental condition to
ensure that a sufficient number of all available questions are responded to. The number of trials
required might be prohibitive in some evaluations.

Implicit Measures

As an alternative to the memory probe SA metrics some researchers (e.g., Fracker and Davis,
1991) have suggested a specific form of a MOP called implicit measures. An implicit measure of
SA is a focused look at whether or not a pilot is aware of some specific critical event. The event is
selected to be one that demands a timely and accurate response from the subject. One advantage of
an implicit measure is its precise measurement. Another advantage is that the implicit probes are
part of the norma! task and are therefore not intrusive to the realism of the simulated task. Also,
the resulting data is often interpretable within Signal Detection Theory. This provides strong
analysis tools for the interpretation of the data. The disadvantage of traditional implicit measures is
that they might be over-focused. They might provide an excellent analysis of the pilot's SA for a
specific component of the task, but do not appear to have the scope to encompass the pilot's
overall SA for the entire mission situation.

Subjective Ratings

Another very popular approach for measuring SA is the use of subjective ratings. Defining the
scope of subjective ratings is difficult, but it is easy to suspect that subjects probably integrate a
wide variety of impressions in producing their ratings, which could be considered a wide-scope.
Furthermore, the use of multi-dimensional rating tools could be considered a method for widening
the scope of subjective ratings. Such multidimensional tools have been demonstrated to be more
sensitive than unidimensional SA ratings (e.g., Vidulich, Crabtree, and McCoy, 1993).

On the other hand, subjective ratings will naturally be insensitive to gaps in the subject's
understanding of the current situation that the subject is unaware of. For example, a pilot may
generate a high SA rating just before being surprised and shot down by an unobserved enemy.
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A New Approach: The Global Implicit Measure (GIM)

Looking over all of the common approaches to SA measurement, there seems to be an interesting
set of trade-offs between the scope of the techniques and other good or bad aspects of the
technique. In particular, the implicit approach possesses such desirable qualities as
unintrusiveness and well-quantified measurement, yet appears to suffer from a lack of sufficient
scope. A reasonable question is whether this lack of scope could be addressed by incorporating
some of the procedures common to the more global memory probe SA measures (such as SAGAT)
into the implicit measurement approach.

A project that is currently underway at Armstrong Laboratory is evaluating just such a
combination (see Brickman, Hettinger, Roe, Stautberg, Vidulich, Haas, and Shaw, this volume,
for a much more detailed description of this project). This project will attempt to develop a new
procedure for a performance-based metric of SA. Overall, the approach is to expand the concept
of an implicit measure by tying a wide variety of implicit style probes to a careful task analysis of
all of the goals the pilot is trying to achieve in each segment of a simulated air-to-air combat
mission. The fact that the metric description process starts with a goal-oriented task analysis
should provide metrics with the strong face validity enjoyed by MOEs. The implicit measures
described will be assessed on a moment-by-moment basis throughout the simulated sortie, which
should provide a density of data collection comparable to some of the better MOPs, this should
benefit the statistical power associated with analyses of the data. By selecting implicit measures
associated with a wide variety of the pilot's tasks the overall scope should be competitive to that
achieved in memory probe assessments. While gaining all of these benefits, it is expected that the
precision and unintrusiveness normally associated with implicit measures will be maintained.

Since the procedure involves integrating data from implicit probes present across and
throughout the entire simulated sortie, it can be called the Global Implicit Measure (GIM).

A General Description of the GIM Procedure

As a starting point the use of a GIM approach for measuring SA assumes that the task
environment is a complex one. The current study uses a simulated air-to-air combat mission to
ensure a sufficiently complex environment. In order to have the prerequisite variety of implicit
probes available it is necessary that there be a combination of goals competing for attention and a
pilot with the appropriate expertise to deal with the mission complexity. To some degree, of
course, these goals are designated by the experimenter and communicated to the pilot through
explicit rules of engagement that will designate the pilot's current goals and constrain the pilot's
tactics for achieving those goals. This task analysis and description of the rules of engagement
will serve to parse the overall mission into identifiable mission segments. The transition from one
segment to another is characterized by events that cause a major shift in the pilot's current goals.
Segment identification is an important precursor to GIM measurement since the implicit probes will
be assessed in reference to the pilot's current goals.

Within each segment, implicit probes will be defined to measure how well the pilot is moving
towards achieving the segment goals within the constraints of the rules of engagement. For
example, the rules of engagement might specify which of several possible targets is the appropriate
one to designate. If the pilot has that target designated the current score on that implicit probe item
for that moment is I. If the pilot did not have that target designated the score for that implicit
probe for that moment would be 0. The scoring would be conducted in a continuous stream at a
rate equivalent to the frame rate of the simulation. For the entire segment, or for any designated
time period within the segment, a proportion score for success on that element would be calculated
by dividing the sum of all of the observations by the total number of observations. The score on
this segment could then be combined with comparable data from similar implicit probes associated
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with other segment goals as defined by the rules of engagement (e.g., weapon status, radar
settings, aircraft course, aircraft attitude, etc.).

Due to the fact that all of the data will be based on the same type of proportion(success) score,
sets of implicit measures associated with different goals within a segment can be averaged
independently in order to provide a diagnostic SA profile for the segment. Alternatively, all of the
scores for a segment could be averaged together for an overall segment SA score. Or, to carry the
logic even further, the data from all segments within a mission could be averaged together to
generate an overall mission SA score. During the averaging process it may be desirable to use a
weighting of the different individual implicit probes to reflect expert opinion about the relative
importance of the various sub-goals.

Implemented in this fashion the GIM is expected to be a sensitive, diagnostic, and flexible SA
metric tool. In particular, the linking of the GIM to continuously assessing the pilot's performance
relative to all relevant goals should ensure that the scope of the measure is optimal.

GIM Development Goals

The development of the GIM procedure is expected to proceed through certain steps. Success in
the early steps will provide the expertise to move on to the later steps. At each step the utility of
the GIM should be expanded. Briefly, the program can be expected to move through three stages:
near-term, middle-term, and long-term.

In the near-term, the first set of goals is to develop the steps for implementing the GIM process,
to determine the algorithms for generating the GIM scores from simulator data, and to provide the
initial validation of the approach within a cockpit evaluation. In this first validation, the GIM
scoring will be performed post-hoc on data collected during a current laboratory cockpit
evaluation. The validity of the procedure will be tested by comparing its sensitivity to the cockpit
configuration manipulation to other measurement tools. The near-term design of the GIM scoring
algorithms will be designed with the middle-term goals in mind.

In the middle-term the GIM scoring algorithms (if validated in the near-term study) will be
implemented in real time during the running of a future laboratory evaluation. This would provide
experimenter and observers with a real-time diagnostic display of SA during a pilot's simulated
sortie. This would be useful in giving the experimenter a richer basis for the feedback to be
presented to the pilot. The final overall mission SA score should also provide good motivational
feedback to the participating pilots.

In the long run (if the diagnostic attributes of the GIM are validated in the real-time measures)
the real-time GIM could provide one type of input data for real-time inferencing engines to control
adaptive interfaces.

Conclusion

The combination of the unintrusiveness and potential real-time measurement of implicit SA
measures with the global approach previous employed in some memory probe SA measurement is
being developed and tested. A powerful motivation for this development is to create a practical
tool for SA measurement that can be optimized in terms of the scope of the measure.
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Use of Testable Responses for Performance-Based
Measurement of Situation Awareness

A. R. Pritchett, R.J. Hansman, and E.N. Johnson

MIT Aeronautical Systems Laboratory

Introduction

The use of testable responses as a performance based measurement of situation awareness is a
valuable measurement technique for testing of a wide-range of systems. Unlike measurement
techniques that attempt to ascertain the subject’s mental model of the situation at different times
throughout an experiment, performance based testing focuses solely on the subject’s outputs. This
quality makes it ideal for comparing the desired and achieved performance of a human-machine
system, and for ascertaining weak points of the subject’s situation awareness.

This paper will focus on the use of situations with testable responses during simulations.
During the simulation runs, the subjects are presented with situations. The situations are designed
such that, if the subject has sufficient situation awareness, an action is required. This provides an
unambiguous accounting of the types of tasks for which the pilots had sufficient situation
awareness.

First, this method of assessing situation awareness will be briefly compared with other
methods. The use of situations with testable responses in a representative flight simulator study
will be detailed. Then, because the subject’s responses depend heavily on the precision with
which the situations are generated, techniques for robust generation of pre-determined situations
will be discussed, and the performance of a current implementation will be discussed.

A Comparison of Performance Based Measurement with Other
Methods of Situation Awareness Assessment

Performance-Based Measurement of Situation Awareness has taken several forms. Some
techniques measure the overall final performance of the human-in-the-loop system in any or all of
its tasks (Endsley, 1995). This paper focuses on the use of Testable Responses for evaluating
situation awareness, where the subjects are presented with realistic situations during the simulation
runs which, if they have sufficient situation awareness, require decisive and identifiable actions.

Several other methods of testing situation awareness have been documented (Endsley, 1995;
Adams, Tenney & Pew, 1995). Several complex techniques exist which attempt to determine or
model the subject’s knowledge of the situation at different times throughout the simulation runs.
For example, the Situation Awareness Global Assessment Technique (SAGAT) freezes the
simulator screens at random times during the runs, and queries the subjects about their knowledge
of the environment. This knowledge can be at several levels of cognition, from the most basic of
facts to complicated predictions of future states.

Several causal factors affect the actions of the subject, as shown in Figure 1. Comparing
knowledge-based and performance-based techniques of evaluating situation awareness, we find
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they take measurements at different points in the process of user cognition. This illustrates the
different purposes for these two measurement techniques.

Action Decision

Sensor Making

Inputs User Knowledge Based « Cultural and User Actions

Interface P Situation Awareness P Procedural Effects

« Specific Instructions

» Workioad

* Immediacy

« Confidence in
Information Sources

Knowledge-Based Performance Based
Measurements Measurements

Figure 1. A Comparison of Measurement Points Between Knowledge-Based
and Performance-Based Measurement Techniques

For providing a detailed, theoretical assessment of the subject’s situation awareness, the
knowledge based techniques are more accurate, as they measure these variables directly.
Performance-based measurement can only make inferences based upon the particular information
the subject acted upon, and how it was interpreted.

However, performance-based measurements can satisfy several goals that knowledge-based
techniques can not. The most apparent is its ability to ascertain the timing and substance of a
user’s reaction to realistic situations. For testing of systems, final decisions must be based on
whether the user will be provided with sufficient situation awareness to perform the correct
actions, which performance-based techniques measure directly. Knowledge-based measurement
techniques, on the other hand, can only make reasonable guesses about the likely user’s actions
given their knowledge state.

In addition, performance-based measurement provides measures of situation awareness that are
not otherwise easily achievable. It can identify constraints on a user, arising from their training
and standard procedures, that would not be anticipated by a strict knowledge-based model of
situation awareness. For example, in a flight simulator study by Midkiff and Hansman, ATC
neglected to turn the subject towards the landing runway although the subjects could overhear the
aircraft before and after them being giving the proper instructions; although the subjects’ actions
indicated they were aware of the situation, they did not take a strong reaction because of their
reticence to assume the Air Traffic controller had made an error (Midkiff & Hansman, 1993). A
knowledge-based measurement of the pilots situation awareness also would have provided a
measurement, in this case, of the pilot’s awareness of the problem; only performance-based
measurement, however, could ascertain how the pilots would act upon this information within an
established set of Air Traffic Control procedures.

Performance-based measurement is also able to determine perceived reliability of the knowledge
users gather from any of a multitude of sources. For example, the same simulation study by
Midkiff and Hansman found pilots were often unwilling to act upon information only overheard on
ATC voice frequencies because they did not have confidence in the mental model it provided
(Midkiff & Hansman, 1993). The study was therefore able to ascertain whether pilots had
sufficient confidence in their mental model to take action. A knowledge-based measurement, in the
same study, might have concluded that the pilots had correct knowledge, but might not realize the
pilots would refuse to act upon it in the same manner as if they had verifiable, correct knowledge.
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Finally, performance-based measurement works well in time-critical situations to find the real-
time response, rather than planned or thought-through response. Subtle variations in situation
awareness or current conditions may be causal factors in different actions by the user, as shown in
autopilot mode-awareness simulation, where the pilot’s actual, real-time reactions often varied
significantly from those they named as ‘what they would do’ during non-time critical questioning
afterwards (Johnson & Pritchett, 1995).

In summary, performance-based measurement is complementary to knowledge-based
measurement in the development of a human-in-the-loop system. Each is useful at different times,
and for different purposes, throughout the design process. For final testing of a system,
performance-based measurement is very useful because of its ability to ascertain the resulting
performance of the entire system, and to point to areas of situation awareness that are deficient.
Although performance-based measurement does not provide as pure a measurement of a user’s
knowledge base as other techniques, it is able to illustrate the inter-relationship between the user’s
knowledge and the manner in which they use it.

Use of Situations with Testable Responses in a Representative Flight
Simulation Study

This section shall use a recent flight simulator study to demonstrate the use of testable responses in
measuring situation awareness and overall system performance. Both the development and
performance of the measurement techniques shall be discussed.

The flight simulator study by Midkiff & Hansman was conducted to evaluate pilot utilization of
the Party Line Information they can overhear on shared Air Traffic Control frequencies (Midkiff &
Hansman, 1993). Two-pilot air transport flight crews, using the NASA Ames Man-Vehicle
System Research Facility (MVSREF), flew a 3 leg flight, during which they were exposed to nine
different situations.

The design and scripting of the situations is the most crucial aspect of the experiment design.
The situations must be designed to have several traits. Most importantly, the situations must be
designed such that, should the user have sufficient situation awareness, a clear and unambiguous
response is mandated. As illustrated in Figure 2, the task of the experimenter is to expose the user
to situations which force a measurable action, without attempting to examine the specifics of the
‘inner’ workings of the subject, such a their knowledge state.

Actions
Indicating
‘Awareness

Situation

Sensors &
(Input) - i
User . it
Interface US ' )
Actions
Indicating No
Awareness

Figure 2. Use of Testable Responses to Situations

When expert-users, such as airline pilots, are used as subjects, situations can be chosen for
which standard operational criteria demand a certain response. For example, one situation in the
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Midkiff and Hansman simulator allowed pilots to overhear communications which suggested that
another aircraft had not departed the runway the subjects were very close to landing on. In this
case, action was required to avert a collision; a lack of action by the pilots could be considered to
represent a lack of pilot situation awareness.

In addition, the situations should be chosen to cover the domain of important situations in
which the system is expected to perform. For example, in the Midkiff and Hansman simulator
study, the nine situations tested were the testable situations which had received the highest
importance ratings in a pilot survey of Party Line Information importance. Testing of a final
prototype system may include situations which test all conditions given in the system design
specifications.

Finally, the situations must represent believable and recognizable occurrences to which the
subject can be expected to react as they would in the real, non-simulated environment. For
example, in the Midkiff and Hansman study, the subjects were flying an air transport simulator
and believed they were over-hearing other air transport aircraft. Therefore, the ‘Potential
Collision’ situations were staged to happen at a rate which was physically reasonable and were
carefully scripted to portray to the subject a believable scenario of pilot confusion and/or
mechanical failure on the part of the intruding aircraft.

The testable responses should be capable of examining the range of all probable actions and in-
actions by the subject throughout the experiment. Care must be taken to look for actions which are
different, less severe or incorrect in addition to just looking for the expected or desired result. For
example, the response to the situation “Aircraft on Landing Runway” might be expected to be an
immediate go-around. However, the subject’s actions were often less severe, with pilots instead
attempting to query ATC or each other to verify the knowledge they had gained from Party Line
Information.

The strong reactions can be considered an indication of good situation awareness;
correspondingly, the lack of any indication of awareness can be considered an indication of
insufficient situation awareness. As discussed earlier in this paper, the uncertain or weak
responses are also valuable measurements. They may illustrate problem areas such as lack of pilot
confidence in information, feelings by the subjects that the expected reaction would defy accepted
procedures, or other such unexpected impediments to action.

Performance-based measurement does not preclude other concurrent methods of assessing
situation awareness. For example, Midkiff and Hansman also debriefed their subjects in an
attempt to get pilot opinions on their situation awareness during the experiment.

Generating Repeatable Situations

When the purpose of an experiment is to test subjects’ responses to specific situations involving
multiple agents, there is a need to repeatably generate these situations across multiple trials. This is
often complicated since subjects may not act consistently or as expected before the desired
situation. As an illustration, consider the creation of an aircraft collision hazard. If the subject
does not fly at exactly the speeds that were expected, the resulting situation can be completely
different than that desired, or, as in this example as depicted in Figure 3, not occur at all.
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Figure 3. Situations are Dependent on Subject Actions

In order to make situations repeatable, some form of feedback of system state must be used to
control the pseudo-agents (agents other than the subject), constantly controlling their actions to
create the desired situations. Traditionally, this has been achieved by using experimenters to
control pseudo-agents, in real-time, during the simulation run. A Robust Situation Generation
architecture has been developed (Johnson & Hansman, 1995) whereby system state information is
used to automatically generate scripted situations for a human subject, shown in Figure 4.

System State Information

m Robust Situation
Generation

Pseudo-Agent Plans

| Pseudo-Agents “—. SUbjECI-AgEFI! Displays —4 Subiect-Agent

Figure 4. Overview of Robust Situation Generation

Pseudo-agents have plans that consist of a desired trajectory specified by waypoints and a
discrete action plan. System state is utilized in three fundamental ways: pseudo-agent waypoints
specified as relative to the subject, discrete actions of pseudo agents triggered by a cue, and cued
amendments to pseudo-agent flight plans. Instances of these features are specified in a pre-

determined script.

A Robust Situation Generation system has been implemented as part of the MIT Aeronautical
Systems Laboratory (ASL) Advanced Cockpit Simulator (ACS), illustrated in Figure 5. A single
workstation is used to simulate the pseudo-agents, consisting primarily of aircraft and controllers,
and is referred to as the experimenter’s station. Pseudo-aircraft state and digitally pre-recorded
radio transmissions are presented to a subject operating the cockpit simulator. The scripts can be
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designed interactively in preliminary simulation runs using the experimenter’s station, and are then
stored and used as often as required.

Pseudo- Advanced
Agent Cockpit
Generation Simulator
Pseudo A/C )
State + Audio Cockpit

ol | | Displays/Controls
"
1
Experimenter's ‘@. _:I
Station |_| \‘/ Subject A/C =
/ﬁsmm + Audio :5-
‘ = L—

Figure 5. Implementation of Robust Situation Generation

The achieved robustness of the system, i.e. the maximum subject variation that can occur while
still producing scripted situations, has been tested by varying subject-aircraft speed and position,
as well as testing blunders by the subject, such as missing a turn. Unless the subject operates at an
extreme limit of performance, situations were demonstrated to occur repeatably. The level of
robustness depends on the level of fore thought and detail in the script, which can be made to react
an arbitrary amount of subject variation, as required by the simulation.

Conclusion

Performance based measurement of situation awareness is a powerful tool for measuring the
performance of a human-in-the-loop system and for identifying areas of inadequate situation
awareness. The use of situations with testable responses can provide valuable insight into the
user’s situation awareness and how the user will act upon it.

The development of automatic robust situation generation has created a reliable mechanism for
repeatable, consistent situations, making performance based measurement more reliable and easy
to implement. Although the current implementation has been designed specifically for flight
simulator experiments, Robust Situation Generation can also be implemented for any simulation
involving multiple controllable agents.
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Experiential Measures: Performance-Based Self Ratings
of Situational Awareness

R.M. Taylor

DRA Centre for Human Sciences

A brief review is provided of the issues and lessons learnt in the development of SART, a practical
self-rating scale tool for the subjective measurement of situational awareness (SA). The need to
develop additional measures of cognitive quality in human systems is identified, that are based on
task performance, for the purpose of aiding systems design and evaluation. The development of a
validated set of rating scales intended to provide experiential measures of system cognitive
compatibility (CC) is described, based on task-elicited personal constructs. The resultant new tool,
named CC-SART, is proposed to complement SART, by providing further characterisation of the
nature of cognition and understanding involved in situational awareness.

Starting with SART

Measurement is needed for systematic improvement of human performance, either through
training, or by systems design. The Situational Awareness Rating Technique (SART) was
developed at Farnborough (Taylor, 1990) to provide a validated and practical subjective rating tool
for the measurement of situational awareness (SA). SART provides ratings of subjective
dimensions associated with SA, based on 10 aircrew personal constructs. The constructs
dimensions were elicited from aircrew, utilising the Repertory Grid technique, through
consideration of aircrew descriptions of tactical flight situations involving SA. The structure of the
construct dimensions has been interpreted as comprising three related conceptual groups, which
form the principle dimensions of SART. These construct group dimensions have been identified
as associated with the Demand (D) and Supply (S) of attentional resources, and with
Understanding (U) of the situation. Three SART dimensions are associated with situational D
factors (complexity, variability, instability), four are concerned with attentional S factors (arousal,
concentration, division of attention, spare mental capacity), and three rate more cognitive U factors
(information quality, information quantity, familiarity). Subsequent studies provide evidence that
the SART D and S dimensions are associated with task demand manipulations, and with subjective
dimensions for workload assessment, specifically, the NASA TLX technique; SART U
dimensions concern factors which have a strong association with task performance and the
provision of SA information (Taylor et al 1995; Vidulich et al, 1995).

Understanding Understanding

The role understanding in SA is probably less well understood than the management attentional
resources, and associated workload issues. The SART U dimensions distinguish between the
information provided in the situation, and the familiarity brought to the situation. This is a

fundamental psychological distinction, with roots in system design and training, respectively. It
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reflects the interacting contributions of information obtained directly from the environment, and
provided by the aircraft systems, and of the individual operators past experience, knowledge, or
expertise. A formula proposed to derive a global estimate of SA from the individual SART
scores, reflects the assumed pivotal role of understanding. This unitary SA index is obtained by
combining the rating means on the three principle SART dimensions (3-d SART), or the equivalent
rating means from the 10 personal construct dimensions (10-d SART), using a simple additive
algonithm:

SA (Calculated) = Understanding - (Demand - Supply) or SA(c)=U - (D - S)

Studies have shown a reasonably strong association between SA(c) and task performance
(Crabtree et al 1993; Vidulich et al 1993). SA(c) has been shown to have some useful a priori
predictive power, accounting for some 30-40% of the variance in performance data (Taylor et al
1994).

We believe that it is particularly useful to think of SA as the skill associated with the
management and control of perception. Perception has long been considered as an active process.
Thus, the SA(c) formula derives from the proposition that SA is principally concerned with
knowledge of critical features, fundamental differences, and important relationships, and of the
status of important variables, in the situation. This knowledge provides the potential for exercising
skilful control of perception, situation assessment, or good SA. It is considered that SART U
ratings reflect knowledge of important relationships between situation variables, and that this
knowledge largely determines SA. The ratings of SART D and S indicate the matching of
attentional resources to changes in the situation variables. This attentional matching provides
information on the current status of the variables. It acts as a modifier of SA, independent of
knowledge of the important relationships, providing refinement and updating of the internal
situation model in accordance with the changing status of the variables. Attentional matching
increases SA when the available resources are sufficient (S>D), and reduces SA when the
resources are insufficient (D>S).

Taken together, the 10-d, 3-d, and SA(c) measures provide a hierarchy of subjective measures
of SA, with increasing global characterisation up through a pyramidal structure, with increasing
semantic compression, and presumably with associated, but as yet largely un-proven, differences
in sensitivity, predictive validity, and diagnostic power. Since SART is intended as a practical
measurement tool, differences in intrusiveness, and in ease of implementation and interpretation,
largely determine the most appropriate form of SART for a given application; validity tends to be
an accepted, in-built assumption by practitioners, on account of the methodological rigour adopted
to derive the dimensional structure.

Limitations

The limitations on SART mostly arise from generic constraints on the validity of subjective
measurement (i.e. reliability, sensitivity, diagnostic power), and in particular, dissociations
between subjective ratings and performance (ODonnell and Eggemeier 1986). Some fundamental
limitations arise from the form and scope of the subjective dimensions. SART was developed
from a broad, agreed aircrew working definition of SA, which invited consideration of related
factors and variables. This approach was taken since SA was initially a term introduced by
aircrew, to characterise a problem with advanced aircrew systems. The origins of the term were
without any formal basis in psychological theory. Thus, aircrew knowledge elicitation seemed an
appropriate method of investigation. This indicated a range of factors associated with SA, based
around attention management, information and expertise. The inclusion of workload-related
factors has been seen by some as a weakness, rather than a strength, of the SART technique
(Endsley, 1993). This argument assumes a dissociation between workload and SA, which
necessitates separate measurement. In this criticism, the presence of workload-related dimensions
are considered as confounding factors, adding complication to the interpretation of the results, and
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requiring caution in the inferences that can be drawn. SART provides some separation through the
U and D-S ratings; but these are integrated in the global SA(c) index. The alternative seems to be
metrics govemed by a limiting, theoretical definition of SA, such as a knowledge-based or
understanding-only proposition, that excludes consideration of other factors, not directly related to
the defined concept, such as dimensions of workload. The problem with this approach lies in the
circularity of defining SA in a limiting sense, and then only accepting evidence consistent with that
definition. Arguably, working definitions provide a less restrictive, and more creative starting
point for investigation of a problem. Like all good theories, definitions should be generative of
hypotheses that enable assumptions to be tested, accepted or rejected, and refined.

The dimensions of SART have considerable generality. This generalisability arises from their
basis in aircrew personal constructs, rather than in any system, or technology, specific
terminology. Some critics have noted a lack of plain English in the description of the dimensions
as a potential weakness (McGuinness, 1995). But equally, one might argue that in practice, it is
the generality of the construct dimensions that has enabled SART to have wide application, beyond
the field of aviation. Indeed, when considered from a theoretical rather than practical stand-point,
the dimensions can be perceived as lacking specificity and resolution of factors involved in
perception and cognition.

The additive SA(c) formula is obviously highly simplistic, particularly when compared with
sophisticated models of human information processing. But the global index is intended to be
indicative only of the general level of SA in situations, which may be sufficient for many
assessment purposes. Weighting of the dimensions (e.g. SWAT conjoint scaling) may improve
sensitivity to individual situation contexts and individual rating styles. It may need revision to
account for limiting conditions, such as when there is extremely low attentional demand, or low
workload, leading to boredom, complacency and reduced SA. The formula is also simplistic in
that it does not reflect the complex interaction between the control of attention and higher mentat
functions associated with knowledge and understanding. The quality of attentional matching is
likely to be enhanced in familiar situations with high rated Understanding, through conscious or
unconscious directing of attention to important events and changes that can be anticipated and
predicted based on past experience.

The difference between information quantity and quality offers some general diagnostic value
for system design. But, given the key role of SART Understanding, greater resolution of the
subjective components might be useful, particularly in relation to the perceptual and cognitive
processes, since these could provide aid in the design and assessment of human systems. It was
this consideration that has led to interest in the theory and development of measures of cognitive
quality, and in particular cognitive compatibility (CC).

Understanding Compatibility

Concern with compatibility in systems design originates from the ideas on stimulus-response
compatibility. McCormick and Sanders (1982) define compatibility in relation to human
engineering design, as follows: " ... the spatial, movement, or conceptual relationships of stimuli
and responses, individually or in combination, which are consistent with human expectations.”
These authors go on to describe a taxonomy of different types of compatibility. Conceprual
compatibility is described as referring to conceptual associations, intrinsic in the use of codes and
symbols, or culturally acquired associations. More recently, Wickens (1984) has discussed the
importance of compatibility (or congruence) between levels of representation which form the basis
for understanding systems, namely the physical system (which is analogue), the internal
representation or "mental model" (which should be analogue), and the interface between the two.
Compatibility between the real system and the mental representation he argues is clearly a matter of
training. Thus, standardisation and consistency are at least as important. If both the physical
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system and the mental representation are analogue, as they should be for correct understanding,
then it is important that the display should be formatted in a way which is compatible with the other
two. Andre and Wickens (1992) use the notations S for stimulus, C for comprehension or
cognitive understanding, and R for response, suggesting that S-C mappings are concerns of
cognitive compatibility and S-R mappings are concerns of physical compatibility.

Pictorial and schema-based display formats provide practical examples of how these ideas are
applied in systems design. The research literature on human-computer interaction and usability
provides guidance for design of intuitively useful features, similar to ideas of cognitive
compatibility. Intuitive features of graphical user interfaces are considered to include WYSIWIG
(what you see is what you get), and simplicity of mapping between representation and product.
Usability principles for learnability include predictability, sythesizability, familiarity,
generalisability, and consistency. But the problem is that no formal methods are available for
specifying or measuring intuitive features, pictorial quality, or schema-basedness.

Theoretical Assumptions

From a consideration of the literature, we propose the following expression as a working model
for investigating the relationships between types of CC:

CC = K((Md)(Sp)(Mv)(Cn)(Ns)

(CC is Cognitive Compatibility score; K represent constants; Md is modality compatibility; Sp is
spatial compatibility; Mv is movement compatibility; Cn is conceptual compatibility; Ns is not yet
specified compatibility e.g. social and organisational dimensions).

On the basis of above working model, we have set out to consider the extent to which cognitive
compatibility (CC), like mental workload and SA, can be considered to be a measurable cognitive
condition or state. Measurement of knowledge structure using network analysis has been proposed
for estimating the cognitive complexity of displays (Chechile 1992). But more commonly, the
quality of CC has to be inferred indirectly from objective measures of performance, whilst making
assumptions about the underlying and hidden cognitive structures and processes. As SART has
shown, measurement of unobservable cognitive states, not directly available for analysis, presents
practical and theoretical difficulties which affect the validity and reliability of the data. The
approach we have taken rests on the fundamental theoretical assertions that degrees of CC are
experienced at levels of awareness, that awareness is mediated by working memory, and that the
associated mental activity leaves a memory trace.

Theories of SA stress the importance of the pilots continuously updated, mental representation
or cognitive model of the situation. Maintenance of this internal model is affected by limitations on
attention, associated with working memory, and by the availability of knowledge of critical
features and important relationships, stored in semantic and episodic memory in the form of
schemas and scripts. Recently, Baddeley (1993) has argued that conscious awareness 1s a means
of co-ordinating information from a number of sources, including the present, specific episodes
from the past, and projections as to the future, using a system operating through working memory.
Gardiner and Java (1993) have argued the utility of subjective, experiential measures, compared
with conventional measures of accuracy and performance, in distinguishing between the different
states of awareness. The experiential approach focuses on measurement of the actual mental
activity experienced by the individual, mediated by memory. At one level, there seems to be
evidence of a fleeting awareness of recent experiences and events, mediated by primary memory
operations. Memory studies of longer retention intervals show that conscious recollection of
events, associated with explicit remember responses and episodic memory operations, seem to
involve a different state of awareness than having feelings of familiarity, and more implicit know
responses, associated with semantic memory operations. Following the same paradigm, being
unaware is associated with being unremembered and unknown. Memory theory suggests that the
type of processing involved in mental activity may determine awareness and the strength of the
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memory trace. For example, data-driven automatic processing seems to leave a weak memory
trace, whereas conceptually driven, intentional processing leaves a strong memory trace. A further
important distinction occurs between implicit learning involved in the performance of automatic
skilled behaviour, and explicit learning associated with the following of rules and procedures. It
seems that implicit learning operates without awareness and with only a weak memory trace.
Thus, subjective ratings of explicit dimensions of cognition, or of experience, are unlikely to be
sensitive to implicit learning. Implicit learning may need implicit tests and implicit rating
dimensions, in order to intuit, or to reason, that implicit learning has taken place. Behaviour,
cognition, and experience are not necessarily correlated; the relationships need to be determined by
empirical investigation. SART sets out to measure the operators appreciation or awareness of the
quality of work, which may or may not be associated with the standard of the actual performance.
The intention of SART is to complement performance measurement, and to provide insights into
the nature of work that performance measurement might not encompass. A stronger association
with performance might be obtained from subjective rating dimensions based more directly on the
experience of work than the dimensions of SART which arose from consideration of SA
scenarios, rather than actual experience. The following table is an attempt to summarise the kinds
of information that may be available from memory, based on actual experience, and therefore may

be candidates for self-report experiential measurement.

Table 1. Characteristics of Memory Stores

MEMORY STORE

FUNCTION

CHARACTERISTICS

Iconic

Immediate; Sensory; Visual

0.25>1s. Decay. 4-5 ltem recall
limit

Preperceptual
Auditory Memory

Immediate; Sensory; Auditory

250msec. Decay

Short Term Memory

Information filter for L.T.M.
Transferral involves rehearsal/
consolidation.

Minute to hours decay. Span=7
+or-2 Items. Comprises specialised
_perceptual stores.

Short Term Visual
Store

Visual information received from
iconic store, passed to L.T.M. via
repeated exposure.

Robust recognition: <48 hours.
Limited capacity: New information
displaces old. 0> 30s. No
forgetting if free to rehearse.

Short Term Auditory
Store

Auditory information received from
preperceptual auditory store and
passed to L.T.M. via rehearsal.

3- 40s. Decay. Selective attention.
Clear recency effect in recall.

Long Term Memory
(L.T.M.)

Semantic

Large body of general knowledge/
facts/ rules. Very hard to erase, but
schema modification occurs via

new information. Know responses

Long Term Memory

Episodic

Autobiographical; Memory for
events. Constructivist rather than
strictly veridical. State and context
dependant recall. Remember
responses

Forgetting

Allows the recording of abstractions
from events, without recording the
events as such.

1) Storage loss; 2) Retneval failure;
3) Encoding deficiency; 4) Cues
lacking/ overload.
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Smarter than SART: Development of Experiential Measures

Scale Development Environment

In order to investigate the subjective dimensions of CC, we have sought to develop an experiential
measures approach, using a task created to manipulate CC variables, based on the working model
described earlier (Taylor et al, 1995). The task was a highly abstract, computer-based simulation
of flying an aircraft in tactical situations. Subjects were required to provide directional (left/right)
responses to a multi-modal display of situational information. Information on other aircraft
locations was presented visually and auditorily, and subjects were required to make orienting
responses (fly towards or away from) in relation to those locations. Spatial reasoning,
visualisation, mental rotation and decision-making were key cognitive task components. The CC
variables directly manipulated by the task were modality (MD), spatial (SP), movement (MV), and
conceptual (CN) compatibility. The presentation of the information was designed to provide
correlated and uncorrelated task cues demonstrative of varying MD, SP, MV, and CN
compatibility. A total of 60 CC task situations were created demonstrating degrees of compatibility
and incompatibility, with an equal number of correlated and uncorrelated task cue combinations.

Construct Elicitation

In the initial phase of the study, 30 non-aircrew subjects were presented with sub-sets of the CC
task situations, and personal constructs associated with CC were elicited using a Repertory Grid
procedure, similar to that used to develop SART. Subjects were guided by the following broad
dictionary-based, and somewhat procrastinating, working definition for CC: "...the facilitation of
goal achievement through the display of information in a manner which is consistent with internal
mental processes and knowledge, in the widest sense, including sensation, perception, thinking,
conceiving, and reasoning.” They then provided subjective ratings on dimensions of the elicited
constructs for 22 of the CC task situations. 56 construct dimensions (32 unique) were elicited and
rated in this way. Guided by the strength of correlations of the ratings with task response times
(RTs), and by the inter-correlations of the subjective ratings, the set of construct dimensions was
reduced to 22.

Identification of Structure

In a second phase, 16 of the task situations, chosen to represent a range of task difficulty, were
presented to 20 non-aircrew subjects, and ratings were obtained on the reduced set of 22 construct
dimensions. From analysis of the ratings obtained, and of their association with the task RTs, and
from consideration of the structure of the semantic associations, 10 construct dimensions were
identified as characterising the main CC variability in the task. The ratings of these 10 construct
dimensions appeared to be organised in three main statistical clusters and three principle
components dimensions. Following group discussions with subjects who provided the personal
constructs, the three principal groupings of personal constructs were identified as follows:

a. Depth of Processing (DoP) dimensions, automatic, and mostly S-R compatibility, with
associated internal processes, namely: naturalness, automaticity, association,
intuitiveness.

b. Ease (or difficulty) of Reasoning (EoR) dimensions, associated with working memory,
intellectual and mostly S-C compatibility, namely: straightforward, confusability,
understandability, contradiction.
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c. Activation of Knowledge (AoK) dimensions, associated with learning and experience,
and schema compatibility, namely: recognisability, familiarity.

Initial Validation

In the third phase of the study, the full set of 60 situations were presented to 30 non-aircrew
subjects, in a balanced experimental design, with response times, accuracies, and ratings obtained
on dimensions of the 10 personal constructs, and on the 3 derivative DoP, EoR, and AoK
construct group dimensions. Semantic compression was used to define the 13 dimensions in
terms of the meanings of associated constructs. Analysis of the results showed significant main
and interaction effects on RTs and ratings of the compatibility variables, and provided evidence for
the validity of the derivative primary constructs EoR and AoK. However, the DoP dimension
generated a different pattern of ratings than the group sub-constructs. This was consistent with
subjects reported difficulty in understanding the meaning of Low and High Depth in the context of
the task and scale definition. Subsequently, this derivative group dimension has been redefined as
Level of Processing (LoP), to clarify the intended meaning. The resultant set of 3-d, 10-d, and
composite 13-d rating scales has been proposed as the basis for experiential measurement of CC,
and designated as CC-SART (Cognitive Compatibility - Situational Awareness Rating Technique),
to maintain the association with SA.

CC-SART

CC-SART is made up of thirteen constructs, three primary and ten subsidiary. The primary
constructs supporting cognitive compatibility are defined as follows:

a . Level of Processing. The degree to which the situation involves, at the lower score
level, natural, automatic, intuitive and associated processing or , at the higher score
level, analytic, considered, conceptual and abstract processing.

b. Ease of Reasoning. The degree 1o which the situation, at the lower score level, is
confusing and contradictory or, at the higher score level, is straightforward and
understandable.

c. Activation of Knowledge. The degree to which the situation, at the lower score level,
is strange and unusual or, at the higher score level, is recognisable and familiar.

Further, a hypothesis for the relationship between the CC-SART dimensions has been proposed as
follows:

S{CC a (K{*EoR)(Kp*AoK) / (K3*LoP)

(Sgisthe situation identifier; CC is Cognitive Compatibility score; Kn represents anticipated
constants; EoR is the Ease of Reasoning score; AoK is the Activation of Knowledge score; LoP is
the Level of Processing score).

As a working model, it has been suggested that the following simple additive formula be used
to derive a single index of CC(c).

CC(c) = AoK + EoR - LoP
For descriptive purposes, it seems reasonable to propose that, on the basis of this work, and thus

with some ecological validity, CC could be more simply defined as follows: ...ease of processing
with appropriate expectations.
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CC-SART is available from the author in hard copy and disc formats (Apple Mac Hyper-Card
application, with automatic data recording to Mac Write). The following table provides examples
to aid the interpretation of the CC-SART dimensions.

Table 2. Examples of CC-SART Dimensions

CC-SART RATING] EVERYDAY LIFE FLYING AN AIRCRAFT
DIMENSIONS EXAMPLES EXAMPLES
Levels of Low Riding a bicycle Instrument scan.
Processing

Medium | Playing cards Standard radio calls.

High Debating an argument Handling an emergency.
Ease of Reasoning | Low Solving a crossword puzzle Fuel calculations.

Medium | Checking a telephone bill. Operating an FMS.

High Following traffic lights Selecting a Nav Aid.
Activation of Low First car driving lesson First conversion to new a/c
Knowledge type.

Medium | Cooking a favourite meal. Monitor climb.

High Phoning home. Intercom call.

Consequentials
a. What is the relationship between SART and CC-SART?
b. How does SART U correlate with CC-SART?
¢. How does SART (D-S) correlate with CC-SART LoP?
d. Is task performance directly related to subjective CC (10-d, 3-d, CC(c))?
e. Can performance be predicted from subjective estimates of CC (What CC-SART

predictive power; develop/test Pro CC-SART)?
Are there relationships between system design variables and CC-SART measures?
. What LoP, EoR, AoK weightings and combinations give best predictions of
performance, and why ?
h. What is the sensitivity of CC-SART to novice/expert differences, and implicit/explicit
learning differences?

v
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Using Observer Ratings to Assess Situational
Awareness in Tactical Air Environments

Herbert H. Bell and Wayne L. Waag

Armstrong Laboratory, Aircrew Training Research Division

Introduction

In 1991, the Air Force Chief of Staff asked a series of questions about situational awareness (SA).
These questions included: What is SA? Can we measure SA? Can we select individuals for pilot
training based on their SA potential? What impact does training have on SA? In response to these
questions, Armstrong Laboratory initiated an SA research program. This paper summarizes our
initial attempts to measure SA in operational fighter squadrons and in multiship air combat
simulations. It then discusses the general problem of using subjective measures to assess
performance.

Our initial efforts have focused on three issues. The first issue concerns the definition of SA.
The second issue is the degree to which pilots can reliably judge their fellow pilots in terms of SA.
The third issue is whether or not there is a relationship between such judgments and mission
performance.

In response to the question, “What is SA?," the Air Staff provided a working definition that
links SA to mission performance. This definition, written from the operator’s perspective, defines
SA as “A pilot’s continuous perception of self and aircraft in relation to the dynamic environment
of flight, threats, and mission, and the ability to forecast, then execute tasks based on that
perception (Carroll, 1992).”” Although there are a number of other definitions of SA available
(e.g., Endsley, 1995b; Sarter and Woods, 1991; Tenney, Adams, Pew, Huggins, and Rogers,
1992), we are using this Air Staff definition as the basis for our research efforts. This definition
reflects the importance of SA in mission accomplishment thus capturing the richness and
complexity of the pilot’s world. It emphasizes perceiving what is important and then using that
perception to guide the selection and performance of appropriate behaviors. Unfortunately, it is
also very complex because it combines processes, tasks, and the linkages between them into a
single construct. Consequently, it is very difficult to separate SA from the other aspects of skilled
performance that determine combat proficiency.

Measuring SA in Operational Fighter Squadrons

In order to determine whether or not pilots could reliably classify fellow pilots based upon SA, we
limited our investigation to mission-ready F-15C pilots. With the assistance of instructor pilots and
other subject matter experts (SMEs), we developed a list of 31 behavioral elements of SA. Our
SME:s felt these elements reflected SA and were important to mission success. Table 1 lists these
31 elements and the eight categories of mission performance they represent.
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Table 1. Elements of Situational Awareness

General Traits Information interpretation

Discipline Interpreting VSD

Decisiveness Interpreting RWR

Tactical knowledge Ability to use AWACS/GCI

Time-sharing ability Integrating overall information

Reasoning ability Radar sorting

Spatial ability Analyzing engagement geometry

Flight management Treat prioritization

Tactical Game Plan System Operation

Developing plan Radar

Executing plan TEWS

Adjusting plan on-the-fly Overall weapons system proficiency

Communication Tactical Employment-BVR

Quality (brevity, accuracy, timeliness) Targeting decisions

Ability to effectively use information Fire-point selection

Tactical Employment-General Tactical Employment-WVR

Assessing offensiveness/defensiveness Maintain track of bogeys/friendlies

Lookout (VSD, RWR, visual) Threat evaluation

Defensive reaction (chaff, flares, Weapons employment
maneuvering)

Mutual support

SA Instruments

The laboratory developed four different instruments to measure SA in operational F-15C
squadrons based on the 31 elements listed in Table 1. The first instrument required respondents to
provide their personal definition of SA. Using their personal definition of SA, each respondent
then rated the importance of the 31 elements using a 6-point Likert scale.

The other three instruments, or SA Rating Scales (SARS), measured SA from three different
perspectives: self, supervisory, and peer. All sample respondents completed the self-report and
peer SARS. The self-report SARS and supervisory SARS required the respondents to rate either
themselves or their subordinates on each of the 31 items. Both SARS used a 6-point scale and the
ratings were made relative to other F-15C pilots. The scale anchors were *‘Acceptable,” and
“Qutstanding because all respondents were on flying status and mission ready. The Squadron
Commander, Operations Officer, Assistant Operations Officer, Weapons Officer, and
Standardization-Evaluation Flight Examiner completed the supervisor SARS on the pilots within
their squadron. In addition, squadron flight commanders completed supervisor SARS on the
pilots within their flight. The peer SARS required respondents to rate the other mission-ready
pilots in the squadron on general fighter pilot ability and SA ability and then to rank order them on
their SA ability. Both the peer and supervisory SARS allowed respondents to omit rating a
particular pilot if they felt they did not have enough information to accurately rate that individual.

Results

We obtained SA data from 238 mission-ready F-15 pilots from 11 squadrons stationed at four
different Air Force bases. Two hundred and six of the respondents provided written definitions of
SA. The first column in Table 2 lists the seven phases most frequently used by the respondents in
defining SA. The second column shows the seven most highly rated elements of SA. There is
considerable agreement between the phases used to define SA and the element ratings. In addition,
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both the phases and the element ratings indicate that a significant component of SA involves
assimilating and using information to guide action.

Table 2. Phases Used to Define SA and Importance of SA Elements

Most Commonly Used Phases to Define SA Most Highly Rated Elements for SA
Composite 3-D image of entire situation Use of communication information
Assimilation of information from multiple sources Information integration from multiple sources
Knowledge of spatial position or geometric Time-sharing ability

relationships among tactical entities

Periodic mental update of dynamic situation Maintaining track of bogies and friendlies
Prioritization of information and actions Adjusting plan on-the-fly

Decision making quality Spatial ability to mentally picture engagement
Projection of situation in time Lookout for threats from visual, RWR, VSD

Analyses of the peer and supervisory SARS indicated that the pilots can reliably classify their
fellow pilots in terms of SA. Internal consistency was computed for all 31 items on the
supervisory SARS. The resulting measure, Cronbach’s coefficient a, was 0.99. Inter-rater
reliability was also estimated for the supervisor and peer SARS using an analysis of variance
procedure (Guilford, 1954). For the supervisor SARS, these analyses indicated that the average
reliability of each supervisor’s ratings was 0.50 and the average reliability of the pooled supervisor
ratings was 0.88. Similarly, the peer SARS showed an individual reliability of 0.60 and a
combined reliability of 0.97. Additional detail concerning the analyses of the SARS data is
available in Waag and Houck (1994).

As shown in Table 3, there was substantial agreement between supervisor and peer SARS.
Table 3 also indicates that there is noticeably less agreement between the self-report SARS and the
other SARS.

Table 3. SARS Intercorrelations (N = 238).

1 2 3 4 5
1. Supervisor SARS -
2. Peer -- Fighter pilot ability .89 =
3. Peer - SA ability .91 .98 -
4. Peer -- Rank order .92 .91 .92 -
5. Self-report SARS .45 .56 .57 .49 -

Measuring SA in Simulated Air Combat Missions

Although the SARS data indicate fairly high reliability and consistency between raters, they are not
empirically linked to pilot performance in air combat missions. In an attempt to determine the
relation between SA and mission performance, a composite SA score scaled with a mean 100 and a
standard deviation 20 was computed for each of the 238 respondents. Based on this composite
score, a sample of 40 mission-ready flight leads was selected to fly a series of multiship air-to-air
combat simulations. The selected pilots covered the range of SA scores obtained for flight leads.
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An additional 23 mission-ready pilots flew as wingmen during the experiment. During each week-
long SA simulation, the pilots flew nine sorties with four engagements per sortie. Sorties
increased in complexity throughout the week.

Scenario Design

Figure 1 illustrates a typical scenario. In this defensive counterair mission, the two F-15s are
defending an airfield. The attackers consist of two bombers escorted by two fighters. The
simulation begins with the enemy force 80 nautical miles (nm) away from the airfield. The enemy
fighters are flying at 20,000 ft and the bombers are at 10,000 ft. There is a lateral separation of 10
nm between the fighters and the bombers. At 35 nm, the fighters maneuver rapidly and descend to
3500 ft. At 15 nm, the bombers perform a hard right turn and descend to 2500 ft. The purpose of
these maneuvers is to momentarily break the F-15s’ radar contact and to disrupt the F-15 pilots’
ability to identify, target, or engage the enemy aircraft.

Scenarios such as these contain events that “trigger” specific goal-directed behaviors necessary
for mission accomplishment. We believe that SA can be inferred based on the pilot’s reaction to
such trigger events. In essence, these trigger events serve as SA probes in a naturalistic
environment.
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Figure 1. Defensive Counterair Mission Scenario

Rating Mission Performance

The basic approach taken toward SA measurement was through scenario manipulation and
performance observation as suggested by Tenney, Adams, Pew, Huggins, and Rogers (1992).
Other approaches, such as explicit probes and the Situation Awareness Global Assessment
Technique (Endsley, 1995a), were considered. These other approaches were rejected because we
needed measures that could be used during operational training either in simulators or actual
aircraft.

As Kelly (1988) points out, measuring air combat skills presents a number of challenges. The
fluid, dynamic nature of air combat, combined with the number of alternative tactics and
techniques available to the pilot, make objective performance measurement extremely difficult.
Even when objective data is available, it 1s often difficult to interpret the significance of that data.
Because of the difficulties involved in interpreting air combat data, our approach is based on
behavioral observation by SMEs who are unaware of the SA scores of the pilots they were
observing. Two SME:g, retired fighter pilots with extensive experience in air combat and training,
watched each engagement in real time and independently completed an observational checklist. To
assist them in evaluating pilot performance, cockpit’s instruments, intraflight communications, and
a plan view display of the engagement were available throughout the engagement. After each
simulator session, the two SMEs discussed each engagement and completed a consensus
performance rating scale containing 24 behavioral indicators based on the SARS. In addition, the
SMEs also wrote a critical event analysis for each mission that identified events that were critical to
the outcome of the mission and indicative of the pilot’s SA.
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Results

Figure 2 shows the relationship between the composite SA scores obtained from the SARS and the
mean SA score assigned by the SMEs based on their observation of performance during simulated
air combat. The Pearson product moment correlation between these scores is 0.56. These data
indicate that there is a significant relationship between squadron ratings of SA and performance in
simulated air combat missions.
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Figure 2. Simulator SA Scores and Squadron SA Scores

Discussion

We are encouraged by our initial results in developing measures of SA that can be used in a
squadron’s operational training environment. These results indicate that SA is a construct that has
meaning and can be used by both peers and supervisors to classify mission-ready pilots. They
also indicate that squadron ratings of SA are correlated with mission success in simulated air
combat missions.

Although our approach to measurement may be classified as subjective rather than objective, we
believe this is an oversimplification. All measurement approaches ultimately involve assigning
numbers to events according to an explicit set of rules (Stevens, 1951). The distinction between
objective and subjective measures simply indicates whether or not a human observer is an integral
component of the measurement instrument. Objective measurement involves datum that is
generated independently of the human observer. Ideally, this datum is generated, recorded, and
scored without the intervention of 2 human observer. Subjective measurement on the other hand,
requires human observers to generate the datum itself. Although Muckler (1977) argues that there
is no such thing as objective measurement in the strict sense, the distinction continues to be made
and “so-called” objective measures are often preferred to subjective measures. The reason for this
preference is that subjective measures are frequently seen as being contaminated by the human
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observers during the act of measurement. Since objective measures, on the other hand, are
relatively independent of human observers, they are seen as “truer” measures of the construct
under study.

Unfortunately, objective measures often fail to capture the richness and complexity of human
performance (Kelly, 1988; Meister, 1989; Vreuls and Obermayer, 1985). One reason for this is
that objective measures are essentially reductionistic and are therefore best suited for recording the
fundamental dimensions of performance (e.g., latency, amount, and deviation). While these
fundamental measures provide us with data that is less subject to error, they also frequently fail to
provide us with information concerning the contextual nature of skilled performance. Subjective
measures, on the other hand, seem more closely related to higher order psychological constructs.
The datum they produce appears to reflect a synthesis of the more molecular behaviors and to
reflect more global dimensions such as interpreting, judging, and deciding--the very essence of
SA.

Obviously both measurement approaches are necessary if we are to develop our understanding
of SA. The critical measurement issues are how do we refine our definition of SA and our
measurement approaches and which measurements provide the best information for designing and
evaluating aircrew training.
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SA Measurement: Lessons Learned from Workload

Gary B. Reid

Wright-Patterson Air Force Base

Introduction

It is almost impossible to observe the debate over a definition of situation awareness (SA) without
recalling a very similar debate over a definition for mental workload. Both mental workload and
situation awareness are hypothetical constructs that must be inferred rather than directly observed.
Hypothetical constructs, are defined as theoretical concepts that are used to describe knowledge
about observable behaviors and to provide implications about new behaviors. A hypothetical
construct should not be thought of as correct or incorrect. Instead, it should be considered more or
less useful for explaining present knowledge and for suggesting new relationships to be
empirically verified. This notion of usefulness is particularly appropriate for SA and mental
workload because both of these constructs, for the most part, came from the operational
community. Operational users largely feel like they can recognize good or poor SA or high and
low mental workload. If users of modern complex systems feel like these are useful constructs
and discuss the human machine interface in these terms, then it is self-defeating for human factors
practitioners, who must work designing and testing these systems, to arbitrarily refuse to use the
terms. Design and test decisions will be made based on these constructs with or without human
factors professionals. We can better serve by working to refine the constructs and their
measurement than we can by withdrawing behind a screen of scientific purity while leaving the
important systems decisions to disciplines whose practitioners are not so timid about exercising
their judgment.

I think that is where the research community finds itself today in regard to situation awareness
and I am certain that is where we found ourselves in the early 1980's with regard to mental
workload. I think that we should be better able to cope with such a fuzzy, ambiguous construct
because of our experiences in dealing with workload. Idon't mean to imply that the mental
workload problem is "solved," but I do feel that we have made considerable progress in
understanding and measuring workload and our work, in turn, has had an impact on the design of
new systems.

Mental Workload

When I started in workload measurement in 1980, our program at the Human Engineering
Division of the Armstrong Laboratory was composed of two research thrusts; a performance
measurement thrust and a physiological measurement thrust. It was common wisdom, at that time,
that subjective measures were the most commonly used measurement approaches and, therefore,
we assumed them to be the most well developed. Repeatedly, in consultations with people from
the test and evaluation community, we discovered that what would best fit the constraints of their
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test programs was some kind of subjective approach. Still, thinking that the measurement tools
were "out there”, we conducted an extensive review of current approaches with the aim of
developing recommendations for subjective measures based upon current literature and research
experience. What we found was that subjective measurement approaches were in wide use, but, in
general, they were measures by fiat, developed specifically for each test program or experiment.
We didn't find any measurement approaches that were systematically developed and documented
so that other users would know how to apply the same approach in new situations and know what
to expect from the measure. In response to what we perceived to be a research deficiency, we
established a third research thrust in subjective measurement aimed at testing various approaches
that were currently in use and developing new subjective approaches where appropriate. What
seemed to be needed was a program of development and evaluation similar to programs directed
toward measurement of other physiological phenomena that would clearly define the methods,
procedures, and measurement attributes.

Measurement Attributes

What kind of measurement attributes should we be concerned about? Generally, everyone wants
to know whether or not the tool measures what it is intended to measure and will it provide
consistent results. That sounds simple enough, but in practice, especially for measures of an
emerging inferred hypothetical construct, it is very difficult.

Validity

The problem of validity arises because psychological measurement is indirect. Evidence for how
difficult this indirect characteristic makes things is that the relatively simple concept of validity is
divided into several different types of validity in measurement textbooks. The particular type that
is most appropriate for this discussion is called construct validity. When evidence that has been
gathered, has implications for or depends upon the existence of a hypothetical construct, it is
referred to as construct validity. For a construct like SA, a program aimed toward establishing
construct validity of the measure also serves to fine tune the construct definition. To establish
construct validity, we must design task conditions that vary in some orderly way. If a measure
shows differences in situations where they should, and fails to show differences where they
should not, then there is evidence to support the construct and this measure’s ability to index it. If
the measure fails this test, then either the measure is not an index of the construct, or something is
incorrect about the structure of the construct, or both. This, of course, can be a very frustrating
and demanding endeavor for the researcher, but in the long run, this iterative process provides a
better understanding of the construct and produces measures that have an empirical basis as indices
of the construct. In practice, I have often been asked questions like, "What good is my workload
measure when all it does is confirm the obvious?" The answer to that criticism, of course, is that a
measure had better confirm the obvious when there is a reason to expect certain results. If it
doesnt then there isnt sufficient evidence to justify confidence in the measure as an index for
workload when the results are not so obvious. Additionally, a measurement technique is beneficial
for stating levels of the construct in quantitative terms which makes accumulation and description
of differences easier. It should be apparent from this discussion, that it is unlikely that a measure
will ever be really "validated”. Rather, like we said about a construct, a measure can be shown to
be more or less useful under specified circumstances. Through an iterative process of application
and modification, both will be refined and partially validated until they converge.
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Reliability

The measurement characteristic of reliability also poses special problems. Reliability is an
indication of the extent to which a measure contains variable errors. Within normal psychometric
theory, the psychological construct (e.g., intelligence or mathematical aptitude) being measured is
considered a stable attribute of the individual. The challenge is to take repeated measurements
under identical conditions with the expectation of obtaining the same measured result. Construct
such as mental workload have internal components, like resource allocation, or frustration that may
vary even when all external conditions are held constant. Assuming that the construct is
formulated correctly, and that variation in one of these internal components is really what is going
on, then measurements may vary from one administration to the next because of true variation as
well as measurement error. Normal correlational approaches to reliability must be performed, but
the researcher needs to be aware that variation may not be totally measurement error. For example,
in a study investigating the reliability of the Subjective Workload Assessment Technique (SWAT),
a subject performed a laboratory task on a Friday and again on a subsequent Monday. The second
administration was scored as much higher mental workload than the first. When the subject was
debriefed, it was discovered that the subject had spent the weekend sick in bed and still was not
feeling well. A skeptic would say that the measurement was biased by the subject's state of health.
A true believer would say that there was much greater mental workload associated with task
performance on day two due to the subject's state of health. Whichever is correct, the point is that
this poses special problems for establishing measurement reliability for those internally based
constructs. For this reason, I have previously argued that a measure of variance accounted for is
at least as important as a measurement characteristic as reliability.

Measurement Selection Criteria

Tom Eggemeier (1984) has proposed an additional set of criteria that should be used to select a
workload measure. I think that these criteria are equally appropriate for SA. These criteria are (1)
sensitivity, (2) diagnosticity, (3) intrusiveness, (4) implementation requirements, and (5) operator
acceptance.

A frequent recommendation of researchers for selecting mental workload measures is to use
multiple measures whenever possible. There are several reasons why this is true. One is that
more information is always better. A second that is more related to this discussion is that due to
the various threats and constraints associated with measurement in operational situations,
individual measures will have strengths and weaknesses. Careful selection and application of a
number of measures will hopefully provide converging information about the condition under
investigation. If the measures fail to complement one another, then valuable information about the
limitations of the construct and/or the measurement technique will be the result, but probably at the
expense of the real test objectives. Hopefully, sufficient research data about the candidate measure
will keep this from happening.

Measurement Development Process

The process that has been used for development of mental workload measures has been for
research groups to develop and define measures including detailed administration procedures,
stated theoretical underpinnings, and frequently, analysis packages. These measures have then
been evaluated and refined in controlled environments to obtain the data necessary to establish the
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measures utilized and identify shortcomings. The measures have then been released to other
researchers for evaluation and application. This process provides human factors practitioners with
alternatives and specifications for selection of the measure, or measures, that fit his or her specific
application. The work on measurement of mental workload has demonstrated that this is an
effective approach and one that now appears to be appropriate for the study of situation awareness.

Conclusion

In conclusion, even though all mental workload issues have not been resolved, I think that it is
appropriate to say that workload research and measurement has been a success. Workload
measures in general and subjective measures specifically, have been widely used for evaluation of
human systems interfaces for new systems. I think that it is very important for the research
community to apply similar approaches to the study of Situation Awareness in order to empirically
determine the level of usefulness of this construct.
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Direct Measurement of Situation Awareness in
Simulations of Dynamic Systems: Validity and Use of
SAGAT

Mica R. Endsley

Texas Tech University

Introduction

The Situation Awareness Global Assessment Technique (SAGAT), is a global tool developed to
assess SA across all of its elements based on a comprehensive assessment of operator SA
requirements (Endsley, 1987; Endsley, 1988; Endsley, 1990b). Using SAGAT, a simulation
employing a system of interest is frozen at randomly selected times and operators are queried as to
their perceptions of the situation at that time. The system displays are blanked and the simulation
is suspended while subjects quickly answer questions about their current perceptions of the
situation. As a global measure, SAGAT includes queries about all operator SA requirements,
including Level 1 (perception of data), Level 2 (comprehension of meaning) and Level 3
(projection of the near future) components. This includes a consideration of system functioning
and status as well as relevant features of the external environment.

SAGAT queries allow for detailed information about subject SA to be collected on an element
by element basis that can be evaluated against reality, thus providing an objective assessment of
operator SA. This type of assessment is a direct measure of SA - it taps into the operator's
perceptions rather than infers them from behaviors that may be influenced by many other factors
besides SA. Furthermore it does not require subjects or observers to make judgments about
situation knowledge on the basis of incomplete information, as subjective assessments do. By
collecting samples of SA data in this manner, perceptions can be collected immediately (while fresh
in the operators’ minds), reducing numerous problems incurred when collecting data on mental
events after the fact, but not incurring intrusiveness problems associated with on-line questioning.
By including queries across the full spectrum of an operator's SA requirements, this approach also
minimizes possible biasing of attention, as subjects cannot prepare for the queries in advance since
they could be queried over almost every aspect of the situation to which they would normally
attend. The method is not without some costs, however, as a detailed analysis of SA requirements
is required in order to develop the battery of queries to be administered.

The SAGAT technique has thus far been shown to have a high degree of validity for measuring
SA. SAGAT has been shown to have predictive validity, with SAGAT scores indicative of pilot
performance in a combat simulation (Endsley, 1990a). Content validity was also established,
showing the queries used to be relevant to SA in a fighter aircraft domain (Endsley, 1990b).
Empirical validity has been demonstrated through several studies which have shown that a
temporary freeze in the simulation to collect SAGAT data did not impact performance and that such
data could be collected for up to 5 or 6 minutes during a freeze without running into memory decay
problems (Endsley, 1990b; Endsley, 1995). A certain degree of measurement reliability has been
demonstrated in a study that found high reliability of SAGAT scores for four individuals who
participated in two sets of simulation trials (Endsley and Bolstad, 1994).

SAGAT has been used to perform evaluations of avionics systems (Endsley, 1988), display
designs (Bolstad and Endsley, 1990; Endsley, 1989b), and display hardware configurations
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(Endsley, 1989b), supporting test and evaluation during design concept development across a
variety of considerations. In addition, it has been useful in conducting research on factors related
to SA, including an investigation of the relationship between SA and workload (Endsley, 1993a)
and an investigation of factors leading to individual differences in SA (Endsley and Bolstad,
1994).

Despite previous studies which have shown no ill effect of inserting freezes in a simulation on
subject performance, the greatest concern regarding the use of SAGAT for measuring SA has
focused on its possible intrusiveness. To further explore this possibility, a study was conducted to
investigate whether operator performance is affected by merely the threat of a stop to collect
SAGAT data. That is, are operators somehow altering their behavior during simulation trials in
which they feel they may be stopped and tested on their SA? To answer this question, a study was
conducted so that performance on trials in which subjects were told that only performance would
be measured could be compared to trials in which subjects were told that a stop to collect SAGAT
data might occur. In the later case, SAGAT stops occurred only half of the time. Any effect of the
actual SAGAT stop could therefore be differentiated from merely the threat of the stop, and
compared to trials in which subjects knew they would not be stopped.

Method

Procedure

A set of trials was conducted of an air-to-air fighter sweep mission. The subject, flying as the pilot
of single aircraft, was to penetrate enemy territory, maximizing kills of enemy fighters while
maintaining a high degree of survivability. Four digital aircraft were the adversaries in these
engagements. Subject instructions were manipulated during the test. In one-third of the trials,
subjects were told that only performance would be measured. In the other two-thirds of the trials,
subjects were told that there might be a stop to collect SAGAT data in addition to performance
measurement. Half of these trials actually were stopped once at a random point in the trial for two
minutes to collect SAGAT data. Each of six subjects completed five trials in each of the three
conditions: no stop/none expected, no stop/stop expected, stop/stop expected. The conditions
were presented in a random order. A total of 90 trials were completed. Pilot performance in terms
of kills and losses was collected as the dependent measure.

Facilities

The test was completed using a medium fidelity mission simulation on a Silicon Graphics 4D-220
computer. The system has a high-resolution, 19" color display monitor and realistic stick and
throttle controls. A simulated head-up display, tactical situation display, vertical situation display,
fuel gage and thrust gage were provided.

Subjects

Six subjects participated in this test. The subjects were all experienced former military fighter
pilots. The mean subject age was 43.6 years (range of 33 to 57). They had an average of 2803
hours (range of 1500 to 3850) and an average of 15.2 years (range of 7 to 25) of military flight
experience. Two of the six subjects had combat experience.
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Results

Analysis of variance was used to evaluate the effect of the test condition (no stop/not expected, no
stop/stop expected, and stop/stop expected) on each of the two performance measures: aircraft kills
and losses. The test condition had no significant impact on either performance measure, F(2, 87) =
.15, p=.861, F(2,87) = 1.53, p = .223, shown in Figures 1 and 2. In viewing the data, it can
be seen that the number of kills was almost identical, independent of whether subjects expected a
stop or not and independent of whether they actually experienced a stop. While the subject died
slightly more often in the trials where they expected a stop but did not receive one, this difference
was not significant. This data supports the null hypothesis, indicating that a stop or even the threat
of a stop to collect SAGAT data does not have a significant impact on performance.

Discussion

The results of this study confirm previous findings which have not found a demonstrable effect on
performance of freezes in a simulation to collect SAGAT data. It furthermore expands on these
studies to reveal that even the threat of a stop does not significantly impact performance.
Subjective comments by the subjects after the study confirm this. They reported that the
information about whether to expect a SAGAT stop was irrelevant to them. At least on a conscious
level, they were not preparing in any way for the SAGAT test. The results of this study indicate
that they were not doing so unconsciously either. Overall, the results of this study indicate that
using SAGAT to collect data on situation awareness is not intrusive on subject performance, and
therefore provides an additional indication of the validity of the method for directly measuring
subject SA during simulations.

80

No Stop No Stop Stop
Not Expected  Stop Expected

Figure 1. Aircraft Kills
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No Stop No Stop Stop
Not Expected Stop Expected

Figure 2. Aircraft Losses

Implementation of Recomendations

Several recommendations for SAGAT administration have been made based on previous
experience in using the procedure (Endsley, 1995).

Training

An explanation of the SAGAT procedures and detailed instructions for answering each query
should be provided to subjects before testing. Several training trials should be conducted in which
the simulator is halted frequently to allow subjects ample opportunity to practice responding to the
SAGAT queries. Usually three to five samplings are adequate for a subject to become comfortable
with the procedure and to clear up any uncertainties in how to answer the queries.

Test Design

SAGAT requires no special test considerations. The same principles of experimental design and
administration apply to SAGAT as to any other dependent measure. Measures of subject
performance and workload may be collected concurrently with SAGAT, as no ill effect from the
insertion of breaks has been shown. To be cautious, however, half of the trials may be conducted
without any breaks for SAGAT so that a check is provided for this contingency, if performance
measures are to be collected simultaneously with SAGAT data.
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Procedures

Subjects should be instructed to attend to their tasks as they normally would, with the SAGAT
queries considered as secondary. No displays or other visual aids should be visible while subjects
are answering the queries. If subjects do not know or are uncertain about the answer to a given
query, they should be encouraged to make their best guess. There is no penalty for guessing,
allowing for consideration of the default values and other wisdom gained from experience that
subjects normally use in decision making. If subjects do not feel comfortable enough to make a
guess, they may go on to the next question. Talking or sharing of information between subjects
should not be permitted. If multiple subjects are involved in the same simulation, all subjects
should be queried simultaneously and the simulation resumed for all subjects at the same time.

Which Queries to Use

Random selection

As it may be impossible to query subjects about all of their SA requirements in a given stop due to
time constraints, a portion of the SA queries may be randomly selected and asked each time. A
random sampling provides consistency and statistical validity, thus allowing SA scores to be easily
compared across trials, subjects, systems and scenarios.

Due to attentional narrowing or a lack of information, certain questions may seem unimportant
to a subject at the time of a given stop. It is important to stress that they should attempt to answer
all queries anyway. This is because (a) even though they think it unimportant, the information
may have at least secondary importance, (b) they may not be aware of information that makes a
question very important (e.g. the location of a pop-up aircraft), and (c) if only questions of the
highest priority were asked, subjects might be inadvertently provided with artificial cues about the
situation that will direct their attention when the simulation is resumed. Therefore a random
selection from a constant set of queries is recommended at each stop.

Experimenter controlled

In certain tests it may be desirable to have some queries omitted, due to limitations of the
simulation or characteristics of the scenarios. For instance if the simulation does not incorporate
aircraft malfunctions, the query related to this issue may be omitted. In addition, with particular
test designs it may be desirable to insure that certain queries are presented every time. When this
occurs, it is important that subjects also be queried on a random sampling from all SA
requirements and not just on those related to a specific area of interest to the evaluation being
conducted. This is due to the ability of subjects to shift attention to the information they know they
will be tested on. What may appear to be an improvement in SA in one area may just be a shift of
attention from another area. When the SAGAT queries cover all of the SA requirements, no such
artificial cueing can occur.

When to Collect SAGAT Data

It is recommended that the timing of each freeze for SAGAT administration be randomly
determined and unpredictable enough so that subjects can not prepare for them in advance. If the
freeze occurrence is associated with the occurrence of specific events, or at specific times across
trials, prior studies have shown that the subjects will be able to figure this out (Endsley, 1988),
allowing them to prepare for them or actually improve SA through the artificiality of the freeze
cues. An informal rule has been to insure that no freezes occur earlier than three to five minutes
into a trial to allow subjects to build up a picture of the situation and that no two freezes occur
within one minute of each other.

The result of this approach is that the activities occurring at the time of the stops will be
randomly selected. Some stops may occur during very important activities that are of interest to the
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experimenter, others when no critical activities are occurring. This gives a good sampling of the
subjects’ SA in a variety of situations During analysis the experimenter may want to stratify the
data to take these variations into account.

How Much SAGAT Data to Collect

The number of trials necessary will depend upon the variability present in the dependent variables
being collected and the number of data samples taken during a trial. This will vary with different
subjects and designs, but between 30 and 60 samplings per SA query with each design option
have previously been adequate in a within subjects test design.

Multiple SAGAT stops may be taken within each trial. There is no known limit to the number
of times the simulator can be frozen during a given trial. Experiment two found no ill effects of as
many as three stops during a 15 minute trial. In general, it is recommended that a stop last until a
certain amount of time has elapsed and then the trial is resumed, regardless of how may questions
have been answered. Stops as long as two minutes in duration were used with no undue difficulty
or effect on subsequent performance. Stops as long as five minutes were shown to allow subjects
access to SA information without memory decay in experiment one.

Data Collection

The simulator computer should be programmed to collect objective data corresponding to the
queries at the time of each freeze. Since some queries will pertain to higher level SA requirements
that may be unavailable in the computer, an expert judgment of the correct answer may be made by
an experienced observer who is privy to all information, reflecting the SA of a person with perfect
knowledge. A comparison of the subjects' perceptions of the situation (as input into SAGAT) to
the actual status of each variable (as collected per the simulator computer and expert judgment)
results in an objective measure of subject SA. Questions asked of the subject but not answered
should be considered incorrect. No evaluation should be made of questions not asked during a
given stop.

It is recommended that answers to each query be scored as correct or incorrect based upon
whether it falls into an acceptable tolerance band around the actual value. For example, it may be
acceptable for a subject to be 10 MPH off of actual groundspeed. This method of scoring poses
less difficulty than dealing with absolute error (see Marshak et. al., 1987). A tabulation of the
frequency of correctness can then be made within each test condition for each SA element. As data
scored as correct or incorrect are binomial, the conditions for analysis of variance are violated. A
correction factor (Y’ = arcsine (Y)) can be applied to binomial data, however, which allows
analysis of variance to be used. In addition, a chi-square, Cochran's Q, or binomial t-test
(depending on the test design) can be used to evaluate the statistical significance of differences in
SA between test conditions.

Limitations and Applicability for Use

This technique has primarily been used within the confines of high-fidelity and medium-fidelity
part-task simulations. This provides experimenter control over freezes and data collection without
any danger to the subject or processes involved in the domain. It may be possible to use the
technique during actual task performance if multiple operators are present to insure safety. For
example, it might be possible to verbally query one pilot in flight while another assumes flight
control. Such an endeavor should be undertaken with extreme caution, however, and may not be
appropriate for certain domains.

A recent effort (Sheehy, et al., 1993) employed an adaptation of this technique by making
video-tapes of an ongoing situation in a nuclear power plant control room. These tapes were then
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replayed to naive subjects with freezes for SAGAT queries employed. It is not known how
different the SA of subjects passively viewing a situation may be from subjects actually engaged in
task performance, however this approach may yield some useful data.

Most known uses of SAGAT have involved fighter aircraft simulations. In general, it can be
employed in any domain where a reasonable simulation of task performance exists and an analysis
of SA requirements has been made in order to develop the queries. SAGAT queries have been
developed for advanced bomber aircraft (Endsley, 1989a) and recently for en route air traffic
control (Endsley and Rodgers, 1994). Several researchers have begun to use the technique in
evaluating operator SA in nuclear control room studies (Hogg, et al., 1993; Sheehy, et al., 1993).
The technique has also been employed in a simulated control task to study adaptive automation
(Carmody and Gluckman, 1993). Potentially it could also be used in studies involving automobile
driving, supervisory control of manufacturing systems, teleoperations and operation of other types
of dynamic systems.
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SACRI: A Measure of Situation Awareness for Nuclear
Power Plant Control Rooms

Stephen G. Collier and Knut Follesg
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We describe a technique (‘SACRI’) for measuring situation awareness in nuclear power plant
control rooms. We intend SACRI to be supplementary to other operator performance measures we
use for evaluations of nuclear power plant MMI. We have developed and begun validation of the
technique with four methodological studies using our PWR simulator and a training simulator at a
commercial PWR power plant.

Introduction

The operating crew within the central control room of a nuclear power plant must maintain a
comprehension of the status and changes of key plant parameters; this allows them to take timely
and appropriate decisions. That is, they must maintain ‘situation awareness’ (SA). Their SA
affects the diagnosis of any disturbances or accidents and the planning of control actions (Endsley,
1993; Wirstad, 1988). In maintaining SA, the operators integrate their overall knowledge of the
process and process dynamics with information received from.the control room displays. Since the
quality of the operators’' SA can affect their overall task performance, it follows that the MMI
should support SA (O’Hara, 1993; Roth et al., 1993).

Operator performance measures within simulator evaluations often include fault detection time
and diagnostic accuracy. However, these measures do not directly assess the system'’s ability to
enhance SA; they tap the initial and final stages of information processing, as opposed to an
intermediate stage of maintaining SA (Blackman et al., 1992; Hogg et al., 1994, 1995). As far as
we are aware, there is no measure of SA adapted for process control research. We therefore
initiated a research project to develop such a measure to supplement others in system design
evaluations. This paper summarises four methodological studies to develop SACRI. These are
described at greater length in Hogg et al. (1995) and in full in a project report Hogg et al. (1994).

The Situation Awareness Control Room Inventory (SACRI)

We developed the 'Situation Awareness Control Room Inventory' (SACRI) within the Halden
Man-Machine Laboratory (HAMMLAB). This contains a full-scope simulation of a nuclear power
plant, based on a pressurised water reactor at Loviisa, Finland. The MMI in HAMMLARB is fully
computerisedthere are no traditional hard-wired panels or controls. Various operator support
systems developed at Halden can be coupled to the simulator and a range of disturbance scenarios
simulated. There are facilities to log process parameters, alarms, and operator actions.
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We adapted SACRI from the Situation Awareness Global Assessment Technique (SAGAT;,
Endsley, 1993) developed for application to pilot performance and aviation. The questions cover a
range of parameters affected by disturbance situations. We selected them with the help of operators
and other process experts from the Loviisa PWR plant.

The questions are phrased to ask about process trends, not absolute values. Responses are fixed
choices, for example: ‘increase’, ‘same’ and ‘decrease’. The latest version of SACRI covers 35
process parameters in three time frames, giving 105 questions in total. For example:

* Past: 'In comparison with the recent past, how has the level in the pressuriser developed?

* Present: 'In comparison with the normal status, how would you describe the current level
in the pressuriser?'

¢ Future: 'In comparison with now, how will the level in the pressuriser develop over the
next few minutes?"

Four Methodological Experiments

So far, we have carried out four methodological studies to develop and evaluate SACRI:

* Studies 1 & 2. HAMMLAB, two licensed operators from the Halden Boiling Water
Reactor who were cross-trained on the PWR simulator.

o Study 3: HAMMLAB, internal Halden research staff who had varying degrees of
knowledge of the simulated process

 Study 4: Loviisa plant training simulator in Finland, using a licensed Loviisa operating
crew.

Typical Experimental Procedure

Typically, our simulated fault scenarios last around two hours, containing several disturbances of
varied severity. At unpredictable points during the scenarios we freeze the simulator, turn subjects
away from the displays, and ask 12 questions randomly chosen by computer from SACRI. In the
latest version, the selection is structured so as to ensure an even distribution across the plant
processes and across the different time-frames. We decide in advance when and how often to
freeze the simulator in each scenario. For example, one scenario used 1_ hours of run time, during
which we froze the simulator and administered SACRI on 13 occasions.

Finally, on every simulator freeze, we add in questions concerning how the subjects perceive
the current situation in relation to task goals. These free responses are not included in SACRI
scoring but aid interpretation later.

Scoring

We score the operator's responses to each question by comparison with time-tagged trend logs of
the parameters. Each response is either:

a hit (significant parameter drift reported) or

a miss (significant parameter drift not reported) or

a correct rejection (no significant parameter drift, none reported) or

a false alarm (no significant parameter drift, but the subject reports one).
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This classification allows calculation of the Signal Detection Theory measures of sensitivity and
response bias (A” and R:S ratio; Wickens, 1992) . These measures are non-parametric, in the
sense that their calculation does not make assumptions about the normality of the signal and noise
distributions.

Results

SACRI was able to detect differences in subject competence and alarm interfaces, and could detect
variations in SA during scenarios. These findings give preliminary indications of SACRI's
sensitivity, reliability and validity, and suggest directions for further development.

Sensitivity

A precondition for sensitivity is that the response data do not show floor or ceiling effects. No
such effects were observed in any of the studies. The inventory of questions appeared to be set at
an appropriate level of difficulty for the subjects used and the situations simulated.

Sensirivity to Differences in Subject Competence
There was some evidence that SACRI is sensitive to differences in operator competence:

» Studies 1 & 2: one of the two subjects achieved better A” scores on all six disturbances
than the other, with this difference corresponding to results of a pre-test of process
knowledge and the accuracy of their diagnoses (Figure 1).

* Study 3: differences between the six subjects predicted before the study were confirmed by
the response data; the a priori rank order of competence correlated with A” scores
(Spearman’s R = -0.81, p = 0.05). Also, the A” score negatively correlated with the
variance ( Pearson’s r = -0.94, p < 0.01).

* Study 4: the licensed Loviisa crew performed significantly better than the non-licensed
Halden test subjects (t = 3.01, p < 0.01).

Sensitivity to Process Changes
There was also some evidence that SACRI is sensitive to changes in subjects’ awareness as
situations change due to process disturbances:

Study 2: two scenarios were constructed, each containing an easy, an intermediate and a difficult
disturbance. Figure 1 shows the subject scores for these. The performance in each disturbance
follows the same pattern for both subjects, the A” scores becoming lower as the disturbance
became more difficult

Study 3: A’ scores were compared from immediately before and after the introduction of process
disturbances. A" scores dropped after a disturbance (t = 2.24, p < 0.05).

Sensitivity to MMI Changes

There was some identifiable change in SA as a result of interface changes. In study 3 we
investigated sensitivity to interface differences through the manipulation of an alarm system
interface. The system has two alarm displays, both VDU-based: a chronological text list and a
graphical overview. The text list was experimentally frozen (prevented from updating) for some
periods in the scenarios; the graphical overview was available throughout the simulated scenarios.
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Figure 1. SA Scores for Each of Three Disturbances {Easy, Intermediate & Difficult)
in Two Scenarios (A, B) Second Study.

There was little difference between the two interface configurations when the data from all six
subjects and all SACRI administrations were aggregated. When examined individually, one subject
proved significantly better with a frozen (not updating) alarm text than a live list (t =-2.13, df =
19, p < 0.05). Line graphs for each subject appeared to show a reduction in A" whenever the alarm
list changed from updating to not updating. Figure 2 gives an example for one subject.
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Figure 2. A" Trends for Subject 1, Scenario A, Third Study.

To investigate this further, we used an a priori classification of subjects into a higher-scoring (n
= 3) and a lower-scoring group (n = 3), on the basis of engineering/nuclear qualifications and
experience in maintaining the process simulation. The higher-scoring group appeared sensitive to
interface differences; A” for the SACRI administrations immediately before and after alarm list
changes was consistently lower when the alarm list was unfrozen after being frozen. There was no
specific directional effect when the list was frozen after being live (Table 1). The lower-scoring
group did not display this difference.

Table 1. Comparison of A" Scores Before and After Alarm Text List Changes, Third Study

Subject | Alarm List Mean, Mean, Value df Significance
Group Change frozen live list of t level

list
Upper 3 Frozen ( live 0.81 0.62 2.9 6 p <0.05
Upper 3 Live ( frozen 0.70 0.70 .03 6 NS
Lower 3 Frozen ( live 0.56 0.69 -.80 7 NS
Lower 3 Live { frozen 0.33 0.58 1.4 6 NS

This was unexpected. The availability of both the live text list and the graphical overview may
have provided too much information or detail for the higher-scoring group, reducing their speed of
assimilation of information and therefore their SA. There is a need to confirm the finding and
investigate the causes.

The main finding for the purpose of this study is that the A” measure has shown the potential of
being sensitive to changes in the alarm system interface. This suggests it would be of value in
assessing system designs.
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Reliability & Validity

Although we have not yet carried out much work on SACRI's validity and reliability as a test, we
have some indications:

» Content validity: We have put considerable effort into compiling SACRI, culminating in an
item-by-item review with the Loviisa licensed operating crew. The crew concluded that the
current version of the question inventory covers key indicators of process changes over a
range of difference disturbance situations.

* Predictive validity: The a priori rank ordering of subjects’ competence in the third study was
the same as the rank order of the A” scores.

* Reliability: We found initial indications of SACRI's reliability; there were consistent score
differences between the two operators in the first two studies.

Time Frames Within SACRI

In study 3 we also analysed the relationship between A" scores calculated separately for each time
frame (past, present, future) within SACRI. These are shown in Table 2.

Table 2. Pearson Product Moment Carrelations Between A’ Scores in
SACRI Time-frames, Third Study.

Inventory Past Present Future Overall
Time-frame Score
Past -0.26 -0.26 -0.22 0.39
Present 0.20 0.46
Future 0.78(

(p <001, df = 10)

No correlation coefficients were significant, except for that between A” for items relative to the
future and the overall A" score. We take this as evidence that SACRI is measuring separate
components within SA.

Conclusion And Future Work

We will continue to develop SACRI as a measure of SA. Some further evaluation of SACRI is
required, such as repeating the results obtained so far with a larger number of licensed PWR
operators. However, we have reached the stage where we can apply it to a system evaluation. A
first application will be to the designs of two alternatives for a Computerised Alarm System
(CASH) for HAMMLAB (Miazza, 1993). This is currently under development. SACRI will be
used with other performance indicators to provide an evaluation of the effectiveness of each design
proposal.

We have recently utilised SACRI in a study of staffing in nuclear power plant control rooms.
Operators’ performance with different crew sizes and plant configurations were compared. SACRI
was modified to provide the SA measure for each operator’s primary area of responsibility,
together with the general SA for the entire plant. We will publish the results of this study shortly.
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Measurement and Analysis of Situation Awareness in
Anesthesiology

Stephen D. Small

Harvard Medical School

Situation awareness -(SA) has not been measured or fully described in the medical domain
although the topic has been briefly introduced by investigators working with simulators that
attempt to reproduce the task environment of the anesthesiologist (Gaba 1995). Perioperative
clinical activities seem well-suited to characterization by SA terminology. Performance in this
context is highly time-constrained, tightly coupled to other workers and task-oriented, although
many unregulated degrees of freedom exist for exercise of individual preferences. Whole task
units, or cases, are embedded in a complex health care delivery system that presents numerous
organizational constraints, subtle and latent subcomponent interactions, significant risk, time
pressure, and multiple players with conflicting goals. There are shells of individual and team
situation awareness (Endsley 1994a, Salas 1994, Bowers 1994). Examples include recognizing
and managing near-awake states during light anesthesia in healthy patients to handling shock
conditions during multitrauma cases, major vascular procedures or extirpative cancer operations in
patients with serious infections and multiple organ dysfunction. Healthy patients scheduled for
simple, elective operations can still present management issues due to latent disease, lost or
uncaptured information or innumerable systems interactions that trigger unexpected, undesirable
problems. Complex patients moving rapidly across the boundaries of several health care teams
during periods of busy, routine work or reduced staffing periods present significant challenges at
all operational levels in information management, decision making and the taking of optimal action.

The need to measure SA in anesthesiology arose initially from the desire to perform reliable,
valid, and relevant physician performance representation in the context of realistic enactment of
standardized scenarios in a perioperative simulation environment. The substrate for application of
the performance tool would be on-line behaviors and action or videotapes. This data would be
used to test theories of the effectiveness of simulator training - ideally advancing at some point to
controlled studies of actual patient care and clinician management of actual critical incidents. In
addition, it made sense to attempt to describe multiple levels of skill acquisition and create
benchmarks to train for specific expert behaviors.

Attempts to use checklists, Likert scales, and documentation of algorithm execution proved
unsatisfying during real-time action. Too much happened too quickly. Review of videotapes
proved essential. Yet, although the surface of the scenario could be quickly mapped, the deep
structure of the integrated activity defied superficial or point-by -point analysis. It also appeared
that a wide range of worker preferences were probably acceptable. Simulator artifacts existed, such
as hypervigilance, unfamiliarity with the environment, and misperception or difficulty processing
certain cues important to the formation of correct mental models for particular scenarios. It was
difficult to eliminate judging bias when faced with a variety of worker styles and even harder to
say anything about outcome in the face of marked interpatient variability, poorly substantiated
claims and controversies in the medical literature about pathophysiology, and lack of robust
outcome data from the field. To be able to say something meaningful about higher levels of skill or
to adequately analyze suboptimal strategies for feedback and training, better benchmark scenario-
independent tools to describe perception, comprehension, integration, processing ability, social
and organizational skills, decision-making and risk-coping were needed.

123



During the running of weekly simulator training sessions at the Boston Anesthesia Simulation
Center (BASC), a five Harvard hospital collaborative project facility opened in early 1994, it
became apparent that the word "awareness” (in a colloquial sense) played a key role in articulating
trainee behaviors during facilitated small group debriefing sessions. The core curriculum run at the
center has been adapted from Gaba's pioneering work in grafting cockpit resource management
onto the perioperative domain (Gaba 1988, Howard 1992, Gaba 1994). Participants play one of
three roles: the hot seat or primary anesthesia care-giver, the first responder or blinded helper
called to assist in a crisis, and the hidden, passive observer. A fourth role, that of an actor or
confederate in the scenario, has grown in importance as the immediacy of being in the action has
been reported to enrichen learning and discovery for participants. Since this last part requires role-
playing skills, familiarity with scenario details and goals, and the assignment of closely observing
the action (high multitasking ability) it is usually reserved for more experienced participants. A
compromise can be reached by creating a low-profile but realistic intraoperative role such as a
visitor or company technician.

Observers behind one-way glass and trainees critiquing their own behaviors on videotape
immediately after their scenarios uniformly questioned aspects of the action from their multiple
perspectives during debriefings. Clearly, hidden observers had the advantage of minimal stress or
time pressure, informal colleague consultation and more rapid detection of subtle cues. Without
being subjected to the workload of actual task accomplishment and communication, observers
often maintained a big picture vantage point and anecdotally succumbed less frequently to fixation
or expectations than actual players. Hot seat trainees, however, argued persuasively for their
mental models of the situation (dependent partly on their degree of assertiveness and ability to
reflect and articulate quickly). Even relatively unskilled practitioners experienced a ratio-visceral
sense of understanding , with varying degrees of subtlety, the presence (McCoy 1994), level of
directed arousal (Taylor 1994) or "fit" of activated knowledge (Sarter 1994) of the hot seat trainee.

Anecdotal experience with covert manipulation of actual field workspaces of anesthesiologists
revealed a wide variety of levels of awareness of changes in evolving situations. Some could have
their pockets picked blind of registered narcotics or be oblivious of instructor-induced EKG lead
faults, altered intravenous fluid rates, or changes in intraoperative personnel. Others might make a
mental note of a trivial problem, seem to forget it, and then smoothly check and resolve it after
variable periods of time and distractions. Certain individuals seemed to have developed highly
efficient iterative reevaluation behaviors and be able to maintain steady levels of wariness without
paranoia; others showed evidence of occasional inability to quickly redirect priorities when offered
a key but slightly subtle cue. Some with superior processing abilities were so engaged in the whole
task that literally no change in the environment went unnoticed. Their decision-making capabilities
might be limited by experience and fewer known choice of options or successful pattern solutions,
but their tracking followed the dynamic task closely. Further study of SA seemed warranted as a
candidate concept that might more clearly represent these convictions and observations. It was felt
that aspects of SA could serve as a foundation for comparing naturalistic behaviors in a
multivalent performance tool that also contained social psychological measures (team awareness
and efficiency) and weighted scores for accomplishment of critical actions demonstrating core
competency. It also seemed useful to distinguish between dynamic mental tracking of reality and
decision-making ability. One might have a good idea of what was going on, and what might
happen, but be unable to efficiently and assertively develop convictions, plans, and enact them. A
deeper evaluation of core knowledge competency seemed dependent on mapping the mental
models which activate, modify, and transfer
that knowledge from assessment to assessment.

In the search for methods to measure SA, it became clear that many of Endsley's observations
applied (Endsley 1994b). Trainees' actions did not necessarily mirror what they were thinking on
several levels simultaneously. Post hoc subjective reasoning during debriefing represented
summed rationalizations for past actions combined with altered or deficient memory traces for
events. Global performance measures were suspect due to contributions of factors other than SA
and affected by difficulty weighting suspension of trainee disbelief, missing cues, unnatural
sequences and other simulation effects. Assignment of outcomes to scenarios could also be
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viewed as arbitrary given the degree of patient plasticity, lack of performance benchmarks, and
heresay status of some applied medical knowledge. Disguised probes embedded in scenarios
elicited a variety of responses. Some of these were self-conscious and artifactual, some were
abbreviated remarks which might be interpreted as knowledge or comprehension deficiencies but
actually represented a workload coping strategy. Relatively innocent questions during action also
seemed to have the unpredictable effect of altering the field of trainee attentional distribution, thus
changing the variable being measured. Peer ratings appeared colored by personal style, attitude,
convictions, and idiosyncratic knowledge of the literature, as well as being influenced by recent
case experiences in practice.

Pilot experiments were then designed based on the Situation Awareness Global Assessment
Technique (SAGAT) (Endsley 1994b, 1987). Preliminary expedited approval of the
Subcommittee for Human Subjects of the Massachusetts General Hospital was obtained. Aims of
the project include studying the feasability of adapting SAGAT to another domain, refining the
SAGAT tool for anesthesia simulation, and attempting to measure physician SA objectively. The
design of the BASC facility lends itself well to pausing scenarios and quelling data displays
within seconds. Currently, the curriculum is run as a part-task trainer focused on the
anesthesiologist since there are no realistically fulfilling tasks for surgeons to perform;
actors/instructors playing surgeons and circulating nurses operate with a mix of independence and
audio headset direction. During minimally intrusive scenario interruption, other "team" members
have fallen silent and stayed in character when the action resumed. The other option of having the
team continue routine work during SAGAT interruption was attempted; subjects fedback that this
technique distracted from SAGAT measurement, as they were concerned they might be missing
important action while being questioned. Based on the work and observations of Endsley, four to
six interruptions of one to three minutes have been used during 30-45 minute scenarios. During
prototype measurement periods, subjects have been asked both brief questions and given short
data sheets to complete. Data 1s elicited in a manner designed to release case-specific knowledge
with analogs of charts, history and physical forms, anesthetic records, and pictures of anesthesia
machines. Videotapes of all scenarios will be available for analysis. A post-hoc questionnaire has
also been designed to collect data on self-reporting of situation awareness and decision making. At
some point, objective assessment from the workers' point of view of the culture, values and myths
of the work space must be taken into account as one of the final arbiters of performance
(Rasmussen 1983).

Subjects instinctively and quickly learned to check data displays when the SAGAT investigator
entered the environment. This response was so rapid that even though analog waveforms
disappeared immediately the subjects were able to pick up the slower quelled time-averaged
numerics from monitors. Queries were scored as relatively non-intrusive, and easier to incorporate
into the scenario flow with practice. Initially data for query was selected randomly to limit
directing subject attention to key scenario elements. Anecdotally it appears that this approach may
falsely bias towards the finding of ncomplete mental models as skilled subjects may not be able to
quickly recall non-activated knowledge in an irrelevant context. Only past or present data points
have been queried.

Methods of capturing higher levels of integration and projection have not been attemnpted;
narrative queries and a greater level of intrusiveness during complex social interactions have been
shunned. While SAGAT has been criticized as likely altering the very phenomenon it is supposed
to be measuring, it is encouraging to note that the variance thus introduced may be small enough to
lack significance if one considers the strong dominance of patterns of work of skilled
professionals engaged in a task (Flach, communication). It is not known if SAGAT can be
successfully performed in a true perioperative team environment, i.e., totally spontaneous context
with all players and no instructors.

In closing, it should be noted that obstacles to measurement of SA perioperatively include the
problems of risk and privacy associated with videotaping and on-line data collection in real patient
care settings, and the low frequency, unpredictability and nonreproducibility of real high-
workload, non-routine situations. The impact on actual patient care delivery and expense of
realistic simulation sessions that require skilled physicians as operators and subjects can also be
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prohibitive. Two conditions put this value judgement in further perspective. First, qualitative
modeling using cognitive and social psychological methods command only a fraction of the
funding and attention allocated to basic science endeavors and technology development. Second,
few large, detailed databanks exist in the relatively unregulated medical domain which demonstrate
the saliency of human performance and situation awareness issues in specific outcomes, cases, or
system efficiency. Several recent sizable studies! and the current regulatory and payor focus on
downsizing the medical industry while increasing quality may help to rectify these conditions
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Team Situation Awareness Research: Many Paths to a
Destination

Carolyn Prince!, Eduardo Salas!, Clint Bowers2, and Florian Jentsch2

1 Naval Air Warfare Center Training Systems Division
2 University of Central Florida

Attempts to measure a construct are valuable and necessary contributions to its understanding.
Measurement helps in building accurate and valid models of a construct and in the articulation and
identification of representative instances of it (Brannick, Prince, Prince, and Salas, in press).
Several approaches to measurement that attempt to delimit the highly complex construct of team
situation awareness are beginning to reveal its shape and definition. These varied approaches to
understanding team situation awareness, including query technique, communication content
analysis, self report, and communication pattern analysis, have all been incorporated into a theory-
based, coherent research effort. This effort is directed toward developing a conceptualization of
team situation awareness that can be used to design training strategies for enhancing the situation
awareness of the team.

Background

This research effort has started with a framework for team situation awareness (Salas, Prince,
Baker and Shrestha, 1995) that recognizes the interplay between the situation awareness of each
individual crew member, the team's processes, and the context. According to Salas et al. (1995),
because team situation awareness has elements of both individual situation awareness and certain
team processes, it logically follows that measurement needs to be applied to both. They also
pointed out that several researchers have suggested that mental models are important to situation
awareness (see for example, Robertson and Endsley, 1994; Stout, Cannon-Bowers and Salas,
1994; and Wellens, 1993) and because this suggestion needs to be tested, evidence about the
relevant mental models of the crew members should be measured as well. There are problems in
the measurement of indications of each of these constructs (individual situation awareness, team
processes, and mental models) since knowledge about each is limited. In the area of individual
situation awareness, all existing measurement instruments have their own particular shortcomings
(Fracker, 1991). For team process, there are a number of instruments that have been developed in
aviation alone, but none have been evaluated sufficiently to determine their relative worth. Finally,
attempts to measure mental models have been especially problematic (Salas et al., 1995).
Therefore, it is clear that a pragmatic approach to the measurement of team situation awareness will
necessarily include a variety of approaches.
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Toward an Understanding of Team Situation Awareness

In earlier research, behaviors that were important to team performance were identified through
interviews with over 200 military aviators (Prince and Salas, 1993). These behaviors were
categorized by team researchers and aviation subject matter experts as representing indications of
team aeronautical decision making, leadership, adaptability, communications, assertiveness,
planning, and situation assessment or awareness. The behaviors that were specifically related to
team situation assessment and awareness were used in addition to the Salas et al. (1995)
framework to form the core, or base, upon which the program of research is being constructed.

To begin building an understanding of teamn situation awareness from the perspective of a
crewmember, this research was started by conducting a series of interviews with aviators (Prince
and Stout, 1995). Although self report based on reflection is generally considered an unreliable
measurement method, it can yield important information that is not readily available from any other
source. For example, professional pilots have experience in their work environment that is distinct
from the experiences of those in many other work settings. This experience occurs in a job setting
that is not easily accessible for many hours of naturalistic observation. For these reasons, research
efforts were invested in asking aviators to respond to questions about their experiences with team
situation awareness.

Because research has suggested that experts and novices in many skill areas process
information differently, aviators with a wide range of hours in the cockpit were chosen to be
interviewed (i.e., with 400-14,000 hours). Additionally, aviators from dissimilar backgrounds
(general aviation, the military, and the air carriers) were selected to see if specific background
experience would affect pilots' responses. Fifty aviators were interviewed, 15 general aviation
pilots, 20 military aviators and 15 air carrier crewmembers. Using questions derived from a
synthesis of the situation awareness research (Shrestha, Prince, Baker and Salas, 1995) a standard
form was developed and used in each interview. The form contained 25 questions (e.g., "How
would you define team situation awareness?", "How do you know when you have 'lost' situation
awareness?"). In addition, crewmembers were encouraged to talk freely of events and incidents
that they felt related to the questions.

Analysis of the interview responses has shown that there are some differences that do appear to
be based on number of hours of experience, some to specific organizational experiences, while
others are similar for all aviators. For example, aviators with less than 1000 hours experience
cited behaviors that could be classified as being communication and planning behaviors as those
that most promote situation awareness. Crewmembers with more than 1000 hours added
behaviors that could be classified best as leadership and adaptability behaviors as those they felt
were important contributors to the building and maintaining of team situation awareness. The
interviewed aviators all believe that they can recognize when a team member has lost situation
awareness and each has techniques that they use to help their fellow crewmembers regain it. The
cues used differ based on the experience level of the crewmember that the individual is accustomed
to assessing. For very inexperienced crewmembers, wide eyes, and fixation on a single
instrument are used as indicators that individual has "lost situation awareness." These cues are far
more subtle with more experienced aviators and often center on changes in communication
patterns. Some of the most experienced aviators report initiating behaviors that ensure the other
individual is kept informed of the situation. They notice elements in the situation that may remove
the other team member's attention from the whole situation (e.g., trouble-shooting, programming
the computer) and provide the necessary information before seeing signs of a loss.

Results from the analysis of the interviews are being used to suggest some useful research
questions and hypotheses. They are also being used to expand understanding of some
experimental results.
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Measurement Approaches

Initial Trials

One measurement tool used for leaming about team situation awareness is the query technique (see
Prince, Salas and Stout, this issue). Perhaps the best known example of this technique is the
Situation Awareness Global Assessment Technique (SAGAT; Endsley, 1989). As Endsley has
described its use, SAGAT is combined with a scenario that is flown by the crewmember in a high
fidelity simulator. For our experiment (Prince et al., this issue) SAGAT was modified and paired
with a scenario flown on a table-top simulator. Forty one crews (two-person crews) flew a
scenario, were stopped three times during the flight, and responded individually to the questions
they were asked. These questions had been constructed by subject matter experts to correspond
with the important situation information required by the scenario. All pilots had almost identical
training and the same number of flight hours. Performance of the uneventful scenario, as
measured by landing without incident, was equal for all crews. Despite the equality in the gross
measure of performance (a safe landing), the range in scores on the questions was wide (from a
low of 81 to a high of 192). A communication content analysis revealed differences in
communications in both the pre-flight planning and the flight phase between the lowest scoring
crews and the highest scoring crews. High scoring crews did more detailed planning that
addressed potential weather problems and did more to familiarize themselves with the course of the
flight they would be taking. In flight, these crews were more likely to correct the actions of others
and to state their own intended actions. Thus, both communication content analysis and the query
technique were able to discriminate between the two extreme groups.

Exploratory Experiments

The manner in which teams share the data that is important for other team members to have can be
hypothesized to be a critical element in achieving team situation awareness (Salas et al., 1995). In
fact, it might be argued that it is this need for communication which distinguishes team situation
assessment from a mere collection of individual situation assessments. This is because no team
member has direct access to the assessments and resulting individual situation awareness of the
other team members. In some cases, common training, practice, and experiences may help each
team member to make an educated guess about another member's individual situation awareness.
Improving the accuracy of team members' knowledge about the situation assessments of other
team members has been the goal of a number of interventions, including the formation of teams
with stable membership, the administration of joint practice, and cross-training. At the same time,
however, this approach to achieving a higher level of team situation awareness is obviously limited
and can be subject to errors. In lieu of this approach, the only other way for a team to ensure that
information important for situation assessment is distributed in the team is to communicate
information concisely and accurately among its members.

There are a few studies which have investigated the link between intra-team communications,
team situation assessment, and their role in building team situation awareness. An early study by
Orasanu (1990) demonstrated that higher performing flight crews (i.e., those who exhibited signs
of higher levels of situation awareness) made a significantly greater number of statements related to
the situation than did poorly performing crews. Subsequently, Orasanu and Fischer (1991) found
that the frequency of situation awareness statements distinguished between good and poor crews in
at least one of the two aircraft types they investigated. Following on these results, Jentsch,
Bowers, Sellin-Wolters, and Salas (1995) analyzed the frequency of situation assessment
communications in crews during a normal period of flight. They found that crews who
demonstrated a higher number of statements related to situation assessment prior to encountering a
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problem situation were likely to be faster at completing a decision making task that required good
team situation assessments.

That the correlation between counts of situation assessment, communications, and performance
measures may not be positive in all cases was shown by Thornton (1992), who analyzed situation
assessment behaviors and performance. In a study designed to assess the effects of automation in
the cockpit, Thornton counted the situation assessment behaviors of the crews and compared them
to subjective performance ratings made by trained raters. She found a positive relationship
between situation assessment statements and errors in flight. Thornton posited that poor crews
mught have employed a high number of situation assessment behaviors to correct previous
mustakes, which would account for the positive correlation between communication frequency and
errors. These results suggest that there is still a need to identify the degree and the circumstances
required for intra-team communications to contribute positively to situation assessment. They also
suggest the need to determine what communication strategies are needed to increase team situation
awareness.

Several other behaviors, conceptualized to be associated with team situation awareness, have
been shown to be related to performance in laboratory simulations, also. Jentsch, Bowers,
Bowen, Nadal, Secrease, and Sellin-Wolters (1995), for example, found that the number of
statements directly pertinent to the situation (situation assessment communications), the use of
standard phraseology, and the number of commands were related to subjective ratings of
performance in decision making tasks. In addition, research by Bowers and his colleagues
suggested that crews who performed well in a simulation that required a high level of situation
awareness used what is known as closed-loop communications (i.e., question-answer or
command-acknowledgment sequences) more frequently than less successful teams (Bowers,
Jentsch, Salas, and Braun, 1995).

Finally, an experiment that included both an attempt to measure mental models and situation
awareness was conducted. This experiment was designed to investigate the relationship between
the mental models of the crewmembers (as measured by Pathfinder; Schvaneveldt, 1990),
planning behaviors, and situation awareness (as measured by crew communication strategies;
Stout, 1995). Stout (1995) found that in emergency situations, crewmembers whose mental
model measurements were more similar to one another gave information that was needed to the
other crewmember in advance of that need more frequently than crewmembers whose
measurements suggested that their mental models were more dissimilar. The more similar crews
were rated higher in their planning behaviors, also.

In sum, we are hopeful that through a variety of approaches we can begin understanding this
complex construct. The interviews have provided the crewmember's perspective on teamwork as
it relates to situation assessments and the information from these interviews can be useful in
interpreting observed behaviors. Experiments where data have been collected from different
aspects (e.g., participant responses, communication frequencies, communication content) are also
adding to our knowledge about how the team interaction can affect the situation assessments their
team tasks require.

Concluding Remarks

The research and the knowledge about training of team situation awareness are in their infancy.
We, in research, have just begun to articulate a definition of team situation awareness and to
hypothesize what may affect it. There is much work that remains to be done, yet the future is
promising. Much of this promise comes from a recognition that situation awareness in a team
setting requires consideration and study on its own.
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Situation Awareness: Team Measures, Training
Methods

Carolyn Prince, Eduardo Salas and Renée J. Stout

Naval Air Warfare Center Training Systems Division

Situation awareness for aviation crews has been identified as important in flight (Hartel, Smith,
and Prince, 1991). Acknowledgement of the significance of crew situation awareness inevitably
presents a challenge to define and describe it. This must be done so that training methods for its
improvement can be developed.

On one level, team situation awareness has been characterized as individual situation awareness
interwoven with teamwork (Salas, Prince, Baker and Shrestha, 1995). This would appear to place
it almost beyond our present ability to comprehend fully, since its two major components are so
little understood. Situation awareness from the individual standpoint is a complex construct that
has not been thoroughly researched and its important elements are not completely known.
Research on team processes, or how teams are able to function effectively, is still in progress.
However, we believe advancement in the understanding of the concept of team situation awareness
can be made by adopting a systematic, theoretically-based research program that begins to examine
team situation awareness through its multiple components.

The research on team situation awareness that we and our colleagues are undertaking has the
goal of determining the training tools, methods, and strategies that will raise the level of situation
awareness that can be achieved by aviation teams. A first step toward this goal is to begin to
define the concept. This requires a research program designed to approach the study of team
situation awareness from several different avenues; a research program that leads from definition
through measurement to training. Since measurement contributes to the understanding and
articulation of a concept and is a valuable aid both to providing training feedback and to evaluating
training programs (Brannick, Prince, Prince and Salas, in press), it is a significant part of our
research.

To start, we developed a framework for team situation awareness based on the synthesis of
literature reviewed and a series of critical incident interviews (Salas et al., 1995). In general, we
argue that team situation awareness is comprised, first, of individual situation awareness, although
it is not a simple sum of each crewmember's situation awareness. It is also made up of team
processes, that include specific behaviors and actions of the crews that help in building and
maintaining situation awareness. Finally, team situation awareness is affected by the team's
context. After developing the framework, our next step was to conduct
a series of exploratory experiments to test several measurement methods and tools as possible
contributors to team situation awareness training. The first of these methods was the use of a
table-top trainer for eliciting and studying situation awareness. This system, consisting of a central
processing unit, three monitors, two joysticks and an off-the-shelf software program, had been
used previously for team skill training and evaluation (Brannick et al, in press). Given the limited
cues that this system can provide, an important question was to determine if it would be possible to
discriminate among crews on their team situation awareness. Another question about the system's
use to study situation awareness was its applicability to pilots with low experience levels who
might benefit most from such a system. Because a scenario with complex mission demands is not
relevant for users with a low experience level and also because the system itself cannot present
many cues, we needed to determine if a relatively simple scenario on this system could present
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enough elements important to team situation awareness to make it useful for training. The first
experiment included two different measurement tools, query and communication content analysis.
This was done to begin to assess the contribution each might make to team situation awareness
training research. By using both tools, we had a unique, but limited, opportunity to compare the
information supplied by each.

Method

Subjects

Eighty-two pilots agreed to take part in this exploratory experiment. All had recently completed
the requirements for undergraduate flight training, including both basic flight and instrument
training. This research was positioned at the point when pilots are moving from the role of
student, where their situation assessment is always backed up by the instructor's, to the position of
crew member with full responsibility for situation assessment.

Measures

By characterizing team situation awareness as being composed of individual situation awareness
and team processes, it necessitated adopting measures that would reveal something about the
individual situation awareness of each crewmember and something about the team process
behaviors that they were exhibiting in the scenario. For individual situation awareness, we chose
to use a query technique modeled on the Situation Awareness Global Assessment Technique
(SAGAT; Endsley, 1989). The query technique is used in conjunction with a realistic scenario.
For this technique, the scenario is interrupted so that its participants can be asked questions about
the scenario's situations (e.g., current system status, what this means for the immediate future).
The query technique provides an opportunity to test individual knowledge about aspects of the
situation. For team process behaviors related to situation awareness, the capability of videotaping
the scenarios made communication content analysis possible. An observation form was
developed, using the specific team process behaviors that had been identified in previous research
as relating to team situation awareness (Prince and Salas, 1993). Specifically, these were:
"commented on deviations", "provided information in advance”, "verbalized a course of action,"
"demonstrated awareness of the performance of self and others,” "identified problems/potential
problems" and "demonstrated awareness of the mission status". To ensure our ability to capture
these team process behaviors, we designed scenarios with probes or events to elicit behaviors
related to team situation assessment and awareness that could be readily identified. These events
were determined through a coordination demands analysis where certain crew behaviors related to
situation awareness had been identified as necessary for training for the level of aviator who
participated in the experiment. Thus, for example, traffic that was a possible threat to the safety of
the subject’s airplane was included in the scenario, because recognizing and discussing possible
problems with traffic was identified as a training need.

The scenario to support the measurement techniques was developed by three experienced
aviators and an aviation team training expert. It was scripted for the air traffic control calls and
other communications that the pilots could hear. The scenario's flight started at a regional airport
in central Florida and ended at another airport on the Florida coast. Flying time was less than 30
minutes. There was traffic in the area and a threat of summer thunderstorms along the flight path.
No aircraft emergencies were included. Using information from a report by Endsley (1989), the
aviators who designed the scenario developed three different question sets to be given to the crews
for the query technique. Because the system used for the research was not able to present the
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questions to the pilots, these questions were written on paper and were given to the pilots by the
experimenter. For standardization of the questioning, the questions were presented at three pre-
defined points in the scenario. Questions covered the three levels of awareness (perception,
understanding, and projection) that are part of Endsley's (1994) definition of individual situation
awareness. A group of four experienced aviators who had not been involved in the creation of the
scenarios as well as three researchers and two aviators who were involved in the research,
reviewed the scenario and confirmed that the questions were relevant to the

situation awareness of the team. They also categorized each question as Level I (perception), IT
(understanding), or III (projection into the future).

Procedure

The crews received training on the table top system, were provided with information on the flight,
were given time to plan and brief, and flew the scenario. The pilots were videotaped during their
planning session, their brief, and throughout the flight. The scenario was stopped three times at
pre-designated points (for all flights), the instruments were blanked and pilots were each given a
paper copy of the questions that had been written to pertain to the preceding portion of the
scenario. Pilots worked individually on the written answers to the questions. After two minutes,
the papers were collected and the scenario was resumed. All pilots were given the same questions,
regardless of individual tasking (piloting or navigating). At least one experimenter was with the
crews while they were answering questions to ensure that there was no collaboration. After they
completed the scenario, the pilots were debriefed on the experiment and were asked for their
opinions and reactions to the training device and the scenario.

Data Analysis

Questions used in the query technique were graded according to a pre-determined answer set,
except when there had been some important deviations from the plan.

In these cases, the answers were recorded by the researcher. For example, although all crews
should have been at a pre-specified altitude at their first stop, some crews were off-altitude. Since
they were asked to give their present altitude, the researcher recorded any deviation from the
expected altitude. If there were any other non-standard occurrences in the scenarios, these were
noted and taken into account. Scores for each individual were calculated for each question set.
Individual total scores were a simple sum of the three question set scores. Team total scores were
calculated by summing the individual scores of the two team members.

In order to look at the team processes, transcription of the scenarios was required. Because this
was an exploratory experiment and communication transcription is a very time consuming effort,
our purpose was not to do an analysis of all crews' communications, but to look at sufficient data
to suggest the areas of interest for future experiments. The teams of the high scorers and low
scorers on the query technique (those at the extremes of the distribution) were selected to be
analyzed for their communications. First, the communications of the "extreme" crews were
transcribed. Then, one researcher with experience in team research, but with no knowledge of the
results of this experiment, subjectively judged the situation awareness classification (high or low)
of each of the teams by reading the transcriptions. Next, transcribed behaviors that related to
those on the observation form were listed on that form for each of the teams. Completed forms on
the teams were then categorized into high and low scorers by a second researcher (who was also
unfamiliar with the experiment), based on subjective judgement that took into account the
frequency and type of behaviors.
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Results

All 41 teams successfully completed the flight. They flew the scenario without incident and landed
safely.

Individual scores on the query instrument for all the pilots who participated in the experiment
ranged from a low of 81 to a high of 192. Scores were normally distributed. The mean was 146,
with a standard deviation of 25. Team scores ranged from 202 to 357, with a mean of 191.2 and a
standard deviation of 20. Three teams were more than two standard deviations below the mean,
one team was more than two standard deviations above the mean and two were close to two
standard deviations above the mean.

Communication content analysis was completed on the three lowest scoring teams and the three
highest scoring teams. This analysis demonstrated differences in the crews in the frequency and
timing of their identification of problems and potential problems. Higher scoring crews not only
identified more potential problems but they were able to do so sooner in the scenario than their
lower scoring counterparts. There was also a difference in their awareness of the task performance
of themselves and others (evidenced primarily by error correction in the high scoring crews and the
failure to correct errors in the low scoring crews). Higher scoring crews also clearly verbalized
courses of action, whereas the three lower scoring crews rarely did so. Categorization of the entire
transcripts and of the completed forms made by two researchers based on their subjective
assessments agreed with the categorization defined by the query technique. That is, each crew
who demonstrated behaviors related to good team situation awareness was a crew that scored high
on the query technique. Those crews that demonstrated fewer of the behaviors believed to indicate
good team situation awareness were crews that had scored low on the query technique.

Discussion

Since all crews successfully completed their flight, landing without mishap, the traditional outcome
measure of performance for this uneventful scenario would have suggested that there was no
significant difference among the crews. However, the two measures of situation awareness used
in this exploratory experiment clearly demonstrated that the crews did have levels of situation
awareness that were not the same. That is, both individual crew members’ knowledge about
situation events as revealed in their answers to questions about those events and behaviors of
crews in the scenarios distinguished the highest teams from the lowest. That these two dissimilar
measures agreed is important.

In the low scoring teams, for identifying problems and potential problems, alternate fields were
identified in the brief but there was no discussion about the fields that were selected, their
navigation aids or their available runways. All of the highest scoring teams discussed both the
implications of the weather for their flight and clarified with one another whether traffic in the area
was a threat. Two of the lowest scoring teams discussed weather as being a problem, but never
mentioned the traffic; the third low scoring team discussed the possibility of one of the planes in
area being a factor to consider, but never mentioned the weather. The high scoring teams were not
error-free, but the pilots corrected one another, indicating that they were aware of the performance
of one another. Finally, aclear difference was seen in these six teams in their verbalization of a
course of action. In the case of all three high scoring crews, the crewmembers were clear in their
intention about actions that they expected to take place, whether it was their own ("I'm going to
request..."), the other crewmember's ("Call for a weather update, now") or the crew's ("We're
going to divert").
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Lessons Learned

The implementation of the query method was easy. The experimenter who was role-playing air
traffic control and providing the voices of the other airplane pilots in the crew's area was able to
run the simulator and give out and collect the question sets. He was also able to make notes about
anything that was unusual in the session, so that would be considered when grading the question
sets. Although we found implementation to be rather straightforward, it does require considerable
effort beforehand, particularly in the selection of questions to be asked. We also found that when
time for asking questions is limited, it is important to ensure that each question will provide useful
information. A pilot test of questions is useful because, just as with any test construction,
questions must be unambiguous or the results will be meaningless.

Comments made by some of the pilots during the debrief indicated that the query technique may
have affected their performance subsequent to the questions. For example, several pilots remarked
that because listening to traffic calls was usually handled by their instructors, they did not realize
how much more they needed to attend to until after the first question set. This suggests that the
query technique has the potential for affecting situation awareness. It also suggests that there is a
need to work on developing an on-line assessment tool for team situation awareness which does
not require the possible provision of information to the crews.

Communication content analysis is a much slower process than the query technique to arrive at
comparisons of teams because it requires transcription of the scenarios and analysis of the results.
However, it does provide specific information on how the crews differ in behaviors relating to
situation awareness and situation assessment that is not available with the query technique.

Crews did not object to the table-top system and gave as their reason for finding it acceptable
its ability to support a realistic scenario. All pilots were able to leam its instruments and could
control it with less than fifteen minutes training.

Conclusions

Since communication content analysis and the query technique placed the crews that were in the
extremes in the same categories, the results indicate that they may be tapping some of the same
construct {or related constructs). Both techniques have strengths and weakness and need to be
examined for their unique contributions to our information about team situation awareness.

As stated at the outset, the goal of this research was to contribute to the knowledge about and
the development of team situation awareness training. During the debrief session with the pilots
who had participated in the research, many of them made comments about the leaming potential
that they felt the query technique, combined with a simulator scenario, had. Some remarked that
the questions made them aware of some of the environmental elements in flight. Other pilots
suggested that providing the answers to the questions would have been useful to them. A follow-
up to this exploratory work is being planned to extend the query technique to the specific purpose
of training.
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Psychophysiological Assessment of SA?

Glenn F. Wilson

Wright-Patterson Air Force Base

Psychophysiology measurement provides an assessment of the relationship between human
performance and correlated changes in the operators physiology. Cognitive activity is known to be
associated with changes in various physiological systems. These changes are seen as separate
from the purely physiological adjustments related to the physical environment such as changes in
temperature, the physical demands of the task and G forces. Psychophysiology relates the
performance (cognitive) demands of a task to the correspondent changes in the persons
physiology. Changes in brain activity in response to the demands of different tasks or different
difficulty levels of the same task seem straight forward to understand. The brain is responsible for
taking in sensory information, processing that information and initiating responses based upon
these processes. Additionally, peripheral systems are also known to exhibit changes that are
related to cognitive activity and include eye blinks, heart rate and respiration (For reviews see;
Caldwell, et al., 1995; Wilson & Eggemeier, 1991).

Traditionally, psychophysiological measures have been used as metrics in mental workload
research but have been used rarely in investigations of situational awareness (SA) (Vidulich,
Dominguez, Vogel & McMillan, 1994). Their utility has been discussed. For example, Endsley
(1995) did not feel that they would be useful to provide information about an operators state of
knowledge. However, there may be settings in which psychophysiological measures can provide
information relevant to determining if an operator is or is not aware of certain types of situations
and whether or not the operator is actively seeking information. There is only one known study
that has actually used psychophysiological measures to investigate SA (Vidulich, Stratton,
Crabtree & Wilson, 1994). In this study EEG, eye blinks and heart rate were used to see if these
measures could provide information about SA. They found that the EEG theta band increased in
the most difficult conditions of their air-to-ground flight simulation task but the eye blink and heart
rate measures were not sensitive to the different conditions. They concluded that EEG shows
promise as an indirect measure of SA and that the use of these measures should be explored
further.

Psychophysiological measures have unique properties that should make them attractive to
investigators in the SA field. Some SA measures, such as the query techniques, require that
ongoing task performance be stopped while the operator is interrogated about their level of SA.
This interference with the primary task performance is problematic and is limited to situations
where it is possible to stop the flow of the task. These procedures are not possible during flight
for example. On the other hand, psychophysiological measures can be unobtrusively obtained
without interfering with performance. A second beneficial feature to the SA researcher is that, in
contrast to the discrete nature of some SA measures such as subjective reports,
psychophysiological measures are continuously available. The continuous nature of
psychophysiological measures can be especially useful in situations where the timing of critical
events can not be precisely controlled, or when events of interest are unplanned or uncontrolled.
Since the events are unpredictable, the SA associated with these novel or unexpected events would
be missed by many of the more standard SA measurement techniques. Because the physiological
data are continuously recorded it is possible to go back and assess the situation as it existed when
these events occurred and it is also possible to examine the antecedent conditions.
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As previously stated, psychophysiological measures have not been used in SA research to any
great extent. However, they have been used in numerous mental workload studies. Because of
the postulated overlap of mental workload with SA in some situations it is worth examining this
data (Endsley, 1995; Taylor, 1989). Several examples will be presented from workload studies
that bear upon the study of SA. Itis hoped these examples will be of sufficient interest to SA
investigators to inspire them to consider using psychophysiological measures in there future work.

The first example is one in which a flight maneuver that requires high levels of SA also
produces high levels of mental workload. During a Low Altitude Parachute Extraction (LAPES) a
C-130 flew approximately 10 feet above the ground and delivered several tons of material. With
the aircrafts rear ramp open, a parachute was deployed in order to extract several tons of material.
This maneuver required the pilot to be acutely aware of the situation of the aircraft so that the cargo
would be accurately dropped and the aircraft would gain altitude after the drop. With only 10 feet
between the aircraft and the ground it is crucial that the pilot be situationally aware. Eye blinks and
heart rate were recorded and the data demonstrated that this highly demanding procedure resulted
in unique patterns of physiological responding. Eye blinks are typically irregularly spaced with
varying eye lid closure durations as seen in the right side of the blink portion of figure 1. The
LAPES maneuver produced a quite remarkable pattern of eye blink activity. Prior to the LAPES,
an unusual, slow rhythmic pattern of blinking is seen that had remarkably constant closure
durations. During the LAPES an inhibition of blinking is seen which is characteristic of very high
visually demanding situations. Because blinks block visual input, operators tend to reduce blink
rates and shorten the durations of the eye closures during periods of high visual demand. This as a
time when the pilot must have very high SA because not having high SA would lead to disaster.
In order to maintain the required high levels of SA the pilot exhibits uncharacteristic eye blink
patterns during the crucial portions of the maneuver. Heart interbeat intervals, on the other hand,
showed a fairly continuous decline that reached the minimum level following the actual LAPES.
Heart interbeat intervals are also shown in figure 1 (note that interbeat intervals decrease as heart
rates increase). The cardiac system is mediated by slower acting mechanisms and generally is
viewed as a measure of the overall level of task involvement. This explains why it is less time
locked to the actual LAPES events and why it reaches its minimum response later than the eye
blinks which are more closely tied to the demands of the task. This pattern was seen in the same
pilot during several LAPES and also in data from other pilots.. These results show that
psychophysiological data can be used to determine situations when high SA is required and
whether or not the operator is in the proper state.

A second example involved a very low probability event that required high levels of SA.
During a study of A7 pilot workload pilots experienced emergency situations (Wilson, Skelly &
Purvis, 1989). The study engaged A7 pilots in three situations, flying lead in a four ship
formation, flying wing in a four ship formation and flying in a simulator. During one flight there
was a bird strike and in a second flight one of the pilots perceived that the lead aircraft was about to
turn in front of him. The flight emergencies required very high levels of SA in possibly life
threatening situations. In order to correctly react and avoid catastrophe the pilots had to quickly
assess the situation, make decisions and react accordingly. Figure 2 shows heart rate and interbeat
interval data. The top curve represents the mean heart rate every ten seconds while the bottom
curve shows the continuous registration of interbeat intervals during the two minutes surrounding
the event. Note the approximately 50% increase in heart rate within 30 seconds following the
strike and the return to the pre-bird strike level within about 60 seconds of reaching the peak. The
heart rate changes are correlated with the pilots need to acquire awareness of the situation. In the
second incident the pilots pre-event heart rate was approximately 15 beats per minute slower than
that of the first pilot, however, there still was an approximately 50% increase in his heart rate over
a 30 second period. Both of these cases show heart rate increases during the time that the pilot is
acquiring SA to a novel and dangerous event and how successful resolution of the problem is
associated with a return of heart rate to the preceding level. These dramatic increases in heart rate
could be entirely due to the stress of the situation. However, even if this is the case the data are
still useful for determining the occurrence of events and evaluating their time course from onset to
resolution.
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Figure 2. Ten second heart rate means (top) and interbeat intervals during a
bird strike (bottom). The arrow indicates the time of the bird strike.
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A third flight study demonstrates how psychophysiological measures can show divergence
between mental workload and SA. In this study fifteen general aviation pilots flew scenarios
under both VFR and IFR conditions (Wilson & Hankins, 1994). The theta band of the EEG
demonstrated peaks of power during segments of flight which required higher levels of mental
activity compared to segments which required high levels of psycho-motor activity. Relative
power of the EEG theta band (3-7 Hz) during the cognitive demanding segments showed higher
levels than the segments associated with the three landing segments. Heart rate, on the other hand,
increased during the take-off and landing phases of the scenarios and was lower during the more
mentally demanding segments. Take off and landing are usually the most dangerous parts of
general aviation flight and require high levels of SA because of the large number of factors that
must be considered and the potential for disaster. Brain waves (EEG) showed changes related to
the mental workload but did not seem to be as related to the pilots need for SA while their heart
rates seem to show increases during the segments when it was especially important to have high
SA.

A final example is from an experiment designed to measure the mental workload of air traffic
controllers in a simulation (Brookings, Wilson & Swain, in press). Task difficulty was
manipulated by varying the number of aircraft to be handled in fifteen minutes, by modifying the
complexity of the traffic to be handled and in an overload condition which was designed to cause
the controllers to lose the picture. These manipulations resulted in significant decreases in
performance and increases in subjective estimates of mental workload with the overload condition
at the extreme in both cases. Eye blink rate decreased from low to high while the overload
condition was associated with the lowest blink rates. Respiration rate increased with task difficulty
with the highest rates found during the overload condition. EEG theta band power significantly
increased during higher difficulty conditions. Conversely, EEG alpha band activity decreased as
the task became more difficult and this band was also sensitive to the nature of the workload
manipulation. These data strongly suggest that as the task becomes more difficult and it is harder
to maintain good SA there are associated changes in the psychophysiological data. The overload
condition which was designed to cause the controllers to lose the picture, which happened in only
one of the eight controllers, was associated with physiological response levels that were at the
extreme end of a continuum from easy to most difficult. The overload condition did not produce
unique data but rather continued the pattern found in the low to high difficulty conditions. One
could interpret these results as evidence that psychophysiological measures demonstrate significant
changes associated with the maintenance of good SA as the task becomes more difficult.

The above examples were chosen to show that in some circumstances changes in
psychophysiological measures parallel the need for SA. While there are other situations in which
mental workload and S A requirements are not parallel (Endsley, 1993), the above examples
suggest that psychophysiological data may be useful for assessing SA in certain situations. In
some cases the lack of psychophysiological changes could be indicative of a lack of good SA
because they suggest that the operator 1s not aware of problems. These metrics may also be used
to measure SA when comparing situations having different parameters. This would include
different displays or work procedures when selecting the design that will result in the highest SA.
This type of test and evaluation would benefit from inclusion of psychophysiological measures.

As with all endeavors which undertake to measure human operator state, a battery of measures
should be used. Most systems that humans operate are quite complex and involve several aspects
of the humans cognitive capabilities. In this context it is suggested that psychophysiological
measures be used as adjunct metrics to performance and subjective measures of SA. Because most
metrics can be global or specific it is wise to include complementary measures to provide as
complete a picture as possible. This leads to a battery of combined measures that complement one
another and are selected to be appropriate for the questions being asked within the constraints of a
particular situation. It seems wise and prudent to use as many measures as possible to assess as
many aspects of the demands placed on the operator.

Based on current evidence, psychophysiological measures should be considered as tools to
study and measure SA. Research to determine the utility of these measures in the SA context and
to determine the nature of the information obtained using them is warranted. Hopefully the
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examples discussed in this paper will lead workers in the field to consider including
psychophysiological measures to determine their place in the tool box of SA metrics.
Psychophysiological recording equipment is available that produces high quality data in laboratory,
simulator and real world settings. The equipment is small and portable. Thus, it can be worn by
system operators at the work place even if the work place is an airplane, automobile or control
room.
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Introduction

Situation awareness (SA) has been offered as a mediational construct that may augment our
understanding of human performance in complex systems (Endsley, 1995a). The acquisition and
maintenance of SA, or its collective components, may be essential in automated environments
(Gilson, 1995; Sarter & Woods, 1995). Despite lack of a consensus definition of this construct,
SA is said to encompass traditional information processing elements, environmental factors, and
individual differences. Endsley (1995a), specifies three fundamental components of SA:
perception, understanding, and projection of future trends. An alternate view offered by Smith
and Hancock (1995), states SA is the ability to direct one's consciousness to perform a task
satisfactorily.

Recent emphasis on SA may represent a gradual paradigm shift in human factors in placing
greater emphasis on individual differences and motivational factors in the characterization of
human-machine interactions (e.g., Andre & Hancock, 1995; Hart 1989). Most definitions of SA
suggest it represents information processes beyond detecting a stimulus and initiating a response;
and most incorporate some quality of "activity” or "intent" of the operator in the acquisition and
maintenance of the base elements of the phenomenon. This transactional concept overtly considers
operator volitional characteristics in the determination of performance to a greater extent than does
mental workload.

If SA can effectively allocate previously unexplained variance in the prediction of human
performance, the development of measurement tools should be of paramount concern. Several
methods have been proposed to measure this concept including subjective ratings, explicit
performance, and implicit performance measures (see Endsley, 1995b). However, the utility of
psychophysiological measures in SA research has not been evaluated (c.f., Crawford et al., 1995);
and their potential for evaluating SA as a state of knowledge has been dismissed (Endsley, 1995b).
But, if a broader view of SA (e.g., Flach, 1995) is adopted, what role do psychophysiological
measures have in this area? As in the study of mental workload and effort, the application of
psychophysiological measures to the SA problem may augment existing measurement strategies,
and provide unique information.

Psychophysiology and Mental Workload

Mental workload can be viewed as a multidimensional construct capturing the difficulty that a task
presents to an individual (Andre & Hancock, 1995). Comprehensive definitions (e.g., Gopher &
Donchin, 1986) acknowledge that both individual and task factors contribute to mental workload.
However, many empirical studies neglect the individual's contribution to mental workload.
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Psychophysiological measures of mental workload have been applied in a variety of environments
(see Kramer, 1991). The most widely used measures include electrical activity from the scalp
(EEG, ERP), cardiorespiratory activity (HR, HRV, respiration), eye movements and blinks.
Despite costs associated with the collection and analysis of these measures, they are considered
advantageous because they can provide continuous data. Workload is a dominant construct in
human factors psychophysiology. However, past attempts to discover (a) limits in human
performance and (b) sensitive and reliable indices of mental workload has led to a narrowing of
this concept beyond its original conceptualizations. Although current research is rapidly reversing
this trend, the reasons for this narrowing can be ascribed to paradigm bias, workload bias, and
conceptual bias.

Paradigm bias

The traditional laboratory study evaluating mental workload systematically varies task load to
produce a dose-response curve for a psychophysiological vaniable. This approach promotes
interpretation of physiological changes to changes in task demands. This bias is due to (1) the
primary experimental factor of increasing task demand; and (2) the typically short duration of the
work periods that drive the subject and thus, decrease the likelihood that volitional strategies can
come into play. Recent research illustrates the growing trend toward abandonment of this
approach (e.g., Veltman & Gaillard, 1995). However, there is a substantial literature base
generated using the short duration "stress-test" approach. The potential problems in generalization
beyond the simple task environments and methodology used in this approach should be
considered.

Workload bias

Considerable focus for psychophysiological research on mental workload has been on the upper
end of the workload continuum. Few studies, by comparison, have been conducted to evaluate the
role of psychophysiological measures during underload (c.f., Braby, Harris, & Muir, 1993). The
workload bias is gradually being undone with increasing research on the effects of automation on
human performance and the use of longer duration tasks. Additional focus on workload
transitions (e.g., Ryan, 1994), has also served to draw attention to the lower end of the workload
continuum.

Conceptual bias

The interactive (task-operator) nature of mental workload has been emphasized in reviews (e.g.,
Gopher & Donchin, 1986). However, operational definitions of mental workload are often tied
almost exclusively to task demands. Operator contributions are shed from these working
definitions or ascribed to the broad term, mental effort. This operational limiting of mental
workload to refer to task effects is often a by-product of paradigms that do not allow individual
motivational strategies to express themselves or be assessed. As with the other biases, the
conceptual bias is slowly being remedied with more complex paradigms and overt recognition of
the effects of individual differences in mental effort on workload (e.g., Veltman et al., 1995).

There are clear indications that psychophysiological research on mental workload is returning to
more balanced interpretations and investigations of mental workload that include individual factors.
This trend parallels the calls in human factors research to move beyond load and start to
comprehensively address the nature of work and how operators actively engage in the task (e.g.,
Andre & Hancock, 1995; Hart, 1989). The impetus may be the inability to adequately predict
human performance based on task demands alone.
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Psychophysiology and Mental Effort

Calls to re-evaluate the importance of mental effort in the study of mental workload are increasing
(e.g., Byrne & Parasuraman, 1995; Gaillard & Wientjes, 1994). In contrast to workload, mental
effort can be described as the energy, involvement, and motivation that the individual applies to the
task. However, separation of these components is rare and most conceptualizations of effort
emphasize how hard subjects must work in contrast to how hard they want to work.

There are two fundamental types of effort, cognitive effort and compensatory effort (Mulder,
1986). Cognitive effort is the type of effort most often associated with resource or capacity
theories of information processing (e.g., Kahneman, 1973). Itis viewed as a direct consequence
(or requisite component) of the performance of a task and not considered under operator control.
In contrast, compensatory or motivational effort is considered to be under operator control and is
hypothesized to be a greater determinant of performance under conditions of monotony or
underload. For some psychophysiological measures a primary question is: are they measuring
how hard the operator has to work, or how hard the operator wants to work?

For example, measures of heart rate variability (HRV) have found wide application in aviation
research as indices of workload, stress, and effort (e.g., Wilson, 1993). Although HRV is
generally recognized to index cognitive effort, it may at times reflect energetic processes (i.e.,
compensatory effort) depending on the particular task environment. Bymne (1993) examined HRV
in 42 subjects ages 18-30 detecting critical events (e.g., loss of transponder for an aircraft target,
two aircraft at the same altitude, flight path drift) in a simulated semi-automated air-traffic control
(ATC) environment for 42 minutes. Individual differences in the way subjects approached the task
produced different profiles of HRV response. Subjects reporting high subjective effort showed
significant suppression of HRV from baseline to task performance while low effort subjects
showed a linear increase in HRV. Subjects showing initial suppression in HRV also showed
faster reaction times to the critical events. Thus, it appears HRV indexed volitional or
compensatory effort in this task environment that places subjects in the role of a passive monitor.
In subsequent studies, involving a multi-task environment requiring subjects to monitor for
infrequent events while performing a compensatory tracking task, we have found only group
decreases in HRV in response to task load and no relationship to individual differences in
subjective ratings of effort (Byme et al., 1994); suggesting HRV indexed cognitive effort. The
nature of the task requirements between these experiments may be an important determinant: in the
monitoring-tracking task, tracking component may continuously engage or "drive" the subjects; in
the ATC task, the level of engagement was subject controlled.

The interpretation of psychophysiological measures of workload is difficult when applied to
issues of underload. Energetic aspects such as motivation and effort may confound with task
aspects. In an underload condition, the task characteristics (short term memory demands, time
pressure) which elicit cognitive effort may not predominate and psychophysiological profiles may
be more dependent on variations in compensatory effort. Moreover, other energetic factors
associated with stress and coping may come into play during underload conditions in contrast to
overload conditions. With HRV, under what task conditions do chahges reflect (a) how hard
subjects want to work (i.e., compensatory effort) or (b) how hard subjects have to work (i.e.,
cognitive effort)? These questions need reconciliation: if decreases in HRV are interpreted as
overload, a change in the environment to alleviate this condition is desirable; but, if they reflect
appropriate effort invested in the task or engagement, such a change may be counterproductive. It
has been recognized that some psychophysiological measures may index task difficulty while
others index compensatory effort, and still others index both task difficulty and compensatory
effort (Mulder, 1986). Measures of compensatory effort are of direct relevance to research on SA
which seems to require "active intent” from the subject.
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A Contextual Model for the Duality of Effort

A contextual model is proposed as an aid in classifying past research, structuring new research,
and serve as a heuristic illustrating how the interpretation of psychophysiological measures of
workload may be strengthened in light of the duality of mental effort. The model accounts for
studies using highly structured tasks across the workload continuum where psychophysiological
responses are driven by cognitive effort or how hard the subject must work. The model proposes
a key factor or dimension affecting interpretation of psychophysiological responses during a task
having low response-structure demands and low workload conditions. Under these conditions,
compensatory effort, or how hard the subjects want to work may be indexed by
psychophysiological measures and may be the dominant factor in performance. This model (see
Figure 1), posits two non-orthogonal dimensions. The first labeled "task demands", encompasses
the demands of the task per unit time and level of complexity of the task environment. The second
labeled "structure"”, encompasses the temporal response contract between the operator and the task.

According to the model, for a given level of workload, there can be varying amounts of
structure placed on the transactional relationship between the task and the operator. At one
extreme, with high structure (low flexibility, reactive engagement), the nature and timing of the
operator's response is driven by the task environment; and at the other extreme, a task having low
structure (high flexibility, proactive engagement), the transactions between the task and the
operator are operator-determined. Naturally, as workload increases, the proposed "structure”
dimension contracts to accommodate a forced decrease in flexibility in the transactional relationship
or manner in which the task can be completed.

Increasing Structure

Figure 1. Contextual model for interpreting psychophysiological measures of effort.

This model initiates the task of separating the concepts of effort in psychophysiological
measures that have potential to index both compensatory and cognitive effort. Across the top of
this model, with highly structured response conditions, psychophysiological changes are thought
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to be due to cognitive or "have to work" effort across the workload continuum. However, as the
temporal response structure is relaxed, individual contributions, or compensatory "want to work"
effort, becomes an increasingly important source of variance. Thus, according to this model, the
interpretation of psychophysiological measures under lower workload conditions becomes
dependent on the depiction of the response "contract” between the operator and the task.

While not an exhaustive depiction of the factors associated with mental effort and
psychophysiological interpretation, this model is valuable as a heuristic. The model begins to
reconcile the apparent paradox accompanying some psychophysiological measures that can index
both cognitive and volitional effort. It also illustrates the increasing variance contributed by
individual motivational factors that needs to be considered when applying these measures to the
problem of underload or transitional workload. Models of mental workload that stress the
criticality of the operators approach to active management of a task (e.g., Andre & Hancock, 1995;
Hart, 1989) are relevant to this model as volitional or compensatory effort may be more important
in this regard. That is, a subject who is maintaining some level of volitional effort when working
on a low demand task can be viewed as having to go a shorter distance to achieve the optimal state
for performance in transient states of higher workload.

Psychophysiology and Situation Awareness

Psychophysiological measures have been given little credence in their ability to assess SA as a state
of knowledge (Endsley, 1995b). However, if it can be accepted that the acquisition and
maintenance of this state of knowledge is an active process, psychophysiological measures may be
especially useful. Moreover, most models of SA (e.g., Endsley, 1995a; Wickens, 1995) consider
workload among the component influences that can promote or degrade SA. Clearly,
psychophysiological measures of mental workload should have some import in SA research on
this basis alone.

Endsley's (1995a) three-level model of SA can be used as a framework to illustrate the potential
application of psychophysiological measures to this concept. To achieve level 1 SA, the operator
must perceive the relevant system state variables in their environment. Psychophysiological
measures such as evoked potentials may be especially useful in this effort, even if they cannot be
specifically locked to the relevant state variables. Qutside experimental applications, identifying
the complete scope of these variables is difficult and they may vary across individuals. However,
using psychophysiological measures as a means to evaluate the probability that stimuli are being
attended to in the environment is fruitful. Similarly, the use of broader psychophysiological
measures such as continuous EEG or HRV may be helpful in ascertaining whether the operator is
"engaged" in the environment and thus, might be expected to be perceiving information (e.g.,
Pope et al., 1995). The comprehension required in level 2 and the prediction required in level 3 do
not readily translate to direct psychophysiological investigation. However, these processes are
“active" and measures that address volitional effort may prove useful. Psychophysiological
measures of workload may suggest when the ability of the operator to efficiently process these
latter stages is likely to become degraded. Last, without level 1 occurring, complete SA is not
possible, this is the fundamental application for psychophysiology in this model.

There are other ways psychophysiological measures can contribute to our understanding of SA.
The ability to achieve and maintain SA in a complex system may be associated with individual
temperamental qualities to focus concentration and inhibit or reject distracting information; and
psychophysiological measures have been offered as a potential method to aid in screening for these
abilities (e.g., Crawford et al., 1995). Besides screening, these measures may have the potential
to aid in regulating a task environment to promote the acquisition and maintenance of SA (e.g.,
Byme & Parasuraman, 1995; Pope et al., 1995). For example, using the contextual model, if a
given environment can be typified by low workload and low structure, than it may be possible to
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use psychophysiological measures to identify whether the operator is involved in the active process
of updating their mental model; and if not, changes in the response contract may be initiated to
promote a more "reactive” task environment and protect the system.

Psychophysiological measures can be used with other available metrics to provide information
about the precursors and component elements of SA. Few would condone their use in isolation to
this effort. If SA cannot be measured by performance on a task (e.g., Wickens, 1995), then the
tools available must provide the ability to evaluate the degree to which an operator is in a state of
actively processing information in the environment. Psychophysiological measures have potential
in this regard. Indeed, SA may be another expression of the energetic principles of human
information processing (e.g., Hockey, Coles, & Gaillard, 1986).

Conclusion

Can psychophysiological measures yield a comprehensive estimate of SA considering the multi-
component definitions of this concept? No, and few measures or methodologies proposed to
study this concept can. Can psychophysiological measures yield viable estimates of essential
components of SA? Yes, as far as SA can be viewed as an active process, requiring some
volitional effort on the part of the operator that can be affected by workload. Research efforts to
clarify the relationship among cognitive effort, compensatory or volitional effort, mental workload,
and task quality will indirectly provide useful data to the understanding of SA. Continued
investigation of SA should examine the potential role of psychophysiological measures in
furthering knowledge about this phenomenon. If they can explain unique variance or allow
inference to be drawn where it otherwise cannot (e.g., providing continuous data) then the effort
associated with the acquisition of psychophysiological measures is worthwhile.

Acknowledgements

Preparation of this paper was made possible by research grant NAG-1-1296 from the National
Aeronautics and Space Administration, Langley Research Center, Hampton, VA (Alan Pope,
technical monitor) awarded to Raja Parasuraman. Views expressed are those of the author and do
not necessarily reflect those of the sponsor agency. Address correspondence to Evan A. Byrne at
BYRNE@CUA.EDU.

References

Andre, AD, Hancock, PA (1995). Special issue editorial. The International Journal of Aviation
Psychology, 5, 1-4.

Braby, C.D., Harris, D., & Muir, H.C. (1993). A psychophysiological approach to the
assessment of work underload. Ergonomics, 36, 1035-1042.

Byme, E.A. (1993). A psychophysiological investigation of individual differences affecting
performance during a complex monitoring task in adults. Doctoral Dissertation, University of
Maryland -- College Park.

152



Byme, E.A., Chun, K.M., Hilburn, B.G., Molloy, R.J., & Parasuraman, R. (1994). Effect of
tracking difficulty on secondary task performance, heart rate variability, and subjective
perceptions. Psychophysiology, 31, S33. (abstract).

Byme, E.A., & Parasuraman, R. (1995, in press). Psychophysiology and adaptive automation.
Biological Psychology.

Crawford, H.J., Knebel, T.F., Vendemia, J.M.C., Kaplan, L., & Ratcliff, B. (1995). EEG
activation patterns during tracking and decision-making tasks: differences between low and
high sustained attention adults. In R.S. Jensen (Ed.), Proceedings of the Eighth International
Symposium on Aviation Psychology (pp. 22-27). Columbus: Ohio State University.

Endsley, M.R. (1995a). Toward a theory of situation awareness in dynamic systems. Human
Factors, 37, 32-64.

Endsley, M.R (1995b). Measurement of situation awareness in dynamic systems. Human
Factors, 37, 65-84.

Flach, J.M. (1995). Situation awareness: proceed with caution. Human Factors, 37, 149-157.

Gaillard, AW K., & Wientjes, C.J.E. (1994). Mental load and work stress as two types of
energy mobilization. Work & Stress, 8, 141-142.

Gilson, R.D. (1995). Special issue preface. Human Factors, 37, 3-4.

Gopher, D., & Donchin, E. (1986). Workload: An examination of the concept. In, K.R. Boff,
L. Kaufman, J.P. Thomas (Eds.), Handbook of perception and human performance: Volume
2 Cognitive processes and performance, pp 41-1 -- 41-49. New York: Wiley.

Hart, S.G. (1989). Crew workload-management strategies: a critical factor in system
performance. In R.S. Jensen (Ed.), Proceedings of the Fifth International Symposium on
Aviation Psychology (pp. 22-27). Columbus: Ohio State University.

Hockey, G.R.J., Coles, M.G.H., & Gaillard, A.W.K. (1986). Energetical issues in research on
human information processing. In G.R.J. Hockey, A.W.K. Gaillard, & M.G.H. Coles
(Eds.), Energetics and human information processing (pp. 3-21). Dordrecht: Kluwer.

Kahneman, D. (1973). Attention and Effort. Englewood Cliffs, NJ: Prentice-Hall.

Kramer, A.F. (1991). Physiological metrics of mental workload: A review of recent progress. In
D.L. Damos (ed.), Muliiple-task performance (pp. 279-328). London: Taylor & Francis.

Mulder, G. (1986). The concept and measurement of mental effort. In G.R.J. Hockey, AW K.
Gaillard, & M.G.H. Coles (Eds.), Energetics and human information processing (pp. 175-
198). Dordrecht: Kluwer.

Pope, A.T., Bogart, E.H., & Bartolome, D.S. (1995). Biocybemetic system evaluates indices of
operator engagement in automated task. Biological Psychology, 40, 187-195.

Ryan, T.G. (1994). Human factors issues for resolving adverse effects of human work underload
and workload transitions in advanced transportation systems. Proceedings of the Human
Factors and Ergonomics Society 38th Annual Meeting. 784-788.

Sarter, NB & Woods, DD (1995). How in the world did we ever get into that mode? Mode error
and awareness in supervisory control. Human Factors, 37, 5-19.

Smith, K., & Hancock, P.A. (1995). Situation awareness is adaptive, externally directed
consciousness. Human Factors, 37, 137-148.

Veltman, J.A., & Gaillard, A.W.K. (1995, in press). Physiological indices of workload in a
simulated flight task. Biological Psychology.

Wickens, CD (1995). Situation awareness: impact of automation and display technology.
Keynote address, NATO AGARD Aerospace Medical Panel Symposium on Situation
awareness, Brussels, Belgium, Apr., 1995.

Wilson, G.F. (1993). Air-to-ground training missions: A psychophysiological workload
analysis. Ergonomics, 36, 1071-1087.

153



154



Physiological Measurement Techniques: What the Heart
and Eye Can Tell Us About Aspects of Situational
Awareness

J. A. Stern!, L. Wang!, and D. Schroeder?

! Washington University, St Louis, Mo.
2 FAA/CAMI, Oklahoma City,

Introduction

We will not attempt to define Situational Awareness but like Endsley's definition which suggest
that in order for SA to occur one must be aware of the current situation, remember relevant events
and, what may be most important, make predictions about the future so that strategies can be
formulated and responses made. Making predictions about the future involves expectancies.
These can be expectancies with respect to events that may or may not occur as well as expectations
about the making of simple or complex responses.

We will limit our presentation to one component of Endsley's definition, namely the issue of
operators making predictions about the future. We will refer to such predictions about the future as
expectancies or subjective probabilities. Can we use physiological measures to make inferences
about the occurrence of such expectancies? We believe the answer to this question is yes. What
physiological measures might be considered ? We will single out a few, one dealing with the use
of heart rate, the second with oculometric variables, specifically the occurrence and timing of
saccadic eye movements, eyeblinks and changes in pupil diameter.

With respect to heart rate there is a reasonable literature that under a variety of conditions the
anticipation of an event requiring some sort of action will lead to cardiac deceleration. If we
present a warning signal, followed a few seconds later by an "imperative" signal, one requiring a
simple manual response, we find cardiac deceleration during the delay period. This deceleration
persists over hundreds of trials of task performance.

We will provide an example from one of our studies demonstrating that this cardiac decelerative
response occurs in anticipation not only of having to make a motor response but occurs in
anticipation of having to acquire information as well as in anticipation of having to "interrogate
information” stored in memory.

The task in which we demonstrated such anticipatory deceleration in human subjects is the
Sternberg Memory Task. In this task participants are presented with a set of symbols (letters,
numbers, colors, random shapes, etc.) and are required to retain that information for a period of
time (usually seconds) before being presented with a symbol which is either a member or not a
member of the original set. The latter symbol is referred to as the "test” item, the prior set as the
"memory set". Participants are required to make a discriminative response ,i.€., the test item is a
member of the memory set. In our laboratory we have added another dimension to the task,
namely before presentation of the memory set they are informed about the number of items that
will be contained in the set that is about to be presented. This period is referred to as the "cue
period”.

Participants are presented with a Cue, followed a fixed time later by the Memory set, followed a
fixed time later by the Test stimulus which is followed a fixed time later by the next Cue stimulus.
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We have studied heart rate under conditions where the interval between stimulus presentation was
either 6 or 10 seconds and where the memory set was either "small" or "large". Figure 1 depicts
the results from such a study, note that two time intervals were used in this study, 6 and 10
seconds between onset of each of the stimulus sets, and the number of items to be committed to
memory was either two or six. In the Cue period, where the participant is expecting the
presentation of the memory set (with full knowledge about the size of the set) we see initial
increases in heart rate over the first few seconds, followed by significant decreases with the lowest
heart rate achieved at the point of time where the memory set is expected to be presented. Note that
both the accelerative and decelerative effects are more clearly seen when we allow for a 10 second
interval between stimulus presentation. Control of some autonomically innervated systems is
sluggish.
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Note also that set size (or expected memory load) has no significant effect on either the
accelerative or decelerative component. Expectancy of anything leads to equal amounts of
deceleration. Heart rate changes during the information presentation and retention period shows a
similar pattern of acceleration and deceleration in anticipation of the test stimulus. Here we do see
some differences between large and small set size with some delay (phase shift) in the accelerative
component for the larger set size. Presentation of the test stimulus leads to significant heart rate
increases following the making of the response and a return to resting levels in anticipation of the
next cue stimulus.

We, of course, also recorded the eyeblink in this situation. For those of you not familiar with
our work, our working hypothesis (now amply verified) is that "spontaneous” blinks do not occur
at random but are time locked to points in time where the participant can momentarily inhibit the
taking in of new information or the processing of information. When are subjects most likely to
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BLINK RATE (BUINKS/MINUTE)

blink or inhibit blinking while performing the Stemberg memory task? Figure 2 depicts the
results.
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Note, that as was true of the heart rate response, the anticipation of anything leads to blink
inhibition. Our data suggest that unlike the cardiac decelerative response the degree of blink
inhibition seen with a 6 second stimulus onset asynchrony (SOA) is identical to that observed
when SOA is 10 seconds. The CNS control of this system appears to stronger than is true of the
heart. During the memory period we see major differences between the small and the large
memory set in that blink rate increases to a peak during the first second following stimulus onset
for the small set size, while the peak is seen during the second two for the larger set. Thus
blinking is inhibited while participants are perceiving and "transferring" information to "working
memory”. Note also that the speed with which blink rate decelerates is slower for the larger set
size. We believe this is associated with "rehearsal” as a procedure for maintaining information in
working memory.

Not only is timing of blinks affected by task demands but the nature of the blink is equally
affected. One of the measures we have developed is referred to as the 50% window measure.
This measure identifies the point in time when the lid is half closed, searches for the point in time
where during lid reopening the lid passes that same level and identifies the time interval between
these two points as 50% window. Figure 3 depicts the results of this analysis.
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Figure 3

Note a significant decrease in closure duration as a function of expectancy. The closer in time
to where we expect an event to occur the shorter the closure duration of the blink. We as well as
Glenn Wilson have used this phenomenon to discriminate between levels of "work load" as pilots
engage in various flight maneuvers. Stern and Skelly, for example demonstrated that B-52 pilots
flying an extended mission in a flight simulator inhibited blinking and utilized more short duration
blinks when painted by enemy radar or when in an "attack” mode or searching for a missile that
had been shot at them than when flying under more tranquil conditions.

To summarize: expectancy leads to a decrease in heart rate, inhibition of blinking, and if one
cannot inhibit a blink at a point in time close to an imperative event the blink if of shorter duration
than normal.

Let me now turn to recent studies in which we are studying eye movements and pupil diameter
changes as well as blinks and electroencephalographic variables, associated with level of
expectancy .

The model situation we have chosen for these experiments is a vigilance task used by Paul
Bakan in the 1950's. In this task subjects are required to view or listen to_a series of digits
sequentially presented. They are required to respond when a sequence of digits meets a "rule”.
The "rule” we have selected is, "Respond when three successive digits that are all odd integers and
all different in value occur sequentially. Following the presentation of such an array of digits the
next digit will always be an even one.” Digits are presented at an SOA of 2.5 seconds, and in
some of our experiments a sequence of 1440 digits constitutes the vigilance task. It is a vigilance
task because the number of events requiring a response is small (60 such events in an hour)when
compared to the number of stimuli presented.

The lowest level of expectancy (of having to make a manual response) is during the interval
following responding. Here the participant knows that the next stimulus will be one that can be
ignored. This is level 1 in our experiment. Level 2 is the expectation that the next digit will be the
first of a series of three odd digits. Level three is the expectation that following the first odd digit
the next digit will also be an odd one. Level 4 is the expectation that the next digit is a third odd
digit and requires a response. These levels of expectancy are graphically presented in figure 4.
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Digits are presented at predictable locations on a CRT. All of them are presented at the same
horizontal level and at 4 discrete locations across the screen. The first stimulus appears at the left-
most condition, the second one about 7 degree to the right, the third one 7 degrees further to the
right, the fourth one another 7 degrees to the right, the fifth one 7 degrees to the left of the last one,
etc. The display thus jumps in a regular fashion from left to right and back again for a sequence of
1440 stimulus presentations.

Stimulus presentation is short (300 or 500 ms). With the shortest presentation duration the
viewer may have some difficulty abstracting the relevant information if one waits to shift gaze to
the predictable location until the stimulus appears at that location. Viewers are thus expected to
make anticipatory saccades. It was our hope that such anticipatory saccades would occur earlier
when expectancy was high than when it was low. With respect to saccades that move the eyes to
the target location we hoped that saccade latency might be affected by expectancy and that saccade
gain would be similarly affected.

We are in the midst of analyzing this data. I can report on results based on 8 subjects. The
results meet our expectations!

Figure 5 depicts anticipatory saccade latency as a function of expectancy level. In this figure as
well as the ones that follow we have, for reasons that are not relevant here ( namely our interest in
evaluating changes as a function of Time-on-Task) only sampled data where a response was
required. The results thus are based on a maximum of 60 events per subject. We have also
excluded trials on which no response was made, this seldom exceeded 10% of the trials.
Anticipatory saccade latency identifies the first saccade that occurs in anticipation of the next
number and is measured backward from the time of stimulus presentation. A larger value thus
signifies an earlier anticipatory saccade. It was our expectation that the higher the expectancy level
the larger the latency value. Those expectations are reflected in the graph. Ranking these latencies
for each subjects across the four expectancy values identified demonstrated that for expectancy
value 1, six subjects had the lowest rank (shortest latency), one had a rank of two and one a rank
of 4. For expectancy value 4, four had a rank of four, two of three one of two and one of one.

The probability of the ranking being attributable to chance was tested with the Friedman two-
way analysis of variance by ranks. The results are significant beyond the .0000 level.
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Figure 5. Anticipatory saccade latency (60 chunks).

Similar analyses were conducted for To Target Saccade Latency, To Target Saccade Gain and
blink latency following stimulus presentation.

To Target Saccade Latency refers to the timing of the first saccade following stimulus
presentation. For this analysis we excluded all trials where the anticipatory saccade accurately
brought the eye to the target location, i.e., where there was no to target saccade. Though the
differences in saccade latency as a function of expectancy are small (of the order of 7 ms between
level 1 and level 4) they again are highly reliable (p.<.0000). Six subjects showed the expected
pattern and two the opposite pattern.
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Figure 6. To target saccade latency (60 chunks)

To Target Saccade Gain is a measure of saccade amplitude divided by angular distance of the
jump. To the extent that subjects make anticipatory saccades, the greater the accuracy of the
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anticipatory saccade the smaller the gain. The results of this analysis are depicted in figure 7.
Seven of the eight subjects had the smallest gain for expectancy level 4. Again results are
significant (p<.0000).

The last measure, blink latency involves the time between stimulus onset and the making of a
blink if a blink is made during an interval between stimulus presentation. What we find here is that
the requirement to make a manual response produces a significant delay in blinking. Though there
appears to be a decrease in blink latency as we shift from level 1 to 2 and 3, we have not tested the
reliability of these differences.
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To summarize, in tasks where stimulus location and timing are predictable one finds significant
effects of expectancy on measures such as anticipatory saccade latency on measures such as
anticipatory saccade latency, to target saccade latency and gain as well as blink latency. Other
measures will be considered as well, such as anticipatory saccade frequency, and the occurrence of
"square wave jerks". Our choice of a one hour task has nothing to do with our interest in SA but
is based on our concern with issues of vigilance and /or attention. We also can demonstrate
significant Time -on - task effects with many of the above measures but this is neither the time nor
place to do so.

The last measure we have utilized in these investigations of expectancy involves changes in
pupil diameter as a function of "mental load”. Again, this is an area of investigation with which
most of you are probably not familiar. Pupil diameter changes are generally associated with
alterations in light intensity and the ingestion of central nervous system stimulants and depressants.
What is less well known and publicized is that the pupil also dilates as a function of "mental load".
The changes are small but reliable. Much of this work was published in the 1960's and 70's by E.
Hess, J. Beatty and Kahneman. Our current technology for evaluating oculomotor activity allows
for the measurement of pupil diameter and we have started to look at this measure as affected by
expectancy. We have not done any quantitative analyses of pupil diameter changes. The
following figures are representative of pupillary changes associated with expectancy and the
enactment of a motor response. Note that the major change is attributable to the enactment of the
motor response. However, one can also see pupil diameter increases associated with expectancy.

What conclusions can we draw from what I have presented? I hope that I have made a positive
case for the use of oculometric measures to index aspects of expectancy. I can make a similar case
for the use of such measures for the evaluation of vigilance decrements.

Why am I so enthusiastic about the use oculometric measures. Why are they to be preferred
over other physiological measures which may do as good a job, if not better, to index aspects of
expectancy, vigilance and attention? One of the attractions of oculometric measures is that they can
be obtained without the attachment of electrodes. They can be obtained with the use of video
recording equipment. There are problems with the technology that are still expensive to
implement. Current, commercially available technology does a fine job with respect to spatial
resolution (identifying where the eyes are pointed), does an excellent job of measuring pupil
diameter, but falls short when it comes to temporal resolution. We have done a reasonable job of
developing software to automatically abstract variables of interest such as the occurrence of
saccadic eye movements, eye blinks, and changes in pupil diameter, though much remains to be
done.
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Post-Hoc Assessment of Situation Assessment in
Aircraft Accident/Incident Investigations

Barry Strauch

National Transportation Safety Board!

Introduction

Aircraft accident investigations have two primary objectives, to determine the cause of an accident
and to make recommendations to prevent its recurrence. To meet these objectives investigators
often attempt to determine the situation awareness of the crewmembers piloting the accident
aircraft, or other persons critical to the cause of the accident.

Situation Awareness

The construct of situation awareness has become increasingly used, particularly in aviation (e.g.,
Endsley & Bolstad, 1994; Endsley, 1995). As Endsley has (1995) defined it:

Situation awareness is the perception of the elements in the environment within a volume
of time and space, the comprehension of their meaning, and the projection of their status
in the near future.

As it would apply to piloting an airplane, for example, situation awareness would refer to pilots’
recognition and comprehension of the state of the aircraft systems, components and flight path,
and the understanding of their respective predicted states.

The importance of situation awareness to aviation safety derives largely from its influence on
decision making (e.g., Klein, 1993, Orasanu, 1993). Effective pilot decision making uses accurate
situation assessment or situation awareness as the foundation of subsequent decision making. For
pilots, as all decision makers, the quality of the decision is dependent upon the accuracy of their
awareness or assessment of the situation to which the decision will apply. Thus, even with the
numerous comprehensive standard operating procedures, specified phraseology, and other rules
and guidance, air transport pilots, air traffic controllers and other participants in the aviation system
routinely make decisions that can have profound influence on the safety of flight. Their ability to
maintain accurate situation awareness, therefore, is critical to the quality of the decisions that result
and to the safety of the aviation system.

Repeatedly, accidents have resulted from flaws in the decision making of the flightcrew
members, flaws that largely resulted from inadequate situation awareness. For example, in 1994
(NTSB, 1995a) a warning light illuminated in the cockpit of a regional airliner as the airplane was
on final approach, in night, marginal visibility conditions. Although this was a relatively benign

1The views expressed herein are those of the author and not necessarily those of the National Transportation Safety
Board.
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occurrence, the captain misdiagnosed the waming light by interpreting it as an engine failure.
Consequently, among other incorrect or inappropriate actions that followed, he failed to assign
appropriate responsibility to the first officer, incorrectly decided to break off the approach and
attempted a go around, and finally improperly applied engine power. the aircraft crashed about five
miles short of the runway.

Although this accident illustrates a rather extreme example of the potential consequences of
incorrect situation awareness, the fact remains that aviation safety relies upon accurate situation
awareness by all its critical personnel including pilots, air traffic controllers, dispatchers,
maintenance personnel, flight attendants, and others. The purpose of this paper is to describe the
methods by which aircraft accident investigators assess the situation awareness of critical
personnel in circumstances where those deficiencies are believed to have played a part in the
accident.

Data

Aiircraft accident investigators typically obtain data pertaining to the person or persons considered
critical to the cause of the accident, the equipment used, and the environment in which the critical
person or persons and the equipment operated. As in empirical investigations, investigators sample
the universe of data to collect those necessary to meet the objectives of the investigation. The data
that are collected, in addition to meeting standard measures of statistical quality, must be internally
consistent, logical and sequentially correct. That is, regardless of the source, data obtained from
the various sources in an accident investigation must manifest the application of comparable logic
and the description of identical events, in the same sequence, a sequence that ends with the
accident itself.

The Person

The majority of aircraft accidents result from an error or series of errors that a person critical to
the flight has committed. Irrespective of the person, the data remain the same, data that describe the
quality of the person's performance of the critical task, and the state of his or her behavioral and
physical health at the time of the accident. The sources of data include primarily medical, personnel
and training records and the characterizations of people who were associated with those records
and/or who were familiar with the person.

The Equipment

The accident aircraft, as well as other equipment potentially involved in the cause of the accident,
e.g., air traffic control consoles, provide considerable data about the events preceding the accident.
Items such as control surface positions, instrument readings, non-volatile memory contents,
switch and circuit breaker positions, and site damage offer substantial information about the state
of the machine before the accident, information that can be critical to understanding the cause of the
accident. For example, fire damage that is pre-impact exhibits different smoke patterns than post-
impact fire, and determining when the fire initiated is critical to leaming the accident's cause.
Similarly, aircraft wreckage that is concentrated in a small area results from a different flight path
than one that is dispersed, thus describing substantially different types of accident sequences and
thus, potentially different causes.

Regardless, the most critical equipment-provided information derives from the two recorders,
required on air transport and jet aircraft, that continually record data on the status and operation of
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the aircraft. Digital flight data recorders (DFDRs) contain anywhere from 11 to over 100
parameters that measure the status and or position of the airplane's surfaces, engines, systems and
pilot controls, as well as its flight path, from the time of the accident back through the preceding 25
hours. Cockpit voice recorders (CVRs) record sounds, conversations, alerts and warnings within
the cockpit, including, as well as sounds accompanying changes in aircraft flight status, from the
time of the accident through the preceding 30 minutes.

Additional sources of data are supplied by air traffic control facilities that record
communications between pilots and air traffic controllers, as well as most communications among
controllers themselves. further data are provided by air traffic control facilities that record radar
information revealing the precise location, airspeed, and altitude of all aircraft in the airspace.

The Environment

Environmental data include information from weather radar and other devices that regularly
measure and record weather parameters in the relevant airspace. These sources can provide
information on the direction and velocity of the winds, visibility, temperature and precipitation
level at different points in time in the airspace of interest. In addition, dispatch records of
information provided to air transport pilots indicate basic information about the flight, including the
planned flight path, weight and balance, fuel requirements and other data relevant to the
investigation.

Post-Hoc Analysis

Often, within days of the initiation of an accident investigation patterns emerge within the data that
suggest to investigators significant issues for further exploration. For example, the absence of
pre-existing hardware failure often leads investigators to examine the actions and decisions of a
critical actor involved in the accident flight. In that event, the situation awareness of the individual
or individuals may be critical to determining the error that caused or contributed to the cause of the
accident. As noted, examining the situation awareness follows the collection of data from a variety
of sources, and the assurance that the data meet the requisite logical and statistical requirements of
accident investigation.

For example, on August 16, 1987, a Northwest Airlines MD-80, flight 255, crashed shortly
after departure from Detroit Metropolitan Airport, killing 154 persons. Initial witness reports
described flames being emitted from the engines. As a result, much of the early activities focused
on collecting data that could corroborate possible powerplant anomalies. However, DFDR data
subsequently showed that the flaps and slats had been retracted during takeoff, indicating that
without substantial additional airspeed the airfoils were incapable of providing the necessary lift to
initiate and sustain the initial climbout. In addition, because the airplane’s attitude at rotation was
considerably higher than normal, to maintain the desired airspeed with retracted flaps or slats, the
airflow into the engines was reduced. The reduced airflow led to compressor stalls within the
engines which then produced the flames that the witnesses described.

Further, physical evidence obtained from the aircraft wreckage corroborated the DFDR data on
the flap and slat positions. Other data included the calculated climbout performance of an MD-80
that matched the actual performance of the accident aircraft, as recorded on air traffic control radar
and on the DFDR, only with the flaps and slats retracted. Finally, information from the CVR
revealed that the pilots had failed to check the status of the flaps and slats after their taxi checklist
procedures had been interrupted by an air traffic control clearance, further corroborating the
findings that the flaps and slats had not been extended during the taxi. In this manner, the data
from a variety of sources were consistent in describing the actions of the crew in setting the
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configuration of the airplane, the airplane's performance in that configuration, and the effects of
that configuration on engine performance.

These efforts established not only the configuration of the airplane at the time of the accident,
but more importantly, provided the data necessary to determine the sequence of events leading up
to the accident. With this knowledge, the cause of the accident could be determined. More
important, by establishing the sequence of events, investigators could then attempt to reconstruct
the situation awareness of the crew involved. In this accident, the airspeed the crew selected was
appropriate for an airplane with extended flaps and slats. This information, with the information
from the CVR, supports the conclusion that the crew believed, almost up o the impact,that the
difficulty in the climbout they were experiencing was due to weather factors, as had been
discussed before takeoff, and not to an improper aircraft configuration.

Example

On July 2, 1994, a USAir DC-9 crashed near Charlotte, North Carolina, during a severe
thunderstorm. Investigators determined (NTSB, 1995b) that the aircraft had traversed an area of
intense rain, then encountered a severe microburst and downburst, with a change in wind direction
and velocity from a 35-knot headwind to a 26-knot tailwind and a vertical velocity of 30 feet per
second. the accident occurred during the go-around, after the pilots had attempted to discontinue
the approach. The airplane was destroyed, 37 passengers were killed, and the remaining 20
passengers and crew were injured in the accident. Both pilots, who were experienced in the DC-9
and had unblemished records with the airline, survived. On-site examination of the wreckage
provided no evidence for a pre-existing malfunction of the airplane or its components.

Investigators sought to determine the situation awareness of the two pilots, particularly because
of the extremity of the weather conditions and the salience of the rain shower the airplane had
entered. The assessment of the crew's situation awareness was critical to understanding their
attempt to continue flight into such adverse weather, as no rational pilot would deliberately
endanger the safety of flight by attempting to traverse severe weather.

The flight sequence had begun in the afternoon in Charlotte, about an hour and a half before the
accident, when the crew flew the accident airplane to Columbia, South Carolina. this flight
provided them with a first hand encounter with the prevailing weather conditions at Charlotte and
those that had been forecast for the time of the accident flight. At that time visual conditions
dominated the Charlotte area, but a chance of late afternoon type {convective) thunderstorms was
forecast. Before departing Columbia for the return flight to Charlotte, the pilots received both the
current and predicted weather information for Charlotte, both of which were essentially
unchanged.

The flight between Charlotte and Columbia was about a half hour. Upon nearing Charlotte, the
airborne radar on the accident airplane indicated the presence of red or storm cells in the area.
Controllers on the ATIS, a continuous tape loop that gives field conditions and other information
to pilots, were reporting visual conditions over the area. As late as about seven minutes before the
accident air traffic controllers told the crew to expect a visual approach to the field, an indication
that weather conditions in Charlotte were good.

As the flight neared Charlotte, the weather over the field had begun to change. The crew
observed rain over the airport and, on their airborne radar, continued to monitor the presence of a
storm cell near the airport. Just over a minute after being told to expect a clearance for a visual
approach, the approach controller informed the crew that they "may get some rain just south of the
field," and then to expect an instrument landing system (ILS) approach, an indication that
conditions had deteriorated. Although the crew acknowledged this communication, there was no
indication , either from their conversations on the CVR or with air traffic control, that they
understood its implications. The CVR showed that the pilots were attempting to locate the cell on
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their airborne radar, but they did not discuss the deterioration of the Charlotte weather. Rather they
had initiated their descent and approach check, a time of considerable activity in the cockpit. As a
result, while they addressed the possibility of a go-around, the conversation on the CVR appeared
to be in the context of attempting to avoid the storm cell identified on the airborne radar and not a
formal review of the missed approach procedures associated with the ILS approach, as would have
been required of a crew executing an ILS approach.

In addition, while Charlotte air traffic controllers acknowledged the deteriorating weather, they
did not convey all of the critical weather information to the flightcrew and the crew inadvertently
did not obtain critical information. For example, tower controllers had observed lightening over the
airport, an important indicator of thunderstorm activity, and discussed it among themselves, but
did not notify the flightcrew of this. As the rain intensified, controllers updated the ATIS to note
the rain over the airport, as required after a change in the conditions. However, the crew missed
being alerted to this update because they had changed radio frequencies to communicate with a
different controller, the local controller that would issue them landing clearance. Finally, the crew
received incomplete, and thus misleading information regarding the location of windshear that had
been detected on the airport. Charlotte airport was equipped with a low level windshear alerting
system (LLWAS) that detected rapid changes in wind direction and velocity in and around the
airport. However, the LLWAS was alerting at all locations around the airport and not in one area
exclusively. The crew was aware that they were to traverse the northwest area of the airport and
hence, as they later testified, incorrectly believed that the windshear alert did not apply to them. the
local controller later told investigators that he was aware of the northeast boundary alert only.

In addition, as all passenger-carrying turbojet aircraft, the accident airplane was equipped with
an airborne windshear detection device. This system, as the ground-based LLWAS, detected
significant changes in the direction and velocity of the wind the airplane was encountering, and
warned the crew when it noted a substantial change in either. However, the system had been
designed to inhibit a warning if it detected a windshear when the aircraft flaps were in transition,
that is, either being extended or retracted. During the go-around the airborne windshear detection
system recognized a windshear encou<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>