
MASTER COPY: PLEASE KEEP THIS "MEMORANDUM OF TRANSMITTAL" BLANK FOR 
REPRODUCTION PURPOSES. WHEN REPORTS ARE GENERATED UNDER THE ARO 
SPONSORSHIP, FORWARD A COMPLETED COPY OF THIS FORM WITH EACH REPORT SHIPMENT 
TO THE ARO.  THIS WILL ASSURE PROPER IDENTIFICATION. NOT TO BE USED FOR INTERIM 
PROGRESS REPORTS;  SEE PAGE 2 FOR INTERIM PROGRESS REPORT INSTRUCTIONS.

MEMORANDUM   OF TRANSMITTAL  

U.S. Army Research Office  
ATTN:  AMSRL-RO-BI (TR)  
P.O. Box 12211 
Research Triangle Park, NC 27709-2211

Reprint (Orig + 2 copies) Technical Report (Orig + 2 copies)

Manuscript (1 copy) Final Progress Report (Orig + 2 copies)

Related Materials, Abstracts, Theses (1 copy)

 
CONTRACT/GRANT NUMBER:   W911NF0410224 (46637-CI- MUR)   
 
REPORT  TITLE:

Network Beamforming Using Relays with Perfect Channel Information

is forwarded for your information.
 
SUBMITTED FOR PUBLICATION TO (applicable only if report is manuscript): 
 

To Appear in IEEE Transactions on Information Theory.
 

Sincerely,  

NSN 7540-01-280-5500 Standard Form 298 (Rev.2-89) Prescribed by ANSI Std. 239-18 298-102

Enclosure 1



REPORT DOCUMENTATION PAGE Form Approved

  OBM NO. 0704-0188

Public Reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching 

existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comment regarding this 

burden estimates or any other aspect of this collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, 

Directorate for information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management 

and Budget, Paperwork Reduction Project (0704-0188,) Washington, DC 20503.   

1. AGENCY USE ONLY
(Leave Blank)

2. REPORT DATE

02/09/2009

3. REPORT TYPE AND DATES COVERED
Manuscripts 

01 January 2009 - 30 June 2009

4. TITLE AND SUBTITLE

Network Beamforming Using Relays with Perfect 
Channel Information

6. AUTHOR(S)

Y. Jing and H. Jafarkhani

5. FUNDING NUMBER(S)

W911NF0410224

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)
University of California – Irvine, 
EECS Department, 
Irvine, CA, 92697-2625.

8. PERFORMING ORGANIZATION  
REPORT NUMBER
31

9. SPONSORING / MONITORING AGENCY NAME(S) AND 
ADDRESS(ES)
U. S. Army Research Office
P.O. Box 12211
Research Triangle Park, NC 27709-2211

10. SPONSORING / MONITORING   
AGENCY REPORT NUMBER

11. SUPPLEMENTARY NOTES
The views, opinions and/or findings contained in this report are those of the author(s) and should not be 
construed as an official Department of the Army position, policy or decision, unless so designated by other 
documentation.
12 a. DISTRIBUTION / AVAILABILITY STATEMENT
Approved for public release; distribution unlimited. 

12 b. DISTRIBUTION CODE
N/A

       13. ABSTRACT (Maximum 200 words)
       This paper is on beamforming in wireless relay networks with perfect channel information at relays, the receiver, 
and the transmitter if there is a direct link between the transmitter and receiver. It is assumed that every node in the 
network has its own power constraint. A two-step amplify-and-forward protocol is used, in which the transmitter and 
relays not only use match filters to form a beam at the receiver but also adaptively adjust their transmit powers 
according to the channel strength information. For a network with any number of relays and no direct link, the 
optimal power control is solved analytically. The complexity of finding the exact solution is linear in the number of 
relays. Our results show that the transmitter should always use its maximal power and the optimal power used at a 
relay  is  not  a  binary  function.  It  can  take  any  value  between  zero  and  its  maximum transmit  power.  Also, 
surprisingly, this value depends on the quality of all other channels in addition to the relay’s own channels. Despite 
this coupling fact, distributive strategies are proposed in which, with the aid of a low-rate broadcast from the receiver, 
a relay needs only its own channel information to implement  the optimal power control. Simulated performance 
shows that network beamforming achieves the maximal diversity and outperforms other existing schemes.
       Then, beamforming in networks with a direct link are considered. We show that when the direct link exists during 
the first step only, the optimal power control at the transmitter and relays is the same as that of networks with no 
direct  link.  For  networks  with  a  direct  link  during  the second step  only  and both  steps,  recursive  numerical 
algorithms are proposed to solve the power control problem. Simulation shows that by adjusting the transmitter and 
relays’ powers adaptively, network performance is significantly improved.
       Then, beamforming in networks with a direct link are considered. We show that when the direct link exists during 14. SUBJECT TERMS

N/A

15. NUMBER OF PAGES 
33

16. PRICE CODE
N/A

17. SECURITY 
CLASSIFICATION  
OR REPORT

UNCLASSIFIED

18. SECURITY 
CLASSIFICATION  
ON THIS PAGE

UNCLASSIFIED

19. SECURITY 
CLASSIFICATION  
OF ABSTRACT

UNCLASSIFIED

20. LIMITATION OF ABSTRACT
U

NSN 7540-01-280-5500 Standard Form 298 (Rev.2-89) Prescribed by ANSI Std. 239-18 298-102

Enclosure 1



Network Beamforming Using Relays with Perfect

ChannelInformation

Y INDI JING AND HAMID JAFARKHANI ∗

University of California, Irvine, Irvine, CA, 92697

December 13, 2006

Abstract

This paper is on beamforming in wireless relay networks with perfect channel information

at relays, the receiver, and the transmitter if there is a direct link between the transmitter and

receiver. It is assumed that every node in the network has its own power constraint. A two-step

amplify-and-forward protocol is used, in which the transmitter and relays not only use match

filters to form a beam at the receiver but also adaptively adjust their transmit powers according

to the channel strength information. For a network with any number of relays and no direct link,

the optimal power control is solved analytically. The complexity of finding the exact solution

is linear in the number of relays. Our results show that the transmitter should always use its

maximal power and the optimal power used at a relay is not a binary function. It can take any

value between zero and its maximum transmit power. Also, surprisingly, this value depends on

the quality of all other channels in addition to the relay’s own channels. Despite this coupling

fact, distributive strategies are proposed in which, with the aid of a low-rate broadcast from the

receiver, a relay needs only its own channel information to implement the optimal power control.

∗This work was supported in part by ARO under the Multi-University Research Initiative (MURI) grant #W911NF-

04-1-0224.
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Simulated performance shows that network beamforming achieves the maximal diversity and

outperforms other existing schemes.

Then, beamforming in networks with a direct link are considered. We show that when the

direct link exists during the first step only, the optimal power control at the transmitter and

relays is the same as that of networks with no direct link. For networks with a direct link during

the second step only and both steps, recursive numerical algorithms are proposed to solve the

power control problem. Simulation shows that by adjusting the transmitter and relays’ powers

adaptively, network performance is significantly improved.

1 Introduction

It is well-known that due to the fading effect, the transmission over wireless channels suffers from

severe attenuation in signal strength. Performance of wireless communication is much worse than

that of wired communication. For the simplest point-to-point communication system, which is com-

posed of one transmitter and one receiver only, the use of multiple antennas can improve the capacity

and reliability. Space-time coding and beamforming are among the most successful techniques de-

veloped for multiple-antenna systems during the last decades [1, 2]. However, in many situations,

due to the limited size and processing power, it is not practical for some users, especially small

wireless mobile devices, to implement multiple antennas. Thus, recently, wireless network commu-

nication is attracting more and more attention. A large amount of effort has been given to improve

the communication by having different users in a network cooperate. This improvement is conven-

tionally addressed as cooperative diversity and the techniques cooperative schemes.

Many cooperative schemes have been proposed in literature [3–21]. Some assume channel in-

formation at the receiver but not the transmitter and relays, for example, the noncoherent amplify-

and-forward protocol in [8, 9] and distributed space-time coding in [10]. Some assume channel

information at the receiving side of each transmission, for example, the decode-and-forward proto-

col in [8,12] and the coded-cooperation in [13]. Some assume no channel information at any node,

for example, the differential transmission schemes proposed independently in [14–16]. The coher-
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ent amplify-and-forward scheme in [9, 11] assumes full channelinformation at both relays and the

receiver. But only channel direction information is used at relays. In all these cooperative schemes,

the relays always cooperate on their highest powers. None of the above pioneer work allow relays

to adjust their transmit powers adaptively according to channel magnitude information, and this is

exactly the concern of this paper.

There have been several papers on relay networks with adaptive power control. In [22, 23],

outage capacity of networks with a single relay and perfect channel information at all nodes were

analyzed. Both work assume a total power constraint on the relay and the transmitter. A decode-and-

forward protocol is used at the relay, which results in a binary power allocation between the relay

and the transmitter. In [24], performance of networks with multiple amplify-and-forward relays and

an aggregate power constraint was analyzed. A distributive scheme for the optimal power allocation

is proposed, in which each relay only needs to know its own channels and a real number that can

be broadcasted by the receiver. Another related work on networks with one and two amplify-and-

forward relays can be found in [25]. In [26], outage minimization of single-relay networks with

limited channel-information feedback is performed. It is assumed that there is a long-term power

constraint on the total power of the transmitter and the relay. In this paper, we consider networks

with a general number of amplify-and-forward relays and we assume a separate power constraint on

each relay and the transmitter. Due to the difference in the power assumptions, compared to [24],

analysis of this new model is more difficult and totally different results are obtained.

For multiple-antenna systems, when there is no channel information at the transmitter, space-

time coding can achieve full diversity [1]. If the transmitter has perfect or partial channel infor-

mation, performance can be further improved through beamforming since it takes advantage of

the channel information (both direction and strength) at the transmit side to obtain higher receive

SNR [2]. With perfect channel information or high quality channel information feedback from the

receiver at the transmitter, one-dimensional beamforming is proved optimal [2, 27, 28]. The more

practical multiple-antenna systems with partial channel information at the transmitter, channel statis-

tics or quantized instantaneous channel information, are also analyzed extensively [29–33]. In many

situations, appropriate combination of beamforming and space-time coding outperforms either one
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of the two schemes alone [34–37]. In this paper, we will see similarperformance improvement in

networks using network beamforming over distributed space-time coding and other existing schemes

such as best-relay selection and coherent amplify-and-forward.

We consider networks with one pair of transmitter and receiver but multiple relays. The receiver

knows all channels and every relay knows its own channels perfectly. In networks with a direct

link (DL) between the transmitter and the receiver, we also assume that the transmitter knows the

DL fully. A two-step amplify-and-forward protocol is used, where in the first step, the transmitter

sends information and in the second step, the transmitter and relays, if there is a DL, transmit. We

first solve the power control problem for networks with no DL analytically. The exact solution can

be obtained with a complexity that is linear in the number of relays. Then, to perform network

beamforming, we propose two distributive strategies in which a relay needs only its own channel

information and a low-rate broadcast from the receiver. Simulation shows that the optimal power

control or network beamforming outperforms other existing schemes. We then consider networks

with a DL during the first transmission step, the second transmission step, and both. For the first

case, the power control problem is proved to be the same as the one in networks without the DL. For

the other two cases, recursive numerical algorithms are provided. Simulation shows that they have

much better performance compared to networks without power control. We should clarify that only

amplify-and-forward is considered here. For decode-and-forward, the result may be different and it

depends on the details of the coding schemes.

The paper is organized as follows. In the next section, the relay network model and the main

problem are introduced. Section 3 works on the power control problem in relay networks with no DL

and Section 4 considers networks with a DL. Section 5 contains the conclusion and several future

directions.

2 Wireless Relay Network Model and Problem Statement

Consider a relay network with one transmit-and-receive pair andR relays as depicted in Fig. 1.

Every relay has only one single antenna which can be used for both transmission and reception.
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Denote the channel from the transmitter to theith relay asfi and the channel from theith relay

to the receiver asgi. If the DL between the transmitter and the receiver exists, we denote it as

f0. We assume that the transmitter knowsf0, the ith relay knows its own channelsfi andgi, and

the receiver knows all channelsf0, f1, . . . , fR andg1, . . . , gR. The channels can have both fading

and path-loss effects. Actually, our results are valid for any channel statistics. We assume that for

each transmittsion, the powers used at the transmitter and theith relay are no larger thanP0 andPi,

respectively. Note that in this paper, only short-term power constraint is considered, that is, there is

an upper bound on the average transmit power of each node for each transmission. A node cannot

save its power to favor transmissions with better channel realizations.

We use a two-step amplify-and-forward protocol. During the first step, the transmitter sends

α0

√
P0s. The information symbols is selected randomly from the codebookS. If we normalize it

asE|s|2 = 1, the average power used at the transmitter isα2
0P0. Theith relay and the receiver, if a

DL exists during the first step, receive

ri = α0

√

P0fis+ vi and x1 = α0

√

P0f0s+ w1, (1)

respectively. vi andw1 are the noises at theith relay and the receiver at Step 1. We assume that they

areCN (0, 1). During the second step, the transmitter sendsβ0

√
P0e

jθ0s, if a DL exists during this

step. At the same time, theith relay sends

ti = αi

√

Pi
1 + α2

0|fi|2P0

ejθiri.

Theaverage transmit power of theith relay can be calculated to beα2
iPi. If we assume thatf0 keeps

constant for the two steps, the receiver gets

x2=β0

√

P0f0e
jθ0s+

R
∑

i=1

giti + w2

=
√

P0

(

β0f0e
jθ0 + α0

R
∑

i=1

αifigie
jθi
√
Pi

√

1 + α2
0|fi|2P0

)

s+
R
∑

i=1

αigie
jθi
√
Pi

√

1 + α2
0|fi|2P0

vi + w2. (2)

w2 is the noise at the receiver at Step 2, which is also assumed to beCN (0, 1). Note that if the

transmitter sends during both steps, we assume that the total average power it uses is no larger than
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P0. With this, the total average power in transmitting one symbol is no larger than
∑R

i=0 Pi. Clearly,

the coefficientsα0, α1, . . . , αR are introduced in the model for power control. The power constraints

at the transmitter and relays require thatα2
0 + β2

0 ≤ 1 and0 ≤ αi ≤ 1.

Our network beamforming design is thus the design ofθ0, θ1, · · · , θR andα0, β0, α1, · · · , αR,

such that the error rate of the network is the smallest. This is equivalent to maximize the receive

SNR, or the total receive SNR of both branches if a DL exists during the first step. From (2), we

can easily prove that an optimal choice of the angles areθ0 = − arg f0 andθi = −(arg fi + arg gi).

That is, match filters should be used at relays and the transmitter during the second step to cancel

the phases of their channels and form a beam at the receiver. We thus have

x2 =
√

P0

(

β0|f0| + α0

R
∑

i=1

αi|figi|
√
Pi

√

1 + α2
0|fi|2P0

)

s+
R
∑

i=1

αi|gi|
√
Pi

√

1 + α2
0|fi|2P0

e−j arg fivi + w2. (3)

Whatis left is the optimal power control, i.e., the choice ofα0, β0, α1, . . . , αR. This is also the main

contribution of our work.

3 Optimal Relay Power Control

In this section, we investigate the optimal adaptive power control at the transmitter and relays in net-

works without a DL. Section 3.1 presents the analytical power control result. Section 3.2 comments

on the result and gives distributive schemes for the optimal power control. Section 3.3 provides

simulated performance.

3.1 Analytical Result

With no DL, we haveβ0 = 0 andx1 = 0. From (3), the receive SNR can be calculated to be

α0P0

(

∑R

i=1
αi|figi|

√
Pi√

1+α2
0|fi|2P0

)2

1 +
∑R

i=1
α2

i |gi|2Pi

1+α2
0|fi|2P0

.
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It is an increasing function ofα0. Therefore,the transmitter should always use its maximal power,

i.e.,α∗
0 = 1. The receive SNR is thus:

P0

(

∑R

i=1
αi|figi|

√
Pi√

1+|fi|2P0

)2

1 +
∑R

i=1
α2

i |gi|2Pi

1+|fi|2P0

.

Before going into details of the SNR optimization, we first introduce some notation to help

the presentation.〈·, ·〉 indicates the inner product.‖ · ‖ indicates the 2-norm.P indicates the

probability. ai denotes theith coordinate of vectora andai1,...,ik denotes thek-dimensional vector
[

ai1 · · · aik

]T

, where·T represents the transpose. Ifa,b are twoR-dimensional vectors,

a � b meansai ≤ bi for all i = 1, . . . , R. 0R is theR-dimensional vector with all zero entries.

Denote the set0R � y � a or equivalently,0 ≤ yi ≤ ai for i = 1, . . . , R, asΛ. For1 ≤ k ≤ R− 1,

denote the set0k � yi1,...,ik � ai1,...,ik asΛi1,...,ik , where{i1, . . . , ik} is ak-subset of{1, . . . , R}.

Define

x =











α1

...

αR











,b =













|f1g1|
√
P1√

1+|f1|2P0

...

|fRgR|
√
PR√

1+|fR|2P0













, a =













|g1|
√
P1√

1+|f1|2P0

...

|gR|
√
PR√

1+|fR|2P0













, and A = diag{a},

wherediag{a} indicates the diagonal matrix whoseith diagonal entry isai. With the transformation

y = Ax, or equivalently,x = A−1y, we have

SNR = P0
〈b,x〉2

1 + ‖Ax‖2
= P0

〈c,y〉2
1 + ‖y‖2

,

where

c = A−Tb =











√
1+|f1|2P0

|g1|
√
P1

· · · 0

...
. . .

...

0 · · · · · ·
√

1+|fR|2P0

|gR|
√
PR























|f1g1|
√
P1√

1+|f1|2P0

...

|fRgR|
√
PR√

1+|fR|2P0













=











|f1|
...

|fR|











.

Thereceive SNR optimization problem is thus equivalent to

max
y

〈c,y〉2
1 + ‖y‖2

s.t. y ∈ Λ. (4)
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The difficulty of the problem lies in the shape of the feasible set.If y is constrained on a hypersphere,

that is,‖y‖ = r, the solution is obvious at least geometrically. Given that‖y‖ = r,

〈c,y〉2
1 + ‖y‖2

=
r2‖c‖2

1 + r2
cos2 ϕ,

whereϕ is the angle betweenc andy. The optimal solution should be the vector which has the

smallest angle withc. Thus, we decompose (4) as

max
r

1

1 + r2

(

max
‖y‖=r

〈c,y〉
)2

s.t. y ∈ Λ and 0 ≤ r ≤ ‖a‖. (5)

SinceP(ai > 0) = 1 andP(ci > 0) = 1, we assume thatai > 0 andci > 0. Define

φj = φ(fj, gj, Pj) =
cj
aj

=
|fj|
√

1 + |fj|2P0

|gj|
√

Pj
. (6)

Orderφj as

φτ1 ≥ φτ2 ≥ · · · ≥ φτR . (7)

(τ1, τ2, . . . , τR) is thus an ordering of(1, 2, . . . , R). Define

r0=0,

r1=φ
−1
τ1
‖c‖ =

√

φ−2
τ1
‖cτ2,...,τR‖2 + a2

τ1
,

r2=
√

φ−2
τ2
‖cτ2,...,τR‖2 + a2

τ1
=

√

√

√

√φ−2
τ2
‖cτ3,...,τR‖2 +

2
∑

i=1

a2
τi
,

...

rR−1=

√

√

√

√φ−2
τR−1

‖cτR−1,τR‖2 +
R−2
∑

i=1

a2
τi

=

√

√

√

√φ−2
τR−1

|cτR |2 +
R−1
∑

i=1

a2
τi
,

rR=

√

√

√

√φ−2
τR
|cτR |2 +

R−1
∑

i=1

a2
τi

= ‖a‖.

Sinceφτj−1
≥ φτj , we haverj−1 ≤ rj for j = 1, . . . , R. Thus, the feasible interval of the radius,

[0, ‖a‖], can be decomposed into the followingR intervals:

[0, ‖a‖] = [r0, r1] ∪ [r1, r2] ∪ · · · ∪ [rR−2, rR−1] ∪ [rR−1, rR].
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We denoteΓi = [ri, ri+1] for i = 0, . . . , R− 1. Thus, (5) is equivalent to

max
i=1,...,R

max
r∈Γi

1

1 + r2

(

max
‖y‖=r∈Γi,y∈Λ

〈c,y〉
)2

.

We have decomposed the optimization problem intoR subproblems. We now work on theith

subproblem:

max
r∈Γi

1

1 + r2

(

max
‖y‖=r∈Γi,y∈Λ

〈c,y〉
)2

. (8)

Denote the solution of the inner optimization problem,

max
‖y‖=r∈Γi,y∈Λ

〈c,y〉, (9)

asz(i). We have the following two lemmas.

Lemma 1. z(i)
j = aj for j = τ1, . . . , τi.

Proof. We prove this lemma by contradiction. Assume thatz
(i)
j < aj for somej ∈ {τ1, . . . , τi}. We

first show that there exists anl ∈ {τi+1, . . . , τR} such that
z
(i)
j

cj
<

z
(i)
l

cl
. Assumethat

z
(i)
j

cj
≥ z

(i)
m

cm
for all

m ∈ {τi+1, . . . , τR}. We havez(i)
m ≤ cm

z
(i)
j

cj
< cm

aj

cj
= cmφ

−1
j . Thus,

‖z(i)‖ =

√

√

√

√

i
∑

m=1

(

z
(i)
τm

)2

+
R
∑

m=i+1

(

z
(i)
τm

)2

<

√

√

√

√

i
∑

m=1

a2
τm

+
R
∑

m=i+1

c2τmφ
−2
j

=

√

√

√

√φ−2
j ‖cτi+1,...,τR‖2 +

i
∑

m=1

a2
τm

≤

√

√

√

√φ−2
τi
‖cτi+1,...,τR‖2 +

i
∑

m=1

a2
τm

becasue of (7)

= ri.

This contradicts‖z(i)‖ ∈ Γi. thus, there exists anl ∈ {τi+1, . . . , τR} such that
z
(i)
j

cj
<

z
(i)
l

cl
.

Define another vectorz′ as z′j = z
(i)
j + δ, z′l =

√

(

z
(i)
l

)2

− 2δz
(i)
j − δ2, andz′m = z

(i)
m for

m 6= i, l, where

0 < δ < min

{

2cj

(

1 +
c2j
c2l

)−1
(

z
(i)
l

cl
−
z

(i)
j

cj

)

,

√

(

z
(i)
j

)2

+
(

z
(i)
l

)2

− z
(i)
j , aj − z

(i)
j

}

.
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Since we have assumed thatz
(i)
j < aj andhave just proved that

z
(i)
j

cj
<

z
(i)
l

cl
, suchδ is achievable. To

contradict the assumption thatz(i) is the optimal, it is enough to prove the following two items:

1. z′ is a feasible point:‖z′‖ = r andz′ ∈ Λ,

2. 〈c, z(i)〉 < 〈c, z′〉.

From the definition ofz′, we have

‖z′‖2 =
(

z′j
)2

+(z′l)
2
+
∑

m6=j,l
(z′m)

2
=
(

z
(i)
j + δ

)2

+
(

z
(i)
l

)2

−2δz
(i)
j −δ2+

∑

m6=j,l

(

z(i)
m

)2
= ‖z(i)‖2 = r2.

Since0 < δ < aj − z
(i)
j , we have0 < z′j < aj. Also, since0 < δ <

√

(

z
(i)
j

)2

+
(

z
(i)
l

)2

− z
(i)
j , we

caneasily prove thatz′l =

√

(

z
(i)
l

)2

− 2δz
(i)
j − δ2 > 0 andz′l < z

(i)
l ≤ al. Thus,z′ ∈ Λ. The first

item has been proved. For the second item, sinceδ < 2cj

(

1 +
c2j

c2
l

)−1
(

z
(i)
l

cl
− z

(i)
j

cj

)

, wehave

(

1 +
c2j
c2l

)

δ2 < 2cj

(

z
(i)
l

cl
−
z

(i)
j

cj

)

δ = 2

(

z
(i)
l

cj
cl

− z
(i)
j

)

δ

⇒
(

z
(i)
l

)2

+
c2j
c2l
δ2 − 2

cj
cl
z

(i)
l δ <

(

z
(i)
l

)2

− 2z
(i)
j δ − δ2 = z′2l

⇒ clz
(i)
l − cjδ < clz

′
l

⇒ clz
(i)
l + cjz

(i)
j − (clz

′
l + cjz

′
j) < 0

⇒ 〈c, z(i)〉 < 〈c, z′〉.

Lemma 2. z(i)
j =

√
r2−
Pi

m=1 a
2
τm

‖cτi+1,...,τR
‖ cj for j = τi+1, . . . , τR.

Proof. From Lemma 1,z(i)
j = aj for j = τ1, . . . , τi. Thus, (9) can be written as

max
‖y‖=r∈Γi,y∈Λ

i
∑

m=1

aτmcτm + 〈cτi+1,...,τR ,yτi+1,...,τR〉

=
i
∑

m=1

bτm + max
‖yτi+1,...,τR

‖=
√

r2−
Pi

m=1 a2
τm,

r∈Γi,yτi+1,...,τR
∈Λτi+1,...,τR

〈cτi+1,...,τR ,yτi+1,...,τR〉.
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Defineλ =

√
r2−Pi

m=1 a
2
τm

‖cτi+1,...,τR
‖ . It is obvious that〈cτi+1,...,τR ,yτi+1,...,τR〉 ≤ 〈cτi+1,...,τR , λcτi+1,...,τR〉 for all

‖yτi+1,...,τR‖ =
√

r2 −∑i

m=1 a
2
τm

. In other words, to maximize the inner product,yτi+1,...,τR should

have the same direction ascτi+1,...,τR . Thus, we only need to show that this direction is feasible for

r ∈ Γi. This is equivalent to show thatλcτi+1,...,τR ∈ Λτi+1,...,τR for anyr ∈ Γi. We can easily prove

that

r ∈ Γi ⇔ λ ∈ Ωi,

whereΩi =
[

φ−1
τi
, φ−1

τi+1

]

for i = 0, . . . , R − 1. Thus, for anyr ∈ Γi andj = τi+1, . . . , τR, we have

0 ≤ λcj ≤ φ−1
τi+1

cj ≤ φ−1
j cj = aj. Hence,λcτi+1,...,τR ∈ Λτi+1,...,τR .

Combining Lemma 1 and Lemma 2, we have

z
(i)
j =







aj j = τ1, . . . , τi

λcj j = τi+1, . . . , τR

(10)

and thus

max
‖y‖=r∈Γi,y∈Λ

〈c,y〉 =
i
∑

m=1

bτm + λ‖cτi+1,...,τR‖2. (11)

We have solved the inner optimization of Subproblemi. The solution of theR subproblems can

thus be obtained.

Lemma 3. The solution of Subproblem0 is y(0) = φ−1
τ1

c. For 1 ≤ i ≤ R − 1, the solution of

Subproblemi is y(i) that is defined as

y
(i)
j =







aj j = τ1, . . . , τi

min
{

1+
Pi

m=1 a
2
τmPi

m=1 bτm

, φ−1
τi+1

}

cj j = τi+1, . . . , τR.
(12)

Proof. From (11), Subproblemi is equivalent to the following 1-dimensional optimization problem:

max
λ∈Ωi

(

∑i

m=1 bτm + ‖cτi+1,...,τR‖2λ
)2

1 +
∑i

m=1 a
2
τm

+ ‖cτi+1,...,τR‖2λ2
. (13)

Wheni = 0, (13) is equivalent tomaxλ∈Ωi

‖c‖4λ2

1+‖c‖2λ2 . Since ‖c‖4λ2

1+‖c‖2λ2 is an increasing function of

λ, its maximum is atλ = φ−1
τ1

.

11



For i = 1, . . . , R− 1, Define

ξi(λ) =

(

∑i

m=1 bτm + ‖cτi+1,...,τR‖2λ
)2

1 +
∑i

m=1 a
2
τm

+ ‖cτi+1,...,τR‖2λ2
.

We have,

∂ξi
∂λ

=
2
(

∑i

m=1 bτm + ‖cτi+1,...,τR‖2λ
)

‖cτi+1,...,τR‖2

(

1 +
∑i

m=1 a
2
τm

+ ‖cτi+1,...,τR‖2λ2
)2

(

1 +
i
∑

m=1

a2
τm

−
i
∑

m=1

bτmλ

)

.

Thus, ∂ξi
∂λ

> 0 if λ <
1+
Pi

m=1 a
2
τmPi

m=1 bτm

and ∂ξ

∂λ
< 0 if λ >

1+
Pi

m=1 a
2
τmPi

m=1 bτm

. So, if
1+
Pi

m=1 a
2
τmPi

m=1 bτm

≤ φ−1
τi+1

,

the optimal solution is reached atλ =
1+
Pi

m=1 a
2
τmPi

m=1 bτm

. Otherwise, the optimal solution is reached at

λ = φ−1
τi+1

. From (10), Subproblemi is solved aty(i) as defined in (12).

Now, we can work on the relay power control problem presented in(4).

Theorem 1. The solution of the SNR optimization is

x∗ = arg
x(i)

max
i=1,...,R−1,

Ii=1

〈b,x(i)〉2
1 + ‖Ax(i)‖2

, (14)

where for i = 1, . . . , R− 2, x(i) is defined as

x
(i)
j =







1 j = τ1, . . . , τi
1+
Pi

m=1 a
2
τmPi

m=1 bτm

φj j = τi+1, . . . , τR
(15)

and the binary functionIi is defined as

Ii =







0 if
1+
Pi

m=1 a
2
τmPi

m=1 bτm

≥ φ−1
τi+1

1 otherwise
. (16)

x(R−1) is defined as

x
(R−1)
j =







1 j = τ1, . . . , τR−1

min
{

1+
PR−1

m=1 a
2
τmPR−1

m=1 bτm

φτR , 1
}

j = τR

andIR−1 = 1.

12



Proof. Denote

η(y) =
〈c,y〉2

1 + ‖y‖2
.

Notethat‖y(0)‖ = r1. Sincer1 ∈ Γ1, y(0) is also a feasible point of Subproblem 1. Thus,η
(

y(0)
)

≤
η
(

y(1)
)

due the optimality ofy(1) in Subproblem 1. This means that there is no need to consider

Subproblem 0. Therefore, to solve the optimization problem, we only need to checky(1), . . . ,y(R−1)

and find the one with the largestη
(

y(i)
)

. However, fori = 1, . . . , R − 2, if
1+
Pi

m=1 a
2
τmPi

m=1 bτm

≥ φ−1
τi+1

,

which is equivalent toIi = 0,

y
(i)
j =







aj j = τ1, . . . , τi

φ−1
τi+1

cj j = τi+1, . . . , τR.

and

‖y(i)‖ =

√

√

√

√φ−2
τi+1

∥

∥cτi+1,...,τR

∥

∥

2
+

i
∑

j=1

|aτj |2 = ri+1.

Sinceri+1 ∈ Γi+1, y(i) is a feasible point of Subproblemi + 1. Thus,η
(

y(i)
)

≤ η
(

y(i+1)
)

due the

optimality ofy(i+1) in Subproblemi + 1. This means that there is no need to consider Subproblem

i + 1. Thus, we we only need to check thosey(i)’s with Ii = 1. From (12), (15), (16), and

Ii = 1, we havex(i) = A−Ty(i). To maximize the receive SNR, we only need to check thosex(i)’s

for i = 1, . . . , R − 1 with Ii = 1 and find the one with the largest receive SNR. Thus, (14) is

obtained.

3.2 Discussion

It is natural to expect the power control at relays to undergoe an on-or-off scenario: a relay uses its

maximum power if its channels are good enough and otherwise not to cooperate at all. Our result

shows otherwise. The optimal power used at a relay can be any value between 0 and its maximal

power. In many situations, a relay should use partial of its power, whose value is determined not

only by its own channels but all others’ as well. This is because every relay has two effects on the

transmission. For one, it helps the transmission by forwarding the information, while for the other,

it harms the transmission by forwarding noise as well. Its transmit power has a non-linear effect on

13



the powers of both the signal and the noise, which makes the optimizationsolution not an on-or-off

one, not a decoupled one, and, in general, not even a differentiable function of channel coefficients.

As shown in Theorem 1 and Lemma 3, ifx∗ = x(i) for somei ∈ [1, R−1], the fraction of power

used at relayj satisfiesαj = 1 for j = τ1, . . . , τi andαj = diφj for j = τi+1, . . . , τR, where

di =
1 +

∑i

m=1 a
2
τm

∑i

m=1 bτm

for i = 1, . . . , R− 2 and

dR−1 = min

{

1 +
∑R−1

m=1 a
2
τm

∑R−1
m=1 bτm

, φ−1
τR

}

.

Thus, thei relays whoseφ’s are the largest use their maximal powers. Sincei ≥ 1, there is at least

one relay that uses its maximum power. This tells us that the relay with the largestφ always uses its

maximal power. The remainingR − i relays whoseφ’s are smaller only use parts of their powers.

For j = τi+1, . . . , τR, the power used at thejth relay isα2
jPj = d2

iφ
2
jPj = d2

i |fj/gj|2 (1 + |fj|2P0),

which is proportional to|fj/gj|2 (1 + |fj|2P0) sincedi is a constant for each channel realization.

AlthoughPj does not appear explicitly in the formula, it affects the decision of whether thejth relay

should use its maximal power. Actually, in determining whether a relay should use its maximal

power, not only do the channel coefficients and power constraint at this relay account, but also all

other channel coefficients and power constraints. The power constraint of the transmitter,P0, plays

a roll as well.

Due to these special properties of the optimal power control solution, it can be implemented

distributively with each relay knowning only its own channel information. In the following, we

propose two distributed strategies. One is for networks with a small number of relays, and the other

is more economical in networks with a large number of relays.

The receiver, which knows all channels, can solve the power control problem. When the number

of relays,R, is small, the receiver broadcases the indexes of the relays that use their full powers and

the coefficientdi. If relay j hears its own index from the receiver, it will use its maximal power

to transmit during the second step. Otherwise, it will use powerd2
i |fj/gj|2 (1 + |fj|2P0). The bits

needed for the feedback is

i logR +B1 < R logR +B1,
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wherei is the number of relays that use their maximal powers andB1 is the number of bits needed

in broadcasting the real numberdi. Instead, the receiver can also broadcast two real numbers:di and

a real numberd that satisfiesφτi > d > φτi+1
. Relayj calculates its ownφj. If φj > d, relayj uses

its maximal power. Otherwise, it uses powerd2
i |fj/gj|2 (1 + |fj|2P0). The number of bits needed

for the feedback is2B1. Thus, whenR is large, this strategy needs less bits of feedback compared

to the first one.

Networks with an aggregate power constraintP on relays were analyzed in [24]. In this case,

with the same notation in Section 3.1,Pj = P and
∑R

j=1 α
2
j ≤ 1. The optimal solution is

αj =

|fjgj |
√

1+|fj |2P0

|fj |2P0+|gj |2P+1
√

∑R

m=1
|fmgm|2(1+|fm|2P0)

(|fm|2P0+|gm|2P+1)2

.

αj is a function of its own channelsfj, gj only and an extra coefficientc =
√

∑R

m=1
|fmgm|2(1+|fm|2P0)

(|fm|2P0+|gm|2P+1)2
,

which is the same for all relays. Therefore, this power allocation can be done distributively with the

extra knowledge of one single coefficientc, which can be broadcasted by the receiver. In our case,

every relay has a separate power constraint. This is a more practical assumption in sensor networks

since every sensor or wireless device has its own battery power limit. The power control solutions

of the two cases are totally different.

If relay selection is used and only one relay is allowed to cooperate, it can be proved easily that

we should choose the relay with the highest

hj = h(fj, gj, Pj) =
Pj|fjgj|2

1 + |fj|2P0 + |gj|2Pj
.

We call h the relay selection function since a relay with a largerhj results in a higher receive SNR.

While all relays are allowed to cooperate, the concepts of the best relay and relay selection function

are not clear. Since the power control problem is a coupled one, it is hard to measure how much

contribution a relay has. As discussed before, in network beamforming, a relay with a largerφj does

not necessarily use a larger power or has more contribution. But we can conclude that ifφk > φl,

the fraction of power used at relayk, αk, is no less than the fraction of power used at relayl, αl. It

is worth to mention that in network beamforming, relays with larger enoughφ’s use their maximal
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powers no matter what their maximal powers are. Actually, it isnot hard to see that if at one time

channels of all relays aregood, every relay should use its maximum power.

3.3 Simulation Results

In this section, we show simulated performance of network beamforming and compare it with per-

formance of other existing schemes. Figures 2(a) and 2(b) show performance of networks with

Rayleigh fading channels and the same power constraint on the transmitter and relays. In other

words,fi, gi areCN (0, 1) andP0 = P1 = · · · = PR = P . The horizontal axis of the figures

indicatesP . In Fig. 2(a), simulated block error rates of network beamforming with optimal power

control are compared to those of best-relay selection, Larsson’s scheme in [24] with total relay

powerP , distributed space-time coding in [10], and amplify-and-forward without power control

(every relay uses its maximal power) in a 2-relay network. The information symbols is modulated

as BPSK. We can see that network beamforming with optimal power control outperforms all other

schemes. It is about 0.5dB and 5dB better than Larsson’s scheme and best-relay selection, respec-

tively. With perfect channel knowledge at relays, it is7dB better than Alamouti distributed space-

time coding, which needs no channel information at relays. Amplify-and-forward with no power

control only achieves diversity 1, best-relay selection and distributed space-time coding achieve a

diversity slightly less than two, while network beamforming and Larsson’s scheme achieve diversity

2. Fig. 2(b) shows simulated performance of a 3-relay network under different schemes. Similar

diversity results are obtained. But for the 3-relay case, network beamforming is about 1.5dB and

6dB better than Larsson’s scheme and best-relay selection, respectively.

In Fig. 3(a), we show performance of a 2-relay network in whichP0 = P1 = P andP2 = P/2.

That is, the transmitter and the first relay have the same power constraint while the second relay has

only half the power of the first relay. The channels are assumed to be Rayleigh fading channels. In

Fig. 3(b), we show performance of a 2-relay network whose channels have both fading and path-loss

effects. We assume that the distance between the first relay and the transmitter/receiver is 1, while

the distance between the second relay and the transmitter/receiver is 2. The path-loss exponent [38]
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is assume to be 2. We also assume that the transmitter and relayshave the same power constraint,

i.e.,P0 = P1 = P2 = P . In both cases, distributed space-time coding does not apply, and Larsson’s

scheme applies for the second case only. So, we compare network beamforming with best-relay

selection and amplify-and-forward with no power control only. Performance of Larsson’s scheme

is shown in Fig. 3(b) as well. Both figures show the superiority of network beamfoming to other

schemes.

4 Networks with a Direct Link

The previous section is on power control of relay networks with no DL between the transmitter and

receiver. In this section, we discuss networks with a DL. As in [8], there are several scenarios, which

we discuss separately.

4.1 Direct Link During the First Step Only

In this subsection, we consider relay networks with a DL during the first step only. This happens

when the receiver knows that the transmitter is in vicinity and listens during the first step, while the

transmitter is not aware of the DL or is unwilling to do the optimization because of its power and

delay constraints. It can also happen when the transmitter is in the listening or sleeping mode during

the second step.

In this case,β0 = 0. From (1) and (3), the system equations can be written as





x1

x2



 =







α0

√
P0f0

α0

√
P0

∑R

i=1
αi|figi|

√
Pi√

1+α2
0|fi|2P0






s+







w1

w2 +
∑R

i=1
αi|gi|

√
Pi√

1+α2
0|fi|2P0

e−j arg fivi






.

Usingmaximum ratio combining, the ML decoding is

arg max
s

∣

∣

∣
x1 − α0

√

P0f0s
∣

∣

∣

2

+

(

1 +
R
∑

i=1

α2
i |gi|2Pi

1 + α2
0|fi|2P0

)−1 ∣
∣

∣

∣

∣

x2 − α0

√

P0

R
∑

i=1

αi|figi|
√
Pi

√

1 + α2
0|fi|2P0

s

∣

∣

∣

∣

∣

2

.

Theoptimization problem is thus the maximization of the total receive SNR of both transmission
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branches, which equals

α2
0P0|f0|2 + α2

0P0

(

∑R

i=1 αi
|figi|

√
Pi√

1+α2
0|fi|2P0

)2

1 +
∑R

i=1
α2

i |gi|2Pi

1+α2
0|fi|2P0

.

First, both terms in the SNR formula increas asα0 increases. Thus,α∗
0 = 1, i.e., the transmitter

should use its maximum power. The SNR optimization problem becomes the one in Section 3.1, in

which there is no DL. Therefore, the power control of networks with a DL during the first step only

is exactly the same as that of networks without a DL. This result is intuitive. Since with a DL during

the first step only, operations at both the transmitter and relays keep the same as networks without

the DL. The only difference is that the receiver obtains some extra information from the transmitter

during the first step, and it can use the information to improve the performance without any extra

cost. For the single-relay case, it can be proved easily that to maximize the receive SNR, the relay

should use its maximal power as well, that is,α∗
1 = 1.

4.2 Direct Link During the Second Step Only

In this subsection, we consider relay networks with a DL during the second step only. This happens

when the transmitter knows that the receiver is at vicinity and determines to do more optimization

to allocate its power between the two transmission steps. However, the receiver is unaware of the

DL and is not listening during the first step. It can also happen when the receiver is in transmitting

or sleeping mode during the first step.

In this case,x1 = 0 andx2 is given in (3). The receive SNR can be calculated to be

P0

(

β0|f0| + α0

∑R

i=1
αi|figi|

√
Pi√

1+α2
0|fi|2P0

)2

1 +
∑R

i=1
α2

i |gi|2Pi

1+α2
0|fi|2P0

First, we show thatα2
0 + β2

0 should take its maximal value 1, i.e., the transmitter should use all its

power. Assume that̂α2
0 + β̂2

0 < 1 is the optimal solution. Definẽβ0 =
√

1 − α̂2
0. We haveβ̃0 > β̂0.

Therefore,SNR(α̂0, β̂0) < SNR(α̂0, β̃0). This contradicts the assumption that(α̂0, β̂0) is optimal.
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Define

âi =
|gi|

√
Pi

√

1 + α2
0|fi|2P0

, b̂i =
α0|figi|

√
Pi

√

1 + α2
0|fi|2P0

, ĉi =
b̂i
âi
, Â = diag{â}, and ŷi = â−1

i αi.

The receiver SNR can be calculated to be

ψ(α0,x) = P0

(

√

1 − α2
0|f0| + 〈b̂,x〉

)2

1 + ‖Âx‖2
= P0

(

√

1 − α2
0|f0| + 〈ĉ, ŷ〉

)2

1 + ‖ŷ‖2
.

For any fixedα0, we can optimizeα1, . . . , αR following the analysis in Section 3.1. The following

theorem can be proved.

Theorem 2. For any fixedα0 ∈ (0, 1), order φ̂j =
ĉj
âj

as

φ̂τ̂1 ≥ · · · ≥ φ̂τ̂R .

The receive SNR is maximized at

x∗ = arg
x̂(i)

max
i=0,...,R−1,

Îi=1

(

√

1 − α2
0|f0| + 〈b̂, x̂(i)〉

)2

1 + ‖Âx̂(i)‖2
,

where for i = 0, . . . , R− 2, theR-dimensional vector̂x(i) is defined as

x̂
(i)
j =











1 j = τ̂1, . . . , τ̂i
1+
Pi

m=1 â
2
τ̂m√

1−α2
0|f0|+

Pi
m=1 b̂τ̂m

φ̂j j = τ̂i+1, . . . , τ̂R

and the binary functionŝIi is defined as

Îi =











0 if
1+
Pi

m=1 â
2
τ̂m√

1−α2
0|f0|+

Pi
m=1 b̂τ̂m

≥ φ̂−1
τ̂i+1

1 otherwise

x̂(R−1) is defined as

x̂
(R−1)
j =











1 j = τ̂1, . . . , τ̂R−1

min

{

1+
PR−1

m=1 â
2
τ̂m√

1−α2
0|f0|+

PR−1
m=1 b̂τ̂m

φ̂τ̂R , 1

}

j = τ̂R

and ÎR−1 = 1.
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Proof. The proof of this theorem follows the one of Theorem 1 and the lemmas it uses.

As discussed in Section 3.1, for networks with no DL, there is noneed to consider the solution

of Subproblem 0. Here it is different. Definer̂1 = φ̂−1
τ̂1
‖ĉ‖. If we denote the solution of Subproblem

0, max|ŷ|∈[0,r̂1],0R�ŷ�â

(a+〈ĉ,ŷ〉)2
1+‖ŷ‖2 , asŷ(0), because of the existance of the DL during the second step,

it is possible that
∥

∥ŷ(0)
∥

∥ < r̂1. Thus, we need to check one extra vectorx̂(0) = Â−T ŷ(0) and binary

function Î0.

Now we discuss the optimization ofα0. We first consider the case ofα0 ∈ (0, 1). For any given

x =
[

α1· · ·αR
]T

, theα0 that maximizes the receive SNR satisfies∂ψ
∂α0

= 0. Thus, the optimalα0

can be found numerically by solving∂ψ
∂α0

= 0. It can be proved easily that∂ψ
∂α0

> 0 whenα0 → 0+

and ∂ψ

∂α0
< 0 whenα0 → 1−. Thus, the maximum ofψ is reached inside(0, 1).

When the power at the transmitter is high (P0 ≫ 1), the receive SNR can be approximated by

ψ(α0,x) ≈ d(α0) =
P0

(

√

1 − α2
0|f0| + d1

)2

1 + d2/α2
0

,

whered1 = 1√
P0

∑R

i=1 αi|gi|
√
Pi andd2 = 1

P0

∑R

i=1 α
2
i |gi/fi|2Pi. It can be calculated straightfor-

wardly that forα0 ∈ (0, 1),

∂d

∂α0

=
4P0

(

√

1 − α2
0|f0| + d1

)

α3
0

√

1 − α2
0 (1 + d2/α2

0)
2

[

−|f0|α4
0 − 2b|f0|α2

0 + b|f0| + ab
√

1 − α2
0

]

.

and

∂d

∂α0

= 0 ⇔ |f0|2α8
0 − 4d2|f0|2α6

0 + 2d2|f0|2α4
0 + d2

2(4|f0|2 − d2
1)α

2
0 + d2

2(d
2
1 − |f0|2) = 0.

This is a quartic equation ofα2
0, whose solutions can be calculated analytically. Note that∂d

∂α0
> 0

whenα0 → 0+ and ∂d
∂α0

< 0 whenα0 → 1−. Thus the maximum ofd is reached inside(0, 1). An

approximate solution ofα0 can thus be obtained analytically at high transmit powers.

Now we consider the cases ofα0 = 0 andα0 = 1. If α0 = 0, the system degrades to a point-

to-point one since only the DL works. Thus, the receive SNR is|f0|2P0. For α0 = 1, we can

obtain the optimalx using Theorem 2. Thus, we obtain three sets ofα andx for the three cases:

α0 ∈ (0, 1), α0 = 0, andα0 = 1, respectively. The optimal solution of the system is the set ofα0
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andx corresponding to the largest receive SNR. The power control problem in networks with a DL

duringthe second step only can thus be solved using the following recursive algorithm.

Algorithm 1.

1. Initialization: Setx(previous)
1 = 1R, theR-dimensional vector of all ones,SNR(previous)

1 = 0,

andcount = 0. Set the maximal number of iterationsiter and the thresholdthre.

2. Optimizeα0 with x = x
(previous)
1 . Denote the solution asα(1)

0 . We can either do this numeri-

cally or calculate the high SNR approximation.

3. Withα0 = α
(1)
0 , find thex that maximizes the receive SNR using Theorem 2. Denote it asx1.

CalculateSNR1 = ψ(α
(1)
0 ,x1).

4. Setcount = count+1. If count < iter and
∣

∣

∣
SNR1 − SNR

(previous)
1

∣

∣

∣
> thre, setx(previous)

1 =

x1, SNR
(previous)
1 = SNR1, and go to step 2.

5. Find the solution ofx with α0 = 1 using Theorem 2. Denote this solution asx2.

6. The optimal solution is:(α∗
0,x

∗) = arg max
{

ψ(α
(1)
0 ,x1), ψ(1,x2), ψ(0, 0R)

}

.

Similarly, the distributive strategies proposed in Section 3.2 can be applied here.

4.3 Direct Link During Both Steps

In this subsection, we consider relay networks with a DL during both the first and the second steps.

This happens when both the transmitter and the receiver know that they are not too far away from

each other and decide to communicate during both steps with the help of relays during the second

step.

From (1) and (3), the system equation can be written as





x1

x2



 =







α0

√
P0f0

β0|f0| + α0

√
P0

∑R

i=1
αi|figi|

√
Pi√

1+α2
0|fi|2P0






s+







w1

w2 +
∑R

i=1
αi|gi|

√
Pi√

1+α2
0|fi|2P0

e−j arg fivi






.
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Similar to the networks discussed in Section 4.1, the maximum ratiocombining results in the

following ML decoding:

arg max
s

∣

∣

∣
x1 − α0

√

P0f0s
∣

∣

∣

2

+

∣

∣

∣

∣

x2 −
√
P0

(

β0|f0| + α0

∑R

i=1 αi
|figi|

√
Pi√

1+α2
0|fi|2P0

)

s

∣

∣

∣

∣

2

(

1 +
∑R

i=1
α2

i |gi|2Pi

1+α2
0|fi|2P0

)−1 .

Thetotal receive SNR of both transmission branches can be calculated to be

α2
0P0|f0|2 +

P0

(

β0|f0| + α0

∑R

i=1
αi|figi|

√
Pi√

1+α2
0|fi|2P0

)2

1 +
∑R

i=1
α2

i |gi|2Pi

1+α2
0|fi|2P0

= α2
0P0|f0|2 + ψ(α0,x).

Thesame as the networks in Section 4.2,α2
0 +β2

0 should take its maximal value, which is 1. That is,

β0 =
√

1 − α2
0. Similar to the SNR optimization in Section 4.2, for any givenα0 ∈ (0, 1), the SNR

maximization is the same as the maximization ofψ, which is solved by Theorem 2. But due to the

difference in the receive SNR formula, the optimalα0 givenα1, . . . , αR is different. It is the solution

of 2α0P0|f0|2 + ∂ψ

∂α0
= 0. When the DL exists during both steps, the case ofα0 = 0, whose receive

SNR is|f0|2P0 will never outperform the case ofα0 = 1, whose receive SNR is|f0|2P0+ψ(1,x) for

somex. Thus, the caseα0 = 0 needs not to be considered. The power control problem in networks

with a DL during both steps can thus be solved using the following recursive algorithm.

Algorithm 2.

1. Initialization: Setx(previous)
1 = 1R, SNR(previous)

1 = 0, and count = 0. Set the maximal

number of iterationsiter and the thresholdthre.

2. Optimizeα0 with x = x
(previous)
1 . Denote the solution asα(1)

0 . We can do this numerically.

3. Withα0 = α
(1)
0 , find thex that maximizesψ using Theorem 2. Denote it asx1. Calculate

SNR1 =
(

α
(1)
0

)2

|f0|2P0 + ψ(α
(1)
0 ,x1).

4. Setcount = count+1. If count < iter and
∣

∣

∣
SNR1 − SNR

(previous)
1

∣

∣

∣
> thre, setx(previous)

1 =

x1, SNR
(previous)
1 = SNR1 and go to step 2.

5. Find the solution ofx with α0 = 1 using Theorem 2. Denote this solution asx2.
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6. The optimal solution is:(α∗
0,x

∗) = arg max

{

(

α
(1)
0

)2

|f0|2P0 + ψ(α
(1)
0 ,x1), |f0|2P0 + ψ(1,x2)

}

.

Again, the distributive strategies proposed in Section 3.2 can be applied here.

4.4 Performance Comparison

In this subsection, we compare single-relay networks in which the power constraints at the transmit-

ter and the relay are same, i.e.,P0 = P1 = P . The channels are assumed to have both the fading

and path-loss effect. There are four cases: no DL, a DL during the first step only, a DL during the

second step only, and a DL during both steps.

In Fig. 5, we compare networks in which the distance of every link is the same, i.e., the three

nodes are vertexes of an equilateral triangle with unit-length edges as shown in Fig. 4(a). We can see

that the network with no DL has diversity 1 while networks with a DL and power control achieve

diversity 2. The network with a DL during the first step performs less than 0.5dB better than the

network with a DL during the second step only, while the network with a DL during both steps

performs the best (about 1dB better than the network with a DL during the first step only). To

illuminate the effect of power control, we show performance of networks whose transmit power at

the relay and transmitter are fixed. For the network with a DL during the first step only, there is no

power control problem since it is optimal for both the transmitter and the relay to use their maximal

powers. For the other two cases, we let the transmitter uses half of its power,P/2, to each of the two

steps and the relay always uses its maximum powerP . We can see that, if the DL only exists during

the second step, without power control, the achievable diversity is 1. At block error rates of10−2

and10−3, it performs 3 and 6dB worse, respectively. For networks with a DL during both steps,

power control results in a 1.5dB improvement.

In Fig. 6(a) and 6(b), we show performance of line networks with path-loss exponents 2 and 3

respectively. As shown in Fig. 4(b), the three nodes are on a line and the relay is in the middle of

the transmitter and receiver. The distance between the transmitter and receiver is assumed to be 2.

The same phenomenon as in the equilateral triangle networks can be observed. The network with

a DL during both steps performs the best (about 1dB better than the network with a DL during the
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first step only). The network with a DL at first step only performsslightly better than the one with a

DL during the second step only. But the difference is smaller than that in Fig. 5. The performance

difference between line networks with and without DLs is smaller than those in equilateral triangle

networks, and it gets even smaller for larger path-loss exponents. This is because as the distance

between the transmitter and receiver or the path-loss exponent is larger, the quality of the DL is

lower. Therefore, the improvement due to this link is smaller. For both cases, power control results

in a 1.5dB improvement when the DL link exists for both steps and a higher diversity when the DL

exists for the second step only.

Then we work on the random network in Fig. 4(c), in which the relay locates randomly and

uniformly within a circle in the middle of the transmitter and the receiver. The distance between the

transmitter and the receiver is assumed to be 2. The radius of the circle is denoted asr. We assume

thatr < 1. This is a reasonable model for ad hoc wireless networks since if communications between

two nodes is allowed to be helped by one other relay, one should choose a relay that is around the

middle of the two nodes. In other words, the distance between the relay and the transmitter or

receiver should be shorter than that between the transmitter and receiver.

We work out the geometry first. As in Fig. 4(c), we denote the positions of the transmitter,

the receiver, the relay, and the middle point of the transmitter and the receiver asA,C,D, andB,

respectively. Denote the angle ofAB andBD asθ and the length ofBD asρ. The lengths ofAD

andCD are thus
√

1 + ρ2 − 2ρ cos θ and
√

1 + ρ2 + 2ρ cos θ. SinceD is uniformly distributed

within the circle,θ is uniform in[0, π) and the pdf and cdf ofρ can be calculated to be

p(ρ) =
2ρ

r2
and P (ρ < x) =

x2

r2
,

respectively. DefineY = r
√
X. If X is uniform on(0, 1), it can be proved that

P(Y ≤ x) = P(r
√
X ≤ x) = P

(

X ≤ x2

r2

)

=
x2

r2
.

Thus,Y hasthe same distribution asρ. Therefore, we generateY to representρ.

Fig. 7 shows performance of random networks with path-loss exponent 2 andr = 1/2. We can

see that the same phenomenon as in line networks can be observed. With a DL at both steps, the

random network performs about 1dB worse than the line network.
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5 Conclusions and Future Work

In this paper, we propose the novel idea of beamforming in wireless relay networks to achieve

both diversity and array gain. The scheme is based on a two-step amplify-and-forward protocol.

We assume that each relay knows its own channels perfectly. Unlike previous works in network

diversity, the scheme developed here uses not only the channels’ phase information but also their

magnitude. Match filters are applied at the transmitter and relays during the second step to cancel the

channel phase effect and thus form a coherent beam at the receiver, in the mean while, optimal power

control is performed based on the channel magnitude to decide the power used at the transmitter and

relays. The power control problem for networks with any numbers of relays and no direct link is

solved analytically. The solution can be obtained with a complexity that is linear in the number of

relays. The power used at a relay depends on not only its own channels nonlinearly but also all other

channels in the network. In general, it is not even a differentiable function of channel coefficients.

Simulation with Rayleigh fading and path-loss channels show that network beamforming achieves

the maximum diversity while amplify-and-forward without power control achieves diversity 1 only.

Network beamforming also outperformes other cooperative strategies. For example, it is about 4dB

better than best-relay selection.

Relay networks with a direct link between the transmitter and receiver are also considered in this

paper. For networks with a direct link during the first step only, the power control at relays and the

transmitter is exactly the same as that of networks with no direct link. For networks with a direct

link during the second step only and networks with a direct link during both steps, the solutions are

different. Recursive numerical algorithms for the power control at both the transmitter and relays are

given. Simulated performance of single-relay networks with different topologies shows that optimal

power control results in about 1.5dB improvement in networks with a direct link at both steps and a

higher diversity in networks with a direct link at the second step only.

We have just scratched the surface of a brand-new area. There are a lot of ways to extend and

generalize this work. First, it is assumed in this work that relays and sometimes the transmitter

know their channels perfectly, which is not practical in many networks. Network beamforming
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with limited and delayed feedback from the receiver is an importantissue. In multiple-antenna

systems, beamforming with limited and delayed channel information feedback has been widely

probed. However, beamforming in networks differs from beamforming in multiple-antenna systems

in a couple of ways. In networks, it is difficult for relays to cooperate while in a multiple-antenna

system, different antennas of the transmitter can cooperate fully. There are two transmission steps in

relay networks while only one in multiple-antenna systems, which leads to different error rate and

capacity calculation and thus different designs. Second, the relay network probed in this paper has

only one pair of transmitter and receiver. When there are multiple transmitter-and-receiver pairs, an

interesting problem is how relays should allocate their powers to aid different communication tasks.

Finally, the two-hop protocol can be generalized as well. For a given network topology, one relevant

question is how many hops should be taken to optimize the criterion at consideration, for example,

error rate or capacity.
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Figure 1: Wireless relay network.
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(a) 2-relay network

6 8 10 12 14 16 18 20
10

−4

10
−3

10
−2

10
−1

P (dB)

B
lo

ck
 e

rr
or

 r
at

e

AF without power control
Larsson’s scheme in [24]
Network beamforming
Best relay selection
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Figure2: Networks with fading channels and same power constraint for all nodes.
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(a) Network with different relay powers
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(b) Network with path-loss plus fading channels

Figure3: 2-relay networks with different relay powers and pass-loss plus fading channels.

1

transmitter

Receiver

Relay
1

1

(a) Triangle network

2

1 1
transmitter Relay Receiver

(b) Line network

��
��
��
��transmitter Receiver

B CA

D r

Relay Region

1 1

ρ
θ

(c) Random network

Figure4: Network topology.

31



6 8 10 12 14 16 18 20
10

−4

10
−3

10
−2

10
−1

P (dB)

B
lo

ck
 e

rr
or

 r
at

e

No DL
DL 1st step
DL 2nd step
DL both steps
DL 2nd step no power control
DL both steps no power control

Figure 5: Equilateral triangle network.
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Figure6: Single-relay line network.
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Figure 7: Single-relay random network with pass-loss exponent2 andr = 1/2.
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