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Abstract 

This paper describes the Detection of Threat Be-
havior (DTB) project, a joint effort being con-
ducted by George Mason University (GMU) and 
Information Extraction and Transport, Inc. 
(IET). DTB uses novel approaches for detecting 
insiders in tightly controlled computing envi-
ronments. Innovations include a distributed sys-
tem of dynamically generated document-centric 
intelligent agents for document control, object-
oriented hybrid logic-based and probabilistic 
modeling to characterize and detect illicit insider 
behaviors, and automated data collection and 
data mining of the operational environment to 
continually learn and update the underlying sta-
tistical and probabilistic nature of characteristic 
behaviors. To evaluate the DTB concept, we are 
conducting a human subjects experiment, which 
we will also include in our discussion. 

1. Introduction 
The overall idea of the DTB project is to model user que-
ries and detect situations in which users in sensitive posi-
tions may be accessing documents outside their assigned 
areas of responsibility. This novel approach to detecting 
insider threats assumes a controlled environment in 
which rules for accessing information are clearly defined 
and, ideally, tightly enforced. 

Although such environments provide little encourage-
ment to insider threats, unusual access patterns are not 
easily perceived. In fact, documented cases in which in-
siders using unsophisticated tactics to outsmart standard 
security systems (CNN.com 1998, 2001) leave a very 
uncomfortable open question: how about the sophisti-
cated ones? 

Catching more elaborate patterns that might be charac-
teristic of users attempting illegal activities such as dis-
closure of classified information is a daunting task that 
we tackle with a powerful inference method. The flexible 
modeling framework provided by multi-entity Bayesian 
networks (MEBN) makes it a natural candidate for mod-
eling this complex problem.   

2. Multi-Entity Bayesian Networks 
MEBN logic (Laskey 2004) integrates First Order Predi-
cate Calculus with Bayesian probability. It expresses 
probabilistic knowledge as a collection of MEBN frag-
ments (MFrags) organized into MEBN Theories (MTheo-
ries). An MFrag represents a conditional probability dis-
tribution of the instances of its resident random variables 
given the values of instances of their parents in the 
Fragment graphs and given the context constraints. 

Currently, MEBN logic is being implemented by IET’s 
Quiddity*Suite, a knowledge-based probabilistic rea-
soning toolkit, which we used to implement our models 
(see Alghamdi et al. 2004 for an initial discussion on the 
modeling efforts). 

3. DTB Architecture 
Initially, information on queries and overall system usage 
(e.g. document accesses, login times, copy and paste 
operations, etc.) is collected and stored into a generic 
Data Store, whereas specific data regarding the user’s 
queries goes to the Wolfie data store.  

Wolfie is a Data Mining application that assesses the 
relevance of each user query to his/her assigned task. 
Finally, the results from Wolfie are used as evidence to 
feed the Insider Bayesian Network model (IBN), a col-
lection of MFrags (i.e. an MTheory) written in 
Quiddity*Suiteand stored in a MFrags Knowledge 
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Base. IBN is a MEBN behavioral model that uses the 
evidence provided on each user to assess the likelihood 
that his/her behavior patterns over a series of sessions is 
an indicative of malicious intent.  

In order to integrate those different applications, we 
developed a Data Integration Module (DINT), which con-
trols the information flow within the DTB architecture.  

4. Interoperability 
Our concept is intended to deal with a community with 
many possible users, both inside the Intel community and 
outside it. Like most complex domains, the Intelligence 
community does not have a commonly accepted concep-
tualization of its rules, policies, or vocabulary, making 
any attempt to build an interoperable model very diffi-
cult. As a simple example, how would our model cope 
with cases in which different organizations have different 
names for the same concept? Also, agencies may have 
different security and access policies. As an example, in 
some agencies access to USB ports and floppy disks is 
permitted, while in others the use of such devices is a 
sure passport to indictment. 

Our approach to these and similar issues is the use of 
Ontologies, a modeling technique that formalizes the se-
mantics of the domain being modeled. By providing for-
mal representations of semantics, ontologies provide a 
uniform way to communicate our vision and to adapt our 
technology to new organizations and concepts. We de-
veloped two ontologies in parallel. The first, the Insider 
behavior ontology (IB), describes the MEBN model of an 
insider threat behavior; while the second ontology, the 
Organization and Task Ontology (OT), portrays the vari-
ous aspects of an internal organization. For future im-
plementations, we would just update these two ontologies 
to match the specific characteristics of the user agency. 

5. Model Evaluation Strategy 
A novel approach demands carefully designed evaluation. 
In our case, we started by exposing our behavioral model 
to domain specialists from outside our team, who sug-
gested new aspects to be addressed and helped in fine-
tuning our prior probabilities. After achieving a model 
that satisfied our external evaluators, we proceeded with 
simulation and sensitivity analysis experiments, in which 
we varied some of the parameters in order to analyze the 
overall robustness of our model. 

Finally, a system designed to monitor human users 
should be evaluated with actual human users.  For this 
purpose, we currently are conducting an experimental 
evaluation involving students from George Mason Uni-
versity's School of Information Technology and Engi-
neering.  Subjects perform research and analysis in an 
environment designed to mimic the target environment 
for our system.  In addition to their overt task, some of 
the subjects are given a "clandestine" task involving a 
topic different from their assigned task.  The purpose of 

the experiment is to evaluate how well our system can 
detect the subjects who are performing a clandestine task. 

The results of both the computer and human subject 
experiments are expressed in terms of probability of de-
tection (PD) and probability of false alarms (PFA). The 
probability of detection is the probability of correctly 
detecting a threat behavior, while a false alarm happens 
when we declare a user to be a Threat while he or she is 
Normal.  

By varying the threshold, PD and PFA can be traded 
off against each other.  A useful tool for evaluating clas-
sifiers is the receiver operating characteristic (ROC) 
curve, which plots PD against PFA. The area under the 
ROC curve (AUC) is a threshold-independent measure of 
the quality of a classifier.  The ROC curves along with 
the AUC’s are used as the basis for analyzing the results 
of the computational simulation, sensitivity analysis, and 
the live subjects’ experiments.  

6. Conclusion 
Although standard access control methods provide some 
measure of control against insider abuse, more protection 
is required.  The potentially disastrous consequences of 
even a single successful breach argue for the develop-
ment of more sophisticated methods of detecting mali-
cious insiders. Strictly enforced policies are highly effi-
cient to prevent such criminals to operate, but experience 
proves that relying on this alone is just not enough. 

We presented a novel approach to insider threat detec-
tion, which we believe has the potential to greatly in-
crease the efficacy and efficiency of current systems. 
Uncovering improper human behavior along a series of 
events was an intractable approach that is now feasible 
due to the recent advances in the field of Bayesian infer-
ence technology. The main contribution of the DTB pro-
ject is to transform those advances into reliable applica-
tions for the security arena.  
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