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Preface

This monograph discusses U.S. Air Force progress toward implement-
ing sense and respond logistics (S&RL) or, as defined more broadly in 
this monograph, sense and respond combat support (S&RCS). As the 
United States and the Department of Defense transition current forces 
to a fighting force tailored to the new challenges of the 21st century, 
responsiveness and flexibility have become fundamental qualities in 
operational and support forces. Combat support (CS) personnel have 
traditionally not been integrated into the operational planning cycle 
and have developed support plans only after the operational plan has 
been established. To succeed in their task of supplying essential sup-
port materials to operational forces engaged in combat or humanitar-
ian missions, CS forces developed consumption formulas and models, 
based on relatively long supply chains, that often failed to accurately 
predict support needs. To compensate for possible deficiencies in the 
estimates and the relatively long resupply times, they sent “mountains 
of supplies” to the war zone to ensure that there would be enough 
materiel to cover the resupply times.

These “just-in-case” approaches have been noted by the military, 
and more responsive and adaptive approaches have been the subject of a 
good deal of study. This monograph describes some of the research that 
has been conducted on the military CS system, focusing on improve-
ments in prediction capabilities, responsiveness of supply chains, and 
a governing command and control system. Progress has been made 
in all three areas, and these results have improved Air Force ability to 
respond to the unique challenges of national defense in the new cen-

iii
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tury. Even so, much remains to be done in the transformation of Air 
Force CS processes to meet the requirements needed to enable S&RCS 
capabilities.

This monograph tracks this progress, explains the challenges, and 
plots critical requirements to develop an effective system—one that 
senses what is happening on the battlefield and responds to actual 
requirements rapidly. 

The research reported here was sponsored by the Deputy Chief 
of Staff for Installations and Logistics, U.S. Air Force (A4/7, formerly 
AF/IL), and conducted within the Resource Management Program of 
RAND Project AIR FORCE. It should be of interest to logisticians, 
operators, and planners throughout the Department of Defense, espe-
cially those in the Air Force.

This monograph is one of a series of RAND Corporation reports 
that address agile combat support (ACS) options. Other publications 
issued as part of the Supporting Air and Space Expeditionary Forces 
series include the following: 

An Integrated Strategic Agile Combat Support Planning Framework,
Robert S. Tripp, Lionel A. Galway, Paul S. Killingsworth, et al. 
(MR-1056-AF). This report describes an integrated combat sup-
port planning framework that may be used to evaluate support 
options on a continuing basis, particularly as technology, force 
structure, and threats change.
New Agile Combat Support Postures, Lionel A. Galway, Robert S. 
Tripp, et al. (MR-1075-AF). This report describes how alterna-
tive resourcing of forward operating locations (FOLs) can support 
employment timelines for future Air and Space Expeditionary 
Forces (AEF) operations. It finds that rapid employment for 
combat requires some prepositioning of resources at FOLs.
An Analysis of F-15 Avionics Options, Eric Peltz et al. (MR-1174-
AF). This report examines alternatives for meeting F-15 avionics 
maintenance requirements across a range of likely scenarios. The 
authors evaluate investments for new F-15 Avionics Intermediate 
Shop test equipment against several support options, including 

•

•

•



deploying maintenance capabilities with units, performing main-
tenance at forward support locations (FSLs), and performing all 
maintenance at the home station for deploying units.
A Concept for Evolving to the Agile Combat Support/Mobility System 
of the Future, Robert S. Tripp, Lionel A. Galway, Timothy L. 
Ramey, et al. (MR-1179-AF). This report describes the vision for 
the ACS system of the future based on individual commodity 
study results.
Expanded Analysis of LANTIRN Options, Amatzia Feinberg et 
al. (MR-1225-AF). This report examines alternatives for meet-
ing Low Altitude Navigation and Targeting Infrared for Night 
(LANTIRN) support requirements for AEF operations. The 
authors evaluate investments for new LANTIRN test equipment 
against several support options, including deploying maintenance 
capabilities with units, performing maintenance at FSLs, or per-
forming all maintenance at support hubs in the Continental 
United States for deploying units.
Alternatives for Jet Engine Intermediate Maintenance, Mahyar A. 
Amouzegar, Lionel A. Galway, and Amanda Geller (MR-1431-
AF). This report evaluates the manner in which Jet Engine 
Intermediate Maintenance (JEIM) shops can best be configured 
to facilitate overseas deployments. The authors examine a number 
of JEIM support options, which are distinguished primarily by 
the degree to which JEIM support is centralized or decentral-
ized. See also Engine Maintenance Systems Evaluation (Enmasse): 
A User’s Guide, Mahyar A. Amouzegar and Lionel A. Galway 
(MR-1614-AF).
An Operational Architecture for Combat Support Execution Planning 
and Control, James Leftwich et al. (MR-1536-AF). This report 
outlines the framework for evaluating options for combat sup-
port execution planning and control. The analysis describes the 
combat support command and control operational architecture 
as it is now and as it should be in the future. It also describes the 
changes that must take place to achieve that future state.
Reconfiguring Footprint to Speed Expeditionary Aerospace Forces 
Deployment, Lionel A. Galway, Mahyar A. Amouzegar, et al. 

•

•

•

•

•
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(MR-1625-AF). This report develops an analysis framework—as 
a footprint configuration—to assist in devising and evaluating 
strategies for footprint reduction. The authors attempt to define 
footprint and to establish a way to monitor its reduction.
Analysis of Maintenance Forward Support Location Operations,
Amanda Geller et al. (MG-151-AF). This monograph discusses 
the conceptual development and recent implementation of main-
tenance forward support locations (also known as centralized 
intermediate repair facilities [CIRFs]) for the U.S. Air Force. 
The analysis focuses on the years leading up to and including the 
A4/7 (formerly AF/IL) CIRF test, which tested the operations of 
centralized intermediate repair facilities in the European theater 
from September 2001 to February 2002.
Lessons from Operation Enduring Freedom, Robert S. Tripp, Kristin 
F. Lynch, et al. (MR-1819-AF). This report analyzes combat sup-
port experiences associated with Operation Enduring Freedom 
and compares them with those associated with Operation Allied 
Force. 
Analysis of Combat Support Basing Options, Mahyar A. Amouzegar, 
Lionel A. Galway, and Robert S. Tripp (MG-261-AF). This 
monograph presents an analytical framework for evaluating alter-
native FSL options. A central component of this work is an opti-
mization model that allows a user to select the best mix of land-
based and sea-based FSLs for a given set of operational scenarios, 
thereby reducing costs while supporting a range of contingency 
operations.

RAND Project AIR FORCE

RAND Project AIR FORCE (PAF), a division of the RAND 
Corporation, is the Air Force’s federally funded research and develop-
ment center for studies and analyses. PAF provides the Air Force with 
independent analyses of policy alternatives affecting the development, 
employment, combat readiness, and support of current and future 
aerospace forces. Research is conducted in four programs: Aerospace 

•

•

•
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Force Development; Manpower, Personnel, and Training; Resource 
Management; and Strategy and Doctrine.

Additional information about PAF is available on our Web site at 
http://www.rand.org/paf.
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Summary

Sense and respond logistics (S&RL) or, more broadly, sense and 
respond combat support (S&RCS), has been the subject of much dis-
cussion. However, many of its operational components have not been 
fully envisioned and both current and projected technological appara-
tus is limited. Moreover, it is not clear how these components can be 
incorporated or function within a military logistics or combat system. 
This monograph identifies the elements of S&RCS and shows what is 
necessary to use the concept within the military, and more specifically 
the Air Force, combat support system. The monograph further surveys 
the state of technology necessary to implement S&RCS capabilities 
within the military and identifies both the technical work that needs to 
be further developed and the Air Force organization most appropriate 
to manage the development of these capabilities. 

Military S&RCS Defined: Integration of Predictive, 
Responsiveness, and Command and Control Capabilities

S&RCS capabilities involve predicting what will be needed and respond-
ing quickly to anticipated or unanticipated needs to maintain military 
capabilities. In the past, theories about prediction and responsiveness 
were framed as competitive concepts. This monograph shows the need 
for both predictive tools and responsive systems working together within 
a combat support command and control (CSC2) framework to create 
military capabilities. Although some elements of S&RCS have been 
exercised throughout the Air Force’s history, years were required to 
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develop and understand the relationship between predictive tools and 
responsive logistics management and processes and make it feasible to 
design a responsive and adaptive combat support (CS) system able to 
meet today’s and tomorrow’s defense challenges in a more effective and 
efficient manner. Recently, conceptual, political, budgetary, and tech-
nological developments have converged, necessitating and permitting 
the transformation from traditional logistics support policies and prac-
tices into a comprehensive agile combat support (ACS) system able 
to achieve the required balance among scarce resources and improved 
processes that can replace mass with speed (i.e., large numbers of assets 
in place versus rapid distribution of smaller increments of resources as 
they are needed or consumed). CSC2 is key to this transformation. The 
Air Force vision of the CSC2 architecture and current implementa-
tion actions of that architecture are important steps in overseeing and 
coordinating the complex set of support functions essential to reliable 
support of military operations. 

It is important to distinguish the inclusive concept of combat sup-
port from the smaller subset of logistics. The traditional, but narrower, 
definition of logistics includes the disciplines of supply, maintenance, 
transportation, logistics plans, munitions, and sometimes contracting. 
The smaller subset is commonly referred to as logistics with a little “l”. 
Combat support is sometimes referred to as logistics with a big “L”, 
since it incorporates all aspects of establishing and supporting a base 
of military operations. Combat support incorporates all of the little 
“l” logistics areas but also civil engineering, force protection, billeting, 
messing, and other services required to support a fighting force in the 
field. 

This monograph focuses on the larger view of logistics, which 
incorporates the broader concept of all CS requirements. Blending 
principles of S&RL with the broader and inclusive definition of combat 
support, we have created the acronym S&RCS, which we use through-
out this study. S&RCS is an essential piece in combat support that 
facilitates ACS.



The CSC2 Architecture

One contribution of this monograph is to define the relationship 
between CSC2 and S&RCS. This monograph presents CSC2 as a 
key enabler of S&RCS and indicates why it is necessary to implement 
S&RCS in military applications. CSC2 involves the following:

Joint development of a plan (campaign, peacetime training, or 
others) in which logistics process performance and resource levels 
are related to desired operational effects, e.g., projected weapon 
system availability, forward operating location initial operating 
capability, and so forth. The development of a joint plan requires 
prediction and models to translate logistics process performance 
and resource levels to operationally relevant measures of effective-
ness for the plan. Draft plans are iterated until a feasible plan is 
generated. These feasibility assessments require models and pre-
dictions to determine if assumed logistics process performance 
and resources allocated to the plan can meet desired operational 
effects. To support rapid global deployment and employment 
objectives, the Air Force has geared deployment so that fewer 
resources are deployed with combat units, requiring less material 
to be initially deployed and therefore allowing more rapid deploy-
ment of the unit. The Air Force then relies on responsive resupply 
to support ongoing operational activities. 
Establishment of logistics process performance and resource-level 
control parameters that are necessary to achieve the desired oper-
ational objectives. 
Execution of the plan and tracking of control parameters against 
actual process performance and resource levels to achieve specific 
operational effects. This is the sense part of the CSC2 system. 
The system senses when deviations in logistics system perfor-
mance will affect operational performance. This is critical to mili-
tary activities. Many subsystems may not be performing as well as 
they could, and yet their performance may not affect operational 

•

•

•
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outcomes. The system must be able to differentiate between insig-
nificant degradations in performance and CS shortfalls that will 
constrain operations.
Signaling logistics process owners when their processes lie outside 
control limits. When logistics performance is likely to adversely 
affect operational outcomes, action is necessary to correct the 
process performance or to adjust logistics resource levels to con-
form to the actual process performance, e.g., if transportation is 
slower than planned, additional resource levels at the deployed 
location may have to be authorized if transportation cannot be 
made quicker, as may be the case in high-threat environments. 
Prediction capabilities are critical here, because the aim of S&RCS 
capabilities is to identify CS problems before they have a negative 
effect on operational objectives.
Replan logistics or operational components of the plan to 
mitigate the portions of the plan that are outside control limits. 
This affects the plan and new control limits will need to be 
established and the process of tracking performance continued. 
This sense and respond (S&R) system then continues indefi-
nitely. 

Modern CSC2 capabilities, as well as future improvements, can 
be used by the Department of Defense (DoD) and the Air Force to 
build an efficient system of S&RCS in and among the military ser-
vices. More significantly, today’s emerging CSC2 capabilities are facili-
tating the move to S&RCS. In the past, limits in CSC2 have prevented 
a robust and systematic S&RCS capability. Today, a convergence of CS 
doctrine and capability makes S&RCS possible. These new capabili-
ties will allow the Air Force to translate operational requirements into 
logistical requirements, set control parameters, sense, and respond to 
out-of-control conditions. In short, the Air Force can achieve S&RCS 
capabilities in the challenging military environment if it continues 
along the path of upgrading the CSC2 architecture, information sys-
tems, organizations, and training of CS personnel. (See pp. 20–27.)

•

•



Technology Necessary to Create S&CS Capabilities

The DoD Office of Force Transformation (OFT) developed the military 
sense and respond logistics concept, borrowing heavily from research in 
the commercial sector (which was in turn indebted to earlier military 
efforts) to describe an adaptive method for maintaining operational 
availability of units by managing their end-to-end support network.1
OFT identified a number of technologies that are needed to produce an 
S&RL capability, two of which were highlighted as especially impor-
tant components: radio frequency identification (RFID) and intelli-
gent (adaptive) software agents. RFID is an Automatic Identification 
Technology (AIT) that provides location and status information for 
items in the CS system. RFID technologies are fairly mature and have 
been fielded in both commercial and military arenas.

Agent-based modeling allows a more robust simulation of combat 
support operations. Agent-based models (ABMs) have been used exten-
sively in combat modeling but, until very recently, there has been lim-
ited application in the logistics area. A number of initiatives developed 
by the Defense Advanced Research Project Agency have examined the 
use of ABMs in the CS domain; however, these technologies are still in 
their early stages. 

This monograph summarizes a number of key DoD and commer-
cial initiatives to implement S&RL technologies and identifies a prom-
ising DoD trial (OFT’s S&RL Information Technology prototype) 
along with one successfully fielded commercial system (developed by 
General Electric Transportation Systems). However, an important con-
clusion of this review is that although current technology has enabled 
a limited set of sense and respond capabilities, a full implementation 
of S&RL concepts remains dependent on substantial future techno-
logical development. The largest challenge ahead for implementing a 
broader S&RCS capability is the development of an understanding 
of the interactions between combat support system performance and 
combat operational metrics. (See p. 37.)

1 U.S. DoD (2003).
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An Implementation Path for Creating Air Force S&RCS 
Capabilities

The Air Force has already begun to take steps to implement some of 
these concepts and technologies with varying degrees of success. Air 
Force implementation actions include making doctrine changes to rec-
ognize the importance of CSC2, as part of S&RCS capabilities, and 
identifying training and information system improvements. 

In addition, the Air Force should identify one organization to lead 
development of CSC2 and associated S&RCS capabilities. This would 
facilitate the development of these capabilities. Currently, the Air Force 
Command and Control Intelligence, Surveillance, and Reconnaissance 
Center (AFC2ISRC) is tasked with developing and testing C2 tools. 
The AFC2ISRC has an A4 (logistics) staff element that could exer-
cise responsibility for developing and leveraging existing CSC2 and 
S&RCS tools under the AFC2ISRC charter. This lead role would need 
to be supported by the AFC2ISRC/CC and A4/7 (formerly AF/IL) and 
the AFC2ISRC mission statement might need to be revised to empha-
size the importance of the CSC2 and S&RCS development responsi-
bility. Staffing levels to accomplish the new responsibilities may need 
to be reviewed to ensure that they are adequate to handle the added 
responsibilities. (See pp. 71–72.) 
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CHAPTER ONE

Introduction

The inefficiencies of the military logistical system in the early 20th 
century spurred a modern scientific study of logistics. Most of the early 
supply system operated on a “push” concept rather than in response to 
actual needs and changes. It was thought that having an abundance of 
resources in theater ensured that combat support (CS) elements would 
be able to provide everything needed to achieve the desired operational 
effects. In practice, the presence of “mountains of supplies” did not 
always ensure that warfighters’ demands were met. In fact, the back-
log of war materiel congested the CS system because of inefficiencies 
in the transportation system and the prioritization processes. It was 
evident that a more comprehensive capability was needed for matching 
CS assets to warfighter needs. In the past, prediction and responsive-
ness have been viewed as competing concepts; we show that both are 
necessary and can be integrated within a command and control system 
to create military sense and respond capabilities. 

Military logistics planning grew even more difficult with the col-
lapse of the Soviet Union and the dissolution of the associated threat 
to U.S. interests in Europe. For although the previous CS system was 
inefficient in its use of resources, it was at least focused on (presum-
ably) known geographic locations and specific threats. The geopoliti-
cal divide that once defined U.S. military policy was replaced by a 
temporary rise of regional hegemons; the geopolitical environment, in 
turn, slowly evolved (and continues to evolve) into one that is defined 
not only by regional powers but also by nontraditional security threats. 
The uncertainty associated with planning for military operations was 
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thus extended to include uncertainty about the locations and purpose of 
operations.

The Air and Space Expeditionary Force Construct

The Air and Space Expeditionary Force (AEF)1 concept is a transfor-
mational construct that changed the Air Force’s mindset from a threat-
based, forward-deployed force designed to fight the Cold War to a 
primarily continental United States (CONUS)–positioned, rotational, 
and effects-based force able to respond rapidly to a variety of threats 
while accommodating a high operational tempo (OPTEMPO) in the 
face of the uncertainties inherent in today’s contingency environment. 
The AEF is intended to be able to deploy small or large force and sup-
port packages anywhere in the world and put bombs on target in very 
short time frames—in as little as 72 hours at some sites. The transfor-
mational objective of the AEF is a reliance on rapid response rather 
than on forward presence. The new concept was intended to lead to 
greater flexibility and a smaller CS footprint and, at the same time, 
reduced personnel turnover.

An Expeditionary Force Requires Agile Combat Support

The fielding of the AEF prompted a fundamental rethinking and 
restructuring of logistics. Traditionally, logistics has included mainte-
nance, supply, and transportation, referred to as logistics with a little 
“l.” The modern perspective of CS, also referred to as logistics with a 
big “L,” recognizes that CS must incorporate all the traditional logis-
tics areas as well as civil engineering; services (billeting and messing); 
force protection; basing; and command, control, communications, and 

1 Early in its development, the term Expeditionary Aerospace Force (EAF) was used to 
describe the concept of employing Air Force forces rapidly anywhere in the world in pre-
defined force packages called Aerospace Expeditionary Forces. The terms have since evolved 
and the Air Force now uses the term Air and Space Expeditionary Force to describe both the 
concept and force packages. 
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computers (C4). This is the CS concept that will be discussed through-
out this report. It is important to recognize that all these CS elements 
are interrelated. Each is critical in the total CS view and any one ele-
ment can limit or control the performance of the others.

The shift to a more expeditionary force compelled a movement 
within the Air Force toward a capability called agile combat sup-
port (ACS). The definition of ACS began to emerge as described in 
a series of Air Force and RAND publications,2 detailing both micro- 
and macro-level analyses. The results of several years of analysis by 
RAND and the Air Force called for a new CS infrastructure consist-
ing of forward operating locations (FOLs), forward support locations 
(FSLs), CONUS support locations (CSLs), a well-orchestrated world-
wide distribution system, and a robust and responsive combat support 
command and control (CSC2) architecture. Forward positioning of 
heavy logistics commodities, such as munitions, fuel, and intermediate 
maintenance assets, was identified as a prerequisite to the realization of 
the AEF’s rapid force deployment objectives. Furthermore, because no 
combatant commander possessed all of the logistics resources needed 
to initiate and sustain combat operations, an emphasis was placed on 
capabilities to rapidly distribute (deploy and sustain) resources, from 
where they were stored or available to where they would be employed, 
and to control the distribution of scarce resources to the units that 
needed them most. These actions constitute the components of a 
modern CSC2—assessing needs and determining what is required in 
operationally relevant terms. The Air Force has realized the importance 
of CSC2 architecture and has begun to implement many of these ACS 
concepts as a key enabler to the AEF. 

Table 1.1 outlines the important ACS capabilities that help to 
achieve desired operational effects. The Air Force stressed the  con-
cepts of light, lean, and lethal and began to look at ways to estab-
lish “lean” pipelines through both improved planning (predicting and 

2   See Tripp, Galway, Killingsworth,  et al. (1999); Tripp, Galway, Ramey, et al. (2000); 
Galway et al. (2000); Peltz et al. (2000); Amouzegar, Galway, and Geller (2002); Amouzegar, 
Galway, and Tripp (2004); Amouzegar, Tripp, McGarvey, et al. (2004); and Rainey et al. 
(2003).
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Table 1.1
Operational Effects and ACS Capabilities

Desired Operational Effect ACS Capability/Action to Enable Effect

Foster an expeditionary mindset Develop CS leaders who understand 
expeditionary operations

Instill expeditionary mindset in CS personnel

Develop expeditionary scheduling rules

Configure support rapidly Establish robust CSC2 capabilities

Estimate resource needs quickly

Tailor ACS network to scenario rapidly

Establish ACS control parameters for feasible 
plans

Track performance against control 
parameters

Modify processes as necessary

Establish robust end-to-end distribution 
capabilities

Deploy/employ quickly Rapid FOL site survey techniques

Robust FOL development capability

Attention to engagement policies and pre-
surveys

Lean deployment packages and reduced 
deployed footprint

Rapid deployment of non-unit resources 
(War Reserve Materiel [WRM])

Shift to sustainment smoothly Enhanced FSL/CSL linkages to resupply 
FOLs

Maintain readiness for scenarios 
outlined in DoD strategic planning 
guidance

Align resource planning factors to reflect 
current rotational and contingency 
employment practices

Reduce CS footprint Exploit technology—communications, 
munitions, etc.
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forecasting) and more responsive policies and processes to shorten 
resupply pipelines and to compensate for the inability to accurately 
predict some support requirements. The move toward more lean logis-
tics was necessary to meet the new mission requirements at multiple 
fixed and deployed locations with fewer resources. Air Force logistics 
planners realized that the imprecision of these predictions, along with 
the increased uncertainty in the geopolitical environment, place a pre-
mium on CS that is flexible, adaptable, and responsive. Most impor-
tant, these planners recognized the need to establish linkages between 
CS and operational effects.

The ability of CS forces to sense the operational environment 
accurately, and then adapt swiftly to develop tailored responses to the 
operational requirements, is essential to achieving warfighters’ objec-
tives and effects effectively and efficiently. This is not a new observation 
and was applicable to the old security environment. As early as 1977, 
the concept of the observe, orient, decide, and act (OODA) loop was 
used to guide combat planning and analysis at the tactical level.3 In 
the CS enterprise, sensing and adapting quickly ensures an uninter-
rupted flow of critical CS materiel to the warfighter, arriving when and 
where it is needed. Deployed assets and supporting materiel need to be 
tailored to achieve specific, quantifiable operational effects. Deploying 
mountains of just-in-case support equipment and supplies has ceased to 
be part of modern CS strategy. However, a purely reactive system that 
intervenes only after logistics problems inhibit the operational plans 
does not benefit the warfighter. What is needed is a proactive system 
that can monitor logistics system performance, analyze current system 
data to predict future constraints (both near term and long term) that 
the CS system will place on operational objectives, and identify mitiga-
tions to minimize the effect of these constraints.

Military logisticians of the past were able to overcome the lack 
of such a “sense and respond” capability partly because of their in-

3 Alberts et al. (2001). Warfighters have reiterated similar concepts throughout modern 
warfare, as is clear from Air Marshall Giulio Douhet’s 1928 statement: “Victory smiles upon 
those who anticipate the changes in the character of war, not upon those who wait to adapt 
themselves after the changes occur.”
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position CS and transportation infrastructure, designed around a known 
geographic location. In the current environment, increased ambiguity 
has diminished this advantage and increased the need for a sense and 
respond combat support (S&RCS) capability. CSC2 and responsive 
processes compose the twin pillars of this S&RCS transformation.

CSC2: An Important Part of ACS and Enabler of S&RCS

Command and control (C2), although often associated with operations 
(e.g., deploying ships, tasking sorties, battlefield movements), is also 
a fundamental requirement for effective ACS. As warfighting forces 
become more flexible in operational tasking, the support system must 
adapt to become equally flexible. The C2 of modern CS assets must 
be woven thoroughly with operational events, from planning, through 
deployment, employment, retasking, and recuperation. Additionally, 
CS goals and objectives must be increasingly linked directly to opera-
tional goals and objectives. The traditional distinction between oper-
ations and combat support loses relevance in such an environment. 
Combat support activities need to be linked to operational tasking 
with metrics that have relevance to both warfighter and logistician.

Combat support command and control is the “central processing 
unit” of a CS system that coordinates and controls the ACS enterprise. 
In essence, CSC2 sets a framework for the transformation of tradi-
tional logistics support into an ACS capability. CSC2 should provide 
the capabilities to

Develop plans that take operational scenarios and requirements 
and couple them with the CS process performance and resource 
levels allocated to the plan execution to project operational capa-
bilities. This translation of CS performance into operational 
capabilities requires modeling technology and prediction of CS 
performance. 

•
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Establish control parameters for the CS process performance and 
resource levels that are needed to achieve the required operational 
capabilities.
Determine a feasible plan that incorporates CS and operational 
realities.
Execute the plan and track performance against calculated con-
trol parameters.
Signal all appropriate echelons and process owners when perfor-
mance parameters are out of control.
Facilitate the development of operational or CS get-well plans to 
get the processes back in control or develop new ones, given the 
realities of current performances.

CSC2 is not simply an information system; rather, it sits on top of 
functional logistics systems and uses information from them to trans-
late CS process performance and resource levels into operational per-
formance metrics. It also uses information from logistics information 
systems to track the parameters necessary to control performance. It 
includes the battlespace management process of planning, directing, 
coordinating, and controlling forces and operations. Command and 
control involves the integration of the systems, procedures, organiza-
tional structures, personnel, equipment, facilities, information, and 
communications that enable a commander to exercise C2 across the 
range of military operations.4 Previous studies built on this definition 
of C2 to define CS execution, planning, and control to include the 
functions of planning, directing, coordinating, and controlling CS 
resources to meet operational objectives.5 The objective of this trans-
formed CSC2 architecture is to integrate operational and CS planning 
in a closed-loop environment, providing feedback on performance and 
resources.

The new CSC2 components significantly improve planning and 
control processes, including

4 U.S. Air Force (1997b).
5 Leftwich et al. (2002).

•

•
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Planning and forecasting (prediction)
joint analysis and planning of CS and operations
determining feasibility, establishing control parameters

Controlling
monitoring planned versus actual execution—a feedback loop 
process allowing for tracking, correction, and replanning when 
parameters are out of control

Responsiveness
quick pipelines and the ability to respond quickly to change   

This comprehensive transformation of CSC2 doctrine and capa-
bilities blends the benefits of continuously updated analytical predic-
tion with the ongoing monitoring of CS systems, which, given a robust 
transportation capability, enable the rapid response necessary to pro-
duce an S&RCS model appropriate for military operations in the 21st 
century.

The Air Force’s initial response to the AEF construct was to 
define its mission as Global Power–Global Reach with an emphasis on 
force projection and mobility. Air Force Vision 2020 further refined the 
transformational goals and core competencies required to attain these 
combat capabilities.6 Although these have been fundamental concep-
tual changes to CS practice, much work remains to match day-to-day 
reality with the modern concepts.

A New Vision

In parallel with Air Force development of the AEF, the Department of 
Defense (DoD) responded to the new challenges of the 21st century 
with a strategic guidance that altered the way the services prepare for 
conflict. Joint Vision 2020 described the interoperability that would be 
required to respond to both current emerging challenges as well as to 
unknown future possibilities.7

6 U.S. Air Force (2000b).
7 U.S. Department of Defense (2000).

•
–
–

•
–

•
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The DoD Office of Force Transformation (OFT) was orga-
nized and tasked to further define and shape the kind of CS orga-
nizations and information systems that would be required to sup-
port the concept of Network-Centric Warfare (NCW). The OFT 
developed a concept based on an adaptive method for maintain-
ing operational availability of units by managing their end-to-
end support network.8 OFT called this concept military sense and 
respond logistics, of which some prominent characteristics include9

a functionally organized network of units (as opposed to a hierar-
chical organization)
a realization that all units within the network are potential con-
sumers and providers of supply to and from all other units in the 
network
units that dynamically synchronize to satisfy demand in response 
to changes in the environment.

Sense and respond logistics (S&RL) is a conceptual transforma-
tion of logistics systems designed to support the NCW of the future. 
S&RL emphasizes prediction, anticipation, coordination, and respon-
sive actions and is defined, in program documents, as a key building 
block in the transformation to an ACS.

The term “S&RL” is derived from the commercial sector; the 
concept recognizes that traditional planning is ineffective in the face 
of great uncertainty, especially when uncertainty becomes endemic, 
because contingency plans and situational problem-solving will never 
be adequate to deal with the steady stream of surprises.10 The increas-
ing pace of operations and the effects of unpredictable events will at 
some point overwhelm the means of current planning and execution 

8 U.S. DoD (2003).
9 The term “make-and-sell” versus “sense-and-respond” is attributed to Richard Nolan and 
Stephan Haeckel and their work at IBM. However, the concept of adaptive planning and 
response, which is at the core of this concept, can be dated back to the OODA loop and other 
adaptive systems.
10 Haeckel (1999).

•

•

•
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systems. The commercial sector has come to realize that there is a need 
for both a strong prediction capability and a capacity to rapidly adapt 
and react to change. Although this insight is important to modern 
commercial practice, it is essential when considering the challenges 
facing today’s military operational planners and logisticians. 

Defining Sense and Respond Combat Support 

The OFT S&RL concept is similar in many respects to the concepts 
developed during the Air Force study of ACS. The emphasis on the abil-
ity to “respond” quickly and appropriately through the C2 function to 
the broader areas constituting CS is how we differentiate S&RCS from 
S&RL. Implementing S&RL concepts and technologies through the 
CSC2 architecture is the way to achieve an S&RCS capability. 

In commercial S&RL and a volatile market, the manufacturer and 
distributor constantly monitor changes in buying patterns and adapt 
quickly to maintain market share. By employing S&RL, commercial 
enterprise has been able to reduce investments in warehouses and stock. 
Industry now increasingly produces what is desired and required rather 
than what a planner thinks should be built based on internal produc-
tion goals. Commercial S&RL, in theory, reduces stock and overhead 
costs and responds rapidly to change.11 The key to these improvements 
is a robust system of information-gathering and analysis or, in military 
terms, a highly efficient C2 system.

We have determined that commercial practices and commercial 
definitions of S&RL fall short of what is needed to create S&RCS in 
the Air Force environment. Although there are similarities between 
some of the issues and constraints of the military and those of a large 
corporation, the risk of human casualty, the consequences to the inter-
national political order, and vastly different military objectives set the 
DoD apart from any corporation of comparable size. The scope of 
activities included in military CS is also much broader than that of 

11 Military readers should equate the word customer, in civilian literature, to operational 
effects.
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commercial logistics; any reorganizational concept must consider the 
nuances of military operations. It is interesting to note that firms have 
designed lean supply chains to be resilient to business disruptions,12

but it has been shown that resiliency for firms may not translate to 
resiliency for the entire supply chain and government provision of pli-
ability and redundancy may be necessary in an era of lean supply chain 
management.13 In the military case, the Air Force is the sole user and 
provider and thus the business notions of resiliency may not be entirely 
applicable.

Sense and respond combat support, as in commercial S&RL, 
attempts to strike a balance between a purely responsive system and a 
purely predictive one. Consider an example of munitions storage, han-
dling, and delivery. At the strategic level, the emphasis is on the loca-
tion and allocation of munitions prepositioning, based on an assess-
ment of future needs. At the tactical and execution levels, for a given 
network of munitions storage locations and transportation links, the 
emphasis is shifted to a more adaptive supply chain with an integrated 
C2, wherein units attempt to sense demand, consider delivery and pro-
duction capabilities, and respond with timely supply of the warfighter’s 
requirements. The resolution of sense and respond (S&R) is continu-
ally in flux and depends on the intensity of the OPTEMPO. Although 
forecasting models are continually improved, many factors cannot be 
modeled with the desired accuracy. For this reason, actual performance 
must be constantly measured against planned performance. When dis-
crepancies are identified, adjustments are made to the plans at all levels 
(strategic, tactical, and execution), as needed. This is achieved through 
perpetually employed sensors, a feedback loop in the C2 system, and 
an adaptive response system, all working in unison.

This example demonstrates the need for CS processes to be more 
thoroughly embedded in every step of operational planning and execu-
tion, which will present a new opportunity for cooperation between 
CS and operations personnel. Traditionally, ongoing planning and 
tasking often occur in isolation from those who would subsequently be 

12 Sheffi (2005).
13 See for example Willis and Ortiz (2004).
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required to support the levels and rates of tasking. Coordination, if any, 
occurs after initial planning cycles are completed. Modern, responsive 
systems demand information-sharing among all partners in the mili-
tary enterprise. 

Combat support disconnects from operations are not the only 
ones that degrade sensing capability. Legacy systems, within logistics 
functional areas, are also not fully integrated. Data and information 
are captured in stove-piped systems that meet the information needs 
of only a narrow community. The Air Force’s CS legacy systems are 
good examples of enterprises that have no provision for cross-flow of 
information, not only between supply, transportation, and maintenance 
but often not even within the family of other supply, maintenance, or 
transportation data systems.

These stove-piped systems are not unique to the military. The 
deleterious effects of stove-piped systems in commercial practice 
are evidenced by a multitude of independent commercial networks 
that are incompatible technically, contributing to the inhibition 
of information-sharing. Consequently, disjointed decisionmaking 
occurs—one of the largest impediments to realizing technology’s 
potential contributions to the management of large companies.14

A Military Idea Turned Commercial

As mentioned above, some of the fundamental concepts employed in 
the commercial practice of S&RL had their origins in military (espe-
cially Air Force) lessons learned. Ideas originally elucidated by Colonel 
John Boyd, based on his Korean War experience as a fighter pilot, were 
subsequently reshaped and applied, first by Stephan Haeckel, then by 
other business analysts and practitioners.15

In his attempt to explain the wartime combat successes of U.S. 
fighter pilots over their North Korean counterparts, Boyd deduced a 
concept that he called the observe, orient, decide, and act (OODA) 

14 Haeckel (1996).
15 Menotti (2004).
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loop. The OODA loop essentially states that if one makes informed 
decisions and takes action faster than one’s enemy, then one will out-
perform the enemy. As the speed of this OODA loop cycle increases, 
the enemy continually remains, both tactically and intellectually, a step 
behind. Boyd’s work was followed by other research that focused on 
proactive response within closed-loop information systems.16

The commercial sense, interpret, decide, act (SIDA) loop is an 
adaptation of Boyd’s original concept. The business community 
observed the effect of the OODA loop in the military and recognized 
its applicability toward achieving a more flexible and responsive busi-
ness design. In effect, Haeckel “civilianized” the OODA loop cycle and 
applied it to business, radically reshaping modern corporate thinking. 
Boyd’s ideas, applied in the commercial world, have helped compa-
nies systematically cope with the unexpected. Nomenclature aside, the 
main argument remains the same: When the effects of unpredictability 
cannot be mitigated, an adaptive strategy is required—sensing early 
and responding quickly to abrupt changes in customer needs.

Ultimately, the military and commercial programs matured in 
parallel, with successes in one arena affecting the other. However, in 
the current environment, the Air Force (and all DoD) must develop 
an even greater S&R capability, beyond what has been achieved in 
commercial practice. We believe that the required S&RCS capabil-
ity can best be realized through the implementation of S&RL tech-
nologies (both existing and those yet to be developed) into the CSC2 
architecture. The path toward such an S&RCS is the focus of this 
monograph.

Organization of This Monograph

Chapter Two explains the various components of CSC2 and the CSC2 
operational architecture that guides development of the system. It 

16 This category of information analysis and response in a closed system is called cyber-
netics. Research in this area also preceded Haeckel’s writings. See, for instance, Tripp and 
Rainey (1985).
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explains how each component fits with the others, and its relationship 
to functional CS systems and the Air Force enterprise architecture. It 
examines the necessary linkages between the business information sys-
tems and the data from them, which must be passed to the combat C2 
systems to effect appropriate responses to out-of-control conditions. 

Chapter Three describes current and emerging technologies, which 
will assist the CSC2 requirements for processed, actionable informa-
tion to be assembled using current and modernized business process 
information systems in support of S&RCS development.

Chapter Four relates the progress that the Air Force has made to 
grow this new CSC2 architecture into a fully operable concept and 
system. It includes a discussion of the information renewal efforts 
under way to modernize business processes and their associated infor-
mation systems. It also explains the emerging relationship between the 
CSC2 operational architecture and systems and the CS operational 
architecture and systems. 

The last chapter explains what remains to be done: Significant 
pieces of the CSC2 architecture still require enhancement, even cre-
ation. The S&RL technologies will need to be integrated into this 
architecture in a strategic fashion to ultimately enable an S&RCS capa-
bility for the Air Force.

 The Air Force has made strides toward a more responsive, more 
effective CS system. A critical component of the new S&RCS, or ACS, 
is CSC2. This monograph highlights the successes of the past, while 
pointing the way to actions to complete the transformation necessary 
to create an effective CSC2 with S&RCS capabilities as a component 
of ACS. 
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CHAPTER TWO

The CSC2 Operational Architecture

This chapter presents the highlights of the CSC2 operational archi-
tecture that is a critical part of both the AEF transformational 
concept and S&RCS capabilities, focusing on the key organizations 
that participate in the planning, budgeting, and executing of CS 
activities.1

A CSC2 system oversees the performance of CS processes and 
resource levels to ensure that they are within the specified levels needed 
to achieve specific CS effects, such as FOL initial operational capability 
(IOC), or F-15 sortie-generation capability.2 The CSC2 system moni-
tors CS parameters (e.g., maintenance and transport times) against the 
target values necessary to achieve desired CS effects in a given contin-
gency operation or training scenario. The system “signals” the appro-
priate C2 nodes and process owners when process performance param-
eters violate certain thresholds. Such a CSC2 system would enable an 
S&RCS capability, with the ultimate goal of linking CS performance 
to operational effects.

Previous research has developed a CSC2 operational architecture 
that provides one view of such a system.3 This chapter presents these 
high-level TO-BE processes, along with the various CSC2 nodes and

1 For a more detailed examination of AS-IS and TO-BE CSC2 operational architecture 
concepts, see Leftwich et al. (2002); and Mills et al. (2004).
2 Ultimately, the CSC2 system should relate how CS performance and resource levels 
affect operational effects, but current theoretical understanding limits the relationships to 
CS effects.
3 Leftwich et al. (2002); and Mills et al. (2006).
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their activities and procedures. The CSC2 architecture specifies the 
need for the following support:

standing CS organizations 
planning, programming, and execution that relates operational 
effects to CS resource requirements
capability assessment and reporting 
information security
programming and budgeting linked to shortfalls.

This chapter discusses the relationship between CSC2 and the 
planning, programming, budgeting, and execution (PPBE) system to 
emphasize that S&RCS capabilities are needed across both strategic 
and execution time horizons.

The USAFE Centralized Intermediate Repair Facility—
A Recent Example 

As the U.S. Air Force transitioned from a garrison-based force to an 
AEF, logisticians were tasked to develop ACS concepts that enhanced 
warfighting capability. During Operation Allied Force (OAF), the Air 
Force successfully demonstrated the concept of the centralized inter-
mediate repair facility (CIRF), which leveraged existing intermedi-
ate repair facilities in the European Command (EUCOM) theater of 
operations to meet mission requirements. The CIRF in U.S. Air Forces 
Europe (USAFE)—a wing-level facility—was expanded to provide 
repair support for multiple Air Force units within the same theater of 
operations. The CIRF methodology replaced the traditional decentral-
ized repair maintenance concept in which wing-level units perform 
all intermediate-level maintenance (ILM) for both home-stationed and 
deployed aircraft. At the end of OAF combat operations, USAFE was 
tasked to test this concept more fully and to gather data that would 
help to evaluate the relative merits of CIRF operations. The test ana-

•
•

•
•
•
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lyzed data accumulated while supporting actual AEF rotations.4 In this 
test, two CIRFs (at Royal Air Force Lakenheath, United Kingdom, and 
Spangdahlem Air Base, Germany) supported the units and equipment 
for Electronic Warfare and Low Altitude Navigation and Targeting 
Infrared for Night (LANTIRN) pods, two engine types, and avionics 
line replaceable units (LRUs) for one Mission Design Series (MDS).

Figure 2.1 depicts the S&RCS capability associated with this 
CIRF example, using a closed-loop planning, assessment, and control 
framework. In this example, F-15 sortie generation capability is a func-
tion of many variables including

removal rates and LRU levels at the FOLs
maintenance actions taken at the CIRF, and distribution through-
put in and outside the theater
transportation timelines, both to and from the CIRF
surge capability
aircraft availability.

Given the above sensor points, Air Force logisticians need to 
ensure that CS process performance supports the F-15 planned sortie 
generation capability. If it is unable to do so, trigger systems need to 
alert CS personnel to the options available for recommendation to the 
appropriate command levels.

We will return to this example throughout this chapter as compo-
nents of the CSC2 operational architecture are introduced.

High-Level CSC2 Processes

A robust CSC2 construct will enable an S&RCS capability that inte-
grates operational and CS planning in a closed-loop environment, 
providing feedback on performance and resources. Figure 2.2 illus-
trates this concept in a process template that can be applied through 
all phases of an operation from readiness, planning, deployment,   

4 See Geller et al. ( 2004).

•
•

•
•
•
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Figure 2.1
Combat Support Performance Parameters Are Related to Operational 
Measures of Effectiveness
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employment, and sustainment to redeployment and reconstitution. 
The figure centers on integrated operations/CS planning and incorpo-
rates activities for continually monitoring and adjusting performance. 
Some elements of the process, shaded in medium gray in Figure 2.2, 
take place in planning for operations and should be accomplished with 
operational planners.

Feedback Loops

A key element of both planning and execution in this process tem-
plate is the feedback loop that specifies how well the system is expected 
to perform (during planning) and contrasts these expectations with 
observations of the system performance realized during execution. If 
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Figure 2.2
Feedback Loop Process
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actual performance deviates significantly from planned performance, 
the CSC2 system warns the appropriate CS processes that their perfor-
mance may jeopardize operational objectives. This CSC2 system must 
be able to differentiate small discrepancies that do not warrant C2 notifi-
cation from substantial ones that might compromise future operations. 
This requires the identification of tolerance limits for all parameters, 
which is heavily dependent on improved prediction capabilities. This 
feedback loop process identifies when the CS plan and infrastructure 
need to be reconfigured to meet dynamic operational requirements and 
notifies the logistics and installations support planners to take action, 
during both planning and execution. The CS organizations need to be 
responsive and adaptive to make timely changes in execution. The pro-
cess not only drives changes in the CS plan but may also call for a shift 
in the operational plan. For the CS system to provide timely feedback 
to operators, it must be tightly coupled to their planning and execution 
processes and systems, providing options that explain the interrelation-
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ships between effects and costs. Feedback might include notification of 
missions that cannot be performed because of CS limitations. 

In the CIRF example, if there are indications that CIRF trans-
port times may exceed those necessary to meet specific weapon system 
performance goals, the process owners need to develop plans to correct 
this performance and notify the appropriate C2 node of the proposed 
solution and costs. The C2 node would approve suggested get-well 
plans and request resources to correct the process. Transport personnel 
would try to change transport service capabilities to bring the system 
back within control limits for transport times. If transport capability 
cannot be corrected because of supply constraints, the C2 node would 
facilitate dialog with maintenance personnel to change the maintenance 
concept for the affected bases where transport times were outside con-
trol limits. This may require the deployment of maintenance capabili-
ties to FOLs that were being supported by the CIRF. If the deployment 
of maintenance is too costly, stock levels need to be supplemented to 
offset slower transport times. Again, the C2 node decides, with inputs 
from operational and CS commands, which solution to pursue. 

In this example, it can be seen that the ultimate goal is to achieve 
operational objectives by maintaining established readiness levels. The 
effects of maintenance, transportation, and supply solutions are inter-
related. Several solutions may be possible to effect change in levels of 
weapon system readiness. The prerequisite for choosing among the pos-
sible get-well actions is a robust data system with critical pieces of logis-
tics information. Information extracted from these systems must be 
appropriate, timely, accurate, and automatically refreshed.

Continuous Monitoring of Important Parameters

The CSC2 system should continuously monitor combat support per-
formance and resource levels against the changes in the parameters 
required by the get-well solution. This continuous, closed-loop process 
and resource level monitoring is a critical part of the CSC2 system 
facilitating S&RCS. However, a true S&RCS capability should not 
simply act as a thermostat. That is, it should not be merely reactive—
only checking to see if a certain parameter has breached a threshold 
before eliciting a response. In a sense, a fully functioning S&RCS 
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system should act more like a weather forecasting gauge, constantly 
checking not only the performance of a single parameter but all perti-
nent parameters simultaneously (e.g., not just temperature but air pres-
sure and wind patterns as well) for comparison against their target 
values. In both S&RCS and the weather forecasting systems, the goal 
is an early notification of significant changes in the environment to the 
affected parties. Therefore, an effective CSC2 system must monitor 
many inputs from data systems and continuously evaluate the perfor-
mance of warfighting organizations against both pre-established and 
dynamic levels and rates. When performance falls outside established 
tolerance limits, an appropriate response is communicated to process 
owners.

It is important to emphasize that the CSC2 system is not a func-
tional information system, e.g., a maintenance, supply, or transpor-
tation system. The CSC2 system takes parameter values from these 
systems but it does not create the work of transportation, e.g., trans-
portation control numbers (TCNs), maintenance job control numbers 
(JCNs), or supply requisition numbers (RNs). These functional systems 
are used as inputs to the CSC2 system. The CSC2 system signals when 
the performances of these functional systems are likely to affect desired 
CS effects and alerts functional personnel at CS nodes to consider pos-
sible corrective actions using their functional CS systems. The CSC2 
system rides above the functional systems and relates functional per-
formance and resource levels to operational effects.

Continuously Updated Data Systems Are Needed

To increase the S&R functions of modern CSC2, measuring rates of 
consumption frequently will be increasingly important. The early trend 
recognition required for proactive support will depend on comprehend-
ing usage patterns in a timely manner. Much of the data derived from 
legacy systems has been shaped by “end of the month” or “end of the 
quarter” computations. Rates of consumption were calculated by the 
difference between the beginning of period levels and the end of period 
levels. Modern, agile warfare requires a near-real-time view of all logis-
tics commodity and consumption data. This requires an iterative pro-
cess with frequent (perhaps hourly or continuously, depending on the 
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parameter) data updates. The traditional critical pillars of CS—fuel, 
munitions, food, and water—will continue to be measured, but other 
commodities will need to be measured and analyzed to determine 
how they would affect operationally relevant metrics such as deploy-
ment base initial operating capability and weapon system availability. 
Frequent assessment with combat-oriented analytical tools would help 
commanders to assess all of the potentially pacing material and sup-
port component trends. Sensing the entire support database rapidly 
and frequently will allow CS leadership at all levels to affect solutions 
to undesirable trends before they affect combat capability. This impor-
tant feature of a robust S&R system is not found in traditional data-
tracking and analysis. The CSC2 system of the future must be able 
to continuously monitor CS resource levels and convert that informa-
tion into operational metrics; evaluate the resources needed to achieve 
operational goals, assess the feasibility of support options, and help 
to develop alternative plans; rapidly reconfigure the CS infrastructure 
to meet specific contingency scenario needs; employ commodity and 
process control metrics and process monitoring to regulate support 
processes; and adjust support activities during execution to optimize 
warfighter support.5

This is a large undertaking. Current and emerging information 
systems, which support day-to-day business processes, will likely supply 
the raw data needed to understand the levels and condition of materiel 
assets. However, in the emerging world of information systems, the 
“mountains of supplies” philosophy should not simply be replaced with 
“mountains of data” but rather with a philosophy of “the right informa-
tion to the right organization at the right time.” Command and control 
systems will need to quickly and accurately process numbers and rates 
of consumption into actionable correlated information packets. Using 
these actionable information packets, warfighters will be able to make 
decisions about priorities and positioning, leading to improved support 
architectures for varying deployed operations.

The CIRF test discussed above had several test objectives, one 
of which was evaluating whether the current logistics information 

5 Leftwich et al. (2002).



The CSC2 Operational Architecture    23

system was adequate to support C2 decisionmaking. The test plan 
called for the tracking and evaluation of numerous metrics including

customer wait time
shop production throughput
serviceable spare levels
engine production flow times
test cell pass rates
test station status
transportation support costs.

Metrics were assembled from within the CS disciplines of trans-
portation, supply, and maintenance. Additionally, personnel informa-
tion was monitored. One goal was to determine if current data were suf-
ficient to cue CSC2 leadership at “trigger points” that suggest changes 
in structure, procedures, and manning.

At inception of the test, it was evident that no single system could 
report all of the required information, formatted in a way that would 
be easy to understand and from which adapting control decisions could 
be tailored. Dynamic Research Corporation (DRC), in conjunction 
with USAFE logistics staff, developed a single system known as the 
CIRF toolkit. This toolkit accumulated select data from the various 
stove-piped functional systems, facilitating the necessary correlation 
and interpretation of the vast array of data. 

Although the CIRF test focused on a rather small piece of the data 
stream (ILM for electronic countermeasures [ECM] and LANTIRN 
pods, two engine types, and avionics LRUs for one MDS), it still could 
not correlate, analyze, and generate the essential information in a rap-
idly useable format. In addition to the many other valuable lessons 
learned in this CIRF test, the need for a layer of CSC2 analysis and 
presentation applications was validated. 

The necessary data were located in legacy systems that had mini-
mal interface with each other. In the absence of an interface and inte-
gration tool, data from each of these systems had to be extracted manu-
ally and collated in an ad hoc process and system. Each of the separate 
systems required a unique log-in procedure and separate passwords to 

•
•
•
•
•
•
•
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obtain data. The requirement to adapt CSC2 data using an additional 
layer of application is not an indictment of the legacy systems. Each 
was designed to support a business process within a specific segment 
of the asset management chain. Most of the legacy systems effectively 
fulfill the role for which they were designed. However, none of them 
are easily adaptable to warfighter CS decisionmaking without an essen-
tial processing and accumulation effort. Significant advances in CS 
data systems will be required to achieve an Air Force S&RCS capabil-
ity. A discussion of some of these enabling technologies is presented in 
Chapter Three.

Standing Combat Support Organizations

Although well-defined processes are a necessary component of the 
CSC2 system, standing organizations comprising trained personnel 
are needed to put S&RCS capabilities into action. The following sec-
tion describes some of the key CS organizations identified in the CSC2 
operational architecture.

Commander of the Air Force Forces Staff Forward and Rear 

One key node in robust CSC2 operational architecture is the 
Commander of the Air Force Forces (COMAFFOR) staff, also called 
the Air Force Forces (AFFOR) staff. The AFFOR staff can have a com-
ponent that may be deployed with the COMAFFOR. It can also have 
some staff who remain in the rear and serve staff functions in a reach-
back fashion. It will act as regional hub for monitoring, prioritizing, 
and allocating theater-level CS resources. It will also be responsible for 
mission support, base infrastructure support, and establishing move-
ment requirements within the theater. 

In general, the AFFOR Rear will be the theater integrator for 
commodities managed by commodity control points (CCPs). It should 
have complete visibility of theater resources and the authority to recon-
figure them. It should receive commodity-specific information from 
CCPs and make integrated capability assessments (of both sortie pro-
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duction and facilities) and report those assessments to the A-4 who will 
lead the combat support element (CSE) in the Air Operations Center 
(AOC).6

Logistics Support Centers

Logistics support centers (LSCs) are key C2 nodes to the AFFOR staff. 
Two LSCs have been created—one to support the Combat Air Forces 
(CAF) and the other to support the Mobility Air Forces (MAF). These 
two LSCs will provide the following support functions:

Set levels for deploying units.
Recommend allocation of scarce spare parts based on Air Force 
priorities and planned requirements.
Collect data for support assessments.
Identify out-of-control processes for continued sustainment.
Notify AFFOR staff of out-of-balance/control conditions that 
affect operational requirements.
Request feedback and monitor/evaluate performance. 
Access options based on changing operational requirements.
Configure spares kits.
Identify distribution nodes both before and during deployment. 

Commodity Control Points

Commodity control points will manage the supply of resources to the 
Major Commands (MAJCOMs), essential for the distribution of critical 
resources such as munitions and spares. The CCP will monitor resource 
inventory levels, locations, and movement information and will use 
these data to assess contractor and organic capabilities to meet through-
put requirements. As an integrator, the CCP will bring together infor-
mation from across traditional stovepipes to develop and improve fea-
sibility and execution of plans, cost estimates, and budgets as well as to 

6 The distribution of A-staff functions between forward and rear COMAFFOR nodes may 
vary between COMAFFORs. Improved communications capability will enable increasingly 
more functions to be performed in the rear.
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centralize buy and repair authority. It will also have the ability to allocate 
and reallocate cost authority during execution when priorities or condi-
tions change. In a similar manner to the LSC, the CCPs will evaluate/
change performance when measurable thresholds fail to meet opera-
tional needs. 

Supply chain managers,7 who are key players in the CCP team, 
will routinely provide their information to a common electronic work-
space (akin to the Air Force Portal):8 tracking of suppliers’ financial per-
formance, forecasting demand, determining lead times and transporta-
tion and delivery routes, and developing action plans when problems 
arise. They will also develop contract terms and conditions for sources 
of supply or repair that will enable the surge actions and increased 
data requirements needed during wartime. They will adopt a suppli-
er’s point of view, forecasting and managing downstream problems. 
As with commercial firms, they will do analyses and choose suppli-
ers based on attractiveness: What is the supplier’s performance history 
(quality, delivery record, and price)? What is the supplier’s management 
attitude? How well does the supplier manage technology changes? Is 
the supplier financially stable? The Air Force needs high-performing 
suppliers, and the CCP team will do rigorous evaluation and selection 
and then develop long-term collaborative relationships with the chosen 
suppliers. With guidance from Air Force headquarters, the CCP team 
will develop enterprise-wide strategies for those goods aligned with 
strategic goals and then will implement the plans and develop instru-
ments to measure outcomes. 

The LSCs will also maintain visibility of inventory levels, loca-
tions, and movement information and keep open communication with 
the CCPs. This information, in combination with the visibility of in-
theater asset requirements, will allow the LSCs to make distribution/
redistribution decisions for spares based on Air Force operational 
requirements. 

7 The spares CCP, in addition to commodity supply chain management (SCM), will have 
WS-SCMs that focus on integrating information for a particular MDS.
8 In the remainder of this monograph, we refer to this portal or system as the common 
electronic workspace or simply the electronic workspace
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Combat Support Center

In addition to the CCPs and the AFFOR staff, a global combat support 
center (CSC) is another critical node. This node could be a self-con-
tained organization with analytic capabilities or a virtual organization 
with analysis cells collocated with the LSCs to assess weapon system 
capabilities. It will act as a neutral integrator in coordination with the-
ater A4s, LSCs, and CCPs. Moreover, this node should have responsi-
bility for providing integrated weapon system assessments across com-
modities both in peacetime and in wartime. An Air Force–level cell 
could integrate assessments that support allocation decisions when 
multiple theaters are competing for the same resources and the two 
LSCs cannot differentiate between equal and competing priorities. The 
CSC could serve as the Air Force voice to the Joint Staff in any arbitra-
tion across services.

We next discuss the planning process used to assess military capa-
bilities and the related budgeting process used to address the identi-
fied shortfalls in desired capabilities. It is important to realize that an 
S&RCS capability is applicable not only to the execution time frame; 
S&RCS also affects the components of the planning and budgeting 
processes associated with establishing and maintaining operating loca-
tions and those associated with supporting weapon system availability 
objectives. 

Estimating and Budgeting for Requirements 

PPBE is the current system for creating the DoD’s (including all the 
services’) contribution to the presidential budget. The system divides 
the budget-building process into four phases:

planning: assesses capabilities, reviews threats, and develops guid-
ance
programming: translates planning guidance into achievable pack-
ages in a six-year future defense program
budgeting: tests for feasibility of programs and creates budgets

•

•

•
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execution: develops performance metrics, assesses output against 
planned performance, and adjusts resources to achieve the desired 
goals.

The Program Objective Memorandum (POM) process is the critical 
tool of the planning phase in PPBE.9

The Planning Processes

There are two kinds of planning—deliberate and crisis action. Deliberate 
planning is an ongoing process that responds to Defense Planning 
Guidance (DPG) and intelligence estimates. Crisis Action Planning 
(CAP) parallels the deliberate processes and often borrows work that 
has been done to plan for conflict within a region; however, CAP is nat-
urally more time compressed than deliberate planning. CAP must use 
currently available assets. Deliberate planning intends to identify asset 
and facility shortfalls and include them in future budgetary require-
ments. This section details the iterative processes that are prominent 
in deliberate planning and that lead to improvements in infrastructure 
and within CSC2 systems. It then briefly presents the CAP process, 
which reveals many of the same processes, but results in a beddown 
and support assessment. Whether deliberate or crisis action, the plan-
ning phase is the basis of all S&RCS activities. The CSC2 system of 
the future will measure the performance of the deployed forces against 
the parameters and factors that were established in the planning 
phase. 

Deliberate Planning

During deliberate planning, Air Force planners will go through an 
iterative planning process similar to that portrayed in Figure 2.2. They 
will produce a portfolio of operational plans (potentially hundreds) 
with associated deployment requirements (e.g., type and number of 

9 In practice, the programming and budgeting phases are combined and POM submissions 
are developed in conjunction with Budget Estimate Submissions (BESs), the primary tool of 
the budgeting phase. 

•
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aircraft, sortie rates, beddown locations). From this, AFFOR staff 
CS planners will produce corresponding requirements. Time-Phased 
Force Deployment Data (TPFDD) (what manpower and equipment, 
expressed as Unit Type Codes [UTCs] will be required at each base) 
will then be sourced and time-phased. The steps of the process are as 
follows:

Feasibility Assessment. Feasibility will be assessed for each 
requirement, including manpower, equipment,10 sustainment, 
and transportation, using TPFDD, visibility of AEF capabilities, 
beddown location, and FSL capabilities.
Assess Planning Options. While planning options are being 
developed and updated, the CSC at the Air Staff will pass draft 
options on to the CCPs to get updated materiel data. The CCPs 
will then examine their information to determine feasibility (and 
resource tradeoffs if plans are not feasible) and to identify any 
constraints. The CSC will compile data from all CCPs to get a 
complete picture for each aircraft type.
Assess Resource Requirements. The CSC will also analyze the 
effect of these resource requirements on other military require-
ments. Key commodities to be analyzed are spare parts, muni-
tions, Basic Expeditionary Airfield Resources (BEAR), fuel  
mobility support equipment (FMSE) and fuel, and bulk com-
modities (food, water, and construction materials).
Assess Transportation Feasibility. Global mobility is a joint 
issue (both in who uses it and who provides it), and the task will 
no doubt be accomplished by a joint organization (e.g., the U.S. 
Transportation Command [USTRANSCOM]), but an AFFOR 
Rear will estimate Air Force transportation requirements for 
deployment and sustainment. This whole process is iterated with 
modifications made to operations or CS plans, until a feasible 
plan is found.

10 By equipment we mean non-consumables, both unit equipment and WRM, e.g., 
Aerospace Ground Equipment (AGE), FMSE, and vehicles.
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Configure Infrastructure. Comprehensive capabilities-based 
portfolio planning generates global requirements that will neces-
sitate changes in the CS network to best prepare for the range of 
scenarios. Combat support configuration must be done at a global, 
strategic level to prepare the Air Force to meet future demands, 
including infrastructure, materiel, and personnel.
Analyze Beddown Possibilities. Analysis at the Air Staff level 
will be done to assess global requirements for all resources, and 
for some, to determine how they will be postured among FSLs 
and FOLs.11 The actions that follow this analysis will best pre-
pare the Air Force for an uncertain future. Each CCP will have 
input into the process, but the analysis will be integrated so that 
resources are balanced (i.e., different resources are not postured 
optimally for different kinds of scenarios). For example, an output 
of this analysis will be how many total BEAR assets are needed 
and in which FSLs they should be stored.12 This will take into 
account the range of scenarios, FSL and FOL maximum on 
Ground (MOG) and throughput constraints, travel times, and 
transportation limitations (e.g., ports in third world countries 
that will accept only high-draft seagoing vessels). 
Purchase New Requirements. CCPs will manage the actual 
purchase or repair of assets to support this global asset posturing.
New contracts will be let if necessary. AFFOR staff will be the 
repository of data on FOL and FSL capabilities/limitations and 
will monitor the execution of any infrastructure additions in their 
AOR in support of the global posturing.
Develop Specific Planning Factors. To meet each contin-
gency plan and for steady-state requirements, planners will also 
establish new targets for CS MOEs. These planning factors 
become critical inputs to the decision support tools that pro-
vide the “look ahead” capability that enables CS to be proactive.

11 This analysis should be done often enough to keep pace with changing Secretary of 
Defense priorities (e.g., Defense Planning Guidance) and plans, but infrequently enough to 
be financially feasible.
12  Amouzegar et al. (2004). 
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Crisis Action Planning 

Crisis action planning will essentially mirror deliberate planning, with 
a few exceptions. When a contingency requiring military force arises, 
all the strategic or long-term planning and execution activities continue 
in the background. Deliberate plans are made, budgets are created and 
executed, resources are acquired and allocated, units train, and various 
organizations monitor Air Force performance and capabilities.

At the outset of the crisis action planning process, as the 
Combatant Commander and the service components explore courses 
of action (COAs), AFFOR planners access the capability assessments.
These assessments (e.g., beddown locations, WRM stocks, spares surge 
capability) form the “resource landscape” of the Air Force and inform 
the COA selection process. Once the Combatant Commander selects 
a COA, operators create an Operational Parameters Template (OPT) 
to jumpstart CS planning. An OPT is a single document, contain-
ing estimated operational requirements (MDS, sortie, beddown), from 
which CS planners will begin their CS planning. Without this single 
planning document, or “sheet of music,” CS planners would have to 
make their own guesses and assumptions about operational character-
istics. The CS planning process would immediately be off to an unco-
ordinated, haphazard start. This template is passed to AFFOR Forward 
and Rear nodes. AFFOR Forward planners do more situation-specific 
beddown planning to feed air campaign planning. Functional experts 
in the AFFOR Rear work from this information to create functional 
slices of the TPFDD. After the pieces are assembled, AFFOR Rear 
planners source the forces.

The Programming and Budgeting Processes

The MAJCOMs submit programs in the form of a POM to a body on 
the Air Staff called the Air Force Corporate Structure. The resources 
covered in the POM refer mainly to manpower, facilities, weapon sys-
tems, and operating funds. Although it is advertised as a biennial pro-
cess (with an update of the budget only in the second year), in prac-
tice, the dynamics of DoD force a compilation every year. This means 
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that in any one year, the process has four overlapping budget posi-
tions in various stages of development. The PPBE transforms military 
plans into programs to carry out the plans, creating the Future Years 
Defense Program (FYDP) for two budget years and five out-years and 
then providing the cost of those programs to Congress for approval and 
funding. The FYDP is a database tool that keeps DoD management 
informed of what has been accomplished in the recent past and what is 
slated for funding and accomplishment in the short to medium term.
The FYDP represents how DoD money will be obligated in future 
years based on plans and obligations approved by the Office of the 
Secretary of Defense (OSD) during previous PPBE cycles.13

The Role of Commodity Control Points in Budgeting 

The CCPs are key resource management nodes that should play a major 
role in Air Force cost estimation. The deliberate planning described 
above will establish requirements for many commodities directly, and 
each CCP will perform cost estimates of global requirements for its 
commodity to feed the Air Force POM process. 

When it comes to day-to-day budget execution, the CCP is the 
focal point, supporting units and maintaining a healthy supply chain.
The CCP will direct the flow of information, products, services, and 
financial management for its commodity. It will track the constraints 
in capacity, expertise, funding, and human resources, routinely provid-
ing data and analysis to the common electronic workspace. Currently, 
CCPs use EXPRESS (Execution and Prioritization of Repair Support 
System) to make depot repair decisions based on current Air Force 
needs. Another approach, called Advanced Planning and Scheduling 
(APS) (see Chapter Four for more information), is currently being 
tested at the Oklahoma City Air Logistics Center (ALC) and provides 
a more integrated, responsive, and near-real-time approach to the plan-
ning and assessment of repair decisions based on operational plans. 
Additionally, the CCP will operate within a network of collaborative 
relationships. For spares, for instance, sister organizations at the Air 

13 For detailed information on PPBE process, see Snyder et al. (2006); and Camm and 
Lewis (2003).
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Force Materiel Command (AFMC) such as the Warfighter Sustainment 
Division will provide resident maintenance, supply, munitions, trans-
portation, and logistics plans expertise when needed. The CSC at the 
Air Staff will provide liaison to the joint community and will be the 
conduit for Air Force plans, policies, and priorities. The logistics sup-
port communities at the MAJCOMs will serve as the CCPs’ direct link 
to the warfighters. 

The CCP will also manage the allocation of cost authority across 
weapon systems to the Supply Chain Manager for both procurement 
and maintenance. The basis of the weapon system buy lists and repair 
actions will initially be the full requirement, but when cost authority is 
released and turns out to be less than budgeted, the CCP will reallocate 
according to MAJCOM/Air Force headquarters priorities. Revised buy 
lists and repair actions will then be generated and executed. Whether 
or not full cost authority is received, closed-loop feedback mechanisms 
will be developed to track the execution of the cost authority to deter-
mine if operational goals are being met. If the feedback results show 
that execution is not working well and analysis determines that another 
allocation could better support availability goals, the CCP will have 
the ability to reallocate cost authority.

The Execution Processes

The CSC2 system also plays a key role in the execution stage, across 
deployment, employment, and sustainment to redeployment and 
reconstitution. 

Deployment

The AFFOR staff is a major focal point of information flow and deci-
sionmaking for the deployment process. The AFFOR Forward, with 
specific knowledge of its area of responsibility (AOR), performs bed-
down planning. The AFFOR Rear handles TPFDD development, and 
the Forward element then monitors force reception. Deploying units 
have visibility of the TPFDD and when and what they must deploy. 
Although USTRANSCOM plans the lift, the AFFOR Rear manages 



34    Sense and Respond Logistics

the connection between USTRANSCOM and deploying units, ensur-
ing communication and solving problems when they arise (e.g., if the 
unit is unable to deploy). The AFFOR Forward communicates initial 
force reception information on each FOL to the AOC. As deployment 
continues, even after the start of operations, the AFFOR Forward con-
tinues to monitor and report force reception information to the AOC/
CSE. The AFFOR Forward would liaison with the AFFOR Rear to 
help solve beddown problems as they occur. 

Employment/Sustainment

The major CS activity during employment and sustainment is moni-
toring performance. Low-level metrics are monitored and fed into the 
CSC2 system, allowing for the computation of high-level metrics that 
are monitored to drive allocation and planning decisions. FOLs monitor 
metrics such as spares levels, repair times, munitions levels, and infra-
structure condition and capabilities. The AFFOR staff monitors and 
integrates these metrics and plans get-well actions when actual perfor-
mance violates tolerance limits. The AFFOR Rear monitors the Theater 
Distribution System (TDS) and plans adjustments as necessary.

The CSC monitors force-level metrics and arbitrates when 
resource decisions cannot be decided within a theater. CCPs supply 
commodity resources, monitor processes, and report performance. 
Consider munitions as an example. The FOLs monitor stocks and 
report their status. The AFFOR staff observes FOL and WRM stock 
levels and CCP information and reports status and problems to the 
AOC for planning. Similar integration is done for spares. FOLs and 
CIRFs monitor stock levels and repair times. The AFFOR staff inte-
grates these with delivery times and works with the LSCs and CCPs to 
ensure adequate spares support.

Capability Assessment and Reporting

A major feature of a robust CSC2 architecture is a comprehensive capa-
bility assessment and reporting system. Planning for contingencies and 
configuring the CS infrastructure and resources are tasks that need to 
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be done, but to complete the feedback loop, CS capabilities must be 
measured and compared to planned levels. Without accurate knowl-
edge of its resource capabilities, the Air Force will be unable to mitigate 
shortfalls and may be caught unawares when a contingency arises.

Assessing Performance Shortfalls

Periodically,14 organizational nodes will assess their performance in 
supporting operations and project their ability to meet DoD require-
ments. These projections include bottlenecks in achieving goals, time to 
correct deficiencies, and new or reallocated funding that could alleviate 
the problems. The CSC receives all CCP assessments and projections 
and presents periodic updates to the Air Staff, along with problems and 
proposed get-well plans. For instance, the personnel CCP will report 
on the readiness levels of its UTCs. If some UTCs required for con-
tingency operations are not mission-capable,15 or fully deployable, the 
CCP (working with the MAJCOMs) will propose get-well actions such 
as alternative UTCs or units or training that would bring the UTC to 
full capability in an adequate time frame. The spares CCP will peri-
odically determine when projected operational performance deviates 
from plans, determine the causes of the deviation, and test alternative 
get-well approaches, including reallocating funds. The munitions CCP 
will check the levels of its munitions (this is especially important if 
current contingency operations are depleting stores of critical muni-
tions) and their capabilities and the throughput of its ammo dumps, 
especially if any infrastructure changes have been made since the plans 
were formed. CCPs will centrally manage other WRM (e.g., BEAR, 
vehicles) and will provide global visibility over each resource. These 
capabilities will be widely available to Air Force leaders. CCP cells will 

14 Capability assessment cycles should be created and tailored for each capability—and 
should occur often enough to keep up with the pace of changes but not so frequently that 
they become time- or cost-prohibitive.
15 ART (AEF UTC reporting tool), the Air Force’s tool for reporting and monitoring 
AEF UTC readiness, uses a stoplight scheme to rate the readiness of UTCs. Green means 
fully mission-capable (according to UTC mission-capable statement), yellow means partially 
mission-capable but still able to meet the mission capability requirement. Red means not 
mission-capable and unable to meet specified requirements.
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enter detailed information into a common electronic workspace, and 
much of the aggregation, capability assessment, and reporting will be 
done by automated programs.

Information Security and the Access to Information

Such an increasingly precise capability assessment and reporting system 
presents new security risks. Once the Air Force analyzes and expresses 
its capabilities with this level of fidelity (e.g., quantifying how many 
sorties will be lost at FOLs if a backlog occurs at a particular transpor-
tation hub), it then possesses information valuable to its own planners 
as well as to its enemies. A system for capabilities analysis and report-
ing must have security adequate to protect this information. This sub-
ject will be discussed in more detail in Chapter Three.
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CHAPTER THREE

Tools and Technology Requirements for Sense 
and Respond Combat Support

Previous chapters presented the argument that a CSC2 system com-
bined with certain information technologies is the way to achieve an 
S&RCS capability for the Air Force. We believe that in the near term, 
Air Force S&RCS can be more effectively achieved by focusing on 
the implementation of these technologies into the CSC2 architecture. 
Both the recent overall DoD transformation effort and the Force-
Centric Logistics Enterprise (FLE)1 literature have recognized the con-
cept of S&RL as a key building block of ACS. Current technology has 
enabled a limited set of the sense and respond capabilities posited in 
concept and architectural documents; however, their full implementa-
tion remains dependent on substantial future technological develop-
ment, as well as other conceptual transformation discussed above. In 
this chapter, we present a brief review of the current state of S&RL-
related technology and concepts in the DoD (including DoD Office of 
Force Transformation initiatives, the Defense Advanced Research 
Projects Agency [DARPA], the Air Force Research Laboratories 

1 The Force-Centric Logistics Enterprise comprehends that logistics is not an “end”; rather, 
logistics needs to be continuously tied to operational outcomes. Assessments of logistics per-
formance need to be likewise tied, not to internal management measures of merit alone but 
primarily to operational goals that were developed in the planning stages and are continu-
ously changing with battlefield conditions. FLE shifts the focus and emphasis of logistics 
data analysis from an internal orientation to an external (operational) one. For more infor-
mation, see Logistics and Materiel Quarterly Newsletter (2003).
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[AFRL] study, the private sector, and research institutions). We con-
clude with a discussion of the road ahead for S&RL technological 
development. The goal of this chapter is to survey some of the nec-
essary S&RL technologies and ascertain their current maturity, with 
particular regard to Air Force S&RCS requirements.

The Office of Force Transformation Program 

The DoD OFT has attempted to develop a unified concept for military 
S&RL. It is useful to review that statement here:

Sense and Respond Logistics is a system interwoven with 
network-centric operations and based upon highly adaptive, self-
synchronizing, dynamically reconfigurable demand and support 
networks that anticipate and stimulate actions to enhance capa-
bility or mitigate support shortfalls.2

OFT addresses S&RL from a DoD-wide perspective, i.e., a joint 
force perspective, and as an important component of DoD’s focused 
logistics strategy. As stated in the S&RL concept document, OFT only 
promotes and facilitates “the continuous development and refinement 
of concepts, processes, technologies, and organizations in order to start 
influencing change immediately.”3 OFT considered architectural devel-
opment planning that includes technology views as well as the develop-
ment of an information technology (IT) S&RL prototype. 

One of these architectural concepts is the Integrated Enterprise 
Domain Architecture (IEDA), which has the objectives of integrat-
ing, accommodating, and employing concepts and components of 
logistics, operations, and intelligence architectures and of their com-
mand, control, communications, computers, intelligence, surveillance, 
and reconnaissance (C4ISR) concepts.4 Presently, IEDA is in a pre-

2 U.S. Department of Defense (2004a).
3 U.S. Department of Defense (2004a).
4 U.S. Department of Defense (2004b).



Tools and Technology Requirements for Sense and Respond Combat Support    39

development stage, but plans are to eventually link it to other architec-
tures or programs, including Joint Staff J-4, Joint Forces Command 
(JFCOM), U.S. Marine Corps (USMC), USTRANSCOM, and 
possibly certain organizations in the Navy and the Army. Among 
the in-work project linkages is the RAND–Air Force CSC2 opera-
tional architecture (OA) as the Air Force vehicle for coordinating with 
concepts in S&RL. Overall, the OFT program for S&RL is in a very 
early stage, but it has the potential to influence and effect near- to 
midterm changes in some current programs using today’s S&RL tech-
nologies, and tomorrow’s, as they become available. OFT suggests that 
elements of the concept can be employed in an evolutionary develop-
ment in the very near term and could result in immediate operational 
gains.5

OFT has also examined some of the nontechnical issues that 
require maturation concurrent with tool development. These include 
policy issues, acquisition strategies, the need for human factor stud-
ies to determine the effects of using technology to reduce the human 
cognitive burden, how to bring convergence among all efforts, and 
how to influence leaders to accept changes to make co-evolution and 
integration possible, to name a few.6 A recent DoD-sponsored forum7

examined the special issues inherent in such lateral redistribution of 
materiel and identified several complicating factors that will need to be 
addressed once the technical barriers to S&RL are removed. Some of 
these issues will require policy changes to areas such as payment and 
reconciliation; others addressed difficulties in the joint C2 environ-
ment. One of the group’s key conclusions was that unless significant 
improvements are made to “last-mile” transportation in-theater, S&RL 
will have a limited effect on operations.

5 U.S. Department of Defense (2004b). In conversations with OFT staff, the time frame 
for identifying and developing specific technologies for full implementation of all elements 
of operational S&RL is 2010 to 2015.
6 Private communication with OFT principal staff. 
7 Joint Logistics Transformation Forum (2005).
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Sense and Respond Technical Requirements

Numerous initiatives and programs are under way to develop the tech-
nology necessary to implement the S&RL concepts. Although there is 
a great diversity among proposed approaches to S&RL implementation 
and its applications, a general theme is best stated by the IBM Sense 
and Respond Enterprise Team.8 This group believes that technologies 
and innovation to support S&R must have9

the ability to detect, organize, and analyze pertinent information 
and sense critical business (force) conditions 
the filters for enterprise data to enable stable responses to distur-
bances in the business (military) environment
the intelligent response agents that analyze global value chain 
relationships and information and derive the optimal strategy for 
the best supply chain performance
predictive modeling at multiple levels: strategic, tactical, and 
operational
agent coordination mechanisms at multiple levels: strategic, tacti-
cal, and operational
the ability to learn by comparing previously predicted trends with 
recorded data and information to improve future responses
a software infrastructure to integrate heterogeneous and collab-
orative agents implementing critical business policies and making 
operational decisions. 

The IBM concept of S&RL can be contrasted with the OFT 
perspective. OFT, within its All Views Architecture, lists specific sys-
tems architecture components for S&RL, including the following 
capabilities:10

8 Lin et al. (2002).
9 It is interesting to note that these requirements are in line with RAND’s CSC2 concepts, 
which the Air Force is implementing.
10 U.S. Department of Defense (2004b).
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passive and active tagging, instruments, and sensors that pro-
vide location status, diagnoses, prognoses, and other information 
relative to operations space entities, especially for conditions and 
behavior that affect force capabilities management, logistics, and 
sustainment.
intelligent software agents that represent operations space enti-
ties, conditions, and behaviors, provide a focus for control of 
action or behavior, or act as monitors.
S&RL knowledge bases oriented toward force capabilities man-
agement, logistics, and sustainment. 
S&RL reference data, again focused on force capabilities, assets, 
and resources related to force capabilities management, logistics, 
and sustainment. 
S&RL rule sets, which govern the operations and organization 
of S&RL functions, activities, and transactions.
S&RL cognitive decision support tools uniquely supporting 
force capabilities management, logistics, and sustainment. 
unique S&RL processes, applications, portals, and inter-
faces not provided by either Distributed Adaptive Operations 
Command and Control (DAO C2) or the Network-Centric 
Operations and Warfare (NCOW) infrastructure.

These are representative of the technologies and innovations that 
have been identified with military and commercial S&RL initiatives. 
In the next section, we discuss two important technologies needed to 
enable an ultimate S&RCS capability: radio frequency identification 
(RFID) and intelligent (adaptive) software agents.11

Radio Frequency Identification 

Radio frequency identification is both a military and a commercial 
technology program. As a DoD program, it encompasses a family 
of automatic identification technology (AIT) capabilities that sup-

11 This certainly is not an inclusive list because this is an active research area with numerous 
initiatives across the globe. Although we will examine a few of these in some detail, project-
ing the availability of these technologies is beyond the scope of our research.
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port hands-off processing of materiel transactions. DoD RFID 
policy, issued in October 2003, requires use of active RFID tags 
on aerial pallets and containers immediately, and use of passive RFID 
tags on warehouse pallets and cartons by January 2005.12 Technically, 
RFID offers a way to identify unique items using radio waves. Typically, 
a reader communicates with a tag, which holds digital information 
in a microchip. However, some chipless forms of RFID tags use mate-
rial to reflect back a portion of the radio waves beamed at them. 
This technology is of equal interest to military and commercial enter-
prises.

In the future, RFID or its next-generation technology may be 
ubiquitous in the supply chain. This and other similar technology, 
along with process and procedural improvements, will allow commer-
cial enterprise retailers to know the location of replenishments in real 
time, helping them respond to potential out-of-stocks before they occur. 
Manufacturers would know the demand for their products in real time, 
enabling them to react to changes immediately and achieve efficiencies 
never before possible. Manufacturers would also be able to do mass 
customization, because software could automatically monitor the loca-
tion and flow of the hundreds of different parts and materials that go 
into their products—something very difficult to do when the bar codes 
on all components have to be scanned manually. These RFID-enabled 
capabilities are equally important to military enterprises. 

Experience from recent conflicts is replete with incidences of large 
stocks en route to the theater becoming unidentifiable and their dis-
position delayed until they were physically inspected and combat units 
began to identify critical shortages, often affecting warfighting capabil-
ity. There are also several examples of real-time information-gathering 
and distribution. For example, in Iraq, some Marine units had active 
tags not just on pallets but also on vehicles. RFID readers were set up 
at a distribution center in Kuwait, at the Iraq-Kuwait border, and at 
checkpoints along the main arteries in Iraq. When trucks passed the 
readers, the location of the goods they were carrying was updated in 
the DoD’s In-Transit Visibility (ITV) network database. This enabled 

12 Joint Chiefs of Staff (2004), p. 75.
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commanders on the ground to see the precise location of the replenish-
ments needed to sustain operations.13 RFID implementation is lim-
ited, but the DoD goal is to minimize human involvement when col-
lecting data on shipments and their movements. Scanning RFID tags 
allows the automatic acquisition of identification and location data for 
shipments, leading to increased data accuracy and more rapid move-
ment of goods. Eventually, RFID information will be integrated with 
enterprise and supply chain systems so that information can be avail-
able where needed. Some experts see RFID, along with other real-time 
technologies such as sensory networks and global positioning system 
(GPS), as bringing changes that will be every bit as profound as those 
produced by the Internet. The pervasive use of RFID technology does 
not depend on the S&RL concept retaining a place of importance in 
OFT planning. The attainment of S&RL concepts, however, may be 
difficult or nearly impossible without RFID technology. 

Software Agents and Agent-Based Modeling

The application of “agent technology” in S&RL research has become 
pervasive both in military and nonmilitary programs. In this section, 
we briefly describe agent-based modeling, applications of agents and 
agent-based modeling, and the use of agents in S&RL.14

What Is an Agent?

Decades ago, the fundamental unit of software was a complete 
program. Code and data occupied the same logical and physical 
space, and the code did not have logical divisions (i.e., everything was 
connected, possibly even by arbitrary go-to statements), so program-
mers effectively determined the behavior of the entire program before 
it began execution. This “monolithic” software evolved to more mod-
ular structured code, wherein each subroutine (or “function”) was 

13 Roberti (2005).
14 For a more detailed discussion of agent based modeling see Epstein (1999); and Illachinski 
(2004).
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encapsulated, its state supplied externally through global parameters 
passed to the function, and its control invoked externally by a function 
call.15

Object-oriented programming further localized code to include 
within an object both its functions and the variables it manipu-
lated, formalizing the protocol for persistent storage of data within a 
function. Software agents take the next step, localizing not only func-
tionality and data but also control. Entities known as agents, con-
trolled by decisionmaking algorithms, can execute many local interac-
tions resulting in the emergence of global behaviors. That is, agents are 
not under the control of the program—they do not follow orders, but 
rather have strong autonomous characteristics that distinguish them 
from other software paradigms. Each agent retains its own functions 
and methods, so that other software entities cannot freely cause those 
functions to be executed. As a result of this autonomy, agents exhibit 
complex social behavior, whereby one agent may attempt to “persuade” 
another agent to execute a particular function. The agents interacting 
in the system can be designed to receive feedback and adapt accord-
ingly, so one agent in pursuit of its own goal could attempt to cause 
a positive reaction by another agent.16 Agents typically are proactive 
(goal-directed and thus intentional) or reactive, have abilities to com-
municate or negotiate with each other, learn from experience, adapt 
to changes in their environments, make plans, and reason (e.g., via 
logic or game theory).17 The agents often interact in a self-adaptive, 
nonlinear manner with each time step. This self-adaptive behavior cre-
ates a vast number of variables and facilitates research into emergent 
behaviors. The aggregate effects of the myriad of individual decisions 
can be studied, for a given scenario, to assess the effects on the whole 
system.18

15 Parunak (1999).
16 Perugini et al. (2002). 
17 Davidsson et al. (2004).
18 Wolf (2003a).
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Agent-Based Modeling

Although individual automated software agents are already employed 
commercially for particular tasks, intelligent multiagent systems are 
still in early development.19 Consequently, agent-based models (ABMs) 
have historically had only a limited effect on practical decisionmaking 
and only in recent years have academic researchers explored the use of 
intelligent agents for supply chain management.20

Although ABMs are properly understood as multiagent systems, 
not all agents or multiagent systems are employed for modeling and 
simulation purposes. Several researchers, including some under DoD 
contracts, have developed applications of ABMs for SCM.21

Applications of Agents and Agent-Based Modeling

Agents have been used in telecommunications, e-commerce, transpor-
tation, electric power networks, and manufacturing processes. Within 
telecommunications, software agents bear the responsibility for error-
checking (e.g., dropped packets), routing and retransmission, and 
load-balancing over the network. Web search robots are agents that 
traverse Web sites collecting information and cataloging their results. 
When a customer searches for an item on a merchant’s Web site, at the 
bottom of the page there may be a list of similar products that other 
customers interested in the item also viewed. Similar agents assem-
ble customized news reports and filter spam from email. Data-mining 
agents seek trends and patterns in an abundance of information from 
varying sources and are of particular interest for all-source intelligence 
analysis.22

Agents have also been used for scheduling in manufacturing and 
to generate, evaluate, and modify candidate solutions for off-line opti-
mization procedures. 

19 A multiagent system is a collection of agents cooperating or competing with each other to 
fulfill common and individual goals (see Davidsson et al., 2004).
20 Lempert (2002).
21 See for example, Parunak (1999).
22 Hollywood et al. (2004).
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Ideal applications of agent technology exhibit the following 
characteristics:23

Modularity. Agents are best suited to applications that fall into 
natural modules. An agent has its own set of state variables, dis-
tinct from those of the environment, but its input and output 
mechanisms couple its state variables to some subset of the envi-
ronment’s state variables.
Decentralization. The decentralized nature of agents makes 
them well suited to applications that can be decomposed into 
stand-alone processes, each capable of doing useful things with-
out continuous direction by a central authority. Decentralization 
minimizes the effect of errors or changes in one module to other 
modules in the system.
Ill-defined structure. When the structure of the system is under-
specified or subject to change, agent technology permits reconfig-
uration without starting “from scratch.”
Complexity. Colloquially, the whole is more than the sum of its 
component parts. Complex systems frequently exhibit feedback 
interactions or other nonlinear behavior, path-dependence, and 
nested structure.

A computer’s operating system (OS) is an example of a multiagent 
system. The OS controls resources and manages competing demands 
through a system of agents that monitor and assign resources. Although 
the OS gives control of certain resources to a program (and thus does 
not control those resources while they are in use), it can terminate a 
program for violating resource rules (i.e., a segmentation fault). The OS 
thus might serve as an analog for military logistics management.

ABMs are ideally used to model interactions between the het-
erogeneous behaviors of individual (autonomous) decisionmaking enti-
ties.24 These actors may be characterized by their unique situations 

23 Parunak (1999).
24 Bonabeau (2002).
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within the system being modeled, their differing information about 
themselves or the state of the system, and their differing decision rules 
or strategies. ABMs can readily be applied to system dynamics prob-
lems in business and organization processes. ABMs bring the “natu-
ralness” advantage (which allows more natural application of adaptive 
techniques to control the system), but in many regimes physics-based 
models would be sufficient and would consume less time and computa-
tional resources. For large numbers of actors that are heterogeneous in 
their position (information set) and decision rules, the aggregation and 
formal assumptions required for a comprehensible set of partial differ-
ential equations can yield less realistic results than can be achieved via 
agent-based modeling.25

Exploring Sensitivity to Assumptions and Random Variations in 
Behavior

By incorporating these individual differences (micromotives) into an 
interacting system of agents, one might observe surprising system-level 
outcomes (macrobehaviors).26 By definition, emergent system-level 
behavior cannot be reduced to (or deduced from) the sum of the indi-
vidual behaviors. The difference occurs in the interactions between the 
individuals. For example, one might observe that many scenarios (e.g., 
changing the information and decision rules of the actors) lead to simi-
lar outcomes or that similar scenarios lead to very different outcomes. 
Thus, ABMs allow the modeler to explore the sensitivity of the model’s 
outcomes to assumptions made about the individual actors and their 
behaviors. ABMs can also be used to predict a range of possible out-
comes that might be generated when the behavior of individual actors is 
inherently unpredictable (e.g., when each actor’s decision rule must be 
drawn from a distribution) or is affected by learning and adaptation.

Exploring Cooperation and Competition in Organizations

Game theory demonstrates that rational actors who base their behav-
ior on the behavior of others can generate suboptimal, noncoopera-

25 Hengartner and Blume-Kohout (2006).
26 Schelling (1978).
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tive outcomes. ABMs permit the exploration of incentives to promote 
cooperation among actors with varying information and motivations, 
under competitive pressures. ABMs are natural formal representations 
for human social systems.

Within computational organization science, agents (human and 
artificial) are both consumers and producers of knowledge. Humans 
and the socio-technical systems in which they function are not 
fundamentally rational (in the economic sense of the term) but instead 
are limited in their abilities to manage and process information, 
and satisfy or approximate the best solutions.27 The information 
available to an individual agent is a function of its position within a 
network.

Agent-Based Modeling for Sense and Respond Logistics

ABMs are already in wide use within the DoD for force-on-force simu-
lations but have only recently been adapted for military logistics use. 
The logistics domain is distributed and involves decentralized (autono-
mous) organizations. These organizations are also 

intentional entities, with goals (functions and roles) and beliefs, 
using processes and expertise to achieve their goals
reactive, and thus responsive to changes that occur in their 
environment
social, so they interact with other organizations to achieve their 
goals, where the social interaction is typically complex, such as 
negotiation, rather than just action requests. 

The similarity in characteristics between agents and organiza-
tions makes agents an appropriate choice for modeling organiza-
tions. This also explains agent functionality in carrying out organi-
zational or human processes in S&RL applications. Moreover, robust 
distributed C2 strategies can also be tested using ABMs.28 Although 
some simple supply chain simulations have been done for logistics, 

27 Carley (2002).
28 Bonabeau, Hunt, and Gaudiano (2003).
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almost none have modeled actual organizations with the requisite detail 
and calibration necessary to compare alternative policies and gain 
insight. 

In summary, one may want to use ABMs when29

Individual behavior is nonlinear and can be characterized by 
discrete decisions, thresholds, if-then rules,or nonlinear cou-
pling. Describing discontinuity in individual behavior is diffi-
cult with differential equations. For example, if a logistics officer 
orders parts in batches, he may have a threshold for making parts 
requests (rather than continuously demanding replacements for 
parts used).
History matters.  Path-dependence, lagging responses, non-
Markovian behavior, or temporal correlations including learning 
and adaptation are applicable to the system.
Averages are not good enough. Under certain conditions, small 
fluctuations in a complex system can be amplified, so that the 
system is stable for incremental changes but unstable to large 
perturbations.

It should be noted, however, that agent-based modeling is subject to 
many limitations and weaknesses, such as the difficulty in ascertaining 
a complete picture of an agent’s behavior given the complexity of the 
system. More important is the external or operational validity of the 
model—can it accurately and adequately match the real world that it 
is trying to simulate?

DoD S&RL Initiatives 

We next present several recent and current DoD initiatives to develop 
S&RL capabilities. 

29 Bonabeau (2002).
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DARPA Research and Development 

DARPA has been working on an end-to-end logistics system under the 
Advanced Logistics Project (ALP).30 Under this project, DARPA devel-
oped an advanced agent architecture with applications to logistics. As 
follow-on to ALP, DARPA initiated a program called Ultra-Log that 
attempted to introduce robust, secure, and scalable logistics agents into 
the architecture. Ultra-Log is an information technology suite with the 
following characteristics:31

It includes a survivable logistics information system that main-
tains continuity of operations while under extreme stress. 
It offers a strategy for technical success that treats survivability as 
an emergent property. It should develop a distributed agent-based 
interoperable system of systems that provides security, robustness, 
and scalability.
It works under the assumption that the best practices of operating 
systems and network security frequently fail. It offers a balance 
tradeoff between security, scalability, and robustness.

Ultra-Log ultimately is seeking valid applications to DoD prob-
lems (e.g., Defense Logistics Institute applications) while adopting 
commercial open-source models. Consequently, DARPA considered 
an open-source technology offered under a cognitive agent architecture 
(Cougaar) platform. Cougaar is a Java-based architecture for the con-
struction of large-scale distributed agent-based applications.32 DARPA 
used Cougaar to assess the feasibility of using advanced agent-based 
technology to conduct rapid, large-scale, distributed logistics plan-
ning, as well as for testing the survivability of such distributed agent-
based systems operating in extremely chaotic environments. Through 
DARPA’s initiative, Cougaar’s architecture and agents were adopted 

30 Information on DARPA’s research is based on personal communications with Dr. Mark 
Greaves, the current Ultra-Log program manager; see also DARPA’s Web site, www.darpa.
gov.
31 Defense Advanced Projects Agency (n.d.). 
32 For more information on Cougaar, see www.cougaar.org.

•

•

•



Tools and Technology Requirements for Sense and Respond Combat Support    51

by defense contractors for use in both production and development 
programs. 

S&RL Demonstration—U.S. Army 

DARPA and the U.S. Army Logistics Transformation Agency (LTA), 
the Army’s lead for S&RL, provided an example demonstrating how 
far DARPA agent technology transfer takes a potential user toward 
implementing an S&RL capability.33 This demonstration of S&RL 
was designed to illustrate the “state-of-the-possible” using Cougaar-
based technology in an actual setting with a limited unit, weapon 
system thread, and actual data and information. This demonstration, 
not unlike other prototype systems, covered a spectrum of capabilities 
(although greatly restricted in scope) using agents, sensors, communi-
cations, and other essential S&R enablers in a very limited scenario.

The Army LTA managers’ intent was for this to lead to the 
development of an adaptive logistics C2 capability, which, as stressed 
throughout this monograph, is the proper focus for S&RCS efforts. 

Coalition Agent eXperiment 

Coalition Agent eXperiment (CoAX), another DARPA project, is an 
example of the utility of agent technology for military logistics plan-
ning. A Multi-Agent Logistics Tool (MALT), implemented within 
CoAX, was developed using agent technology to have agents represent 
organizations within the logistics domain and model their logistics 
functions, processes, expertise, and interactions with other organiza-
tions.34 Agents in MALT cooperate with each other to form a distrib-
uted logistics plan (with services from various organizations) to meet 
their logistics goals. Because this was a coalition program, it involved 
more than one organization, and one main finding was that a central-
ized agent planning approach might not be appropriate when different 
organizations with conflicting self-interests are involved. In a decen-
tralized system, conflict resolution would be embedded within the 

33 USA Log Transformation Agency (2005).
34 CoAX attracted over 20 organizations from the United States, United Kingdom, and 
Australia (see Perugini et al., 2002). 
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negotiation processes. One technical limitation of centralization had 
to do with coalition agents having to communicate a large quantity of 
information to the central agent for processing, whereas in a decentral-
ized approach, agents could process the information themselves and 
send only the results of their analysis. 

The project generated important lessons for S&RL. The authors 
emphasized two types of issues that need to be overcome for agents to 
be effectively used for military logistics planning—technological and 
social (human acceptability). We believe that the issues are the same for 
use in executing logistics functions. Under technology, the identified 
issues include logistics business process modeling, protocols, ontolo-
gies, automated information-gathering, and security. We found some 
of these being addressed in DARPA’s work. Under social acceptability, 
the following were important: trusting agents to do business for you, 
accountability and the law, humans and agents working together, effi-
ciency metrics, ease of use, adjustable autonomy, adjustable visibility, 
and social acceptability versus optimality. 

Map Aware Non-Uniform Automata

The Map Aware Non-Uniform Automata (MANA) program is an 
example of the use of an agent-based model to simulate logistics issues 
in a humanitarian assistance/disaster relief operation.35 This experi-
ment included relevant CS parameters to the HA/DR model such as 
response lag and mobility. Although this experience highlighted the 
limitations of existing ABMs for applications in CS, it showed new ave-
nues for the military use of a system-level model that integrates reach-
back to CONUS with the competing demands of agents.

S&RL Information Technology Prototype

The S&RL information technology prototype was originally developed 
by OFT to advance understanding of the S&RL model throughout the 
DoD. Building the IT prototype provided developers with an oppor-
tunity to integrate new and legacy decision support tools, map-based 
visualization techniques, Web portals, and an Enterprise Application 

35 Wolf (2003b).
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Integration (EAI) framework, all riding on top of a real-time informa-
tion bus architecture. DARPA suggested the use of intelligent agents 
to help manage the complexity of the many nodes that simultane-
ously consume and provide resources throughout the network. A busi-
ness rule engine was integrated with the combined Predictive Support 
Awareness (PSA) hybrid capabilities and intelligent agents.36 The pro-
totype was first used by the Air Force Materiel Command’s PSA pro-
gram, which was identified as having many of the technical elements of 
the IT prototype. PSA sought to optimize the Air Force supply chain 
with one end anchored to AFMC and the other directly to the warf-
ighters in the field, in an attempt to improve both the prediction of 
logistics needs and problems as well as the resolution of problems in 
advance of their identification by end users. 

The updated prototype caught the interest of U.S. Marine Corps 
proponents who wanted to construct a demonstration similar to the 
Army’s, using the IT prototype. The value of the prototype for this 
investigation was to see another state-of-the-possible demonstration of 
core IT technologies within a hybrid S&RL system, tested in a more 
realistic (but still very limited) USMC scenario. The IT prototype 
included a net-centric view, used intelligent agents as proxies and facil-
itators for people to help manage automated logistics processes where 
appropriate, and contained a business rule engine to facilitate end-user 
creation, modification, and management of applicable business rules. 
An important feature of this prototype was that its core technologies 
(including portals, graphic user interfaces, and agents) were all com-
mercial off-the-shelf (COTS) technologies. 

Some of the prototype’s features that were highlighted during 
the USMC scenario demonstration enabled a better understanding 
of S&RL components and their activities. Example features included 
network-viewable components (portal, map interface, digital dashboard 
stoplight tools) for network and agent behavior monitoring, and deci-
sion support aids and metrics analysis/monitoring to facilitate trend 
and performance analysis. This demonstration presented intelligent 
agent activity and interaction, with both other agents and humans, 

36 This proposed program effort was briefed to AFMC/CV and was well received.
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when help was needed (or desired) to manage nonautonomous issues or 
to resolve conflicts. Finally, the demonstration showed how Cougaar/
Ultra-Log–based plug-ins and their associated business rules defined 
each agent’s “personality.” Given its origin and subsequent uses, the IT 
prototype appears to be consistent with the goal of the co-evolutionary 
experimentation thread expressed in the OFT concept document. The 
OFT, AFMC, and Marine Corps investments described here could 
be leveraged to further develop S&RL capabilities to facilitate under-
standing, acceptance, and early implementation of S&RCS. 

Human Factor Aspects of S&RL 

The Air Force Research Laboratory, Logistics Readiness Branch (AFRL/
HEAL) has focused its attention on human factor issues in S&RL, 
with a concentration on cognitive decision support.37 Because of the 
growing interest in leveraging collaboration technologies to support 
distributed operations in initiatives such as S&RL and NCW, DoD 
is giving considerable attention to the testing of collaboration tech-
nologies through programs such as the Defense Collaboration Tool 
Suite (DCTS). However, the emphasis of the testing associated with 
these technologies or applications is primarily from an IT perspective 
against well-defined requirements or standards. A full consideration 
of the human aspects of such systems is lacking; there has been insuf-
ficient study of how collaborative technologies or Computer Supported 
and Cooperative Work (CSCW) applications improve or impede 
human performance in distributed environments involving collabo-
ration between warfighters.38 AFRL proposes to address this gap by 
researching and developing enhanced or novel methodologies and 
measures to evaluate the effect of collaboration technologies on human 
performance from an individual, team, and organizational perspective. 
This group suggests that human performance metrics should be cre-
ated along with other performance metrics for S&RL functions and 

37 Personal communication with Mr. Edward Boyle, Chief, AFRL/HEAL.
38 Team-Based Assessment of Socio-Technical Logistics (TASL) point paper, AFRL/
HEAL.
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activities in the military enterprise, although such considerations are 
currently not being called for in the requirements. 

Autonomic Logistics 

Autonomic logistics (AL) has been described as “a broad term used to 
describe technologies that predict failure in operating systems, monitor 
stockage levels in consumables, automatically report impending fail-
ures and order replacements without human intervention.”39

The military origin of the AL concept stems from early Joint 
Strike Fighter (JSF) F-35 procurement, complementing AFRL’s work 
in the 1990s on integrating and automating maintenance data collec-
tion with maintenance operations. As originally conceived, AL repli-
cated the human body’s autonomic nervous system, which monitors, 
controls, and adjusts one’s autonomic response to external stimuli. 

According to the JSF program, AL is required to be a seamless, 
embedded solution that integrates current performance, operational 
parameters, current configuration, scheduled upgrades and mainte-
nance, component history, predictive diagnostics (prognostics) and 
health management, and service support into a system that includes 
mission planning and an integrated product data management 
system.40 In a simulated setting, it was demonstrated how a network of 
computers and aircraft sensors on board an F-35 would trigger an auto-
nomic response to a pending maintenance action. If a failure occurs or 
is predicted to occur, the Joint Distributed Information System would 
facilitate a series of actions to provide the appropriate repair informa-
tion and replacement parts to the right maintainer. Human interac-
tion is thus minimized as data flow from the air vehicle through the 
maintenance infrastructure and ultimately to the Boeing F-35 supplier 
community.41

The AL concept, with its combination of current technolo-
gies for real-time monitoring of systems in the field (such as RFID) 
and advanced prediction tools to forecast future needs, aims to take 

39 Menotti (2004).
40 See the Joint Strike Fighter Program Web site, www.jsf.mil. 
41 Boeing (2000).
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required actions in advance of crises. Long-term predictions are still 
required for strategic planning purposes, as well as for processes with 
long lead times. However, as more real-time information becomes 
available, the status of every part at every location can be monitored. 
This allows other prediction capabilities to focus on near-term require-
ments, reducing uncertainty and allowing improved decisionmaking 
and prognostic-based intervention.

AL aspects such as a prognostic and health management (PHM) 
system have been used on Army and Navy helicopters. However, an 
AL capability is applicable not only to new weapon systems. The imple-
mentation of a robust S&RCS capability will require AL applications 
on some judiciously chosen existing weapon system platforms, neces-
sitating extensive and costly retrofitting. The benefits accrued through 
the AL concept must be closely weighed against these retrofit costs on 
both a system-by-system and a total capability basis. 

Commercial and University Initiatives

The following section discusses some commercial and university initia-
tives that have developed some of the technologies needed to enable an 
S&RCS capability and presents a number of industrial applications of 
fielded S&R systems. 

IBM Sense and Respond Programs and Technology

The IBM Sense and Respond (SAR) Blue program was a major influ-
ence on the military OFT enterprise definition. The primary tenet of 
the IBM approach is that a successful S&R system has to employ careful 
planning as well as intelligence, flexibility, and responsiveness in execu-
tion. Additional analytical capabilities are needed to enhance a pure 
S&R model that may fall into chaotic situations and not achieve high 
levels of distributed efficiency. IBM’s system was designed to address 
this need. It is a hybrid of the S&R and the make-and-sell models, 
combining analytical data-mining, planning, and optimization tech-
nologies. The IBM SAR system implements an adaptive S&R philoso-
phy and can detect and use the most appropriate management policies 
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in a given business context. This hybrid and adaptive model enables the 
enterprise to use the best model for efficiency and responsiveness under 
different situations and achieve a balanced business performance.42 The 
technologies and key innovations that support this enterprise are listed 
above, and are similar to those identified by the OFT enterprise. 

IBM has invested $250 million in the development of a standards-
based infrastructure to support an S&R environment, committing nearly 
1,000 consultants and developers to focus on the rollout of industry-
specific solutions for its customers.43 Perhaps most relevant to any 
military application of S&RL is IBM’s Agent Building and Learning 
Environment (ABLE), a Java-based framework, component library, 
and productivity toolkit for building COTS intelligent agents using 
machine-learning and reasoning. ABLE’s agent library includes agents 
for prediction, classification, and clustering.44 The ABLE programming 
framework is widely used and can be applied to a wide variety of appli-
cations, including autonomic computing; classification, clustering, and 
prediction in data-mining; diagnostics; planning; policy management; 
resource-balancing; and software management and installation. 

General Electric

General Electric Transportation Systems has developed an AL capa-
bility for its locomotive engine business. This capability is enabled 
through an on-board computing and communications unit called 
LOCOCOMM®,45 which hosts software applications and provides 
communications to General Electric’s Monitoring and Diagnostics 
Service Center. Expert-on-Alert™ is one such software application that 
is designed to diagnose engine problems before they result in “road 
failures,” i.e., locomotives that are stranded on the tracks away from 
maintenance facilities. The system continuously monitors locomo-
tive parameters and transmits these data to a centralized database. 

42 Lin et al. (2002).
43 Trebilcock (2004).
44 Meyer (2004).
45 See www.getransportation.com/general/locomotives/services/rm_d/lococomm.asp.
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Automated diagnostics tools use rule-based techniques to screen the 
data for events that require maintenance intervention, and as trends 
are recognized in the data, the diagnostics tools are updated to reflect 
new system knowledge. Experienced maintainers at the service center 
review the repair recommendations, which are delivered automatically 
to the locomotive within 30 minutes of problem detection. The system 
then notifies the appropriate repair facility allowing for advance coor-
dination of maintenance parts and labor. Smart Fueling® is another 
software application hosted on the LOCOCOMM unit. This applica-
tion monitors each locomotive’s location, fuel level, and consumption 
rate (both current and predicted) along with the dynamic fuel price at 
each fueling point, to create an optimized fueling plan that is updated 
hourly. In addition to the operational savings, reporting tools allow for 
the potential elimination of underused fuel depots, and increases in 
velocity are possible because of fewer fuel stops.

SAP

SAP presents itself as an “all-in-one” provider of the IT tools necessary 
for commercial companies to create adaptive supply chain networks 
(adaptive SCNs), which is its commercial interpretation of S&RL.46

Adaptive SCNs are designed to be flexible, allowing for modifications 
in response to environmental changes while still achieving operational 
and financial efficiencies. Visibility of information across the supply 
chain (both intra- and interorganizationally) and velocity of response 
within the supply chain are presented as the preliminary conditions 
necessary for achievement of an adaptive SCN capability. Building on 
this foundation, adaptive SCNs exploit technology to interpret infor-
mation in real time and use robust planning and execution capabilities 
to optimally respond to variations in the environment. The authors 
describe an available-to-promise (ATP) capability that receives a cus-
tomer request, routes this request to all points in the supply chain 
that can fulfill the request (both inside and outside the organization), 
coordinates this information with the transportation planning across 
all providers, determines the optimal assignments autonomously, and 

46 See www.sap.com/solutions/business-suite/scm/pdf/50056466.pdf.
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transmits this information back through the SCN all the way to the 
customer. These capabilities need to be sufficiently flexible to allow 
both for changes in customer orders and for replanning when monitor-
ing systems detect supply chain disruptions. SAP presents the familiar 
set of technologies as adaptive SCN enablers: software agents, RFID, 
and Web services technology. The authors point out that agents are nec-
essary for the continuous monitoring of vast amounts of data required 
to identify trends and proactively manage the SCN. The authors dis-
cuss the value added to firms through adaptive SCNs and posit the 
following:

operational improvements to inventory turns, customer fill rates, 
capacity and labor use, obsolescence ratios, and service levels
financial improvements with regard to free cash flow, cash-to-
cash cycle times, and reduced working capital
business performance ratio improvements to economic value 
added, return on assets, and return on invested capital.

This SAP white paper presents the adaptive SCN as an ultimate 
capability and does not provide any concrete examples or case studies 
of clients who have achieved this state. However, SAP claims that it 
can offer the entire suite of products necessary for this transition with 
robust integration technology.

General Motors OnStar®
OnStar is a General Motors service that currently involves primar-
ily human communications and GPS tracking, but which is rapidly 
evolving into a probable harbinger of commercial AL, particularly 
with respect to prognostics and health monitoring for automobiles. 
The OnStar Safe & Sound® service includes functions such as acci-
dent detection and notification of airbag deployment, the contacting of 
emergency services, roadside assistance, remote car diagnostics, stolen 
vehicle tracking, accident assistance, personal calling, and a virtual 
advisor. Customers can reach OnStar manually or automatically at any 
time. Calls begin with the transfer of account information and location 
and then switch to voice. A human advisor assists with misadventures 

•

•

•
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such as mechanical breakdown, car theft, or keys locked in the car. 
Via air bag deployment, OnStar can automatically detect an accident, 
and on newer models it can sense frontal, side, or rear impact with-
out air bag deployment. Of greater interest to S&R applications are 
remote diagnostics that provide instant feedback on car trouble indi-
cators, with the advisor providing information on their meaning and 
severity. If necessary, the advisor remotely queries car data for further 
interpretation, the vehicle transmits any problem codes and, using this 
information, the advisor recommends the required action. It is prob-
able that the most fundamental prognostics and health monitoring, 
not requiring human involvement until an action is required, will be 
included in OnStar in the near future. 

Robotics Institute—Carnegie Mellon University

The Intelligent Software Agents Lab at Carnegie Mellon University’s 
Robotics Institute has developed RETSINA (Reusable Environment for 
Task-Structured Intelligent Networked Agents), an agent-based mod-
eling infrastructure. Within this infrastructure, all agents are assumed 
to operate in a peer-to-peer environment, wherein no centralized coor-
dination or control function exists to constrain the relations between 
agents. The RETSINA architecture is most applicable to the problem 
of communication coordination between diverse actors. A represen-
tative research project undertaken by the lab is “Information Fusion 
for Command and Control,” a collaborative effort with other research 
institutions funded by the Air Force Office of Scientific Research. This 
effort addresses the increasing volume of information available to com-
manders through the development of a next-generation information 
system, which takes information feeds from various (and often con-
flicting) sources and autonomously creates a battlespace presentation 
useful to the commander. A software demonstration is presented at the 
project Web page,47 in which an enemy biochemical weapons depot 
is detected, aerial reconnaissance provides confirmation of the target, 
and an air strike is executed against the target. Other research projects 

47 See www-2.cs.cmu.edu/~softagents/afosr_pret/demos.html (as of June 22, 2005).
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at the lab include agent-based models for financial portfolio manage-
ment and mobile communications networks.

Agent Technology Today and Tomorrow 

In the foregoing description of S&R-related technologies, and our lim-
ited, but representative, look at research and development activities, 
issues, and programs, one may conclude that current and future suc-
cess in implementing a full S&RCS capability is irrevocably tied to 
achieving current goals for agent-based systems. We reviewed many 
sources to form a coherent vision of the development and progress of 
this technology, its application areas, and likely barriers to adoption. 
The European Commission’s Sixth Framework Program, AgentLink, 
created a roadmap to raise awareness and to promote adoption of 
agent technology.48 We will highlight some of the major points of the 
AgentLink findings here. Table 3.1 shows the years in which the “main 
technologies” that can facilitate agent-based systems were developed. 
Depicted is the development of a vast array of middleware technologies 
supporting emerging enterprise-level systems. This technological infra-
structure ranges from low-level wireless communication protocols such 
as Bluetooth to higher-level Web services technologies. Additionally, 
they also span the range of supported devices, from limited-capability 
devices such as mobile phones and PDAs to workstations and high-per-
formance computers.

Some of the emerging trends identified by this group include 
Web services and grid computing; the drivers are ambient intelligence 
(interacting with other agents to achieve goals), autonomic computing, 
the semantic Web, and complex systems, all involving services that 
involve agents providing or consuming services. These trends and driv-
ers say nothing specific about a whole range of specific areas within 
the field of agent-based computing, including human-agent interfaces, 
learning agents, robotic agents, and many others, but they provide a 

48 For more information, see Luck et al. (2005).
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Table 3.1
Agent-Related Technologies for Infrastructure Support

Technology Type Pre-1990 1990–1995 1995–2000 2000–2005

Internet 
technologies

email
TCP
IP

www
HTTP

XML SernWeb
 (OWL)

Remote procedure call CORBA
RMI

Distributed object 
technologies

DCOM
EJB

COM+
.NET

Peer-to-peer (ICQ) instant 
    messaging

NAPSTER

Gnutella
JXTA

Service-oriented 
technologies

Jini
Java Spaces

UpaP

Pervasive computing Bluetooth
WiFi

Web services UDDI
WSDL

BPEL4WS
SOAP

GRID OGSA
WSRF

context that is likely to drive forward the whole field. The AgentLink’s 
conclusions validate our own assertion that research and development 
of agent technologies still has a long way to go. We have observed agent 
technologies in use in particular applications, but this is only the first 
wave of early adopters in sample contexts.

Without the proper metrics for measuring the agent (and other) 
technologies used in S&RCS implementation, it is difficult to proj-
ect where or when CSC2 effectiveness best stands to gain from this 
technology insertion. We do believe that this is an important subject 
to address through IT prototyping for CSC2 because it should drive 
IT investments among S&RL technologies. The majority of experts
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believe that a medium-term vision and commitment of four to six years 
is likely for the development of relevant core technologies.49

Current multiagent systems are typically designed for a single cor-
porate environment, with participating agents sharing common high-
level goals in a single domain. These systems may be characterized as 
closed. The communications languages and interaction protocols are 
in-house, defined by design teams before agent interactions. Systems 
are usually scalable only under controlled, or simulated, conditions. 
Design approaches tend to be ad hoc, inspired by the agent paradigm 
rather than using any specific methodologies. Even if this is largely 
true, there is now an increased focus on, for example, taking method-
ologies out of the laboratory and into development environments, with 
commercial work being done to establish industrial-strength develop-
ment techniques and notations. The work done in DARPA programs 
or by IBM’s SAR Blue tends to be in this category. AgentLink’s assess-
ment is that, for the foreseeable future, there will be a substantial com-
mercial demand for closed multiagent systems because of the security 
concerns that arise from open systems. Closed, well-protected systems 
are of equal or greater importance to military S&RCS applications. 

The early results of this ongoing survey are that it is likely to be 
another six years before much general deployment of agent-based sys-
tems is seen. The mean expectation for mainstream deployment was 
the year 2011, with limited but identifiable deployment of agent tech-
nologies (such as negotiation) as part of eCommerce applications being 
achieved by 2007. In the general opinion of AgentLink’s respondents, 
as well as our technology interviewees, even the above predictions are 
optimistic and much more research is needed. The majority of experts 
believed that a medium-term vision and commitment of four to six 
years was likely for the development of relevant core techniques, with a 
substantial number of respondents learning toward a longer-term tim-
escale of seven to ten years.50

49 Luck et al. (2004).
50 Luck et al. (2004).
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CHAPTER FOUR

Air Force CSC2 Implementation Effort

The Air Force has begun to take initial steps to implement the combat 
support command and control operational architecture. Its efforts 
are designed to help enable AEF operational goals. Implementation 
actions to date include changes in C2 doctrine, organizations, pro-
cesses, and training. Although progress has been steady, the area of 
information systems and technology requires increasing application of 
modern capabilities. The emerging modernized logistics information 
systems emphasize mostly business process improvements, with little 
focus on CS challenges and requirements. Additionally, CS systems 
are not being coordinated and tested in an integrated way with opera-
tions and intelligence systems. The architecture and requirements for 
peacetime and wartime logistics and CS information systems will need 
to be more closely coordinated. 

The Air Force has begun evaluating the effectiveness of CSC2 
concepts in exercises. Improving CSC2 organizations; processes; 
and information systems hardware, software, and architecture will 
require several years of active involvement by USAF Headquarters 
and Air Force initiatives to restructure a system that was previously 
organized around fixed-base, fight-in-place air assets. However, there 
is active participation in structuring CSC2 activity and policy in a 
way that should effectively support forces throughout the 21st century. 
This chapter discusses Air Force CSC2 implementation actions.1

1 For more information on RAND’s analysis and recommendations, see Leftwich et al. 
(2002); Mills et al. (2006); Tripp. Lynch, et al. (2004); and Lynch et al. (2005).
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Status of Implementation Actions

C2 Doctrine

The Air Force initiated a review of its doctrine and policy and began 
revisions to reflect the robust AEF CSC2 operational architecture. 
Changes are in the works to rewrite Air Force Doctrine Document 
(AFDD) 2-4. As AFDD-2, AFDD 2-6, and AFDD 2-8 come up 
for revision, they will also include CSC2 concepts. Further, Air 
Force policy and procedures are modified in Air Force Instructions 
(AFIs) and further explain the doctrinal concepts.2 These actual and 
planned changes to Air Force doctrine and policy are on the right 
track. As doctrine is changed, procedures, policies, organizations, 
and systems can then be changed to align with the changing concepts 
of warfare. Perhaps the most significant opportunity for improvement 
is the integration of CS and operational planning. Currently, there 
are no standard processes for operational planners to communi-
cate operational parameters to CS planners (e.g., beddown plan-
ning, TPFDD, planned ammunition expenditure rates, spares usage, 
transportation requirements). This deficiency greatly hinders timely, 
accurate CS planning. Early in the crisis action planning process, as 
planning responsibilities transition, CS planners often do not know 
operational requirements (with enough certainty to make CS plans). 
When operational parameters are supplied, they are often communi-
cated inconsistently to CS planners.3 Creating a framework, reinforced 
in doctrine, to delineate specifically what information operations plan-
ners provide, in what format, and to whom could address this short-
fall. Solidifying this linkage between operations and logistics in crisis 

2 Sullivan (2003).
3 Apparently, during Operation Iraqi Freedom (OIF) planning, USAFE ammunitions 
planners were able to get good information (“90 percent”) as early as September 2002 to 
make their plans (USAFE/LGMW). Others were not. For example, AFMC/LSO, which 
had to make transportation cost projections for deployment and sustainment, and were 
forced to use best guesses based on little real information (personal communication with 
Mr. Howard English, AFMC/LSO). USAFE fuels planners also reported general problems 
getting operational requirement data (personal communication with SMSgt Howard Heisey, 
USAFE/LGSF).
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action planning would enable a step forward in the coordination, time-
liness, and accuracy of CS planning.

Organizations and Processes

The Air Force has made progress in 

establishing standing CS organizations with clear C2 responsi-
bilities
developing processes and procedures for centralized management 
of CS support resources and capabilities.

The Air Force’s proposed CSC2 nodal construct, which is consis-
tent with its CSC2 operational architecture, required that the align-
ment of command and control responsibilities be clearly defined and 
assigned to standard CS nodes and has made plans to designate specific 
organizations to fulfill the responsibilities of each node. Actions have 
already been taken to move in this direction. Although some organi-
zational developments were inspired by the architecture and associ-
ated analysis, other developments, corresponding to concepts in the 
AEF CSC2 operational architecture, have occurred in response to the 
demands of recent operations. 

Operations Support Centers 

Operations Support Centers (OSCs) are examples of continuously 
developing organizational nodes that correspond to modern CSC2 
architectural concepts. Within several MAJCOMs, OSCs have evolved 
as a matter of necessity for handling the day-to-day operations that did 
not fall under their Title X “organize, train, and equip” responsibili-
ties but were too great for a Numbered Air Force (NAF) to manage 
alone.4 Air Combat Command (ACC), USAFE, and the Pacific Air 
Force (PACAF) each have their own OSC developed in response to real 
world demands.5 During recent contingencies, they have served many 

4 Sullivan (2003).
5 These are at various stages of evolution and each MAJCOM has its own label for an OSC: 
In USAFE, it is called the USAFE Theater Air Support Center (UTASC) and in PACAF, it 
is called the PACAF OSC (POSC). ACC is currently forming an OSC.

•

•
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important functions. These correctly positioned and manned C2 nodes 
are a critical piece in aligning C2 responsibilities in peacetime that will 
continue unchanged during contingencies and conflict.

Commodity Control Points 

CCPs already exist within organizations that manage Air Force 
resources. The CSC2 architecture requires continual enhancements 
to the CCPs. During Operation Enduring Freedom (OEF), AFMC/
LG assumed many of the responsibilities identified with a spares CCP, 
such as tracking spares shipments end-to-end, forecasting demands, 
and working more closely with customers and suppliers. AFMC also 
drafted a concept of operation (CONOP) for a spares CCP with fea-
tures like those required in a modern CSC2 architecture.6 Learning 
from past experiences, AFMC established the Warfighter Sustainment 
Division to specifically address problems with wartime combat support. 
The Warfighter Sustainment Division, consisting of an Operations 
Branch and a Logistics Analysis Branch, was created to be a single 
interface between AFMC and its warfighting customers. 

Combat Support Center 

At the Air Force level, the operational architecture calls for the CSC to 
monitor CS requests for a particular contingency and assess the effects 
of those requests on the ability to support that and other contingencies. 
During OEF, the existing Air Force CSC assumed many responsibilities 
of future CSC2 such as integrating multitheater requirements, identi-
fying global resource constraints by commodity, conducting integrated 
assessments (base support), and recommending allocation actions for 
critical resources. The CSC performed these functions and intervened 
when necessary to allocate scarce resources to the AOR when those 
resources might have been designated to support other AORs and 
other potential contingencies. In OEF, the CSC did the worldwide 
assessment of FOL support capability, determined when the Air Force 
could provide support for other services, and made recommendations 
to the Joint Chiefs of Staff accordingly. The Air Force Agile Combat 

6 Headquarters, Air Force Materiel Command (2003). 
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Execution Support (ACES) team performed the functions of the CSC 
for OIF. In addition to conducting integrated assessments, such as base 
support, the ACES team tracked and monitored many action items 
identified in the Logistics Supportability Analysis (LSA) and worked 
to find solutions to the competing demands of scarce resources. The 
ACES team took a global view of CS and, while working for the A4/7 
(formerly AF/IL), was able to cross MAJCOMs and theaters to find 
optimal solutions.7 This is precisely the kind of well informed, empow-
ered CSC organizations that will be necessary at all levels to sense and 
respond to conditions on the modern battlefield.

Training

The Air Force has made much progress in improving CSC2 training. 
An Education Working Group has been formed to address the develop-
ment and enhancement of formal education programs. The Air Force 
Advanced Maintenance and Munitions Officers School at Nellis Air 
Force Base, Nevada, has implemented significant C2 instruction in its 
curriculum.8 ACS is now part of a “Logistics of Waging War” course 
at the Air Force Academy. The Support Group Commanders Course 
and the new CS Executive Warrior Program will provide training for 
Support Group commanders, who are potential expeditionary Support 
Group commanders and A-4s. On the academic side, one of the Air 
Command and Staff College’s eight new specialized studies provides an 
overview of ACS for officers and civilians within and outside the ACS 
community. The Air Force Institute of Technology (AFIT) is revamp-
ing short courses to align with the new combat wing organization and 
logistics processes. Finally, the Advanced Logistics Readiness Officer 
Course will provide logistics expertise to the warfighter. 

Information Systems

This area needs the most change. These changes should include the 
following: 

7 Tripp et al. (2004).
8 Sullivan (2003).
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Relate operational plans to CS requirements.
Convert CS resource levels to operational capabilities.
Conduct capability assessment and aggregate on a theater or 
global scale.
Conduct tradeoff analyses of operational, support, and strategy 
options.
Focus integration efforts on global implementation of a few 
selected tools.
Standardize tools and systems for consistent integration.

Joint Flow and Sustainment Transportation (JFAST), developed 
under and managed by USTRANSCOM, is an automated system 
that tests the transportation feasibility of executable TPFDDs. This 
is an example of the beginnings of the new kind of system required 
for modern CSC2. These systems will need to include the following 
common features:

linkage of CS performance data to operational requirements
transformation of data into actionable processed information
simplicity and accuracy 
real-time assessment and automated analysis capability.

Most of the logistics information systems’ modernization efforts 
revolve around improving databasing (moving to Web-based technolo-
gies) and developing a common operating picture, which will give asset 
visibility to users throughout the CS network. The accuracy and avail-
ability of data should improve with these modernization efforts.

However, most of the modernization is linked to improving infor-
mation technology solutions, which support day-to-day business pro-
cesses. Modernization of the peacetime systems will certainly yield 
some improved CSC2 information ability. However, the requirements 
for a more robust S&RCS capability need to be considered within the 
wartime CSC2 architecture. Combat support system modernization 
will need to assess both peacetime and deployment requirements and 

•
•
•

•

•

•
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produce tools and capabilities that will satisfy business processes as 
well as CSC2 needs. 

The Air Force has created an implementation team to begin these 
essential changes to information systems. It will be the team’s charge 
to take the operational architecture; solicit comments from Air Force 
Component Commands, Air Staff, and MAJCOMs; and integrate les-
sons learned from previous and ongoing operations to develop and 
refine an executable implementation plan. 

The Air Force already has some tools that perform a subset of the 
recommended functions. The following are representative examples: 

The EXPRESS Planning Module (EPM) tool can predict cus-
tomer needs, prioritize them, and evaluate depot resource avail-
ability. 
The Advanced Planning and Scheduling COTS tool has capabili-
ties similar to those of EPM. 
The FMSE calculator is a Microsoft® Excel®-based tool created 
at the Air Force Petroleum (AFPET) office that translates oper-
ational parameters (e.g., aircraft type, sorties) into CS require-
ments (e.g., UTCs). It is under continuous development but has 
already been used for execution by fuels planners. This is another 
example of the kind of tools that will enable the TO-BE CSC2 
vision to become a reality.

Another information system capability that must be developed 
to support the AEF CSC2 architecture is one in which working-level 
CS personnel can input resource and process information that then 
automatically generates capability assessments for higher-level vis-
ibility. Some munitions and petroleum, oils, and lubricants (POL) 
reports already do this well. PACAF has Web-based munitions and 
POL reports that are generated automatically in several formats for 
various organizational-level–appropriate CS leaders. This is the kind of 
information system function necessary to enable an S&RCS capability 
within the CSC2 system.

•

•

•
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Enterprise-Wide Systems and Combat Support Command 
and Control

The Air Force has begun to modernize information systems, not only 
in logistics but also in virtually every category of support and opera-
tions. It is recognized that enterprise resource planning (ERP) systems 
are needed to replace old, stovepiped systems. An ERP system includes 
hardware and software that manages an organization’s transactional 
data on a continuous, real-time basis. An ERP system would standard-
ize the data and information systems for supply, maintenance, logistics, 
and many other CS functions across multiple locations.9 Enterprise 
architecture views are currently being developed for improved logistics 
business processes. As these are being developed, however, it is impor-
tant that derivative architecture views be developed that will clarify and 
enhance warfighting C2 needs as well. For the ERP solutions to sup-
port warfighter C2 needs, they must be shaped to be equally effective 
at facilitating and reporting continuous business processes and man-
agement information requirements as well as at automatically feeding 
appropriate information into CSC2 analytical tools and presentation 
layers in a near-real-time mode. In the same way that new weapon 
capabilities have resulted in increased operational effects, new IT tech-
nologies facilitate the possibility of improved management of logistics 
assets. Net-centric information activity allows the CSC2 warfighters to 
match operational decisionmaking rates and efficacy.

CSC2 analytical and presentation tools will need to augment typ-
ical data-processing with increasingly modern S&R capabilities. Batch 
processing and analysis, a proven rate and methodology for most of 
the Air Force’s 60 years of experience, will not effectively support agile 
combat operations and effects-based metrics. To respond to continu-
ously changing desired effects, enemy actions, rates of consumption, 
and other controlling inputs, the 21st century logistics warfighter will 
need to accumulate, correlate, and display information rapidly and in 
graphic formats that will be equally understandable for operators and 

9 For further discussion of ERP systems and their effect on supply chain management, see 
Bowersox, Closs, and Hall (1998).
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logisticians. Data will need to be refreshed much more rapidly than the 
former monthly and quarterly cycles. Daily decisions will require daily 
(if not hourly or possibly continuous) data refresh cycles.

Closed-Loop Planning and Control Systems

A closed-loop planning and control system is essential to a robust mili-
tary S&RCS architecture. EPM and APS, described above, are two 
systems that may meet architectural requirements for closed-loop 
spares planning. Currently, information about Air Force resource and 
process metrics is organized by commodity or end item and located on 
disparate information systems. Creating a single system accessible to a 
wide audience would enhance leadership visibility over these resources. 
Such a system needs to have enough automation to translate lower-level 
process and data into aggregated metrics, which can be related in most 
cases to operational requirements. 

Current development and testing of closed-loop planning and con-
trol systems has not been well coordinated with parallel efforts in the 
operations and intelligence communities. Although information tech-
nology improvements supporting peacetime business processes can be 
developed without operations coordination, CSC2 systems will need to 
be increasingly coordinated and tested in conjunction with operations 
and intelligence suites of systems and tools. Currently, the Air Force 
Command and Control Intelligence, Surveillance and Reconnaissance 
Center (AFC2ISRC) is tasked with developing and testing C2 tools. 
The AFC2ISRC has an A4 (logistics) staff element that could exer-
cise responsibility for developing CSC2 tools under the AFC2ISRC 
charter. This role would need to be supported by the AFC2ISRC/CC 
and the Air Force Deputy Chief of Staff for Installations and Logistics 
(A4/7, formerly AF/IL) and the AFC2ISRC mission statement might 
be necessary to emphasize the importance of the CSC2 development 
responsibility. Staffing levels to accomplish the new responsibilities 
may need to be reviewed to ensure that they are adequate to handle the 
added responsibilities. 

To develop effective CSC2 tools that accurately link logistics levels 
and rates to operational effects, modern CSC2 tools must be developed 
and tested in conjunction with operations and intelligence systems. 
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Although the logistics community works to eliminate the stove-piped 
systems within its community, it must also work at the integration of 
logistics information with other users outside the traditional logistics 
community. The AFC2ISRC is a logical venue for the development 
and testing of all CSC2 capabilities that support warfighting nodes to 
ensure that CS modernization tools and methods work in conjunction 
with those emerging within the operations community.

Rapid deployment and capabilities-based planning have been 
emphasized in our description of the TO-BE architecture. Having a 
rapid, flexible deployment process suggests the need for a rapid TPFDD 
planning tool. RAND analysis has recently produced a prototype of a 
requirements generator.10 A fully developed version of this tool could 
enable the kind of quick planning prescribed by an AEF-driven CSC2 
operational architecture. 

The greatest change required in modernized logistics systems is 
to reorient existing logistics systems toward combat-oriented ones. The 
peacetime-only materiel management systems need to be structured to 
participate in the enterprise-wide sharing of data and culling of infor-
mation. Stand-alone, single-function systems need to be replaced with 
systems that serve several functions for CS leaders at all echelons and 
modern CSC2 systems need to provide information useful in both 
peacetime and wartime decisionmaking. 

CSC2 Concepts Are Being Evaluated in Exercises

The Air Force is using joint-services high-level logistics wargames 
(e.g., Future Logistics Wargame [FLOW]) to evaluate new concepts. 
Tactical-level exercises (e.g., Silver Flag) are being used to expand CS 
skills training. Eagle Flag, another exercise designed for the CS person-
nel responsible for opening and establishing deployed bare bases, gives 
personnel the final field training exercise before their AEF rotation and 
gives them an opportunity to test their ability to open and establish an 
airbase and provide effective CSC2. As the Air Force begins to tran-
sition to the AEF CSC2 operational architecture, the Directorate of 
Readiness (A4R, formerly AF/ILG) has been tasked to assess the imple-

10 Snyder and Mills (2004).
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mentation effectiveness. First was to observe the steps toward a robust 
CSC2 capability in an operational environment. Terminal Fury 2004 
(TF 04), an annual Pacific Command (PACOM) exercise, provided 
an opportunity to observe important CSC2 nodes in an operational 
environment. TF 04 was used to assess the CSC2 nodes and informa-
tion flows in the modern CSC2 operational architecture to explore 
and build knowledge about integrated CS systems and processes. 
The exercise offered the opportunity to observe a number of CSC2 
nodes involved in the exercise scenario including the Joint Forces Air 
Component Commander (JFACC), the Joint Air Operations Center 
(JAOC) Forward, the Air Operations Center Rear, the Air Force 
Forces Forward (which is the assigned Numbered Air Force 13 AF), 
and the AFFOR Rear (the PACAF OSC). Personnel at the Air Force 
CSC, AFMC, the Air Mobility Command, and the AFC2ISRC were 
asked to investigate potential effects on these Air Force–unique nodes. 
The goal was to observe the existing CSC2 node processes and archi-
tecture as they interact with the TF 04 exercise environment, making 
observations about the activity and assessing movement toward AEF 
CSC2 architecture. The exercise also highlighted that S&CS capabili-
ties are nearly non-existent and that logisticians today, at the various 
nodes, must use expert judgment to address logistics issues in terms of 
operationally relevant metrics or leave the questions begging. Future 
C2 exercises will increasingly incorporate and test CSC2 effectiveness 
and look for opportunities to enhance integration and sharing of infor-
mation systems.

Future Work to Implement TO-BE CSC2 Operational Architecture

The Air Force plans call for the CSC2 implementation effort to be fully 
integrated with the expeditionary logistics concept (eLOG21),11 Global 
Combat Support System (GCCS), and other CS enterprise architec-
tures. Systems and technical architecture views compliant with the 
Enterprise Architecture Initiative are to be developed. The CSC2 tools 
that provide responsive capability analysis, wartime and contingency 

11 eLog21 is the Air Force transformation campaign plan to improve logistics to meet both 
the current and future threat environment (see U.S. Air Force, 2002a).
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decision support for the resource arbitration process, CS execution 
feedback, and forward-looking assessments will need to reside within 
the systems architecture. These tools should strengthen communica-
tion channels between supporting and supported functions. A4I (for-
merly AF/ILI) and A4RX (formerly AF/ILGX) will work together to 
integrate CSC2 architectures and the Future Logistics Enterprise to 
build the foundation for making combat support truly agile.12 The Air 
Force has made much progress in implementing doctrine and policy 
changes to effect procedural and system changes to the AEF CSC2 
architecture. There are still gaps between requirements and capabilities 
in developing and testing information technology solutions and archi-
tectures, but plans are in place to continue to close these gaps.

12 Sullivan (2003).
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CHAPTER FIVE

Future Work and Challenges

The Air Force has made some progress in implementing doctrine and 
policy changes, and plans are in place to continue to close the infor-
mation technology and analytical tools gaps. An expanded Air Force 
TO-BE CSC2 execution planning and control architecture system 
would enable the Air Force to meet its AEF operational goals. New 
capabilities include the following:

Enable the CS community to quickly estimate support require-
ments for force package options and assess the feasibility of opera-
tional and support plans.
Facilitate quick determination of beddown needs and capabili-
ties.
Ensure rapid TPFDD development. 
Support development and configuration of theater distribution 
networks to meet Air Force employment timelines and resupply 
needs. 
Facilitate the development of resupply plans and monitor perfor-
mance.
Determine the effects of allocating scarce resources to various 
combatant commanders.
Indicate when CS performance begins to deviate from desired 
states and facilitate development and implementation of get-well 
plans.

•

•

•
•

•

•

•
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Dynamic Feedback—The Foundation for S&RCS

Combat support and operations activities must be continuously moni-
tored for changes in performance and regulated to keep within planned 
objectives. Today, in-theater asset visibility is limited, whereas in-transit 
visibility is improving. CS feedback data such as resource levels, rates 
of consumption, critical component removal rates, and critical process 
performance times such as repair times, munitions build-up times, in-
transit times, infrastructure capacity, and site-preparation times will 
be the focus of attention for S&R systems. Because operations can 
change suddenly, these data must be continuously available through-
out operations to make needed adjustments. New CSC2 systems will 
need to be better coordinated with operations and intelligence systems. 
In the developmental stages, data structuring and sharing methodolo-
gies will need to be coordinated with the rest of the Air Force C2 
architecture. When monitoring reveals a mismatch between desired 
and actual resource, or process performance levels, intervention at the 
various levels of CSC2 nodes will be initiated. Discrepancies between 
desired and actual levels of support may arise from changes in CS per-
formance or in operations. Assessment must be able to quickly address 
CS performance problems or changes and estimate CS requirements to 
meet changing operational objectives.1

Significant advances must be made in the way planning, direct-
ing, coordinating, and controlling functions are performed to move the 
Air Force toward a robust S&RCS capability. These essential elements 
of an effective C2 system must be altered to allow them to accom-
plish the important aspects of sensing and responding to changes in 
operating parameters when the violation of tolerance becomes evident. 
These S&R activities will need to take place in a nearly real-time envi-
ronment. The objective of rapid sensing and response is to alert deci-
sionmakers to initial deviations in the plan, rather than reacting, after  
the fact, to situations affecting mission capability. Emphases of met-
rics in the future need to be on “outcomes,” rather than on “outputs.” 

1 Leftwich et al. (2002).
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Necessary adaptations include at the minimum the following improve-
ments in CSC2 architecture and activities.

Planning 

With the AEF’s short timelines and pipelines, it is critical to be able to 
add CS information to initial planning, giving planners flexibility and 
confidence. CS execution planning functions include monitoring the-
ater and global CS resource levels and process performance, estimating 
resource needs for a dynamic and changing campaign, and assessing 
plan feasibility. Because capabilities and requirements are constantly 
changing, these activities must be performed continuously so that 
accurate data are available for courses of action and ongoing ad hoc 
operational planning. Planning also includes assessment and ongoing 
monitoring of CS infrastructure configurations (FOLs, FSLs, CONUS 
support locations, theater distribution systems, C2 nodes) that support 
the operations plan. Benefits and drawbacks of various support options 
(use of FSLs, sources of supply, transportation providers, modes and 
nodes, host nation support) must be weighed in the context of time-
lines, operational capability, support risk, and cost. Having complete, 
up-to-date information on FOL capacities and operational capabilities 
and their support allows more CS information to play in early plan-
ning stages (such as COA development). CS execution planning should 
result in the production of a logistically feasible operations plan—one 
that dictates infrastructure configuration, a C2 organization structure, 
a TDS, and CS resource and process control metrics.

The first step in planning is to estimate CS resource needs based 
on the operational requirements, which are typically defined in terms 
of required sorties by weapon system type. Care must be taken to 
incorporate uncertainty and potential actions by the adversary into the 
planning process. Given an uncertain set of operational scenarios and 
strategic goals, an agile, robust CS system for execution planning and 
control should be able to meet a wide range of potential outcomes. 

Support planners need to know U.S. capabilities at both the the-
ater and global levels, which requires centralized CS information to 
track each commodity resource level and support tools and trained 
personnel to aggregate the resource reports and convert them to opera-
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tional capability measures. With the capability measures, CS person-
nel can assess the feasibility and implications of each operational and 
support option and present a trade space of feasible support options to 
operational planners. With this trade space, the planners can select a 
strategy, fully understanding its support implications, and can deter-
mine how the CS network should be tailored to best fit the chosen sce-
nario. This is essential to developing an effects-based operational plan.

Combat support infrastructure tailoring actions can take many 
forms. Configuration actions can address the use of CIRFs, develop-
ment of the distribution network, or the identification of sources of 
supply (SOSs), to name just a few. The support plan should establish 
inventory levels for such commodities as spare parts, munitions, and 
fuel, including safety stocks, at each node of the CS infrastructure, 
and it should protect against uncertainty. Other elements of the CS 
plan include the expected performance of the CS infrastructure and 
the expected consumption of resources based on the planned oper-
ational tempo. Planning factors include parking capacity of aircraft 
ramps, potential fuel consumption versus available fuel storage, criti-
cal water and power capacities, expected removal rates for repairables, 
expected repair times for commodities through the various repair 
facilities, expected response times at various points within the dis-
tribution network, and expected munitions expenditure rates. These 
planning factors become critical inputs to the decision support tools 
that provide the “look ahead” capability that enables CS to be proac-
tive.2 Increasingly, information like this will need to feed automatically 
into operations and intelligence C2 systems. Certain information will 
likewise need to feed automatically into the CSC2 tools. Modern C2

2 Recently, 7th Air Force planners developed a modeling capability, using an Air Force 
model called THUNDER, to determine the effect of critical munitions availability on their 
war plan. This capability is a positive step for incorporating CS modeling into operations 
plans, as discussed above. In their assessments, 7th Air Force planners will examine how 
reallocation of smart munitions from the Korean AOR to the air war over Afghanistan will 
affect movement of the Forward Edge of the Battle Area and additional aircraft and sorties 
that might be needed to compensate for the lower effectiveness of fewer smart bombs used 
against targets. They then will explore bedding down the additional aircraft on the Korean 
Peninsula.
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systems will need to have fewer interfaces and passing of reformatted 
data. Portions of the CS and operations databases will need to be view-
able by operators and logisticians. Compartmentalized, stove-piped 
systems will need to be modernized with net-centric-capable data and 
analytical tools.

The support network is configured from initial plans. Most con-
figuration takes place at the start of the execution phase, although some 
preparation of the battlefield for contingencies is carried out during 
strategic planning. Consolidating beddown of like aircraft types, 
resourcing theater distribution assets, prepositioning WRM, creating 
standing centralized maintenance facilities, or establishing C2 nodes 
are just a few examples of strategic configuration. The next step is to 
assess the capability of the configured infrastructure. Staffs need to 
determine whether airfield capacity (ramp, fuel, munitions, power, and 
water), inventories, supply sources, repair facilities, and the distribution 
network can support operational requirements. Anticipated shortfalls 
will require retailoring of the infrastructure configuration plan.

The plan will be assessed against a set of metrics tied to goals such 
as sortie production capability. If no feasible CS plan can be created 
within reasonable cost, CS leaders must provide alternatives, present-
ing the tradeoffs between CS resources required and operational per-
formance achieved. The plan-assess-replan iterations continue until an 
acceptable solution is found.3 The final step is to define any further 
configuration actions as the plan is executed. As mentioned above, con-
figuration actions in the support plan are expected to take into account 
the dynamic nature of operational requirements and the resources 
needed to mitigate the risk of variability in forecasted demands and in 
the CS processes.

Directing 

CS directing activities include configuring and tailoring the CS net-
work and establishing process performance parameters and resource 

3 The 7th Air Force munitions example in the preceding footnote provides insight into the 
type of assessments required here. We note that this type of assessment is needed for contin-
gencies and unplanned wars and is not limited to canonical planning scenarios.
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thresholds.4 Planning output drives infrastructure configuration 
direction—there must be an ongoing awareness of CS infrastructure 
and transportation capabilities to feed into operational planning and 
execution. For example, the speed and precision with which beddown 
sites can be assessed and prepared (configured) improve with the amount 
of information available beforehand. Knowing the precise configura-
tion for various options, in turn, gives planners more speed and flex-
ibility in the employment of forces in the face of changing objectives 
or constraints. The ability to reconfigure the support infrastructure 
quickly enables operational changes, be they the result of anticipated 
or unanticipated changes in a scenario. Timely, accurate information 
and an agile CS system able to execute network configuration decisions 
would thus allow leaders to respond more quickly, or simply to make 
more informed decisions. Along similar lines, identifying and using 
appropriate sources (e.g., ships, supply depots, or host nation contrac-
tors) for different commodities (e.g., ammunition, fuel, or spares) and 
required services (construction, billeting, feeding) allow maximum 
employment of available Air Force and joint-service resources and the 
opportunity to balance intra- and intertheater requirements to support 
all AORs. As operational objectives change, requiring different logis-
tics or installation support, the source can be changed. Also, as opera-
tional locations change, the source, as part of the overall CS network, 
can change to meet the demands more quickly. 

Once combat operations commence, the logistics and installations 
support infrastructure must be regulated to ensure continued support 
for dynamic operations. The system must monitor actual CS perfor-
mance against the plan. The performance parameters and resource buf-
fers established during execution planning will provide advance warn-
ing of potential system failure. In the increasingly complex world of 
expeditionary operations, more of the data accumulation, analysis, and 
presentation will need to be accomplished automatically. This is an 
area in which agent-based analysis and alerting will be extremely valu-
able. As the amount and complexity of the data increase, C2 leader-

4 Heuristically determined thresholds can be established while more sophisticated expert 
rules or algorithms are being developed. For instance, Brigadier General Hennessey (AMC/
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ship in-theater will need improved analytical tools to help them deter-
mine the best possible replan and redistribution options. When CS 
performance diverges from the desired level, the system must be able 
to detect the change and proactively modify the original plan, develop 
a get-well plan, and reassess the modified plan’s feasibility. Plan feasi-
bility needs to be assessed continuously. Safety measures, inventories, 
and high-level metrics are key elements in CS monitoring and control.5
Emerging information system technologies offer the promise of faster, 
more informed option analysis. Response will be increasingly focused 
on emerging conditions or rates, rather than on work stoppages and 
out-of-stock occurrences. The “directing,” “coordinating,” and “con-
trolling” phases are those in which sensing and responding to moment-
by-moment changes will be important. 

Coordinating 

Coordination ensures a common operating picture for CS personnel. 
It includes beddown site status, weapon system availability, sortie pro-
duction capabilities, and the like. Coordination activities should be 
geared to providing information to higher headquarters, not neces-
sarily to seek a decision but to create an advance awareness of issues 
should one be needed at a later date. Great effort must be made to 
effectively filter the information flows up the command chain, to avoid 
overwhelming commanders with information of little utility, but to 
provide sufficient information to improve battlespace awareness. CS 
coordination tasks will affect theater distribution, force closure, supply 
deployment, and allocation of support forces. Each of these activities 
requires information gathered from a variety of processes and orga-
nizations to be consolidated into a single decisionmaking framework 
that delivers decision-quality data to planners and commanders. For 
example, to coordinate TDS movements, CS personnel must monitor 

LG) uses zero-balance stock positions coupled with forces supporting an engaged combatant 
commander as a rule to determine when lateral actions should be taken to resupply a unit “at 
war.” Using this rule, he authorizes the AMC/Regional Supply Squadron (RSS) to reallocate 
stocks from units with stock to those with zero balances. The idea is to prevent mission deg-
radation by focusing attention on the items that will cause the next mission degradation.
5 Leftwich et al. (2002).
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all parts of the theater, as well as the activities of USTRANSCOM, 
other U.S. military services, coalition partners, and host nations. 
Information technology solutions to CSC2 requirements will need to 
include the ability to share information with these partners and to view 
data from their systems. Similarly, base-level planning usually depends 
on supplies provided by intratheater distribution. To develop support-
able plans, operational and support planners must understand what the 
TDS will provide at any given time. Policy should specify the informa-
tion to be collected and dictate how it should be gathered and dissemi-
nated to organizations for both decisionmaking and for maintaining 
situational awareness.

Controlling 

During the execution of peacetime and contingency operations, CS 
control tracks CS activities, resource inventories, and process perfor-
mance worldwide, assessing root causes when performance deterio-
rates, deviates from what is expected, or otherwise falls out of control. 
Control modifies the CS infrastructure to return CS performance to 
the desired state. CS control should evaluate the feasibility of proposed 
modifications before they are implemented and then direct the appro-
priate organizations to implement the changes. Although doctrine 
must define and establish CS execution planning and control functions 
and objectives as described above, it should also prescribe which orga-
nizations perform these functions. Doctrine should delineate the roles 
and responsibilities of directorates within the AFFOR, divisions of the 
AOC, and other support organizations. It should include the report-
ing hierarchy and the communications network between groups. Once 
the “what” and “who” are delineated in doctrine, AFIs should detail 
“how” the function will be executed by describing tasks performed by 
each organization, the information that each group should consider in 
its decisionmaking, where that data stream will come from, and how 
frequently this information is updated. Presentation tools will need to 
become increasingly standardized with options for tailoring to meet 
specific theater requirements. Elevating the importance of CS execu-
tion planning and control in Air Force doctrine can engender enforce-
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able rules for each organization, document information to be shared, 
and enable a much-improved planning process.6

Information Systems and Decision Support Tools

Key to achieving an effective S&RCS capability is the complete mod-
ernization of CS communication networks and systems software. Many 
of the current systems tabulate data but do little to analyze and process 
those data into actionable information or to recommended alternatives. 
Most analysis occurs after the fact. Data are gathered and then ana-
lyzed. Modern systems will need to respond to changes in rates, which 
are measured in real time. Current maintenance and supply informa-
tion systems will need to be increasingly fashioned to become network-
wide decision support tools. Information will need to be networked 
more, so that decisionmakers at every level see the same information set 
in near real time. For several reasons, existing systems cannot support 
these requirements,7 primarily because of the lack of uniformity among 
systems. Because CS resources have been managed by stove-pipes and 
funded by commodity, with different organizations having commod-
ity management responsibility, corresponding information systems 
have been developed and implemented independently in the organiza-
tions. The result is a myriad of independent systems with little ability 
to share data or interface with other systems.8 Thus, although these 
systems allow individual commodity data to be recorded and moni-
tored, they do not facilitate the integration of the data for comprehen-
sive CS resource monitoring and capability assessments. Furthermore, 
with such a proliferation of systems, data in each are updated only 

6 Leftwich et al. (2002).
7 Personal communication with Lt Col Stephen Luxion, HQ CENTAF A-3/A-5, February 
8, 2001; HQ AFMC LGXX, February 21, 2001; Mr. Van Hazel, 7th Air Force operations 
research analyst, December 10, 2001; Major Parker Northrup, 7th Air Force Air Operations 
Group, December 10, 2001; Major Steen, PACAF/XPXX, December 17, 2001; and Lt Col 
Levault, 13th AF/A3/5, December 13, 2001.
8 Headquarters, CENTAF (2001a).
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sporadically,9 and update status and data reliability are often unknown 
to users. Existing information systems also lack robustness. Reliable 
recording of time-sensitive and often classified data within a glob-
ally distributed mobile organization like the Air Force is inherently 
challenging.10 For example, logistics planning factors, which govern 
the translation of operational plans to CS resource requirements, are 
updated only every few years.11 Similarly, base/host nation infrastruc-
ture capacity is updated only on an as-needed or contingency-driven 
basis.12 These factors result in CS plans that are not reliable. In addi-
tion, CS planners may not be aware of tools available to estimate CS 
requirements.13 The C2 tools to support CS transformation will need 
to be altered significantly. The AEF transformation requires equally 
transformation of C2 systems and architecture. Highly mobile, rapid-
reactive AEF forces will not be able to respond rapidly to the changing 
battlefield CS situation using the management-oriented CSC2 systems 
designed for another, more predictable era.

New Sense and Respond Systems

Systems are needed that will constantly monitor CS capacity, resource 
inventory, and process performance levels. Tools are needed to con-
vert operational plans and status information into CS resource require-
ments and resource levels and then into operational capabilities. Tools 
are also needed to inform maintenance workload decisions by express-
ing infrastructure status in terms of operational capabilities and esti-
mating resupply, beddown, and associated sustainment requirements. 
These tools will enable the Air Force to more accurately express its 

9 Headquarters, Joint Chiefs of Staff (2001).
10 Headquarters, Air Force Materiel Command (2001).
11 Headquarters, CENTAF A-4 (2001b).
12 Headquarters, CENTAF A-7 (2002).
13 In the Air War Over Serbia (AWOS), USAFE CS planners were not aware of LOGSAFE, 
a tool to estimate resupply transportation requirements. See Feinberg et al. (2001). During 
the early months of OEF, Air Mobility Command (AMC) CS planners were unaware of 
ACC and PACAF GeoReach remote base imaging and mapping capability. For more infor-
mation, see Leftwich et al (2002).
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resupply and sustainment needs. Finally, tools are needed to aid bed-
down decisions. Some of these requirements can be supported by inte-
grating and modifying existing systems, whereas others will require 
new system development.

A thorough evaluation should consider all decision support tools 
for a particular function, with implementation focused on a smaller 
set of tools worldwide. This will reduce the number of systems and 
training programs required for each planning function and will permit 
an efficient transfer of information. New analytical and presentation 
tools should be built on a systems infrastructure that can rapidly trans-
fer information to maintenance facilities, inventory control points, 
AFFOR staff, and other key CS nodes, as well as the AOC and all 
relevant operational nodes. This infrastructure will maximize the pro-
ductivity of new tools and allow them to interface with joint-service 
systems. Air Force actions can then be framed in the context of a joint-
service campaign with information disseminated on a timely basis. The 
effects of improved information systems and decision support tools will 
be felt throughout the TO-BE process. Properly integrating informa-
tion from these tools will greatly reduce the chances of needing to 
revise a plan in midstream because of unforeseen CS constraints, allow 
a faster transition to war and better-informed decisions, and facilitate 
change when necessary.

Enhancement of information systems and decision support tools 
is a challenging and difficult task in any organization, but it is par-
ticularly challenging in the Air Force CS area because of the new C2 
functions that need to be supported. The value of each additional capa-
bility will need to be considered as well as its cost. The Air Force may 
consider seeking external advice on how to best address this issue. The 
RAND architecture provides a view of the processes and functions 
that must be developed to better develop CS planning and execution 
responsibilities across the spectrum of operations. 

Agents and Related Technology

Some of the military research and development initiatives have adopted 
agent-based computing and other S&RL technology applications as 
part of their efforts to incorporate S&RL concepts. However, some 
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detractors of S&RL development view it as a system that can be incor-
porated or adopted by other systems such as Global Combat Support 
System.14 As we pointed out above, S&RL, and its broader definition, 
S&RCS, is not system architecture, a system of systems, a group of 
applications or functional domains, or a data warehouse. It is a way to 
manage actionable information and coordinate decisionmaking and 
to do it more effectively by applying specific technologies. There are 
many alternatives for integrating S&RL technologies, provided that 
the concept retains the focus described throughout this report. GCSS, 
which is a DoD-wide enterprise, may share many, but not all, common 
S&RL requirements; however, it does not address the need to begin 
S&RL technology insertion into each service’s information technol-
ogy and weapon systems programs today. GCSS may well be another 
applicable prototype for the integration of S&RL technologies, but it is 
an inappropriate advocacy and management vehicle for co-evolution of 
the concept across DoD programs. 

We note that an effort is being made by DoD to establish net-
works of practitioners and researchers with common interests from 
academia, R&D labs, industry and commerce, and military organiza-
tions and to organize meetings on specific topics to enable the sharing 
of knowledge and experience. Disseminating this information widely 
through Internet sites and by frequent updates to OFT’s S&RL docu-
ments in a timely fashion may require more emphasis within OSD 
Acquisition, Technology, and Logistics (AT&L) or where the responsi-
bility rests for such dissemination. At the DoD level, stimulating and 
funding research on problems of critical importance to the deployment 
of agent systems in the emerging computer environments, as with other 
technologies for S&RL realization, must be actively pursued. 

At present, there is continuing development of the information 
technology base necessary to enable a more rapid and accurate respond-
ing logistics via S&RCS technology insertion. Operation Iraqi Freedom 

14 Some argue that the baseline system for meeting DoD’s network-centric as well as the 
S&RL requirements should be GCSS, projecting it to be fully operational in 2006. They rec-
ommend that OFT’s S&RL development team terminate its efforts and that OFT’s S&RL 
requirements and program be consolidated into GCSS (see Newkirk and Currie, 2005). 
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highlighted the need for a better S&R capability while demonstrating 
how adoption of some of the key elements of S&RL concepts, such as 
network centric warfare and more adaptive combat systems, contrib-
uted to many of the combat successes.15

The dynamic organizational learning and change prescribed by 
commercial S&R paradigms and described by computational organi-
zation science through agent-based modeling could present a funda-
mental challenge to Air Force chain-of-command doctrine. However, 
because ABMs are able to model authority and communication struc-
tures within an organization, a well-specified model would permit the 
Air Force to explore the effectiveness and robustness of alternative poli-
cies, such as lateral support, for supply chain management, authority, 
and communications.

Finally, ABMs can be used to test intelligent multi-agent systems 
before they are brought online in commercial or military settings, by 
including agents that represent humans interacting with the SCM 
systems.

Toward a Responsive System 

The strategic and operational environment and the AEF concept that 
addresses it present significant challenges to the current CS structure. 
The Air Force has taken solid steps toward addressing these challenges 
by creating and beginning the implementation of a CSC2 operational 
architecture. Adapting remaining deficiencies in CS execution plan-
ning and control is integral to the continued success of this effort. The 
CSC2 system of the future must have the S&RCS capabilities needed 
to be able to continuously monitor CS resource levels and translate 
them into operational metrics, evaluating the resources needed to 
achieve operational goals, assessing the feasibility of support options, 
and helping to develop alternative plans. It must rapidly reconfigure 
the CS infrastructure to meet specific contingency scenario needs and 
proactively preempt operational compromises that result because of CS 

15 Science Applications International Corporation (n.d.), p. 12.
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constraints through the use of commodity and process control metrics 
and process monitoring to regulate support processes. Such a CSC2 
system requires S&RCS capabilities to meet its goal of adjusting sup-
port activities during execution to optimize warfighter support. The 
CSC2 TO-BE operational configuration must be designed around a 
highly informed, responsive CS community able to flawlessly plan, 
execute, and sustain support of both the peacetime operations and 
the highly unpredictable contingency and wartime operations of the 
future.

Significant challenges remain before the Air Force can realize an 
S&RCS capability. To develop effective CSC2 tools that accurately 
link logistics levels and rates to operational effects, modern CSC2 tools 
must be developed and tested in conjunction with operations and intel-
ligence systems. However, as noted above, the AFC2ISRC is respon-
sible for the development and testing of all C2 tools except for logis-
tics tools. Only through integrated testing can the CSC2 architecture 
be properly developed and implemented. The AFC2ISRC has an A4 
(logistics) staff element that could exercise responsibility for developing 
and leveraging existing CSC2 and S&RCS tools under the AFC2ISRC 
charter. This lead role would need to be supported by the AFC2ISRC/
CC and A4/7 (formerly AF/IL) and the AFC2ISRC mission statement 
might need to be revised to emphasize the importance of the CSC2 
and S&RCS development responsibility. Staffing levels to accomplish 
the new responsibilities may need to be reviewed to ensure that they are 
adequate to handle the added responsibilities. 

The technologies associated with S&RL are still in an early 
stage of development and may not be fielded for a number of years. 
Ultimately, the CSC2 system should relate how CS performance and 
resource levels affect operations, but current theoretical understanding 
limits these relationships. Of the industry applications surveyed, the 
General Electric Expert-On-Alert locomotive application comes the 
closest to providing a true S&R capability; however, it is focused on 
the physical phenomena associated with engine failures. The predic-
tion of engine failures based on physical observations is a much sim-
pler problem than determining the effect of many interrelated logistics 
systems on operational effects. The Air Force does not appear to be 
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lagging behind industry in the implementation of S&RL capabilities 
but should continue to make judicious investments in this field, with a 
view to testing these applications within the CSC2 framework.

Finally, the observations of the Joint Logistics Transformation 
Forum are worth repeating: Unless significant improvements are made 
to “last-mile” transportation in-theater, S&RL will have only a lim-
ited effect on operations. A robust, assured transportation network is 
the foundation on which expeditionary operations, as well as S&RL 
implementation, rests. The complete integration of transportation into 
the CSC2 architecture is essential.
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