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1. EXECUTIVE SUMMARY 

The proposal for this project set forth a comprehensive plan to perform research 

in three areas: 

(!)       Taylor testing of conventional materials 

(ii)      Taylor testing of unconventional materials 

(iii)     Biaxial testing under combined tension and torsion. 

This report documents the progress that was made in developing the analytical tools to 

reduce the data from Taylor cylinder tests. Also included in the report are the results of 

our efforts to deduce the mechanical properties of some unconventional materials, such 

as concrete, that are ill suited for Taylor impact testing. Some progress was made on 

testing and analysis of data from biaxial tests under combined tension and torsion, but 

items (i) and (ii) were deemed of higher priority by the Air Force. Thus, we have more 

accomplishments to report in these areas. 

Regarding the first of our objectives, we achieved a major milestone with the 

development of an elementary one-dimensional theory for estimating the state of stress of 

ductile materials at strain-rates that exceed 10* / *. The theory could be applied to post- 

test cylinder data or to a high-speed film record of a Taylor cylinder test. References to 

both applications are in included in the report. 

Also referring to the first objective, a modification to the Johnson-Cook Strength 

Model was devised by including additional terms to more accurately account for high 

strain-rate behavior. The new material model is called the Revised Johnson-Cook 



Strength Model (RJC). To evaluate all of the parameters in the model, only Taylor 

cylinder data and the results of quasi-static, uniaxial stress tests are required. There is 

remarkable agreement between the RJC strength model and the one-dimensional theory 

mentioned in the previous paragraph, although they arc completely independent of one 

another. References are provided in the report and the results of a number of Taylor 

cylinder tests are included. 

Regarding the .second of our objectives, references arc provided for data reduction 

of Taylor cylinder tests of dense urethane (Adiprcne-100). The one-dimensional analysis 

was used in conjunction with a high-speed film record of the test to deduce the 

mechanical properties of the viscoelastic material. This was a novel application of the 

theory because there was no perceptible deformation of the recovered specimen to 

measure. A reference to these results is included in the report. 

Another class of materials that are poor candidates for conventional Taylor testing 

are those that are geologically based. Many of them, especially concrete, are very brittle 

with very low tensile and shear strengths. Yet, it is exactly these material properties that 

are presently of interest to code developers for design puiposes. Although mechanical 

testing of these materials has been carried out for years, there is very little known about 

their response to loads that produce strain-rates in excess of lO' / .v. Under high-pressure 

loading when the material is confined, even less is known. As indicated before, the 

brittle nature of these materials prevents many of them from being tested by any of the 

usual laboratory methods. One of the most common methods for deducing the properties 

of geological target materials is interpretative analysis of penetration test data. This has 

the advantage of subjecting the target to the highest strain-rates and pressures, but 



requires the use of an accurate penetration theory for the results to have any value. 

Several improvements to classical penetration theories were proposed in order to more 

accurately reflect the mechanical properties of hard targets. References to these results 

are included in the report. 

The work on biaxial testing led to publication of a general treatise on testing 

machines and strain scn.sors. This appeared as a chapter in the most recent edition of thi 

ASM Metals Handbook. It is included as an Appendix to this report. 



2. INTRODIJCi ION 

This report documents our efforts to quantify the slate of stress for materials at 

high rates of strain. Dynamic testing of materials at strain rates higher than lOVs has 

been a subject of considerable interest for many years. The split-llopkinson pressure bar 

is capable of testing at high strains, but the rates are limited to less than lOVs in practice. 

Flyer plate experiments arc capable of reaching ultra high strain rales in excess of 10*/s 

but only at very low strains. Specimen design and interpretation of the results is critical 

and argumentative in both of these tests. 

Our efforts have been concentrated on the Taylor impact test. The Taylor test is 

capable of very large strains and strain rates in excess of 10"^ even for relatively low 

impact velocities. Beginning with these advantages, we sought improvements in the 

Taylor test and new methods for reducing data from the test. The results we achieved arc 

useful and important for understanding material behavior and quantifying this behavior 

into computational mechanics codes. 

There are several new results presented in this report. They fall into three 

categories, with some natural overlap. The three categories are: improvements in the 

experimental design, analytical modeling to support data reduction, and computational 

modeling to refine constitutive behavior and to support code calculations. 

In the course of the project, a Taylor test facility was constructed at The Universitj 

of Alabama. The purpose of this facility was to investigate some aspects of the test for 

potential improvements. One of the objectives was to demonstrate to the technical 

community that the Taylor test could occupy a position of importance in the laboratory 

like any other piece of materials testing equipment. In this context, we tried to 



demonstrate that worthwhile and sensible conclusions about the state of stress in the 

specimen could be drawn from the test without the use of expensive camera equipment. 

The reliance on a recoverwl specimen is consistent with ordinary laboratory capability and 

Taylor's original intention. However, our objective is to use the recovered specimen to 

gain more than a simple estimate for "dynamic yield stress," which does not provide us 

with information that has the same value it once did. Most of our innovations are directed 

to this end. 

To reduce the effects of radial inertia and make the propagation of plastic waves 

more truly one-dimensional, experimentation with sub-scale 4 mm (0.164 inch) diameter 

Taylor cylinders was investigated. These cylinders are difficult to test because of their 

very low mass and their extremely small cross-sectional area. They have a propensity for 

dynamic buckling and many of the recovered specimens have no value. This difficulty is 

generally not shared by the larger specimens. These sub-scale specimens also present a 

challenge to measure. With an initial diameter of only 4 mm, a one percent longitudinal 

strain corresponds to a change in specimen diameter of only about 20 pm. This is less 

than one thousandth of an inch and a source of tremendous uncertainty in experimental 

results. However, the data from these tests is excellent and worth the patience required to 

obtain it. 

An elementary one-dimensional theory was devised to reduce the data from 

recovered Taylor specimens. The fundamental basis for this theory was confirmed 

through direct measurement of high-speed films and a comparison with code calculations. 

In both procedures, the comparison was very favorable. This theory was successfully 

applied to several specimen materials. One of the most interesting applications of the 



theory is to the estimation of the quasi-static yield stress for the specimen material. This 

result offers additional confirmation for the basis of the theory. 

Over the past thirty years, a number of constitutive models have been devised to 

describe the high strain-rate behavior of materials with vai7ing degrees of success. Some 

of the relations arc based on fundamental physics, while others are aJhoc. One of the 

most widely used constitutive equations is the Johnson-Cook. The advantage to this 

relation is its simplicity. Traditionally, it requires only five free parameters to relate the 

effective stress to the effective strain, effective strain rate and temperature. The methods 

used to evaluate these parameters arc well documented. However, this relation tends to 

underestimate the effect of strain-rate at higher rates. To make the Johnson-Cook strength 

model apply to higher rate cases, three constants were added. The new relation is called 

the Revised Johnson-Cook strength model. The new constants adjust the behavior at high 

rates to accommodate the sudden strengthening that many materials experience when a 

critical strain-rate is reached. All of the constants can be evaluated from a quasi-static 

strength test and recovered Taylor cylinders. The results provide for estimates of critical 

strain-rate and ultimate dynamic stress. Both are important in ultra high rate processes, 

such as impact, penetration, and warhead collapse problems. 



3. TAYLOR TESTING 

A large number of Taylor cylinder tests were pcrlbrmwl. The purpose of these 

tests was to support the development of new analytical and computational constitutive 

models that can account for high rate behavior. In both cases, the objective was to utilize 

recovered specimen data to the maximum extent possible. As indicated in the 

introduction, the analysis of specimen behavior in the radial direction (Gillis and Jones 

[5], see Appendix A) indicated that the lowest caliber specimen should be used whenever 

possible. The lowest caliber smooth bore launch tube that we could purchase 

commercially, without a retooling fee, was 0.167 calilwr. The effect of radial inertia is 

nearly absent from these cylinders. All impacts occurred against composite targets with 

hardened Astralloy-V® faces. Astralloy-V® is a high strength steel that is carbonitride 

treated to a hardness of Rg. 60-65. 

A number of tests were performed on a variety of materials. Data from all of these 

tests is not included in this report. Data on OFHC copper and wrought iron 0.164 caliber 

specimens is reported in Jones, Drinkard, Rule, and Wilson [13] (Appendix B). Data from 

7075-T6 aluminum, OFHC copper, wrought iron, and Astralloy-V® is contained in Rule 

and Jones [20] (Appendix C), Astralloy-V® data from 0.164" diameter specimens is 

reported in Jones, Barkey, Rule and Huber, [13] (Appendix D). These data consist of 

cylinder profile measurements, undeformed section length measurements, and overall 

length measurements for a wide range of impact velocities. 

The materials mentioned above were relatively straightforward to test and to 

evaluate. One class of materials that turns out to be difficult to test is high strength steels 

other than Astralloy-V®. In the process of hardening the steel to produce high strength. 



there may be such a loss of ductilily that the strain to failure is very low, even in 

compression. For such specimens, there is a very narrow window in which data can be 

collected. The reason for this is that the specimens shatter on impact at moderately high 

velocities and sustain little deformation at low velocities. This magnifies the uncertainties 

in the measurement of recovered specimens and their effect on data reduction. 

3.1 REDUCTION OF TAYLOR TEST DATA 

3.1.1 An Elementary One-Dimcnslonal Theory for the Taylor Test 

The requirements for Taylor testing have changed. The earliest theories 

concentrated on taking measurements from a recovered specimen and using them to 

produce an estimate for the dynamic yield stress. High-speed photography has improved 

the analysis because instead of giving us only the data discernible from a recovered 

specimen it provides sequential, specimen profiles during the deformation process. One 

accomplishment of the research program was to document processes for the determination 

of strain and strain rate from high-speed films (see House, Aref, Foster, and Gillis [8] 

(Appendix E) and Cinnamon, Jones, House, and Rule [2] (Appendix F)). In the first 

reference, an elementary estimate of local stress was obtained using an impulse- 

momentum balance. The approach taken in the second reference is somewhat different. 

The elementary one-dimensional theory mentioned earlier was applied to a specimen by 

analyzing the high-speed film record of a single Taylor test. 

In Taylor's theory of the impact test some average value of flow stress was 

obtained from the post-test measurements. This stress was not associated with a particular 

strain and only marginally associated with an average strain rate. Contemporary 



constiluil vc modeling rw^uircs the state of stress of the sp(»lmcn material. This pr^ents a 

new challenge. 

Most materials laboratories will not be equipped with high-speed camera 

capability. Recognizing this, one of the objectives of this modeling was to devise a 

method for reducing Taylor cylinder data to estimate the state of stress in the specimen 

material using only the post-test specimens. A very satisfactory theory was devised that is 

capable of estimating the state of stress at strain rates usually exceeding 10* /s and 

rojuiring only a few specimens over a range of specimen impact velocities (see Jones, 

Drinkard, Rule, and Wilson [13], Appendix D). 

This theory relies upon the assumption that the particle velocity of the material 

behind the deformation front is proportional to the velocity of the undeformed section. 

This is a very reasonable assumption that has been computationally verified. The result is 

an estimate for compressive dynamic stress a at strain e 

<T = (l + e) O-0 + 
(1-^^ 

P^' (1) 

In this equation, e is the constant strain at which the deformation wave propagates in the 

specimen, p is the specimen density, c^ is a reference stress related to the quasi-static 

yield stress for the specimen material, fi is the dimensionless constant of proportionality, 

and vis the cunent velocity of the undeformed section. Once fi and 0"n have been 

determined, the dynamic flow stress for the specimen material at strain e can be estimated 

with Equation (1). 

To complete the description of the mechanical behavior of the material, we require 

an estimate for the strain rate at the deformation front. A veiy useful estimate for the 



maximum strain rate after initial transient behavior is completed was given earlier by 

Jones, Maudlin, and Foster [16] 

e = - 
Lo-^ 

(2) 

where v^ is the impact velocity, LQ is the original specimen length, and ( is the 

undeformed section length at the completion of initial transient behavior. In the course of 

the project, several other estimates for strain rate were developed and used in constitutive 

modeling. In Jones, Wilson and Rule [19] (Appendix G), an estimate based on 

conservation of energy across the deformation front was given 

vexp 

e = - 

[p^i^i-A 
(U.K      i^(Li^^^ 

2e(Jo j ^3^ 

e(7n 

Equations (1) and (3) are an implicit constitutive equation for the specimen material. In 

this case, the parameter that connects the two equations is v, the undeformed section 

velocity. Another velocity dependent strain rate estimate was given by Cinnamon, et al [2] 

(Appendix F) 

i^ ^s:^ ^. (4) 
..-ie.p{^(v.-v=)l 

This estimate was used effectively in film data reduction. Each of these strain rate 

estimates has some value in the context in which it was used. In any event, the state of 

stress for the specimen material can be estimated from post-test measurements once fi, 

(To, and 1 have been determined. Finding suitable estimates for these parameters, was the 

10 



subj^t of Jones, Drinkard, Rule, and Wilson [14], Using some of the fundamental 

equations from the analysis and a new definition of undcformed section length at strain c, 

we were able to connect fi to post-test measurements. The details of this analysis arc 

containwi in Appendix B. The reader should consult Figures 3 and 4 in Appendix B. 

3.2 The Revised Johnson-Cook Strength Model 

Another method for reducing data from Taylor impact tests was introduced by 

Rule and Jones [20] (Appendix C) in the couree of examining low caliber cylinders. The 

thinking that led to the development of this method was presented by Allen, Rule and 

Jones [1] (Appendix H). A new constitutive model was devised that accounts for the 

extreme rate sensitivity that some materials exhibit when a critical strain rate is 

approached. With this model we accomplish several things. The analysis provides for 

estimates for the critical strain rate and the ultimate dynamic strength of the material. 

Both of these are important issues to material scientists involved in design problems in 

which ultra high strain rates are possible. 

Many ductile metals display an enormous increase in yield stress for strain rates in 

excess of 10^ / j. This observed behavior provided the motivation for the Revised 

Johnson-Cook strength model. The goal was to retain the simplicity and convenience of 

the original Johnson-Cook strength model, while accommodating this extraordinary 

behavior. This was accomplished with the addition of three new parameters to the 

Johnson-Cook model. The new constitutive model has the forai 

a^iC^+C^e") 1 + Cjl«f*+C4 
1 

^Cj-I«£*     C,j 
(i-r***) (5) 

11 



where a is the equivalent yield slrcnglh of the material, e is the equivalent plastic strain, 

£* is the dimensionlcss equivalent plastic strain rate (made dimensionless by dividing by 

a unit plastic strain rate), 7* is a non-dimensional temperature, and C,, M, and A^are 

empirical coefficients and exponents. There are seven constants in Equation (5). An 

eighth constant Q is added to account for the peak strain rate sensitivity that satisfies the 

inequality 

l + Cj^wf^+Q 
yC,-ine*   C,j 

^Q. (6) 

A method for estimating the values of all eight constants using only quasi-static yield 

strength data and Taylor cylinder data is presented in Rule and Jones [20] (Appendix C). 

The rationale behind this method is also discussed as some consider the use of such data to 

be inappropriate, in general, the results are very satisfactory, achieving good agreement 

with the one-dimensional analysis presented earlier. A comparison between the Revised 

Johnson-Cook and the one-dimensional theory is given for Astralloy V®, a high strength 

steel designed for applications requiring wear resistance, in Appendix C, Figure 7. The 

comparison is very favorable. The data reduction for this type of material is difficult and 

subject to some of the uncertainties mentioned earlier. Nevertheless, the results show 

strong correlation. The same is true of OFHC copper in the as received condition, see 

Appendix C, Figure 5. The copper is more ductile and there is less unceitainty in the 

measurements. There is less scatter in the data and the agreement is very good. 

12 



3.3 High Speed Pilm Data Reduction 

High-speed film dala provides dynamic Taylor cylinder data. Instead of having 

only a recovered specimen to analyze, we have a film record that gives us a sequence of 

images of the specimen at known times relative to the time of impact. Effectively, each of 

the frames of the film record is a deformed Taylor cylinder that can be measured for 

mechanical characterization of the specimen material. In this project, the data from the 

film record was used in two distinct ways. First, Cinnamon, Jones, House and Rule [2] 

(Appendix F) used the images to confirm the fundamental assumption behind the 

development of the one-dimensional model. Second, House, Aref, Foster and Gillis [9] 

(Appendix E) measured the film record directly to estimate the state of stress in the 

specimen material. Each of these approaches has merit and the results confirm the state of 

stress estimates from the two theories presented earlier. 

13 



4. TAVIOR TEST RESULTS 

Taylor testing of a number of important materials took place over the life of the 

project. The results of some of the testing have already been mentioned. However, there 

are several materials that deserve special mention. These are listed below. 

4.1 Mechanical Characterization of Astralloy-V® 

Astralloy-V® is a high strength steel manufactured and marketed by a firm in 

Birmingham, AL The product is intended for use in applications in which high wear is 

anticipated. The Taylor target face is made from this material because it can be case 

hardened to 60-65 on the Rockwell C scale either by carburizing or by carbo-nitriding. 

The material appears to be ideal for hard target penetration applications. The material was 

tested and the results reported by Jones, et al [12] (Appendix D) and later by Rule and 

Jones [20] (Appendix C), where a comparison between the estimates obtained with the 

elementary theory were compared to those obtained with the Revised Johnson-Cook 

Strength Model. There was remarkable agreement (see Figure 7 of Appendix C). 

4.2 Mechanical Characterization of High Strength Steels 

High strength steels generally present a challenge for Taylor testing. The reason 

for this is that the specimens do not deform vei7 much at low impact velocities. At higher 

impact velocities, the specimens fail because the strain-to-failure is very low for most of 

the alloys. Astralloy-V® is a special case because it retains some ductility in spite of the 

fact that its compressive yield stress is around 1800 MPa. 

Several candidate hard steel casing materials were tested during the course of this 

project. The purpose of the tests was to provide high strain-rate behavior to code 

14 



developers and to attempt to correlate mechanical response to penetration performance. 

Several materials were tested. The results arc contained in Jones, Ahcarn, Taylor and Rule 

[11] (Appendix 1). 

43 Mechanical Characterization of Dense Urcthanc (Adiprcnc-100) 

All of the materials described above shared one thing in common. There was a 

recovered specimen for each successful test. There are a number of important ductile 

materials whose high rate behavior is required for which the recovered specimen provides 

no information. Dense urethane (Adlprene-100) is such a material. The specimen 

undergoes large deformation during the test, but recovers immediately, before any 

mwsurements can be made. In this case, a high-speed film record can provide us with the 

specimen behavior. Wilson, Foster, Jones and Gillis [25] (Appendix J) showed how the 

elementary theory described earlier could be used in conjunction with a high-speed film 

record to deduce the mechanical properties of dense urethane. 

Data from selected frames of the film record was digitized and the plot of the 

normalized, undeformed section length vs. normalized overall length data was a linear 

relation from which the slope and intercept could be found. As observed earlier for 

recovered metallic cylinders, this information is all that is necessary to estimate the state of 

stress for the material. The slopes and intercepts of the lines were then used to estimate 

the key parameters in the one-dimensional model and very reasonable estimates for the 

state of stress at strain-rates in excess of 10* / .v were made, 

4,4 Mechanical Characterization of PVC and of PET 

One approach to the purification of recycled thermoplastic mixtures is selective 

grinding to induce differences in size and shape between polymers of different chemical 
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compositions. These mixtures could then be separated using one of several technologies 

including conventional sieving or hydrocyclones. The trick here is to select the grinding 

temperature. An investigation of mechanical properties, with emphasis on fracture 

behavior, was conducted on the polymers PVC and PET (see Green, Petty, Gillis, and 

Grulkc [6], Appendix K). The Taylor impact test facility at the University of Alabama 

performed experiments which showed that, at room temperature and high strain rates, 

PVC deformed plastically while PET exhibited brittle fracture. 

16 



S. QUASI-STATIC YIELD STRENGTH ESTIMATES 

One of the most interesting results that stems from the elementary analysis is 

an estimate for quasi-static yield strength. We can use the Taylor impact test to estimate 

the quasi-static stress/strain curve for the specimen material. The fundamental equation 

comes directly from the theory and takes the form 

_p(\+e)(\-fi)vl 
crM=^'^'       -   '^" (7) 

where p is the specimen density, e is the mean engineering strain, 1 is the undeformed 

section length at the end of initial transient behavior, ^^ is the undeformed sa;tion length 

at the end of the event, ^ is a dimensionless constant determined from experimental data, 

and VQ is the impact velocity of the specimen. If an estimate for I can be found, then 

Equation (7) can be used to estimate the quasi-static yield stress for the specimen material 

at specific compressive strains e. A very simple estimate was provided by Jones, et al [13, 

p. 11] (Appendix B). This estimate is based on modeling the deformed and undeformed 

regions of the Taylor specimen as concentric cylindere. The estimate takes the form 

1 ^b    (l-^)(l + e) 
L,    P       p        e ^' 

where L^ is the initial specimen length and 6 is a parameter that is determined from 

r«;overed Taylor cylinder data. Equations (7) and (8) produce remarkably accurate 

compressive stress/strain diagrams, in spite of the fact that no load cell is involved at all. 

Figure 10 and 11 of Appendix B show the comparison between experimentally 

determined quasi-static stress/strain diagrams and the ^timates using Taylor cylinder data 

for two different materials. Obviously, the comparisons are veiy favorable, with the 
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discrepancies being altribulablc to uncertainties introduced by the theory and specimen 

measurement. This aspect of the analysis provides us with some confirmation and 

confidence for the theory. 

There is very little material data reported at strain-rates of 10^ /.vand higher, 

so a direct comparison of the elementary theory with the results of some other test is 

impossible. However, quasi-static testing, in either tension or compression, can be 

accurately performed for any materials (sec House and Gillis (Appendix L)). The 

comparisons that the theory gives us in this case arc very significant. Also, the theory car 

now be applied to a scries of Taylor tests of the same material and data reduction can be 

performed and the strcss/strain-rate diagrams can be drawn without relying on data from 

any other test. 
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6. PENETRATION TES fflNG 

There arc classes of materials for which there are presently no reliable methods for 

acquiring material properties at high strain rates. Among these arc brittle geological 

materials, such as concrete or rock. In spite of the fact that thwe materials have been 

studied for dozens of years, there is very little known about their behavior at strain rates 

consistent with penetration tests. Specimen size and the brittle nature of these materials 

has limited laboratory testing. Most of the information that has been reported about these 

materials at ultra high strain-rates comes from penetration tests. The free constants in 

penetration models can be used to estimate the material properties of the target from 

penetration depth after the test is completed. The results are only as good as the 

penetration theory used to acquire them. In this context, any improvements to the accepted 

theories that can be made, may offer an improvement in the estimate of the mechanical 

properties of the target. 

The most reliable one-dimensional theories for rigid body penetration of hard 

targets are those that stem from cavity expansion models. These theories produce 

estimates of pressure on the nose of the penetrator that is dependent on thesquare of the 

current velocity of the penetrator. Such pressures are usually referred to as Poncelet 

pressures and they lead directly to logarithmic penetration depth estimates. Nose 

geometry, penetrator mass loss, and assumptions about friction and shear can all have an 

influence on the results. These are the subjects of a series of papers devoted to improving 

and amplifying the one-dimensional penetration models with velocity-squared target 

pressure. 
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A very simple theory was developed by Jones, Jerome, Wilson, and Christopher 

[15] (Appendix L) to estimate the depth of penetration of hard concrete targets. This 

theory was used to estimate the time of penetration and can be used to find the target 

properties algebraically. 

The noses of rigid penctrators can have a considerable influence on performance at 

high velocities. In order to investigate this influence, an analysis of nose geometry was 

performed by Jones, Rule, Jerome, and Klug [17] (Appendix M). A product of the 

analysis is an analytical formulation of a nose shape that minimizes the net force on the 

penetrator due to a Poncclet normal pressure. The solution is explicit and in the form of a 

perturbation series in powers of the nose ratio a = a/h, where a is the shank radius and b 

is the nose length. This result avoids the use of more complicated means to satisfy the 

boundary conditions (e.g., see R. L. Halfman [7, pp. 466-469]) and alternative constraints 

on the nose, such as volume or surface area. The results are given in Appendix M, Figure 

3 for several different nose shapes. The nose factor A^ governs the penetration capability 

for a fixed nose ratio, with the smallest values of A^ providing for the deepest penetration, 

assuming no mass loss or change in shape occurs. 

The results presented by Jones, Rule, Jerome, and Klug [17] reflect the possibilities 

for penetration modeling of geological targets without friction. The blunting and erosion 

of some penetrator noses indicates that this approximation may not be entirely appropriate. 

This issue was addressed by Jones and Rule [10] (Appendix N) and Rule and Jones [21] 

(Appendix O) for some very simple frictional models. In the first case, pressure- 

dependent friction proportional to the pressure was used with reasonable success. In the 

second case, constant friction was used. Constant friction can be interpreted as maximum 
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target shear under high pressure. Estimating this material property at high strain-rates for 

g(K)logical materials is very difficult because the sample sizes must be very large and the 

material is brittle. Laboratory tests to estimate these material properties have yet to be 

devis«i and penetration data was effectively used to find them here. 

One of the factors that influences the use of elementary penetration models to 

deduce the mechanical properties of geological target materials at high strain-rates and 

pressures is the loss of mass and blunting of the no.scs that occurs during vci-y high speed 

penetration. These effects are not included in the penetration modeling discussed in the 

previous paragraphs, but they can obviously influence the results. To address these 

questions, an elementary analysis of nose erosion and mass loss was presented by Foster, 

Jones, Toness, DeAngelis, and Rule [4] (Appendix P). The principle behind the modeling 

is that erosion is the result of surface melting of the penetrator nose due to friction acting 

on the nose. The result is tlie very simple estimate for mass loss given below. 

iim=—T-^— 
klc^dT 

(9) 

In this equation, k is the mechanical equivalent of heat equal to 4.18 joules/calorie, m^ is 

the cross-sectional area of the penetrator at the shank, T^ is the maximum dynamic shear 

strength of the target, M is the cross-sectional area of the nose, k Ic^^dT = 1032 J / g for 

steel, and z is the length of the tunnel. Equation (9) agrees very well with experimental 

observations. Figures 2 and 3 of Appendix P show the correlation for mass loss of steel 

penetrators impacting high strength concrete targete. In Figure 2, the penetrators are 4340 

steel with ogive noses. In Figure 3, the penetrators are AerMetlOO steel, also with ogive 

noses. 
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Equation (9) is a very interesting and useful relationship. By examining it, we see 

that mass loss is proportional to the length of the tunnel that the projectile makes In the 

target and inversely proportional to the heat required to melt the steel. Mass loss is also 

proportional to the product m^M, which is roughly equivalent to the surface area of the 

nose. These are all very reasonable conclusions. 

In Foster, Jones, Toncss, DeAngelis, and Rule [4] many of the details required to 

derive Equation (9) were omitted. Another paper followed (Jones, Foster, Toness, 

DeAngelis, and Rule [14]) that was devoted to filling all of the gaps and presenting as 

complete a picture of the assumptions that were made in the process of arriving at 

Equation (9). This paper is included in the report as Appendix Q. 

The effect of friction between the target and the projectile was assessed by Jones, 

Toness, Jerome and Rule [19] (Appendix R) for several different steels against the same 

concrete target. 

Finally, work continued on penetration of metallic targets by metallic projectiles in 

Cinnamon and Jones [3]. The objective was to correlate penetration performance to the 

dynamic mechanical properties of the target and the projectile. It should be noted that 

there is substantial correlation between strength, crater diameter and penetration depth. 

The details of this work are contained in Appendix S. 
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7. CONCLUSIONS 

On this project, wc successfully reached a number of important conclusions. We 

concentrated on the high rate response of materials and produced several methods for 

dolucing the state of stress in a significant range of strain-rates between the limits of the 

SpHt-Hopkinson Pressure Bar and Flyer Plate experiments. The significance of these 

results reflect the need for rcasonable constitutive modeling of warhead candidate 

materials in the critical strain-rate regime of 10* -10* /.v. 

For high rate behavior of metals and some other materials, we dcvisal an 

elementary, one-dimensional theoi^ for estimating the state of stress. This theory is 

vereatile enough that an estimate for quasi-static stress was produced that was remarkably 

close to that achieved by means of a load frame and load cell. This provided confirmation 

for the theory, while a direct comparison with high rate results was not possible. 

In the context of modeling the flow stress of materials in the neighborhood of 

10* -10* /.s strain-rate, an alternative to the conventional Johnson-Cook Strength Model, 

the RJC Model, was offered. Terms were added to the relation to account for high strain- 

rate behavior. This required the evaluation of three additional constants. A scheme for 

finding all eight of the adjustable parameters in the model using only quasi-static and 

Taylor test data was given. Comparison between the RJC model and the elementary 

theory was very favorable. 

The elementary theory for reducing Taylor test data from experiments on an 

unconventional material, that is one for which the recovefed specimen showed no 

deformation, was successfully applied to film data from tmts on dense urethane. The 
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results of the application arc very promising and suggest that the theory may have 

widespread use. Everything that was observed in the application of the theory to 

recovered metallic specimens was also present for the film record. 

Air Force priorities dictated that some effort be directed toward characterizing 

geological materials for hard target penctrator applications. The difficulty here is no 

laboratory tests have been deviswl to date for testing these materials at strain-rates and 

pressures comparable to those observed in the penetration process. As a result, we have to 

rely on the free parameters in penetration models to provide us with constitutive behavior 

of the geological target materials. Naturally, any improvements or modifications to 

existing models may refine the estimates for material behavior. There were several papers 

published on hard target penetration on this project. Included in the results are estimates 

for shear stress in hard targets under high pressure. 

The objectives of the project were largely fulfilled. But, in a project of this nature 

that crosses several disciplines and a wide variety of material problems, there are a number 

of important issues that remain to be addressed. 

In the course of the investigation of hard target penetration modeling, it was clear 

that friction acting on the nose of the penetrator nose was inadequately modeled by any of 

the usual methods. High-speed friction is a very complex phenomenon that may have no 

simple explanation. Historically, the dependence of friction on pressure and velocity is 

vague because most of the testing was done at relatively low velocities. In order to model 

hard target penetration events successfully, we will have to devise some new and accurate 

friction laws. 
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Constitutive modeling with the Taylor test could be accomplished if a «»mplclcly 

reliable estimate for strain-rate could be found. Although three different estimates for 

strain-rate were proposed in this project, all have some weaknesses. Work should 

continue in this area because the results have such important implications. 

Finally, ma.ss loss and blunting of high steel pcnetratore has serious consajuences 

for performance. We gave an analysis that accounted for mass loss due to surface melting 

of the nose. This produced a very reasonable estimate that ap-ced fairly well with 

experimental observations. However, there are a few things that should be looked into. 

The changing g(»metry of the nose was not included in the analysis and this is one reason 

for the discrepancy between the predictions and the experimental evidence. Another area 

that should be explored further is the heat required to melt the steel penctrator material. 

We used the heat required to melt iron to make the estimates. This problem will be 

studied in the coming ycare. 
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RADIAL INERTIA IN THE TAYLOR IMPACT TEST 

Peter P. GUlis' and S. E. Jones ' 
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Kentucky, Lexington, KY 40506,2. XJ. S. Air Force Research 
Laboratorr, MNMW, Eglin AKB, FL 32542 (on leave from the 
University of Alabama) 

ABSTRACT- In this paper, we examine the effect of radial inertia on the axial 
stress distribution during axisymmetric constant-volume deformation. In place of 
liie frequently used assumption that at each axial position the axial stress is 
constant, we assume that plane cross-sections remain plane. It is shown that both 
the radial and circumferemial stress components will be compressivo if only strain- 
rate effects are considered. Strain-acceleration must be taken into account in order 
to have radial tension, as would be expected in a dynamic tension test. Results of 
this analysis are applied to the Taylor impact test. 

INTROpUCTIONi As an aid to visualization, the present analysis is framed in 
terms of a Taylor impact test. However, it is equally applicable to any axiaUy 
symmetnc, dynamic deformation. ' 

In the discussion of radial inertia, one expects that under dynamic tension a 
tensUe radial stress would be required to move material radiaUy inwards towards 
the axis of symmetry. In analyses that neglect strain-acceleration, the radial stress- 
IS compressive. Under dynamic compression, a compressive radial stress would be 
expected, to move material outwards from the axis of symmetry. In analyses that 
neglect stram-acceleration, the magnitude of this radial stress is significantly 
underestimated. The present analysis rectifies these problems by accounting for the 
strain-acceleration. The ensuing results are applied to the Taylor impact test. 

THEORY: Consider the normal impact of a Taylor [1948] cylinder against a 
massive anvU and assume tliat the subsequent defonnation of the cylinder is 
axjsymmetric. The natural coordinate system to describe the deformation is polar 
cooordmates r,$,z. Tlie prescribed symmetry obviates displacements b the 
curcumferential direction; displacements m the radial and axial directions are 
denoted by ^ and C, respectively as shown in the appended drawing. The axial 
displacement C »s assumed independent of r. f Plane cross-sections remain 
plane.") The radial displacement rj must be an odd flmction of radial position. To 
lowest order terms 

Jlir,x,1) = Niz,t)r (1) 

A-l 



648 

where N(z,t) is a dimensionless function to bo determined. For isochoric 
deformation, N tias tlie form 

AT = 0+ «)-'"-! (2) 

where e is the engineering axial strain. 

Let the normal stress components a,,a,,a, express the force intensity 
with respect to the deformed configuration. Assume that the shear stress can be 
neglected and <T, = Cj. Then, assuming that a von Mises type of yield criterion is 
obeyed, it follows that 

a,-(T,=a (3) 

where a is the flow stress (positive). 

Simplified by all of the foregoing assumptions, the differential equation of 
motion for the radial direction is 

d<xjdt = pd''r]ldi' (4) 

where p is the mass density of the specimen material. Integrating Equation (4) 
partially with respect to r leads to 

0-, =-(l/2)/oa'i^/5/'[R'-r*] (5) 

where R is radius of the specunen. /? can be expressed as 

i? = i?o(l+iV)=:i?o(l+er"' (6) 

where /?o >s the initial specimen radius. It is also possible, using Equation (2), to 

express d^N/dt^ in terms of strains, strain-rate e, and strain-acceleration e 

d^N/dt^:^[3e^-2([+e)e]/A(l+ey'\ (7)    , 

In the one-dimensional analysis of Taylor [1948], the axial stress a, and 
the effective stress a coincide; at least in magnitude. Furthermore, the Taylor 
axial stress must be the average value over the cross-section because he used it in 
the sense that a, A equaled the axial force. The present approximate analysis 
requires equal strain and strain-rate components at every point in a given cross- 
section. Consequently, most constitutive jeiations would require a constant 
effective stress. 
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Assume that &^ represents the average axid stress as dctcmuned from the 
Taylor equations or some other one-dimonsional malysis of the test. To find the 
effective stress ex, the relation 

d^A = \o',dA B -aA + Itx^dA (8) 

is first employed. Here A ~ nR^ is the current, load, cross-sectiond area and the 
integration is performed over it. Now, c, is given in Equation (5). Substituting 
into Equation (8) and performing the integration, leads to 

a,^-tT~iU4)pd^N/dt^R^=-<T-pd^N/dt^Rl/4(l + e). (9) 

This equation shows that the radial inertia correction can be rather positive or 
negative depending upon the sign of the rwiial acceleration. In turn. Equation (7) 
shows that the sign of the radial acceleration depends upon the sign and magnitude 
of the effective strain-acceleration e. Equation (9) can be rearranged to provide a 
dynamic, compressive equivalent of the static, tensile Bridgman [1952] correction 
factor 

a = -a,[\ + pd'NI&^I^ /4<T,(l + e)]. (10) 

The factor in the brackets is the ratio of the magnitude of effective stress to 
average axial stress. 

SOME OBSERVATIONSs In the Taylor analysis, both strain-rate and strain- 
acceleration are unbounded at the location to which Equation (7) should be 
applied. This has long been recogmzed as a defect of the Taylor analysis: althou^ 
it yields a dynamic iow strength, there is no estimate of the corresponding strain- 
rate prevailing in each test. 

In the present analysis, in order to assess the relative magnitudes of the two 
terms in Equation (7), the strain-acceleration will be related to the strain-rate using 

the mean value theorem: e = \{d^eldt^)dt =at. Here a is the time average value of 

the strain-acceleration during the mterval 0 to r when the strain-rate, Beldt, 
changes jfrom 0 to e. It also represents some actual vrfue if the strain-acceleration 
is continuous during the interval. Thus, a = l/r can be used to replace dh/dt^ in 
Equation (7), which now becomes 

d^N U^ 
di"     4(1+ e) 5/2 3er 

(11) 
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where the second term in the brackets represents the relative magnitude of the 
strain-acceleratipn in comparison to unity. 

Suppose that the Taylor test maximum strain-rate i is in the range (minus) 
10' -10*/j. and the rise time of the plastic wave front is in the range 1-10/tf. 
Then, omitting the value of e from Equation (11), the maximum relative effect of 
the strain-acceleration is over 600 while the minimum is about 6. Evidently, the 
strain-acceleration term can dominate under some circumstances and must always 
be retained. 

REFERENCES: 
Bridgman, P. W. (1952), Large Plastic Flow&Fracture, McGraw-Hill, New York. 
Jones, S. E., et al (1991), J. Engr. Math. Tech. (Trans. ASME) 113,228. 
Taylor, G. I. (1948), Proc. Roy. Soc. (London) Ser. A 194,289, 
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Sumnwry—There i« a linear rclaiionxhip between certain normalized lengths in rctovcrcd Taylor 
Impact »pceimen». Tlii* obnervntion seems lo have lirsi been mnde by J. W. House, ttlihough 
O. I. Taylor and A. C. WhilTcn both produced graphs involving these snine scaled variables. 
However, no explanation was given for this scaling ami it was not used for any specific purpose. In 
this paper, a theoretical basis for the linearity is established and the .slope and intercept are used to 
deicrroine several important physical parameters. These parameters arc then used to determine the 
state of strcsH at sirHin.raie.H exceeding 10*/s. This information is useful because it helps to bridge the 
strain-rate gap between Split-Hopkin.son pressure bar testing and the ultra-high rates achieved with 
plate impact expcriincnLs. ;?I) IW7 Elsevier Science Ltd. 

INTRODUCTION 

The Taylor test [1,2] is a useful high rate materials test in which strain-rates of 10*'-I0* s"' 
can be easily realized for even relatively low velocity impacts. Higher rates are possible, but 
often they arc found during the initial transient stage of deformation [3]. This stage is 
difficult to analyze because of the shock at impact and the effects of shock hardening on the 
specimen material [4], However, this stage attenuates rapidly into quasi-steady wave 
propagation followed by specimen deceleration during the terminal transient. Although the 
strain-rates are somewhat lower during these stages, the behavior of the undeformed section 
of the specimen can be accurately predicted with an elementary mathematical model. The 
strain-rates achieved during these latter stages are still above the limit of the Split-Hopkin- 
son pressure bar and its many variants. 

After the initial transient, the motion of the undeformed section can be described by 
a one-dimensional analysis. Several one-dimensional analyses for the Taylor test have been 
propo.sed (e.g. [5-10]). However, these analyses do not address the highly nonlinear front 
motion during the initial transient or do not offer a very precise estimate of the state of 
stress in the specimen at any specific time during the deformation. Recently, an analysis of 
plastic wave propagation was presented that effectively excludes the initial transient 
[U-13]. This paper provides an alternative to the method used to evaluate the key 
parameters in [12]. 

AN ELEMENTARY THEORY 

Taylor [I] and Whiffen [2] observed the relationship between certain normalized lengths 
in a recovered Taylor specimen. House [3] later confirmed that one of these relationships is 
linear. There are other scalings (e.g. [14]), but this is the most useful to date. 

A very simple theory can be developed with some of the observations presented in [12]. 
After the initial transient at impact has attenuated, we assume that the particle velocity, M, 
for the plastic material behind the plastic wave front and the undeformed section speed, », 
are approximately proportional to each other [11]: 

u = fiv. (1) 
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Justification for this rclulionship is given in [12] and its appears to persist throughout the 
quasi-steady nnd terminal transient stages of the dcrormntion. The initial transient refers to 
nonlinear time-dependent behavior of the deformation front following impact of the 
specimen. Now, conservation of mass across the plastic wave front leads to 

tf/ » V - u - (I - li)v, (2) 

where e is the compressive engineering strain on the plastic side of the wave front and / is 
the current undeformcd section length, sec Fig. 1. Dots over variables denote time differenti- 
ation. As observed before [1,10], e = (AQ/A) - I, where AQ and A are the initial and current 
cross-sectional areas of the specimen, respectively. 

For a plastic wave moving with constant strain away from the impact face, the variables 
in Eqn (2) may be separated: 

(Sf 
\~li 

(3) 

where Eqn (3) applies to the behavior of the undeformcd section after the initial transient 
and may be directly integrated to give 

^_/=i_i(5_,^) (4) 

Bars over variables are used to denote the values of the indicated variables at the end of the 
initial transient stage. 

If Eqn (4) applies until the end of the event, then it becomes 

^,_^ = L_^(,.,_f), (5) 

where ff and .^i are the (inul undeformcd section length and the final displacement of the 
undeformcd section, respectively. These quantities can be determined from post-test 
measurement of a ductile metal Taylor cylinder, as shown in Fig. 2. 

Dividing Eq (5) by Lo, the original length of the cylinder, and noting that ,sr = L,) - L( 
allows us to express Eq (5) in the following form: 

If, l-p Lt     7     1-/3    I - fl .V 
Lfl t'    Lo     Lo        e e    Lo 

(6) 

l'"ig. 1. A uniform cylinder of length Lo impacts an uncompliant target with velocity vo. Subsequent 
deformation of Ilie .specimen can be successfully modeled in terms of deformed and undeformcd 
regions h and ^. L is the current overall specimen length and s is the displacement of the back end of 

the specimen. 
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Fig. 2. UndcformctI and deformed Taylor specimens. The linal imdcformcd scclion length /, is the 
distance from the back of the specimen to the cross section with area A = ^n/(l + e). L, is the flnnl 

overall length of the deformed specimen. 

This equation expresses a linear relationship between ^f/Lo and Lr/L,,. This relationship, 
which has been observed experimentally by House [3], is the basis for the remainder of this 
paper. 

THE LINEARITY BETWEEN /f/Lo AND L,/Lo 

CyHndrical specimens of OFHC copper and wrought iron were impacted against an 
Astralloy-V„ Steel target. The Astralloy V« was hardened to Rockwell C 58 and presented 
a very uncompliant surface. To reduce the effects of friction, the target was lapped and 
polished to a mirror like finish. 17 Caliber specimens were impacted against this target and 
the target was rotated after each impact to assure that conditions were the same for each 
test. By 17 caliber, we refer to a bore diameter of 0.170 in. for the launch tube. The test 
results are shown for various strain levels as plots of/f/L„ and Lf/Lo in Figs 3 and 4. /, is 
the distance from the bjick end of the specimen to the cross-section with area 
A = AQ/H + e) for a prescribed strain e (see Fig. 2). The area A is determined from 
a diameter measurement. There arc several methods suitable for this measurement. The best 
is a diameter guage originally suggested by J. W. House. A hole is drilled in a steel block to 
the exact diameter required. From the opposite direction, a relief hole of larger diameter is 
drilled, allowing for clearance of the specimen. Very reasonable estimates of undcformed 
.section length can be made using this device. There is a level of uncertainty with all 
measurement techniques and its is difficult to assess the degree of uncertainty. In fact, it may 
not be worthwhile to focus on any specific source of error when it is impossible to make the 
same assessment of the theory itself. 

Equation (6) predicts a linear relationship between /f/Lo and Lf/Lo: 

£L m-^ + h. (7) 

where 

m = 
i-/i 

and 

^0 

l-^  1-^ 
Lo 

(9) 

For a given strain level, the slope and intercept values of Eqn (7) can be obtained by 
conducting a series of Taylor tests over a range of impact velocities. However, often a single 
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Fig. 3. The rcsiilh of l7-c;iliber OFHC copper impoci Icsls. The Hnes were ilrawn using the dala 
rciluclion technique describod by Ltins (I0)-(12). 
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Fig. 4. The results of 17-caJiber wrought iron impact tests. The lines were drawn using the data 
reduction technique described by Eqns (10)-(12). 

Taylor test can be used to obtain data at several strain levels. Equation (8) suggests that the 
slope might decrease with increasing compressive strain. This is not the case because 
P decreases with increasing compressive strain. 

There are two basic methods for obtaining the slope and intercept values for each strain 
level from this data. A classical least squares approach can be used repeatedly (operating on 
one set of constant strain data at a time) to obtain the sets of slope and intercept data for 
each strain level. However, this approach does not allow for the fact that the sets of constant 
strain data are actually coupled to each other since each Taylor specimen is used to obtain 
data at several strain levels. 
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A more consisienl approach would entail using ihe entire data set at once to determine 
th« Klope and intcrct-pl values as a function of strain. This can be simply accomplished by 
assuming quadratic forms for the slope and inicrccpt functions: 

(10) 

(II) 

where \e\ is the magnitude of the plastic strain and the irtf and hj arc coefficients to be 
determined from the data. Accordingly, the least squares quantity to be minimized. A, for 
this application is 

1 = 1 

(«i„ + »t,|t',| + mi|<? ''•©, ■¥(hi,^bt\ei\+bi\e, .]}'. (12) 

where N is the number of measured data points, and (/f/L„)i and (L,/ Loh indicate measured 
values of these parameters. An optimizer is used to adjust the ntf and hj coefficients of Eqn 
(12) to minimize the lit error A. In this paper, it was found for wrought iron and OFIIC 
copper data that the slope .ind intercept functions of Eqns (10) and (11) were almost linear in 
strain. Thus the form of these equations appears to be of a sufficiently high order to obtain 
a good fit. 

There are two advantages in fitting all the data at once using Eqn (12) as opposed to 
doing a separate least-squares fit for each strain level. Firstly, the error associated with the 
inherently more inaccurate low strain data is reduced since slope and intercept functions are 
fit in a manner that forces them to be consistent with Ihe more accurate high strain data. 
Secondly, sets of constant strain data are not required for use in Eqn (12). This provides for 
more flexibility in the deformed specimen measurement techniques. 

At high impact velocities [(low (L,/Lo)] specimen failure (void nucleation and fracture) 
can occur. Also, at low impact velocities [high (Lf/t„)] quasi-steady-statc plastic flow may 
not occur. Both of these effects are not accounted for by the theory presented here and thus 
produce nonlinearilies in plots of Eqn (7). Accordingly, it is recommended that obviously 
nonlinear high- and low-velocity data points be excluded from the least-squares calcu- 
lations of Eqn (12). 

ESTIMATION OF STRESS 

The dvnamic stress a at the strain e has been shown to take the form 

a = (i+e) (13) 

where So >s a constant reference stress (see [12]). In Eqn (13). p is the constant specimen 
density and /i the particle velocity constant in Eqn (1). The stress oo is negative in 
compression and positive in tension. 

The equation of motion of the undeformed section is 

/)^v = ffo (14) 

(sec [12]). With a change of variables, this equation can be written in the form 

Using Eqn (2) to eliminate d//df, we find 

p(l-/i) . dv 
e m 

(16) 
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The variables in this equation can be separated and the resulting equation can be integrated 
to give 

4~^v'-In(/) + C. (17) 

The constant of integration C appearing in Eqn (17) can be evaluated by noting that /" = /? 
when V *= vo- This leads to 

,,^exp[^(v^-vS) (18) 

The undcformcd section no longer deforms at strain e when a critical velocity, say v = v^, is 
reached. At this point, the final undcformed section length / ^ /(k reached and 

^r = ^cxpp-^^\v,^-v5)| (19) 

This relation can be used to find the reference stress ^o 

"'^ -      2eMm ^   ^ 
This stress can be used in Eqn (13) to determine the dynamics stress <T. 

In most instances, the critical velocity v„ can be set to zero, without much loss of accuracy, 
as the term involving v^ only contributes to the stress when v^ is fairly large, [n this case. 
Eqn (20) becomes 

""     2dn(f/A) 

Equation (13) represents the dynamic stress in the .specimen at the plastic wave front. As the 
velocity of the undeformcd section v approaches v^, or in this case zero, (T must approach the 
compressive quasi-static stress at the compressive strain e. Denoting the quasi-static stress 
by ff„ we see that 

c.{e)^(l+e)cro^      2.1n(//^,)      " ^^"^ 

This relation expresses the quasi-static stress as a function of the strain and the parameters 
from the Taylor test. 

Using a quasi-static stress/strain diagram for the specimen material and Eqn (22), we can 
find the reference stress JQ. and the stress provided by Eqn (13) is determined. 

RESULTS 

The state of stress in the specimen material can now be estimated. An estimate for the 
highest strain-rate after the initial transient was given by Jones et ai [15]: 

<? = ^^i^. (23) 

This estimate is based on Taylor's [1] original idea for an average strain-rate over the entire 
test. In this respect, his estimate is very conservative and generally underestimates the 
strain-rate by nearly an order of magnitude. Equation (23) applies relatively clo.se to the 
impact point and provides a more accurate estimate of strain-rate. 

As indicated in the previous section, the stress can be evaluated using Eqn (13) once p has 
been found using Eqn (8) and (T,, has been found using Eqn (22). Qua.si-static (compression) 
stress-strain diagrams for OFHC copper and wrought iron are shown in Figs 5 and 6. 
o'o = '^»('')/(l' + <-') can be found for any particular strain from the diagrams. 
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Fig, 5. Qunsi-sliUic compression data for OFHC copper. 
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Fig. 6. Quttsi-static compression daw for wrought iron. 

The undeformed section length at the end of the initial transient, /, can be found from 
Eqn (21). Now, the state of stress at a known strain can be predicted by Eqns (13) and (23). 
Since the strain-rate estimate only applies at the instant when quasi-steady propagation of 
the plastic wave with strain e begins, only the stress at this instant should be used. During 
the initial transient, there is no change in the velocity of the undeformed section [16]. Thas, 
the stress at the point where Eqn (23) applies is given by 

ff = ffs(«) + 
;i + e)(l -■ pf 

pn. (24) 

This is the maximum stress in the event for which this analysis applies. We can now plot 
stress vs. strain-rate at lixed strain. Figures 7 and 8 show the results of numerous Taylor 
tests of 17 caliber OFHC copper and wrought iron specimens for a series of strains ranging 
from 3.6% to 16.1%. The choice of these strains was made on the basis of initial specimen 
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Fig. 8. Dynamic true stress vs. engineering strain-rate for wrought iron. 
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diameter and measurements of final diameter were made carefully. Low caliber specimens 
are difBcult to measure accurately. Higher caliber tests are feasible and deformed specimen 
measurements can be made more accurately. However, the effects of radial inertia arc more 
pronounced in higher caliber specimens. 
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For several reasons, a 17 caliber launch tube provides Ihe lowest practical diameter. 
Lower caliber specimens may reodily buckle under the impact load. Also, very low caliber 
specimens arc dilTicull to launch as the loud that the buck end of the specimen suffers in the 
launch process deforms it and may cause it to come to rest in the launch lube. This mokes 
testing with these specimens a tedious and often unrewarding task. However, the gain from 
effectively eliminating radial inertia makes it worthwhile. 

ADDITIONAL RESULTS 

Another point regarding the presentation of this theory can be made. The ratio f/L is 
critical to the strain-rate estimate in Eqn (23). In the previous section, this ratio was 
determined for OFHC copper and wrought iron using Eqn (22) with <?, taken from the 
quasi-static strcss-.strain diagrams given in Figs 5 and 6. Another approach can be adopted 
which avoids the use of Figs 5 and 6. This alternative allows us to estimate the quasi-stalic 
stress-strain diagram from Taylor impact data alone. 

Equation (9) provides a relationship between //Lo and s/Lo. In addition, it is evident that 

L L ± = t 
LQ     LQ     LU 

(25) 

Fig. 9. Elcmunmry mushrooming rod geometry. Tlic mushroom is a cylinder with cross-seclionul 
area A = /1u/(l + e). The undeformed s«x;tion is a cylinder of length / with cross-sectionni area Ao. 
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Fig. 10. Comparison of quasi-static OFHC copper stress/strain data given in Fig, 5 with estimates 
using Eqns (22) and (27). 
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Table 1 1 

Kentiltx obiiiined Trom Prediction* obtained from 
quuti -Italic ten uiiMK Taylor tcM Percentage 

data dntii I only dllTcrences 

Quasi- Quasi- 
M.itic static Quasi- 

Percent yield yield static 

Diim comp. slrcM stress yield 

point (m/s) Mrnin ///-o (MPa) flU (MPa) //Lo stress 

1 3.6 0.529 282 0.552 258 4.3 -8.5 

Vo- 171 5.8 0.564 288 0.572 279 1.4 -3.0 

11.2 0.638 295 0.623 310 -2.3 5.2 

2 3.6 0.513 282 0.552 252 7.7 -10.6 

Ca-aoo 5.8 0.548 288 0.572 270 4.3 -6.3 

11.2 0.630 295 0.623 300 - 1.1 1.7 

3 3.6 0.503 282 0.552 249 9.7 - 11.7 

Co-212 5.8 0,542 288 0.572 267 5.6 -7.1 

11.2 0.622 295 0.623 294 0.2 -0.3 

4 3.6 0.536 282 0.552 259 3.0 -8.1 

1^0 = 146 5.8 0.574 288 0.572 291 -0.4 1.2 

11.2 0.650 295 0.623 336 -4.1 13.7 

5 3.6 0.544 282 0.552 270 1.5 -4.4 

^'„ = 144 5.8 0.587 288 0.572 312 -2.5 8.2 
11.2 0.662 295 0.623 359 -5.8 21.7 

6 3.6 0.515 282 0.552 246 7.2 - 12.9 

I'o- 174 5.8 0.558 288 0.572 274 2.5 -4.9 

11.2 0.634 295 0.623 306 -1.7 3.6 

7 3.6 0.517 282 0.552 246 6.8 -12.7 

y„ - 170 5.8 0.558 288 0.572 273 2.5 -5.2 

11.2 0.641 295 0.623 314 -2.8 6.4 

X 3.6 0.538 282 0.552 266 2.6 -5.6 

Va = 167 S.8 0.57'J 288 0.572 296 - 1.1 2.7 
11.2 0.653 295 0.623 329 -4.5 11.4 

9 3.6 0.541 282 0.552 258 2.0 --8.4 

Vo - 153 5.8 0.593 288 0.572 294 "3.5 2.0 
11.2 0.683 295 0.623 338 -8.8 14.5 

10 3.6 0.498 282 0.552 232 10.8 -17.9 

Co = 174 5.8 0.545 288 0.572 262 4.9 -9.1 

11.2 0.631 295 0.623 303 -1.3 2.8 

11 3.6 0.527 282 0.552 253 4.8 -10.4 

y„ = 160 5.8 0.562 288 0.572 276 1.7 -4.1 

11.2 0.643 295 0.623 319 -3.1 8.2 

12 3.6 0.513 282 0.552 253 7.7 -10.3 

I'o «= 203 5.8 0.548 288 0.572 270 4.4 -6.2 

11.2 0.635 295 0.623 303 -1.8 2.8 

13 3.6 0.527 282 0.552 252 4.7 -10.7 

Va = 156 5.8 0.574 288 0.572 290 -0.3 0.8 
11.2 0.659 295 0.623 343 -5.5 16.4 

14 3.6 0.529 282 0.552 257 4.4 -9.0 

Vo = 168 5.8 0.572 288 0.572 288 0.0 -0.1 

11.2 0.647 295 0.623 322 -3.8 9.1 

If a third relationship can be found, we use Eqs (9) and (25) with this relationship to solve for 

A very simple geometry for a mushrooming impact specimen was introduced by Jones 
et al. [16] and used in a different context. Consider the mushroom to be a cylinder of 
cross-sectional area = A = AQ/([ + e) for a specific, prescribed strain e (see Fig. 9). Using 
the geometry in Fig. 9 and noting that the volume of the undeformed rod must equal the 
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sum of the volumes in Mg. 9 leads to 

_Ll    £«! 
I + e Lo    Lo 

Equations (9), (25), and (26) can be solved simulluncously lo find 

/     b    (I -^)(l -H') 

(26) 

(27) 

Table 2 

Data 
point 

Purwni 
«>mp. 
strain 

Results obtuiricti from 
quasi-slalic tusi 

(iulu 

Qunsi- 
MttllC 

yield 
litrcss 
iMPa) f/Lo 

Predictions obtained 
from using Taylor 

test data only 

Quasi- 
statie 
yield 
stress 
(MPa) m.» 

Percentage 
differcnee* 

^/L^ 

Quasi- 
static 
yield 
stress 

V„ = 266 

2 
V„ = 180 

3 
K„ = 216 

Ko = 249 

5 
V„ = 170 

Vo = 160 

J.6 
5.8 

11.2 
3.6 
5.8 

11.2 
3.6 
5.8 

11.2 
3.6 
5.8 
11.2 
3.5 
5.8 
11.2 
3.6 
S.8 

11.2 

t).636 
0.637 
0.738 
0.603 
0.620 
0.719 
0.603 
0.612 
0.713 
0.631 
0.633 
0.730 
0.638 
0.660 
0.788 
0.579 
0.606 
0.745 

400 
450 
523 
400 
450 
523 
400 
450 
523 
4(K) 
450 
523 
400 
450 
523 
400 
450 
523 

0.586 
0.610 
0.713 
0.586 
0.610 
0.713 
0.586 
0.610 
0.713 
0.586 
0.610 
0.713 
0.586 
0,610 
0.713 
0.586 
0.610 
0.713 

462 
504 
576 
451 
499 
564 
439 
479 
5S2 
463 
503 
571 
554 
628 
794 
401 
465 
648 

-7,9 
-4.3 
-3.4 
- 2.9 
-1.6 
-0.8 
-17 
-0.3 

0.0 
-7.1 
-3.6 
-2.3 
■8.2 

■■• 7,6 
-9.6 

1.3 
0.7 

-4.2 

15.5 
12.0 
10.1 
12.8 
10.9 
7.8 
9.H 
6.4 
5.5 
1S,« 
11.8 
9.2 

38.5 
39.6 
51,8 
0,3 
3.3 

23.9 

700-f- 

eoo-- 

600 ■ • 

400 •• 

300 ■■ 

200 •■ 

100 •• 

TRUE STRESS 
(MPa) 

0.00 

—MEASURED 
■ PREDICTED 

PERCENT ENGINEERING STRAIN 

■+- 
2.00 4.00 6.00 8.00 10.00 12.00 14.00 

Fig. 11. Comparison of quasi-static wrought iron stress/strain data given in Fig, 6 with estimates 
using Eqns (22) and (27). 
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With ihis estimate for //Lo. wc can use Eqn (22) to find a, ■= <T.(<?), without measuring any 
loads. Notice that the ratio /7L„ is independent of impact velocity v„. The data from 
a number of 17 caliber Taylor tests is presented in Tables I and 2. For each strain. //LQ is 
nearly constant. The estimates for the ratio using Eqn (27) arc also shown. The dilTercnccs 
are very small. 

Figures 10 and 11 give the comparison between the comprcssivc stress-strain diagrams 
for OFHC copper and wrought iron. Considering some of the uncertainties, the compari- 
sion is very favorable. It is remarkable that Taylor impact data can be used to generate an 
estimate for the quasistatic strcs.s-strain diagram for a specimen material. This provides 
further evidence of the validity of the theory presented in this paper. As it stands, the theory 
has produced a u-scful interpretation of impact test data that agrees with existing data to the 
extent that it is possible to make a comparison. Wc plan to further strengthen our ca.sc with 
the publication of additional test data. 

CONCLUSIONS 

In this paper, we have presented an elementary theory for the Taylor lest with which 
estimates of high strain-rate behavior of ductile metals can be accomplished, The strain- 
rates exceed lO^s which makes it difficult to compare the results to those obtained by 
alternative methods because none exist at present. However, for OFHC copper data 
reported by Follensbec [17], the data in this paper correlates very well (see Fig. 12). It 
should be noted that the copper used by Follensbec [17] may have a different structure than 
our "as-received" OFHC copper. Also there may be considerable variation between ship- 
ments of OFHC Copper in the "as-received" condition. 

The Taylor impact test is useful because it provides essential information in the strain- 
rate regime between the Split-Hopkinson pressure bar and plate impact shear experiments. 
For this reason it is of considerable interest to the defense community (e.g. see [18]). 
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Fig. 12. Comparison of high strain-rate data for OFHC copper at 11.2% and 16.1% comprcssivc 
strain with data reported by Follansbee in 1986. 
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Slrain-riHes of ihc order of lO^-IO* f^t second arc usually observed in impact and 
pcncirailon problcnw. Wc will continue to search for interprciaiions of test data that allow 
us to model materials behavior in the high strain-rate. 
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A REVISED FORM FOR THE JOHNSON COOK 
STRENGTH MODEL 
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{Rerrived H> Jamarf l'W7; In rfvivdjiirm 7 Nowmhtr IW7) 

Siimnwry-'.Stfenglh modfis pliiy « key role in the numerical Rimulation of impact evcncs. A revised 
form of ilic Johiwon Cook strength model iis proposed in thi* paper. The revited modal treat* the 
sudden strengthening tlwl muny ductile mclalx exhibit at strain rotes greater than 10*/t. Strain rales 
of this mngnitude arc generally considered to be beyond the capability of the split-Hopkinson 
prenwire bar and so such abrupt sirvngthcning behavior i« often not obwrved and reported. 
A method to economically estimate all eight eoefllcient* of the revised strength model using 
quasi-static tension data and Taylor impact Icsi data reduced with a modified version of the EPIC 
linilc element code is also described Revised strength model cueOidenis were determined for: 
7()75-T6 aluminum, OKHC copjwr. wrought iron, and a high-strength steel (Astralloy-V). A good 
fit to the quiisi-slalic tension data and Taylor iinpacl test result* was obtained for these four different 
metals. The behavior of the revised strength model at high strain rates also compared favorably with 
independent prcdiciii>ns from an amilytlcal model ailibratcd with the Taylor impact data, (0 1998 
Elsevier Science Ltd. All rights rcwrvetl 

NOTATION 

C, strength model cocfllcicnt 
F objcciivc function for optimia:r 
f Q$ component of objective function for matching quasi-static tension data 
Ffi component of objective function for matching Taylor impact data 
M strength model exponent 
N strength model exponent 
NQX number of quasi-static tension data |ioints 
N-rt number of Taylor impact tests 
T* homologous temperature 
Vf volume of Taylor impad specimen 
Vtim.i volume difference (error) between measured and EPIC calculated deformed Taylor impact specimen 

profile 
V„ Taylor cylinder impact velocity 
X deformed Taylor cylinder axial dimension 
Xa Taylor cylinder initial length 
)' deformed Taylor cylinder radial dimension 
Yo Taylor cylinder initial radius 
a strength model exponent 
ft weight factor for objective function 
e equivalent plastic strain 
r.' equivalent plastic strain rate 
K* dimcnsionless equivalent plastic strain rate = e'/{l,'s) 
a yield strength {(low stress) 
*Qs«-.i quasi-static yield stress calculated from revised strength model 
ffQSM.i qiiasi-siatic yield stress measured from tension lest 

1. INTRODUCTION 

Finite element modeling of high rate events involving ductile metals requires three basic 
material models: an equation of .stale to predict pressures, a failure model to predict loss of 
load carrying capability, and a strength model to predict the yield strength (flow stress). 
This paper di.scusses a proposed revision to the empirical Johnson-Cook {JC) strength 

'Corresponding author. Tel.; 001 205 .1481627; e-mail; wrule@coc.eng.ua.edu. 
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model [1] to more closely mulch observed mutcrial behavior at high strain rates. Further, 
a practical scheme for evaluating the revised Johnson- Cook (RJC) strength model coclll- 
cicnts by using Taylor impact test results and quasi-static tension data is disclosed. 

Although the iC strength model is empirical in nature and simple in form it is the most 
popular strength model in use today [2]. Sinjple strength models arc jwpular because of the 
difliculty in obtaining aaurate strength model constants at high strain rates. Cotiiplcx 
strength models generally require more, and more sophisticated, test data for cocHicicnt 
calibration. Strength model cocllicients for many common metals are not available from the 
literature. Also, high rate properties of a given material can vary signilicuntly depending on 
grain size [3] and processing history. Thus, there is clearly a need for simple strength 
models that arc practical to cahbratc. 

2. Tlin RUVISED JOHNSON COOK STRENGTH MODEL 

The JC strength model was first proposed in 1983 (!]. It has the following form: 

rT=-.(C,+ r:«''Kl fCilnOd -T*"). (I) 

where o is the equivalent yield strength, i: is the equivalent plastic strain, «:* is the 
dimensionless equivalent plastic strain rate (made dimcnsionless by dividing Ihe equivalent 
plastic strain rate by a unit plastic strain rate). T* is the homologous temperature, and C,, 
/v. and M are empirical coefficients and cxponcnt.s. The model also provides for setting an 
upper bound for the yield strength. However, this capability is usually not required in 
simulations since liqn (I) assumes that Ihe yield strength varies linearly with the logarithm 
of the efTcctivc strain rate and so a docs not become unrealistically large even for enormous 
strain rates. 

A large numl>er of studies have shown that numerical simulalions employing Eqn (l)can 
produce results of sulVicient accuracy for engineering purposes. This is remarkable consider- 
ing Eqn (I) uses simple scalar expressions to represent the strains and strain rates which are 
second-order tensors, and also Eqn (I)assumes isotropic hardening. The temperature factor 
is also quite simple in form. When using such simple models it is important to calibrate the 
coetllcients with experimental data which is similar in nature to the intended application. 
Ihis point will play a key role in the latter part of Ihis paper where a practical strategy for 
strength model coefficient estimution is proposed. 

For many ductile metals the yield strength increases more rapidly with strain rale than 
that described by the form of Eqn (I) for strain rates in excess of lOVs. To increase the strain 
rale sensitivity a modified Johnson Cook (M JC) strength model was proposed [4] with the 
following form: 

ff = (C,+C2fi>;*')(l -T*") (2) 

where a is an empirical exponent. However, the M JC strength model does not appear to be 
widely used today probably because the strain rate sensitivity is not significantly enhanced 
over that provided by Eqn (1). 

Many ductile metals display an enormous increase in yield stress for strain rates in excess 
of lO^/s (see Fig. I of Rcf. [5], for instance). This observed behavior provided Ihe motivation 
for Ihe rcvLsed Johnson-Cook (RJC) strength model propo.scd here. The goal of this study is 
to enhance the high strain rate sensitivity of the JC strength model while minimizing 
changes to the model for those loading regimes where it has clearly been shown to be 
effective. The proposed form of the RJC strength model is: 

rr = (C, + C,a ,+C.ln.* + o(^^-l (1 - T*»i (3) 

where C4 and C5 are additional empirical coefficients. 
The strain rate sensitivity has been enhanced by the term l/(Cj - ln«*) where C5 is the 

natural logarithm of a critical strain rate level. This term tends to infinity as the strain rate 
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Hg. I. Illustraiion of the strain rate factor of the RJt' model (Rqn CJ)I for various C4/C, ratios. 

approaches ihe crilical strain rate. Note thai this strain rate sensitivity enhancement term 
contribution lends toward zero for low strain rates due to the - l/Cj correction term in 
Eqn (3), Thus, the RJC model approaches to the original JC model for low strain rates and 
Is identical to the JC model for a strain rate of unit magnitude where ln«* = 0. Further, the 
entire strain rate sensitivity enhancement term ('4(1/(6', - Inc) - l/(C,)) is removed for 
strain rates of less than unit magnitude. In other words, the RJC model is identical to the JC 
model for i;* values of unity or less. 

The amount of deviation of the strain rate behavior of the RJC model from JC model is 
controlled by the C4 factor as illustrated in Fig. 1. l*his provides for the fact that some 
materials exhibit a very sudden departure of yield strength from linearity with respect to the 
logarithm of strain rale (see Fig. I of Ref. [5], for instance) while others vary more gradually 
(see Fig. 13.26(b) of Ref. [2]. for example). 

As slated previously the original JC strength model provides for specifying a maximum 
value for the yield strength a. However, a limiting value is usually not required for high 
strain rate simulations since the .scn.sitivity to strain rate is relatively low (linear logarithmic 
dependence). However, the RJC strength model as discussed to this point predicts a phys- 
ically untenable infinite yield strength as In fi* approaches C5. To prevent this unrealistic 
occurrence the RJC model simply assumes that there exists a maximum value that the strain 
rate sensitivity factor in Eqn (3) can attain for each material which cannot be exceeded 
regardless of the prevailing strain and temperature state. The peak strain rate sensitivity 
factor is defined through the nondimenstonal constant C,, as follows; 

I +C3lnfi* + C4 
1 

C,-Ini;* 
i 
Cj 

<C, (4) 

A iBcthod for estimating C,, is discussed in a following section. 
The RJC scheme for limiting the strain rate sensitivity factor to physically rea.sonable 

values is the simplest possible it assumes that the peak value is a constant (Ce). It is 
dtiricult to construct a more elaborate model for peak strain rate sensitivity behavior in the 
framework of the JC class of strength models due to the lack of accurate test data. It is 
technically challenging to conduct material tests at strain rates in excess of lO^/s where 
Cft begins to play a role. At these strain rates split-Hopkinson bar results become question- 
able [6,7], which leaves mainly flyer plate and Taylor impact testing as alternatives, Flyer 
plate testing has the advantage of producing reasonably uniform stress and strain states, but 
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such testing is expensive and the results can exhibit a significant amount of scatter as shown, 
for instance, in Fig. 7 of Rcf. [8]. Taylor testing is relatively inexpensive and data can be 
obtained from simple post-test measurements. Unfortunately, there is currently some 
controversy about the results obtained from Taylor tests because of the nonuniform stress 
and strain fields produced. Thus, considering the available experimental data, there appears 
to be a large amount of una-rtainty about the yield strength of ductile materials at high 
strain rates. 

However, there is some data to suggest that proposing a constant value for the strain rate 
sensitivity factor is not unreasonable. Steinberg ct a\. [9] assumed that there was a strain 
rate level beyond which the yield strength was not significantly affected. They were able to 
obtain some experimental data to validate their a8.sumption. Also, Jones e\ al. [10] state 
that for dislocation activation energies greater than a critical value pla.stic (low of fee. 
crystal metals is independent of .strain rate. 

The eight RJC strength model coclficienis were evaluated for four different metals as is 
described in the next section. 

3. RJC STRENGTH MODEL COF.FFICIF.NT EVALUATION FOR FOUR METALS 

3.1. The experimental data 

RJC strength model cocfricicnls were evaluated for the following metals: 7075-T6 alumi- 
num, OFHC copper, wrought iron, and a high-strength steel produced by Astralloy Wear 
Technology of Birmingham, AL, called Aslralloy-V. These metals have widely varying 
characteristics and thus should provide a good test of the suitability of the proposed RJC 
strength model. Quasi-static tensile test data for these four metals is shown in Fig. 2. 

Ideally, the strength model should be capable of making accurate predictions over a wide 
range of strain rates. Accordingly, for this study coefficients were evaluated giving equal 
weight to quasi-static tensile test data (K'S 10" ^) and Taylor impact test data (e' > 10*). All 
test data was obtained at the University of Alabama in Tuscaloosa. A conventional, 
computer controlled, hydraulically actuated, material testing machine was used to acquire 
the quasi-static tension data. It is assumed thai the materials tested exhibit similar yielding 
behavior in tension and compression. 

The Taylor impact testing apparatus developed at the University of Alabama has been 
described by Allen [II]. Although using the Taylor test to evaluate strength model 
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Fig. 2. Quasi-slatic tensile test data for the four metals tested. 
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coefficicnls h currently considered inappropriate by some, Zcrilli and Armstrong [3] make 
Ihc point that "the iittcmpl to model a Tiiylor cylinder impact can provide a real lest of 
a material model, since conditions of strain and strain rate are achieved which arc outside 
the range of ordinary testing in particular, strain rates in the range of 10* 10'' s"' and 
strains In the range ofO 2". Also. Holmquisi and Johnson (sec Fig. 4 of Ref [4]) show that 
strength model cocfflcients obtained from currently acwptcd conventional tension and 
torsion tests often do not produce good Taylor test simulations. Since In many cases the 
stres.s, strain, strain rale, and temperature fields of a deforming Taylor specimen are closer 
in nature to the intended applicalion Ihun that found in conventional tests it may be 
advisable to give more v^eight to Taylor impael results while evaluating strength model 
cocHicients, In general, simple empirical models should be calibrated with data that most 
closely resembles the intended appliealion. 

The Taylor specimens used in this study had undcformcd dianieters slightly in ex<«ss of 
4 mn). and most had length to diameter ratios of approximately 7.5. The small specimen 
diameter was u.scd to reduce radial inertia effects after the initial transient at impact was 
completed. Radial inertia was minimized to improve the accuracy of the one-dimensional 
Taylor specimen analysis technique intr<»duced in Section 3.4. As will be discussed, the 
predictions of the one-dimensional analy.ses were used as an independent check of the RJC 
results. Impact velocities varied between 140 and 270 m/s. Kxpcrimenlal data on the Taylor 
specimens are given in Tables 1-4. 

3.2. RJC model meffwieni optimizulkm using the EPIC code 

The main purpose for developing strength models and determining their cocfflcients for 
different materials is to conduct numerical simulations of high rate events. Many codes for 
numerical simulations of such events have been developed. The code modified for use in this 
study was the most recent version of the well-known code EPIC [12], For some time 
numerical models have also been used lo evaluate the accuracy of the coellicicnts of their 
strength models and lo adjust the cocfflcients so that numerical predictions matched 
observed behavior.This has frequently been done with Taylor lest data [t,3,4,13]. Usually, 
only some of the deformed Taylor specimen dimensions are used to adjust certain strength 
ntodcl cocfTicicnis. This approach was extended for this study to include the entire deformed 
specimen profile and all of the strength model coefficients (Ci-C^, N, M) were simulta- 
neously determined in the process. In addition, the quasi-static yield strength data was also 
included In this fitting process as will now be described. 

First, the EPIC code was modified lo incorporate the RJC strength model of Eqns (3) and 
(4). The new coding was setup so thai only 0.9999 of critical strain rale (c*"') was allowed (for 
higher strain rales the strain rate sensitivity factor was simply set equal to C,,) to avoid an 
accidental numerical singularity. The propo.sed RJC strength model was conveniently 
incorporated into EPIC as strength model type 0, leaving 1 for the JC model, and 2 for the 
MJC model. Thus, all the original capabilities of the code were retained. 

Then, a computer program for strength model coelTicienl optimization was develo|wi 
which was designed lo successively write out an EPIC input Me (with an adjusted set of 
strength model coelTicicnts), launch the EPIC code, and then post-process the EPIC results 
10 determine the next set of strength model cocfflcients required to seek a better fit with the 
quasi-static and Taylor test data. This process was repeated until the specified number of 
coefficient optimization cycles had been completed. The opdmization algorithm used was 
the well-known, gradient-based, conjugate direction method [14]. 

The objective function, F, operated on by the optimizer had two components 

F^pFt^ + (2-P\f\i. (5) 

F(^ was the component associated with discrepancies between calculated and measured 
quasi-static yield stress results. Similarly, Fji treated the Taylor impact data. The factor fi in 
Eqn (5) can be used to weight the relative importance of qua.si-static versus the Taylor 
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DEFORMATION 

i;:;^ 
MEASURED 
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TAVLOR SPECIMEN 
CENTERUNE 

lig..V Schematic cross-scciioiial drawing of measured and caltulated Taylor impuci specimen 
deformed jieomeiries and segmctiis u*cd Tor proHIc volume error catcidalioiiK. 

impact results. For this study both sets of data were given even weight and so ft was set to 
unity. I'QH was evaluated from 

*>s 100 A ffQSM., / 

N, 
(6) 

US 

where NQS is ihc number of measured quasi-static stresses under consideration, ffysM.i 's 'he 
measured quasi-static yield strength, and rTos< .,• is the calculated quasi-static yield strength 
obtained from the RJC strength model, Rqn (3). Thus, T^s is simply the average percentage 
difference between the calculated and measured quasi-static yield strengths. 

Similarly, /"n is the average percentage volume error between the calculated and mea- 
sured deformed Taylor impact specimen profiles: 

t\, = 100 — 
N (7) 

Tl 

where Nn is the number of Taylor specimens, I^HKR. J is the volume error, and Vj is the initial 
Taylor specimen volume. The volume error was considered to be composed of two 
components. One component was associated with the absolute value of the difference 
between the measured and calculated deformed specimen overall lengths. This quantity was 
converted to a volume error (for dimensional homogeneity) by multiplying the length error 
magnitude by the undeformed specimen cross-sectional area. The other volume error 
component was associated with volume differences between measured and calculated 
deformed Taylor impact specimen profile shapes. For determining the profile volume error 
first the calculated profile was scaled to he the same length as that measured and then each 
profile was divided into 50 segments. Figure 3 shows a schematic cross-sectional drawing of 
two typical segments: one where the radial deformation was underestimated and one where 
it was overestimated. The trapezoidal profile errors of each segment of the cross section (sec 
shaded areas in Fig. 3) can be converted to segment volume errors by the theorem of 
Pappus. Note all segment volume errors were considered positive whether due to under- 
estimating or overestimating the radial deformation. The profile volume error was deter- 
mined by simply summing together all 50 scgitiental volume errors. 

Thus, as the optimizer drives the two volume error components towards zero the 
calculated deformed geometry will be made to match that measured. If the numerical model 
was perfect, and if the deformed specimens were measured exactly, then the volume error 
could be driven to zero. However, neither of these conditions exist in reality so all specimens 
produce nonzero volume errors at the end of the optimization proa'ss. Volume errors of the 
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order of I 3% Indicalc very good agrccmcm bctwwn the measured and calculated de- 
formed Taylor impact specimen geometries. 

I'ti»« dimensionless as is F,^. Equal values of ihcMJ quantities Indicate approximately the 
same goodness of lit with their respective measured data sets. As the optimizer seeks to 
reduce the magnitude of the objective function (Kqn (5)) a conflict arises between satisfying 
quasi-static and Taylor test behavior requirements. In general, each set of data requires 
somewhat different strength model cocllicients for an optimum fit. If the data arc given an 
equal weight (/I« I in Eqn (5) as was done in this study) then /-'QS and I'TI will have 
approximately the same magnitude when the optimizer has converged. 

The cocflicieni optimi^sition process was entirely automated. Once started the optimizer 
auiomatically launched the EPIC code many hundreds of times while seeking to minimize 
dilTcrcnces between measured and calculated results. It is important to note that a com- 
pletely seamless computing environment was created. There is no requirement for users of 
this dynamic material property data reduction technique to be experts in the use of EPIC or 
numerical optimizers. 

For computational clHcicncy the Taylor specimens were modeled with two-dimensional 
axisymmctric elements. Three node triangular elements were used. The optimizer code 
automatically setup the mesh so that sets of four triangular elements occupied approxim- 
ately square regions of tlie cross-section model. The initial optimi^r run was .setup using 
a very coarse mesh with a single-element .spanning the entire radius. This allowed the 
optimizer to quickly adjust the strength model coclficicnls to near-optimal values. Then the 
optimizer was rerun with two-elements spanning the radius. There was no significant 
difference between the results of these two meshes so further mesh refinement was not 
required. It is fortunate that computationally intensive fine meshes are not necessary for 
convergence of the strength model coefficients since the optimizer requires many EPIC runs 
while seeking to minimize the objective function. A typical data .set can be reduced in a few 
hours on a Pentium Pro class of PC!, 

3.3. RJC .strength moM coeffivieni optinmatUm rmullx 

The results of the RJC .strength model cociricieni optimization process for the four metals 
considered in this study arc listed in Table 5. In general, a .satisfactory fit was obtained 

'lahlc 5. Optimiwition results and RJC" strcngJh model cocillcienis and exponents for four metals 

7fl7S.T6 OFHC Wrought A»tralloy-V" 
Aluminum copper iron steel 

No. (iimsi-slHtic yield stress measuremcnls .1 3 3 3 
Avo. mmsi-iitiUie yield strength percentuge 1.4 1.0 2.5 4.7 

error FQX Eqn (6) 

No. Taylor impact specimens 7 14 A 7 
Avc. volume percentage error t'f, Eqn (7) 1.7 3.4 5.3 2.2 

C, (MPa) 452.4 111,3 25IJ 1657 

C,<MPa» 4S7.I 239.7 5B4.7 271.5 
N 0.3572 0.1047 0.379ft 0.3334 

C» l.(ffl.'iE-2 H.813E-4 9.681 K-7 1.002E-6 

(\ 0.01114 0.189.3 0.1064 0.07431 

(\ 10,2<) 10.02 9.268 10.79 
(Corresponding critical strain rate = e*'"| (2.94P,4l (2.25E4) (1.06E4I (4.85li4) 
M ■1.131 1.010 0.4974 1.063 

c\ 2.919 4.741 3.115 1.507 

RJC strength model:   a >={C, ^ C„f) 1 + C, 
/ '        -'Y (1 - T*«) at,    1 I. 4 

■lni;»     Cj/J 

With 1 +r, hk*^ r( '     -'Y £C<. 
^<» -Ini*     C„/ 
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Fig. 4 Plots of yield strength versus strain rate for 7075-T6 aluminum for various strain levels 
comparing KiC strcngtlt model results (Eqns (J) and (4)) with quasi-Matic measurements and 

estimates from a onc-dinicnslonal Taylor specimen model. 

between the measured and calculated results. The strength model coeHicienls of Table 5 
appear to be reasonable when compared with those of other iC models. 

It is difficult to compare the results of this study with data obtained from the literature 
since, in general, common materials arc not evaluated. However, a comparison can perhaps 
be made with some published results on a copper. The predicted yield strength of this study 
for OFHC copper under conditions of r = 0.4, /:' = 6.4E5 s"', and T = 295 K is 1560 MPa. 
This value is significantly larger than the predictions of Clifton (^482 MPa), and Fol- 
lansbcc and Kocks (s649 MPa) for OFF copper (sec Fig. 11 of Rcf [5]). Part of this 
discrepancy can perhaps be explained by the fact that the materials were not identical 
(OFHC copper versus OFF- copper). The range of these predictions in Ref. [5] emphasize 
the difficulties of determining yield strengths at high strain rates. 

The RJC model stress-strain rale curves arc plotted in Figs 4- 7 for the four metals tested. 
These plots display the expected behavior. The tquasi-slatic («* s 10''') yield stress estimates 
are indicated with markers on the ordinatc axes of Figs 4 7. The markers indicated on the 
right-hand side of these figures (in the vicinity of the critical strain rate) are discussed in the 

next section. 
As can be seen from Table 5, the wrought iron results produced the poorest fit with respect 

to the Taylor data, with an average volume percentage error of 5.3%. For the other materials 
tested, the fit was significantly better. The measured and calculated deformed profiles for the 
six wrought iron Taylor specimens are compared in Fig. 8. It can be seen from this figure that 
constraining the optimizer to replicate the quasi-static behavior produced a higher strength 
material model than thai required for a good fit to the Taylor results. However, considering 
the shape of the wrought iron stress -strain curve (discrete yield plateau and work hardening 
behavior, Fig. 2), and considering the many other approximations built into the EPIC model. 
Fig. 8 shows an adequate fit to the Taylor data. It is important to note that the Taylor results 
of Fig. 8 were obtained while achieving an accurate fit (2.5% average error) to the 
quasi-static results as can seen by the data points indicated on the ordinate axis of Fig. 6. 
Running the optimizer without the quasi-static constraints produced a very high quality fit 
to the Taylor data (2.3% average volume error). At this level of average error, measured and 
calculated deformed profiles for most Taylor specimens arc virtually identical. 
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Fig. 5. Wois of yield sircnglh ver&us siruin raie for OFHC copper for various strain level* compar- 
ing RJC strength model rcKulis (Eqns Q) and (4)) with quasi-static measuremsnis and estimates from 

a onc-dimcnsional Taylor specimen model. 
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Fig. ft. Plots of yield strength versus strain rale for wrought iron for various strain levels comparing 
RJC strength model results (Eqns (3) and (4)) with quasi-static measurements and estimates from 

a onc-diracnsion»l Taylor specimen model. 

3.4, Approximate results'from a one-dimemional analytical model 

In some respects the Taylor impact test can be approximately treated as a one-dimen- 
sional system in order to obtain closed form semi-empirical expressions describing 
.stress strain rate behavior. Such an expression was recently developed [15,16] and applied 
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Fig 7. Plots of yield strcnglh versus Mrain rale for Astralloy-V" slccl for various ulrain levels 
comparing RJC strenglh model results (Eqns (^) nnd (4)) with qiiHsi-stmk measurements and 

csiimalcs from a one-dimensional Taylor specimen model. 

SPECIMEN 1 

SPECIMEN 2 

SPECIMEN 3 

SPECIMEN 4 

SPECIMEN B 

SPECIMEN 6 

Fig.«. Comparison of measured (black lines) and calculated (dark gray triangular meshes) deformed 
geometries of the wrought iron Taylor specimens. 
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lo ihe mclaU of ihis study. These calculations provided estimates for the yield strength at 
high strain ralen where pronounced strengthening was observed, as shown by the data 
points for various strain levels on the right-hand side of Fip 4-7. Note that these 
calculations were made without assuming any functional form for stress strain rate behav- 
ior. Thus, they provide an independent check of the optimised results obtained for the RJC 
strength model as described in the previous .section. 

There appears to be a reasonable agreement between the RJC and one-dimensional 
model results. The one-dimensional model tends to over estimate the strain rate to some 
degree because ii assumes a strain rate equal lo the average strain rale during the initial 
transient portion of the impact event [15.16]. Since the one-dimensional model makes 
predictions of mechanical bebaviorjust after the initial transient, this may account for some 
of this strain rate discrepancies shown in Figs 4 7, 

4 SUMMARY 

The strain rate term of the Johnson <'ook strength model was revised to treat the 
dramatic incrca.sc in yield strength cnhibitcd by some ductile metals at high strain rates. The 
revised strength model assumes that each material has a maximum strain rate induced 
increase in yield strength which cannot IKJ cxccetlcd. The RJC strength model has eight 
material constants thai require evaluation. An economical method employing an optimizer 
was proposed to evaluate the material constants using quasi-static tension test and Taylor 
impact data. The finite clement code BPIC was modified and used lo reduce the Taylor 
impact data for processing by the optimizer. RJC model material constants were evaluated 
for 707S-T6 aluminum, OFllC copper, wrought iron, and a high-strength steel (Astralloy- 
V"), The RJC model appears to be capable of representing the stress-strain rate behavior of 
these metals over a wide range of strain rales. The RJC model also correlates reasonably 
well with yield strength estimates at high strain rates provided by a one-dimensional model 
for Taylor impact specimens. 

AiktmwMiiemrnls -Dr M. Baikcy t>f ihe DcpiMiniem of Aciospncc Engineering ami Meclmnics al the University 
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MECIIAMCAL CHARACTERIZATION OF HARDENED ASTRALLOY-V® 
USINC -raE TAYLOR IMPACT TBST 

S. E. Jones, M. S. Baric^, ami W. K. Rule 
I^IMrtment of Engineering ^en^ and M^hanics 

The University of Alabama, Tuscaloc^a, Alabama, 33487 
and 

Elizabeth R. Huber 
AsuaUcy Wear Tcchnolo^ 

Birmin^am, AL 

Harcten^ Astialloy-V® is the material from 
which some armor plates for civilian and military 
use sure made. In order to a^ess the toUistic 
peformance of this material, ws r^uire a 
niKhanical charsuiAerizalion at ^rain-ntes exo^ding 
lO'/s. These rates ex&xd the limits of conventional 
Split-Hofddn^n Bar testing. However, the T^lor 
im|»ct t^t achieves the% rates with even mocterately 
low impact velocities. Using a new one-dimensional 
analysis, proposed by one of the authors, a high rate 
dcKription of material behavior is possible. The 
results of the one-dimensional analysis an: c»m|^r^ 
with die results dstaincd by mo<teling the Taylor 
q>^mens with the EPIC finite clement aitalysis 
OKle. These methods may be usol to find hi^ 
strain-iate properties for other ductile materials and 
their ballistic perfoniuuu^ investipted in a similar 
maimer. 

Introduction 
ASTRALLOY-V® is a high strong and high 

hardness (477 BHN) steel that is usal in a number of 
anslications. Some of the aHjIications involve ^^ar 
resistance, which is the primary market for this 
I^xhict. However, ASTRALLOY-V® has been usal 
m armor plate in terminal l^istics ai^lications. To 
unskr^tand and interpret the performance of this 
^mor unckr impact {^oditions, the cx>nstitutive 
properties of the material at Srain-rates comparaftils 
to those d^rvoi in an impact/penetration event 
must be determined. This |wesents an analytical and 
e^qserimental challenge. 

TTie Split-Ho0dnson Rrc^ure Bar is the most 
reliable method for obtaining high rate properties'"^. 
However, it is difficult to a|pt>ach strain-rates of the 

order of lOVs with this test. Tlie limitation is chie to the 
wave ^pe^ in tte i»essurc tars. 

Strain-rates exceeding lOVs are easily achieved in 
the T^lor impact test**. Even for low impact velocities, 
rdatively higji strain-rates cjm be otecrved. For this 
reason, the test is rcccl^ng more attention''" from 
rKean^hers and practicing en^neers in the field. 
However, the difficulty is tiie interpmation of the results. 
In this respect, there are two gene^y accepted methcKls 
for interpreting tist data: one-dimcnsional models^'" and 
fiill scale code calculations"*''. There are advantages to 
both and we will employ both methods to interpret the 
test data present^ in this j^pet. 

Tavlor Impact Tests 
There are a nuntfxr of variants of Taylor test 

cor^guration. The one that we will employ is the 
conventional rod apinst an uncompliant (very hard, 
^sentiaDy rigid) target. In this test, a ^linder of 
qsaamcn material is launched from a pm tube and 
impacted normally against a massive target. For the tests 
discussed in this pap«, the c^^lincters and tar^t "tzcss" 
ajK Astralloy-V®. 

SeventKu-calibcr cylincters with Icn^ to diameter 
ratios of 7.5 and 10 weis impactal at a variety' of speeds 
ranging from 187 m/s to 232 m/s. The results of these 
tests are rqjortcd in Table 1. The normalized undsformcd 
section len^hs ^ = if/h a^ the ratios of undeformcd 

SK^ion len^ ^f, to initial length, L, for compressive 

trains of 3.6%, 5.8%, ll.2«/^ and 16.1%. ^, 

corre^ncfe to 3.6%, |j corresponds to 5.8%, ^j 

corresponds to 11.2%, and ^4 corresponds to 16.1%. 

Ti = (L — Sf )/L  is the normalized deform«l length 

Lf/L(seeFig. 1). 

Copyright © 1996 by the American Institute of Aeronautics and Astronautics, Inc. All ri^ts reserved 
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The ihcoty presented by Jones, d al'° predicts 
tlurt the data presented in Table i is linear for 

^vs.r| for suflicicnily high impact velocities. 

Figure 2 demonstrates this linearity. The slope m 
and intercept b of these lines are related to the 
particle velocity, U, behind the plastic wave front 
and the conditions that exist at the end of the initial 
transient that accompanies the shock at impact of the 
specimen. 

The key parameter in the mathematical model 
is p, where u = Pv. The velocity of the back of 

the specimen is v. The modeling process assumes 
rigid-plastic behavior for the specimen material and 
the magnitude of p governs the velocity 

discontinuity at the rigid-plastic interface. 
From Jones, ct al.'°, the relationship between 

the slopes of the lines in Fig. 2 for the constant 
compressivc strains, C, is 

initial transient can be related to the Hnal normalized 
undeformcd section length tf/L: 

m = -- 
1-P 

(1) 

In this equation, e = dQ/d^ -1 is the longitudinal, 

compressivc strain. The undeformcd specimen 
diameter is do and the deformed specimen diameter 

is d. For example, the 17-caliber specimens have an 
initial diameter do = 4.17 mm. For a compressivc 

strain of 5.8%, d " 4.30 nun. For each slope in Fig. 
2, the corresponding value of p can now be 

calculated directly with Equation (1). 
A compression test on Astralloy-V® was 

performed. The true suess/engineering surain curve 
is shown in Fig. 3. From the quasi-static yield 
stresses in Fig. 3, the values of P in Equation (1), 
and the impact velocities in Table 1, we can estimate 
the high rate properties of the specimen material. 

Estimation of Stresses and SUain Rates 

After impact, there is a short period of initial 
transient behavior. The duration of this initial 
transient is dependent on the strain of the observed 
wave, or bulge, in the specimen. Lower strain waves 
move much faster than higher strain waves. 

The conditions that exist at the end of the 
initial transient are denoted by bars over tlie symbol. 
It can be shown'" that the normalized undeformcd 
section length 1/h achieved at the end of the 

1    tr       f(l-f-e)(l-P)^ ,1 
(2) 

In this equation, Cg = Og(e) is the quasi-static 

compressivc yield stress at the compressive strain e. The 
uniform mass density of the specimen is p. 

The values of o^io) are given in Table 2. These 

stresses arc taken from the stress-strain diagram in Fig. 
3. Using the data in Table 2, Equation (2), and Table 1, 

the ratios 7 / L arc calculated for each experiment. The 
results are reported in Table 3. 

In each instance, note that 1 / L remains virtually 
constant. This observation has been used to advantage by 
Jones, et al.'°, where the quasi-static stress-strain 
diagram was estimated from Taylor test data. 

Now, the maximum stress and maximum strain-rate 
can be estinmtcd using formulas given by Jones, et al.'' 
or Maudlin, ct al.'" and Jones, et al": 

tJmax = ^» e 
(3) 

and 

"max 
Vo (4) 

The results are given in Fig. 4, where stress is plotted as 
a function of strain-rate for the constant strains 
considered in the reduction of the experimental data. The 
dotted lines on this figure indicate, approximately, stress 
behavior for lower strain rates, The solid lines on Fig, 4 
are predictions made using a Johnson-Cook strength 
model'*. These predictions are discussed in the next 
section. 

Astralloy-V® is a high strength steel that has a 
relatively low strain to failure in tension as is typical of a 
high strength steel. This lack of ductility is reflected by 
the minor influence that strain-rate has on the total 
stress, o . At the highest strain, 16.1%, the increase in 
stress at a strain-rate of approximately VxlC/s is only 
17% greater in magnitude than the quasi-static yield 
stress at the same strain. 
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CowtiMive Behavior Using A Computer Code 

Vdidating ths high strain rate wnsUtutive 
results equation (3)) obtaimd from the ai^roach 
described in the prcc(^ng s<«ions of this i»pcr (and 
shown in Fig. 4) is a difficult but ncojssaiy task. The 
'ralidation approach ua^ here consi««J of using an 
empirical K|u8tion to mod:! the ronstituiivc 
reqionse. TTM: ctefomwd gw>mctrics of the Taylor t<»t 
sp«:imcns were USCKI to calibrate the coefficients of 
the empirical equation. The empirical equation 
aHJllcd here is a commonly used one dcvclopaJ by 
Johnron and Cook'*: 

o = c,+ C2eJ')(l + c,lnep)(l-T*^')    (5) 

where: the C, are empirical a>cfficients, £„ is the 

equivalent plastic strain, Ep is the equivalent plastic 

strain rate, and T* is the homologous temperature. 
The empirical coefficients, d, of Equation (5) 

were detemiined by using an optimizer to drive the 
well known H*IC finite element code. This involved 
a^jlying an approach <tocrib«l by Allen et al.", 
wheiB the ^efficients are adjust^ in an oirtimal 
fashion to minimize the difference between 
measural and calculatwi Taylor specimen deformed 
g^metries. Seven Taylor l^t deformed gwjmetiy 
data sets were us^ in the coefllcicnt fitting process 
as shown in Table 4, M indicated in Table 4, 
averap values of the five coefficients of Equation (5) 
were u^ for constitutive mo<tel validation. The 
seven Taylor specin^ns product quite consistent 
sets of empirical coefficients as demonstrated by 
Table 5. 

The a^fficicnt fitting process is most ^nsitive 
to the imgact^i end of tte T^lor specimen where 
compressive strains, compressive strain rates, and 
temperabires are highest. Thus, a ^vere aomracy 
test of Equation (5) would be for comparison with 
quasi-static tension test results. Fig. 5. From this 
figure it can be seen that, according to Equation (5), 
the offset yield stress is o^rwtimated, and tlw 
ultimate tensile stress undsrestimated by a 
remarkably small 14%. Thus, it appears that the 
coefficients of Table 4 with Equation (5) provi<fcs a 
rearonable representation of the constitutive behavior 
of the Astralloy-V® material. 

For comj«rison with previously derived 
Mnstitative results of Equation (3), Equation (5) is 
plottol on Fig. 4 (solid lines) for strain values of 
3.6% (low^ line), 5.8%, 11.2%, and 16.1% 
(highest line). Note that the form of Equation (5) is 

sudt that thcK |riots must be liimir on a loprithmic 
strain rate plot and so the abnqH rise in str^^s predict^ 
at hi^ strun mes can not be followed. Hoiwver, it can 
be s<%n Uiat Equation (S) (Mlid liius) attempts to 
stratUle the previously generated a>n$Ututivc ^nilts of 
Equation (3) (A>ttcd lines) in Fig. 4. Tlus, subject to the 
ronstraints of the form of the equation, the JohnMn-Ck>ok 
predictions of Ik|uation (S) af^x^r to agree well with the 
prediction of Equation (3). 

For years the Taylor test has been reprd^ more for 
its historic^ significance ttoi its practical value. The 
reason for this is that most analy^s of Ute test produced 
an otimate for Uw "dynamic yield stress" that was 
unc»nnect^ to aoniratc climates for strain and strain- 
rate. Contemporary design consi<terations have created a 
n^d for aaurate wtimatcs of material behavior at strain- 
rates that arc difficult to thieve by any of the acc^ed 
methods for mechanical testing. The Taylor test achieves 
rates that arc nearly an order of magnitucte higher than 
those olMained by conventional Split-HojAinson ftessurc 
Bar testing. Thus, the Taylor tKt helj^ to fill the pp 
betw^n the Splil-Hqpkinson F^ewure Bar and the ultra 
hi^ strain-rates achieved in plate imiMct esqjeriments 
(e.g. CMonetal"). 

A one-dimensional inteiprctation of the Taylor test 
has b^n shown to l«^d to v^ ratisfactory conclusions 
reprding the material behavior of Astralloy-V®. This 
metal is a hi^ strength steel that is suitable for armor 
aiqilications. In onler to understand its behavior in a 
terminal tellistics environment, ho'^^, its high rate 
constitutive properties are required. Future efforts will 
omcentrate on simulating the terminal ballistic event and 
on further refining the testing of the material. 
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Table 1: Astralloy-V® data for 17 caliber specimens. 

Vo(m/s) L(cm) Tl ^. ^2 ^3 ^4 

187 3.142 0.943 0.627 0.671 0.741 0.783 

232 3.137 0.917 0.592 0.621 0.683 0.721 

216 3.134 0.927 0.608 0.642 0.704 0.743 

232 3.137 0.921 0.597 0.636 0.697 0.726 

219 3.145 0.930 0.611 0.643 0.707 0.746 

198 3.142 0.939 0.627 0.660 0.731 0.773 

Table 2: Material parameters. 

e 0s(e) (MPa) P P (kg/m^) 

-0.036 -1750 0.948 7847 

-0.058 -1840 0.900 7847 

-0.112 -1930 0.760 7847 

-0.161 -1970 0.605 7847 
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Trtic 3: Normaltecd undcfonnKl sKlion length after the iniUal transient. 

VQ (m/s) l/L (e = 3.6%) l/h (e = 5.8%) "e/h (e = lU%) i/h (© = 16.1%) 

187 0.699 0.757 0.848 0.904 

232 0.700 0.748 0.841 0.899 
216 0.704 0.754 0.843 0.900 

232 0.706 0.766 0.857 0M5 
219 0.710 0.759 0.851 0.908 

198 0.708 0.756 0.851 O.WS 

Table 4: Johnson-Cook constitutive mocksl a>efficients fit from Taylor t^t deformed geometries. 

VELOCITY (m/s) CONSTANT 1 
(MPa) 

CONSTANT 2 
(MF^) 

CONSTANT 3 CONSTANT 4 CONSTANTS 

152 1333 614.1 0.2301 0.01531 1.094 

187 1471 637.3 0.2289 0.01564 1.136 

198 1523 642.8 0.2267 0.01571 1.131 

216 1490 639.8 0.2261 0.01570 1.119 

219 1662 633.7 0.2200 0.01597 1.084 
232 1527 628.5 0.2261 0.01580 1.106 
232 1662 641.3 0.2217 0.01598 1.151 

AVERAGES 1524 633.9 0.2257 0.01573 1.117 

Table 5: Variation in Johnson-Cook a)^cients from average values. 

VELOCITY- 
(m/s) 

PERCENTAGE DIFFERENCE FROM AVERAGE                      | 
CONSTANT 1 CONSTANT 2 CONSTANT 3 CONSTANT 4 CONSTANT 5 

152 -12.5 -3.1 2.0 -2.7 -2.1 

187 -3.5 0.5 1.4 -0.6 1.7 

198 -0.1 1.4 0.5 ■0.1 1.2 

216 -2.2 0.9 0.2 -0.2 0.2 

219 9.1 0.0 -2.5 1.5 -3.0 

232 0,2 -0.9 0.2 0.4 -1.0 

232 9.1 1.2 -1.8 1.6 3.0 
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Figure I: The deformed configuration of a Taylor specimen. 
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Film data reduction from Taylor impact tests 

J W House' *, B Aref% J C Foster Jr' ami P P CIIIls' 
'us Air Force Research Laboratory, Munitions Dircctoratc-AFRL/MNMW, Eglin AFB. Florida, USA 
^SverdrupTcchnologiesTTEAS Group. Eglin AFB. Florida, USA 
'Department of Chemical and Materials Engineering, University of Kentucky, Lexington, Kentucky, USA 

Abstract: A high-speed photographic film record of a Taylor impact experiment was analysed to determine 
the strain, strain rate and stress. The stress was calculated on the basis of an interpretive analysis by Taylor 
involving the motion of a plastic wave in the material. The dsita on dmwn OFE copper prothiced stresses 
from 300 to 400 MPa, for strains between 0 and 45 per cent. The strain rate approximation produced a peak 
value of 11 000 s"'. The strain rate data showed a wide range of values in the pla.stically deforming region. 

Keywords: Taylor impact experiment, dynamic plasticity, strain rate, OFE copper, film analysis 

NOTATION 

A cross-sectional area of the specimen 
D diameter of the specimen 
e arcal strain 
e strain rate 
h current position of the plastic wave front 
I current length of the specimen 
/ time 
T temperature 
u current velocity of the back end of the specimen 
V average Eulerian wave speed of the plastic front 

£ logarithmic strain 
o compressive stress magnitude 
p mass density 

Subscript 

0 initial undeformcd geoinctry 

1 INTRODUCTION 

Continuum models developed to study impact and explo- 
sive formation use constitutive relationships to predict the 
material properties. These material models must be cali- 
brated to a set of data consistent with the problem to be 
studied, namely large plastic strains and high strain rates. 
The strain rates found during penetration are 10-^-10* s~', 
whereas the data used to generate constitutive properties 

The MS wm received on 10 November 1998 and wiis accepted after 
revision for puhlicatkm on li April 1999. 
* Corresponding aulhor: US Air Foive LulmmUm' Rexemvh, Munitions 
Direclorale-AFRUMNMK 11)1 West Eglin Boulevard, State US, Eglin 
AFB. FL 32542-6810, USA. 
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rarely exceed lO^s'', Here a technique is described for 
interpreting a high-deformation-ratc experiment that will 
provide constitutive data closer to the regime of interest. 

In 1948. Taylor [1], WhitTen [2] and Carrington and 
Gayler [3] reported a test aimed at providing flow stress 
information on materials deformed very rapidly. This high- 
deformation-ratc experiment is performed by striking a 
cylindrical specimen against a massive anvil. The deformed 
specimen geometry and striking velocity are processed 
through an interpretive analysis to give a flow stress 
estimate. Such experiments are referred to as Taylor impact 
tests. Taylor's analysis of the experiment employs a rigid- 
plastic ideaIi?:ation of the material stress-strain curve. His 
results describe the material response to impulsive loading 
with a single parameter, the flow stress. Such an analysis 
lacks the ability to provide a detailed description of 
material properties since important variables such as strain 
and strain rate are absent. Other analyses formulated to 
interpret the experiment have been generated, for example, 
by Hawkyard [4] and by Jones et al. [5], Yet, these analyses 
retain the rigid, perfectly plastic idealization found in 
Taylor's original work. 

In the 1980s, the use of high-speed photography 
significantly expanded the database for these experiments. 
Photographic records of the defonnation process Imvc 
offered an entirely new method for interpreting the results 
of the Taylor test. In die present report it is shown how the 
film record can be analy.scd to estimate the strain rate and 
the stress-strain curve for the material tested. 

2   ANALYSIS 

Figure 1 is a schematic representation of three deformation 
profiles of the same specimen photographed at different 
times during a Taylor impact test. In Fig. la the specimen 
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Fig. 1    Spcciiiicii radius and strain at three dincreiil limes: (a) spceiincn radius versus axial position; (b) speeinien 
strain versus axial position 

radius is plotted versus axial position at the times /i, (z and 
ti, where /3>/2>/i- Here the axial position is the 
distance from the anvil (or impaet) face. This information 
can be reduced from corresponding frames of the photo- 
graphic record of the test using an optical comparator. 

The optical comparator, Deltronic model DII214, is 
designed to illuminate and magnify the profile geometry of 
an object placed in the lens viewing area. In this case, 
instead of an object, a strip of 35 mm film is studied. The 
enlarged image is projected on to a ground glass screen 
where horizontal and vertical cross-hairs aid in determining 
spatial information. The film is positioned with stepping 
motors that control the ram bed of the optical comparator. 
The current location of the film position identified by the 
cross-hairs is obtained via a digital read-out integrated with 
the stepping motor controllers. The optical comparator 
provides spatial data in increments of 2.5 |JJII (0.0001 in). 

Measurement accuracy for the Taylor impact data will be 
described in a separate section of the report. 

In Fig. lb the information from Fig. la is replotted as the 
areal strain versus the axial position. Taylor's definition of 
strain 

(I) 
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is used. Here Ao is the cross-sectional area of the specimen 
prior to impact and A is the current value at the location of 
e. Equation (1) is identical with Taylor's equation (10) and 
defines e as being positive in compression. For the case of 
plane cross-sections remaining plane and no change in 
density, e equals the axial engineering strain. For actual 
tests, e closely approximates the axial strain everywhere 
except at the anvil face. 
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Step I in ihc conslrucllon ol'ihc sircss strain curve is lo 
measure llic chnngc in length of the specimen from Fin, la. 
This enables the back end speed u to be cnlciilaletl Troni 

/i - h 
M = — 

I: It 
(2) 

where /| and /j are the specimen lengths at the corres|>ond- 
ing limes /| and iz. Equation (2) gives Ihc average value of 
M over the interval from /] to i^. As Iz is sclcctctl to be 
closer to *i the average over the interval approaches the 
instantaneous value at »i. On the other hanil, as A/ becomes 
smaller, the separation between /| and h approaches the 
uncertainty in the spatial measurements. Therefore, some 
suitable compromi.se is required in selection of the lime 
interval between profiles. 

Step 2 in the construction is to determine a .scries of 
plastic wave speeds from Fig. lb. Select a convenient value 
oft', say t'l, and note the axial positions where that strain 
occurs in the two profiles at /| and h. Denote these 
locations by /»i and hj respectively. With respect to the 
anvil face, the strain f i has propagated a distance /12 - • h\ 
during the time interval fi - t\ and .so 

(3) 

Here V is the average Hulerian wave speed for the strain 
level f I over the interval from /| to ^2. 

Another quantity of interest can be calculated from Fig. 
lb. By drasving a vertical line through an axial position 
such as A|, the change in strain t'a - t'l at this position can 
be found for the time interval ti - h- Thus, some ap- 
proximation to the strain rate there becomes 

It 
ei — t'l 

(4) 

This is called an approximation rather than an average 
because e is a Lagrangian strain measure which is 
embedded in the material. However, the material located at 
h\ at time ti is different from that at l\. 

To obtain the stress associated with the selected strain e\ 
and the estimated strain rate requires interpretive analysis. 
For any eon.stitutivc model of material behaviour of the 
form a = /(e, c, 7') the stress can be calculated from the 
foregoing information. (The logarithmic strain e. is directly 
calculable from the arcal strain e but, if the temperature is a 
factor, iteration is required to balance the temperature rise 
with the pla.stic work.) 

In this paper dealing with the Taylor test, the constitutive 
approach taken by Taylor in his original analysis of the 
problem is used. From conservation of mass, Taylor writes 

Audi + -v) — Av 

SOdWK   (■• IMecliF. I')')<> 

(5) 

This is his equation (8). From impul.se momentum con- 
siderations 

l>Adu S v)u--a{A - An) (6) 

which is Taylor's equation (9). Here /> denotes the mass 
density of the material and a is a compressive .stress 
magnitude. This stress is associated with Ihc siroin cor- 
responding to the change from f^ •« A. Using equation (5) 
10 eliminate A fr<mt equation (6), simplifying and rearran- 
ging give 

a = /»(M + v)v 17) 

In combinati<in with equations (2) and (3), equation (7) 
a.ssociaies a stress o\ with each strain t'l. This stress does 
not explicitly depend upon the strain rate from equation 
(4). 

To construct a stress-strain curve for the specimen 
material, first select two frames from the photographic 
record and determine u using equation (2) as indicated by 
Fig. la. Then reduce the profile data to a .strain plot as in 
Fig. lb. From this diagram, several values of e can be 
selected, the as.sociated values of t» can be determined using 
equation (3) and the corix'sponding values of (S can be 
calculated from equation (7), These (c, a) pairs can then be 
plotted to produce a stress-strain curve appropriate to that 
particular Taylor impact test. 

Application of equation (4) will generally show different 
strain rates at each of the points plotted. This situation is no 
different from the ordinary pseudo-static tension test. In 
that test the strain rate usually increases by at least an order 
of magnitude at the yield point, varies with the rate of 
strain hardening during plastic flow and increases further 
as strain localization occurs during necking. This has been 
di.scu.s.scd by Hamstad and Gillis [6], 

3   EXAMPLE 

The Taylor test used here as an example, UK-145, is one of 
a series previously described by House et iiL [7] in some 
detail. In short, the .specimen is hardened OFE copper 
initially 7,6 mm (0,299 in) in diameter and 57,1 mm 
(2,25 in) long. The impact velocity of the specimen was 
189 m/s. Figure 2 shows three typical frames of the 
photographic record. These images are at 33.3, 63.3 and 
79.9 |js. From these frames the deformed specimen lengths 
can be measured directly and from their differences the 
back end speed estimated using equation (2). 

The diameter vensus axial position data of Fig. 2 has 
been measured at approximately I mm intervals using the 
previously described technique, reduced to the areal strain 
e and plotted in Fig. 3. For each of the three times a 
relatively smooth curve is drawn through the data set. 
Using the two curves for 33.3 and 63.3 (is. equation (3) is 
used to find values of v for each 2 per cent increment of 
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i^) 

(b) 

(c) 

Fig. 2 Tliree fViimes from the pliotograpliic iccortl of the Taylor 
impact test of specimen UK-145. These frames corre- 
spond 10 times of (a) 33.3 |as, (b) 63.3 ^s and (c) 79.9 us. 
In tiie photographs the anvil face is to the lel^ and tlic 
specimen is inoving in that direction. The blocic (lower 
left in each picture) is a fiducial establishing horizontal 
and vertical length scales 

.strain up to a niaxiimiin of 45 per cent. Using v and the 
corresponding ii value dctennincd from Fig. 2, the stresses 
are calculated using equation (7). The set of (e, a) values 
obtained in this way arc plotted as full squares in Fig. 4. 

The strain rate was approximated using equation (4) and 
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the data m Fig. 3. Using the two curves for 33.3 mul 
63.3 |.i.s, appro.ximatc slrahi role vahics were cnlculnlcd ni 
0.5 nun increincms in the range fioitt 3.5 to 16nin) from 
the impact face. The strain nssocialed with the approximate 
strain rate was assumed to be the niiniericnl average of I'l 
aiul t';. The set of (c, t') values arc plotted as fldl triangles 
in Fig. 4. 

Using the two curves for 63.3 ami 79.9 fis the process is 
repeated lo generate the other set of (c, a) and (t', <•) 
identified by open symbols in Fig. 4. 

The stresses plotted in Fig. 4 are based on two discrete 
values of back end speed u. For tlie two time intervals 
(33.3-63.3 and 63.3-79.9 ^ls) the values are 145 and 
123 m/s respectively. The wavelront speeds v arc listed in 
Table I with the corresponding strain values. The dashed 
line in Fig. 4 shows the flow .stress calculated using Taylor's 
original theory. The expression used is Taylor's equation 
(22) involving the initial and final projectile geometries 
and the initial kinetic energy of ihc specimen. The develop- 
ment of Taylor's equation (22) i.s based upon an assumption 
of constant plastic wave speed. The resultant flow stress is 

335 MPa. 

4    FILM MEASUUEiVlENT ACCURACY 

The camera manufacturer specifies the resolving power of 
the camera ba.sed upon procedures established by the 
National Bureau of Standards. These test procedures estab- 
lish distances between the camera and the resolution target 
consistent with the optics of the camera. The manufacturer's 
claim for resolving power is 22 line pairs per millimetre, in 
the transverse direction, and 28 line pairs per millimetre in 
the dynamic direction. Several factors make it difficult to 
correlate the accuracy of the film reduction technique with 
the reported resolving power. These factors include the lens 
quality, the film granularity and contrast, the film proces- 
sing, the type of light and how the experiment is il- 
luminated. To assess the accuracy of the film reduction 
technique a choice is made to present an illustration that 
gives some practical estimate of what can be expected. 

The photographic record of the test SC-06 shows the 
specimen just rebounding from the anvil. This frame is 
shown here as Fig. 5. From this frame the specimen profile 
was measured using the optical comparator. The deforma- 
tion profile of the recovered specimen was also measured 
on the optical comparator. These two profiles are super- 
imposed in Fig. 6. Comparison of the measured diameters 
shows that the film reduction technique is accurate to 
within about 0.17 mm (0.007 in). The overall length of the 
specimen from the film data reduction is 15.2 mm 
(0.598 in), compared with the recovered specimen length 
of 14.8 mm (0.583 in). On the whole, these comparisons 
arc considered to show good agreement. 

Based upon the uncertainty in the data of Fig. 6 an 
analysis of the potential error in the strain measurement, 
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Fig. 3   Strain versus axial position in specimen UK-145 nt the three different times of Fig. 2 

reported in Fig, 3, can be made. Rewriting equation (1) in 
terms of the initial diameter Do and the current diameter £> 
gives 

e- 1 - !3. 
If- 

Differentiation of equation (8) gives 

de 
£|dD 
£>2 D 

m 

m 

Substituting from equation (8) and rearranging, equation 
(9) can be written as 

de ^ 2(1 ■- e) 
m    di?o 

D      Do 
(10) 

Knowing the measurement uncertainties for the initial 
diameter, dDo = ±0.025 mm (±0.001 in), and the uncer- 
tainty in the measured diameter from the data in Fig. 6, 
dD =■ ±0.17 mm (±0.007 in), the maximum magnitude of 
the error in the strain can be estimated using equation (10) 
(Fig. 7). 

At low .strains, the uncertainties in the measurements of 
D and Do arc large compared with the magnitude of the 

strain. The maximum error at low strain is ±0.05. As D 
increases, the uncertainties in D and D^ remain constant, 
and therefore the magnitude of the error at large strain 
decreases. Equation (10) also indicates that, if the magni- 
tudes of dD and dA) are constant, then the uncertainty in 
the strain, de, wil be reduced if larger diameter specimens 
are tested. By increasing the specimen size to 12.7 mm 
(0.500 in) the maximum error is reduced to ±0.03. 

S   DISCUSSION 

The strain rates shown in Fig. 4 peak at about 10^ s"'. 
These peak rates arc comparable in order of magnitude 
with average rates calculated by WhitTen [2]. Very much 
higher rates would be expected at the beginning of the 
event, near the impact end of the rod. However, the frames 
(shown in Fig. 2) selected for analysis were chosen for 
computational convenience to be relatively widely separ- 
ated in time. Additional computations ba,sed on a ver>' high 
framing rate (about 10'' frames/s) and focused on initial 
impact would be expected to show a substantially higher 
peak strain rate. 

Taylor has a plastic deformation front that propagates 
along the rod as a discontinuity in cross-sectional area and. 
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Kig. 4 Stress aiui strniii r;itc versus slrain for the OFfi copper of specimen UK-145: ■. ilata obtiiiiiecl using strain 
profiles at times 3.V3 ami 63.3 ^us; D, liaia obtained using strain pronics at time 63.3 anil 79.9 jis; - - -. 
stress ealculalcil using Taylor's [I] original analysis 

Table 1    Plastic wave speeds 

Arcal 
VcUx-ily (n i/s) for the following time intervals 

strain 63.3-3.3.3 MS 7'>.y-63.3 jis 

0.02 128.3 114,5 
0,04 123.3 138.6 
fl.Of) 126.7 138.6 
0.08 135.0 138.6 
0.1 140.0 135.5 
0.12 143.3 138.6 
0.14 146.7 138.6 
0.16 148.3 135.5 
O.IK 150.0 141.6 
0.2 I5I.7 135.5 
0.22 150.0 138.6 
0.24 151.7 132.5 
0.26 150.0 135.5 
0.28 150.0 132.5 
0.3 146.7 135.5 
0.32 148.3 126,5 
0.34 143.3 132,5 
0,36 143.3 129.5 
0.38 136.7 132.5 
0,4 133.3 129.5 
0.42 128.3 132.5 
0.44 125.0 132,5 
0.46 116.7 1.38.6 

Fig. 5 One frame from the photographic record of the Taylor 
impact test of specimen SC-()6. In the photograph the 
anvil face is to the left and the deformed specimen has 
just begun to reboinid to the right. Also shown is the 
obturator (upper right) separating from the specimen and 
the fiducial (lower left) 
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Fig, 6   Comparison of Ihc dcformeil profile of specimen SC-OS as dclcrmincd by film analysis ami by direct 
mcasureinenis 

consequently, in areal strain. In such a case the strain rate 
would be infinite. In actuality, the strain rate must build up 
from zero ahead of the front to some finite maximum value 
and then drop back to zero. Evidence of this behaviour can 
be seen in Fig. 4. From equation (4) and the information 
gathered on the fir.st time interval (full triangles) the 
strain rate increases by two orders of magnitude as the 
strain varies from 1 to 30 per cent. Above 30 per cent 
the strain rate is relatively constant. 

Decreases in rate at large strain are not observed until 
the second time interval i.s analysed (open triangles). The 
decrease occurs in material close to the impact face. Curves 
of strain rate versus strain for the two time intervals are, 
otherwise, remarkably alike. 

Also shown in Fig. 4 are stress versus strain results. For 
the first time interval (full squares) the stress given by 
equation (7) initially increases as strain increases. At low 
strains, the stress is nearly equal to the quasi-static yield 
strength (300 MPa). As the strain reaches 0.20. the stress 
has increased to 400 MPa. Between the strains of 0.20 and 
0.28, the stress is nearly constant. For strains above 0.28, 
the stress decreases, reducing to 300 MPa at a strain of 
0.44. With the back end speed M equal to a constant, the 
variation in stress must be attributed to the change in the 
plastic wave speed v (see Table I, second column). Most of 

S06WH   (   IMcchl-; IW* 

the stress values exceed that calculated from Taylor's 
original analysis (335 MPa). 

The stress for the .second time interval (open squares) is 
nearly constant for strains between 0 and 0.20. Above a 
strain of 0.20, the stress decreases from 315 to 300 MPa. 
These stress values fall below those calculated using data 
from the finst time interval, and below that calculated using 
Taylor's original analysis. 

The variations in stress calculated using equation (7) 
result from the assumptions contained in the analysis. 
Taylor as.sumes that a plastic-rigid interface exists in the 
deforming specimen, this interface being a discontinuity in 
cross-sectional area. Material that crosses from the rigid 
rod segment into the plastic region is assumed to flow 
instantaneously to its final position. The data in Fig. 2 or 
Fig. 3 show that this discontinuity does not exist. Fur- 
thermore, the material particle velocity is not zero as it 
enters the plastic region. The particle velocity would have 
some axial and radial components that would vary with 
time in accordance with the local stress .state and 
constitutive behaviour. When the strain rate reaches a 
maximum in Fig. 4, at a strain of 0.30, the radial velocity 
component is for that plane (at that time) reaching its peak 
value. 

The second assumption is that the rigid-plastic interface 
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Fig. 7   MiLxiniimi niiignitudc of the iinccrlninly in llic .strain dciliicett from the film annlysis 

moves at a constant speed. Taylor makes this assumption in 
order to define the history of the interface motion relative 
to the final dimensions of the recovered specimen. The 
velocity of the interface, v, is eliininated from equation (7) 
in favour of specimen geometry parameters [see Taylor's 
equation (22)]. Ignoring the fact that the interface, as 
defined by Taylor, does not exist, the data in Table 1 show 
that the wave speeds arc not constant. The drop in stress 
calculated for the second time interval results from a lower 
value of back-end speed u and overall lower values of 
plastic wave .speeds v. 

Taylor's analysis that leads to the dashed line in Fig. 4 
assuiTies a rigid-plastic material, i.e. a material having a 
single value of flow stress. This value must naturally be an 
average of the varying values exhibited by a real material 
as strain and strain rates vary. As shown in the figure, the 
(constant) Taylor value approximately averages the high 
stress for early deformation and the lower stress that occurs 
later. 

Improving the constitutive analysis of the type developed 
by Taylor requires more detailed understanding of the 
motion of material inside the plastic zone. Adding high- 
speed photography to the experimental diagnostics has 
provided strain information with an estimate of the strain 
rate. These data alone provide insight into the constitutive 
behaviour by way of the inotion of inaterial in the plastic 
zone. Additional sources for data arc experimental techni- 

ques that track particle position in the specimen and 
.analysis of the impact experiment using finitc-clcment- 
bascd representation. 

6   CONCLUSIONS 

High-speed film data of the Taylor impact experiment 
when properly analysed can provide additional information 
on the constitutive properties of material under high-strain- 
rate conditions. Analysis of images from test UK-145 have 
provided estimates of the stress, strain and strain rate. In 
this report an interpretative analysis similar to Taylor's was 
used to find the stress. For the drawn OFE copper the 
calculated stresses ranged from 300 to 400 MPa. Approx- 
imate strain rates for the experiment were determined by 
differencing strain profiles at different times. The peak 
strain rate was 11 000 s'K The strain rate data indicate that 
a wide range of rates occur in the plastically deforming 
region of the specimen material. 
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ABSTRACT 
An cteneitary tiieoiy describing flje Taylor 

isjact Test is Kvi^l in this paper to txMze hi^^i^ 
film data. This spproach generates hi^ strain-rate straigtli 
estisjates for laaterials taulergomg hi^-sp^ dcformatien. 
First, film date frsm Ae T^lor topact Test, at a rate of H 
sullion frames per secaad, is reduced using computer image 
analysis, TMs film data is utiUzol to ^mlidate assus^tims 
rrwde about transient and s^ady state impact bebaviw m 
Ae (kformation e^^sL Hie fiM data is tties vsed in the 
die(»etic3l model to create streagdi estimates. 

The resulting strength estimates axe validated 
utillzmg post-test specimen m^^uresents in conjunction 
widi the EPIC code. A revised form of flie Johnson-Cock 
Streagft mode! is then utilized in the WIC calculations to 
force a match betvt^es the calculated post-test ^secimen 
gemietzy ai^ the actual poft-test measurements. The 
(fynamic st^ss vcsis strain-rate diagrams (at constant 
strain) develop«l from die elementary dieoiy and the EPIC 
«$de agree extremely weE 

LIST OF SYMBOLS AND ABBREVIATIONS 
ff       dimensionless ratio 

p       q3«:micn density 
C       dynamic stress 
„       constant refennce stress 

A 

e 
h 

quasi-mtic stress 

cwrent cross-sectios^ area 
initial cmss-section^ area 

compressive engineering strain 
defnmed action lengUi 

I undeformed section length 
£ cunent ^)aamen lengfli 
h -"dsfonned specimen length 

m slope of a linear fit 
S di^lacemestofbad(endofsp«iii^i 
u velocity of the plastic wave front 
V current velocity of qi^imen back end 
y initial (impiu:t) velocity of specimen 
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INTRODUCTION 
Tlie Ttylof test (Taylor, 1948; Whiffeti. 1948) is a high 

itnin me impact test, which can produce strain-rates of 10' to 10^ 
per sccood and higher. In 1998. Jones, <r ai, introduced an 
elementary theory to describe the Taylor impact test This approach 
described the event as being comprised of an initial transient phase 
followed by a quasi-steady state phase. This process can be 
modeled one-dimensionally, especially for low calibar specimens. 

In this paper, dim of the impact event b reduced to 
validate several aspiects of the theoty presented by Jones, tt al 
(1998). In addition, the elementary theory is slightly modified to 
utilize available high-speed film frames of the event The film data 
can be used in the one-dimensional model to produce dynamic 
strength estimates for the specimen material 

An independent method of validating the stress and strain 
rates generated by the one-dimensional model is presented using the 
EPIC code and post-test specimen measurements. Rule and Jones 
(1998), outlines this approach in detail. Tbe material properties can 
be independently determined by forcing the EPIC code to match the 
post-test measurements. These results agree with those provided by 
the one-dimensional model and the film record very well 

AN ELEMENTARY THEORY 
The elementary theory for the Taylor impact test from 

Jones, tt al. (1998) is reviewed here. The theory is a one- 
dimensional analytical approach to the impact event Specific 
details of this theory is available b Jones, «r aL (1998). Hie 
equations are modified to present time to utilize the available high- 
speed film data analyzed in this paper. This iteration is based on a 
continual eflbn to refine our undierstanding of the impact event 
(House, 1989; Jones, era/., 1987; Jones, era/., 1991; Wilson, era/., 
1989, Cinnamon, tt al, 1991). The goal of this eObit is to estimate 
the state of stress of the specimen material at high strain rates. 

The impact event is diWded bto two basic phases. The 
first is an initial transient phase, and the second is a quasi-steady 
phase that includes the teraunal transient 

As detailed m Jones, tt al. (1998), analysis of the plastic 
wave front leads to an equation of motion, wfaich t^es the form 

et = v-u-{\-^v (I) 

where e is the compressive engineering strain on the plastic wave 
front, ^ is the cunent undefonned section length, V is the velocity 
of the undeformed section, U is the velocity of the plasu'c wave 
front, and /!?=« / V (see Figure 1.). Dots over the variables denote 
differentiation with respect to time. The engineering strain behind 
the deformation front, e, can be expressed in terms of the change in 
area across the firont, e = (^ //<) -1, where A^ «a&A are the initial 

and cunent cross-sectional areas of the specimen, respectively. 
The primary focus of Jones, er al. (1998) was to estimate 

the state of stress for the material from post-test measurements. In 
this paper, a reduction of the high-speed film record taken dming 
the impact event can provide this data directly. We will return to a 
post-test approach later in this presentation to validate our results. 

The dynamic stress behind the defotmation front is given 
bv 

«r»(l+e) [,.,(L:^^v' (2) 

where (r^is a constant reference stress tsAp is the specimen 

density (Jones, tt al, 1998). The reference stress can be calculated 
from 

"(l + «) (3) 

where o, (e) is the quasi-static stress at the Indicatfd straia 

An estimate for the snrain-rate of the deforming specimen 
tt the wave front based on Taylor's original estimate (1948), takes 
the form 

-V 
e- 

U-l 
('«) 

This estimate is especially good immediately after the initial 
transient (Jones, tt al, 199S). Equations (1-4) form the foundation 
for a theory that allow us to examine the Taylor test from a dififerent 
perspective 

-•VQ 

■^ 

S 

Figure 1. A uniform cylinder of length Lg impacts an 

uncompliant target with velocity v^. Subsequent 

deformation Is modeled using undeformed section 
length, £; deformed aectlon length, h; and current rod 
length, L. The displacement of the back end of the 
specimen is J. 
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niM RSOUCTtON OVSRVteW 

M «e«5ur««a lo gcBcnu nrerU otiouic. A W^ 
jpporomn' «=«« u' OJB <!*u eao b« ui«l to aciUyu iti« event «lt 

b WBc Taylor teas. hi|b.fpeed fifaa <Uu b aviiUbla to 
     the unput eveac   Details of this en b« (buod ia House 
0M9) ed WUsot, « a/., (1989). Obaiab« tmble due eia be • 
thiUeacc <!i:e to the liptfrsnt ouaber of wiabia ia the test, b 
lis p«p«. we take our best fiia record (SCIOJ. OFE u fteeifed 
Copper)'j> perfiara the tseaaremcatL 

ne aim dau U avsikble at wious needs. This 
PMtsculsr shot M«s takea u 500.000 frvaes per secMdA tVBical 
ittae tppean ia Figwe 2. •— ^j- 

•■■ff^ft 1'.' -'■ - 

FiBure 2- A typical frame fram th« ntm record of the 
Taylor Impact t«t. Tho apeeiman la tha iow^r ebjoet 
deformino »9»[nst th« anvil faca to the loft A magrtct of 

„._. ^'^ '^« 'i^ «« » possible to calcuUie • sigaiCciat 
BJaber of the p«.-a=:eten of tBtErest. Figure 3 highlighJtwo of 
a«««a«ts   tha:   are   aTaibble   tern   a   sporto^ The« 

FILM REDUCTION 
Malcog aeasureacaa frca the fila daia is a time 

owaaaiai pnseesi. Tie steps we foUowed to produce our results 
*'«se as lOUows. 

?irn, the Cla was taken of the iartxct event. The Cordca 
«»« (house. 1989; WUson, *t al.. 1989) sesip aUows for 82 
cuc^ie Sasua of data (alAcugh sctne additiceal frames ere 
av3t.at>ie as icrse of the irjaal frames are o»er«/r.trea at the ed of 
oe ?TXjeess). The Cia i% then developed into lUde strips osias 
tadiaccal w« CUn develcpiag. •• • 

At i^s peinc the framas «cr« leaanad iaio a compute 
ussg the hither, reaetuiioa available (1200 pi«U per ieeh) A 
2^ital Same («.ter beiai cropped) tuned out to be about 150 pixels 
IV 1«0 pwels. ObWously this ceaversieo reduces the accuracy of 
the fila data. Kowwer. o«a' ability is measure this dau u 
n(Bi£caatly cahaacad >>^ca tiic tUa dau is b a digital form. 

Oaca the fila is b a eonputer graphics file, 
measureaeau are possible. The aeasurcaeau were made usiaa 
SctoB laag* for NXTntdawi (1991). The pncea begias wbca the pre* 
iBpaa fraaes are aeaswcd. The ealibiation of the measureusu 
is tha critical iaitial step. OB each fiaaa. the veeeal togth of the 
aacMt is laaasured aad checked agaiast the kaoua vertical Icarh 
of the tBdcCDRaed speeiaea. By vei/^bg these two nteasureaests 
namhisavatidaticaofiheedgeehoiee. That U. ea bcemet edge 
choice »«uld lead to setting an iaecRvct pixels/bch value b the 
veraeal direetioa, asd thereby leadbg to aa emaeeus m^.^.T—n—t 
fer the known vcRical Icsgth of tha speonea. AAcr this 
t»asuremeni was takes, the hohzeatal length of the aagact is 
takaa. KStag aaoihcr pixela/iaeh coavesioa b that direetioa. This 
is aeecssary due to fact that the Olia plane has some disiettiea 
bct»«es the vcrtieal 'a&d horiuaial direetiou. With 'h'nr 
ealibiaiioa iceajureaeats. the software now kaaws how euoy pwels 
are b each iach b each directjoa - Sdoa laage refers to this 
^iffereace as aa aspect ratio. 

At this peist, the saaga caa be cxBuaed and dau 
cw£TT-.irg the iapaet caa be gathered By choosing a particular 
maabcr of pixels a the «craeal direetica. we can look at the pLasac 
wave at a particular ssaia value. Oece we have '^'^^r^, what 
Rains to look at. the aeasireaents are Curly sinifhtforward. 

MeasuHsg £ia b this maascr has seme sigaL'wast 
ua:ut:cas. One of the ptisury ii-iir«t;<.|.Y {j jjxg time re^uind to 
aaalyze a sisgle event The ac^on were unable to devise any fcna 
of autoaatsea that aight asseleraie the process. 

Secacdiy. as b any iaage «aal>-sis. the topic of edge 
deCatoa and the threshold values fer choosbg aa edge u 
FOblcaatic The Cdunal iaseases ots ecnfidesec b a reliable asd 
rcpro&mble technique. This dau reducdoa does, however, lead to 
scaaer b the data. But, the resulu are rcaaeaabic givei the 
lisiations ishe-eat b this optical appiMch. 

Figure 3. A typical deformed apeclmen with the 
undeformcd section length, /, at a chosen strain level, 
and the current overall specimen length L. 

F-4 



RESULTS 
Tba first fiaroes of data provide us with a verification of 

the iinpaet velocity and allow another ralidatioa of our film 
reductson twhni«niM As the deformation occun, we can meamrt 
mushroom diameter, the cioss-ieetioaal area of the mushroom, and 
plastic wave position, h. 

With the erots-scctional area of the mushtooo, we em 
calculate the total volume of the mushroom behind the plastic wave. 
Knowing this information, we can calculate the position of the back 
cad, despite it being off of the film frame. The veloci^ of A is ii, 
and the velocity of the back end. i.is V. 

One of the primary assumptions about the transient phase 
of this one-dimensional analysis is ttsat V does not begin deereising 
during this phase. Our film analysis showed that this was, in Cut, 
observable until about 60 microseconds into the event 

i»« »«»■«»«»«> I 
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Figure 4. Undeformed section velocity versus time. 

Figures 4 and 5 illustrate the information available from 
film reduction. Figure 4 demonstrates that the assumption that 
V remains fairly constant for the transient phase of the event is 
valid. Tigan 5 shows the progression of the various measurements 
during the event 

Also   available  fixnn   the  film  measurements  is   a 
verification of the linearity between t/L^ and L iL^ during the 

impact This relationship was extensively used in Jones, «r al, 
(1998). Figures 6 and 7 clearly show this linearity for both of the 
strain levels we investigated in this paper. 

Based on th^ measurements from the film data, we can 
produce estimates of the stress and sttain-rate during the event 
From Jones, *t at., (1998), we can use the linearity between 
//Zgand L /L^tocaiapuicibteoDStant^.'iiiheK 

fi = l+me 

and m is the slqie of the linear fit between i IL^ and L iL^ 

(5) 

Figure 5. Various measuremenU from the film during the 
Taylor Impact Test 

Figure 8.    Linearity of  ^/Ij versus  L/L^for 4,85% 

Strain 

At this point, we can reduce equations (2) and (3) to 

e 
(6) 

wiere <T, is taken to be 290 MPa for 4.85% strain and 295 MPa for 

9.35% strain, and p is the material density. 
Tlie strain>nte can be estimated from equation (4). With 

equations (4) and (6), we can construct the stress versus strain-rate 
diagrams for the event 

To provide a comparison to the data generated from the 
film record and the Dne-dimensional theory presented in Jones, 
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^Wmim tS^m ^ be one of eur ««. cffom to 
cottistte MjdjBUg tviaable film i»^ 

(nM«,wiwt 

Figure 7.    Linearity of HL^yenu* LIL^Iot «.35% 

Strain 

« fli., (1998). we emmdo ttie post-test andyo* pva »»J^« "J 

of fl>e Jolujson-CoQk stnagth modd (Jdmscm and Cask. IW3) ^ 
^eassmodatc Ugh stim-wie bdiavior of 4e isaimal. Rjde md 
lonss (199S), use post-test measumneats of Taylor specmtm wd 
tt^to to fJee the mC code to «prod«e 4ese i»rt-^ 
SeSren^ats after modeling a tao^ tapyt_ W.th^^<^ 
a set of empirical coefBdests cm be denvcd that dlow this 
LSiS^-test8«»etiy. Tl^"^^^f»«J«f^^^f 
S^L fern of ttie J<tean-Cook strength modd, ^di takes 
titefrnm , 

"■ (7) 

A complete esqilaimtion of tte empirically "^i^^f^ «f^!^ 
C      C . N, and W can be fouad in Rule wd Jones (1998). Tto 

eqlitian dloU us to generate an independent s&ess v^J^ 
Se diagim fliat ai be used f« «mpmsai w,ih tiie erne- 
lUmensional modd, .    ... . TU. 

Figures 8 and 9 we to result of ttns compar«««.  Ite 
discrete data points are those tAen from fflmfiames and andy^ 

using fte o.^4imensond modd. The «»tm,w^ *^foo%to Sd Johascm-Cook modd described is Rule and Jones (1998) fa 
;   ^SeSSd. TherevisedJohnson-CookmodddoesF^cnbe 

a nusdmum stress ^ue tot docs not appear m these figuies^^^ 
^^ Tie figures demonstrate remarkable agr«meBt h^^ 

• flieilmreductSandtorevisedJdmson^od^odeLto^^ 
tise Wes have to foia tot we would exp«^ witti to stress 

t   iacreasir^dram^oaay as strain-rates cjoeed 10*/J. 

k 

CONCLUSIONS AND RECOMMINOATIONS 
In tills paper. v« eomuned a tedmique to u^ fflm rf to 

Tavter I.^ e^to create stress versus stiam-rate diagrams. 

|»      *m        •• M »^^ 

Flgur. S.  Stres* versu. Straln^Uto at 4JS% Strain for 
^pper 

Figure «,  Stres. ver.ua Straln-Rate at 9.35% Strain for 
Copper 

Generating good film data is anotor^eage. We ^ 
toincreasrSSIIonoftoimpactevent Ctaemy^^ 
te lens on to camera to ^ectivety ^ ffl^«^^ 
fe™,t     «rfi«M bv assusung ^mmetncd defotmaticm sm csuy 

«aminaticmof«3ditic«d shots of Copper and otormirteruOs. 
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Dessite our current UmiuiionJ. we were able to produce 
tenurkaWe r^Ut*. TWi approach ftirther emphMizes the «h(Ujy 
and usefulness of the Taylor Impact Test In generaung itreagth 

estimates at high strain-rates. 
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AN ESTIMATE FOR STRAIN-RATE IN THE TAYLOR 
.  IMPACT TEST 

S. E. Jones', L. L. Wilson*, and William K. Rule' 

1. Senior Scientist, U.S. Air Force, Eglln AFB, FL, (on leave from the 
Univewitj- of Alabama), 2. Senior Engineer, SAIC, Eglln AFB, FL, 
3. Software Analyst/Engineer, Trus Joist MacMillan, Boise, Idaho. 

ABSTRACT- Many ductile metals exhibit a large increase in yield strength as a 
critical high strain-rate is approached. Modeling the perfonnance of rapidly 
loaded structures constructed from such materials requires a prediction of stress 
versus strain-rate behavior that includes tiiis strengthening phenomenon. ITiis 
paper describes an approach to obtain a function to predict high stoin rate 
behavior from a single Taylor impact test specimen. Results are provided for 
OFHC copper. 

INTRODUCTION: In order to simulate many high-speed events, mechanical 
properties of the materials involved at elevated strain-rates must be fowid. For 
example, impact and penetration problems frequently require the state of stress at 
strain-rates exceeding lOVsec. Acquiring this information is a challenging 
problem. The most reliable method for determining tiie state of stress at high 
steain-rates is the Split-Hopkinson Presswe Bar experiment. But, it is generally 
acknowledged that 10*/sec is the limiting strain-rate for this experiment. At the 
same time, most metals are very sensitive to rate in the.nei^borhood of 10*/sec, 
which makes testing difficult. 

The Taylor impact test (Taylor [1948]) presents an opportunity to easily 
achieve strain-rates in excess of 10*/sec. Tlie challenge, in this case, is reducing 
tiie data to acquire mechanical properties. Over the past few years, tibis problem 
has been extensively studied. The solutions fall into two basic categories: one- 
dimensional models (e.g., Taylor [1948]; Hawkyard [1969]; or Jones, et al [1997]) 
and computer-aided solutions (e.g., Johnson and Holmquist [1988]; or Rule and 
Jones [1998]). Both categories have their advantages. One-dimensional analyses 
can predict the state of stress with no implicit assumption about the mathematical 
structure of the constitutive behavior of tiie material involved. However, there me 
simplifying assumptions to bring the problem to one-dimension and limits on its 
applicability. The computer-aided solution has fewer limits on its applicability, 
but assumptions must be made regarding the mathematical structure of the 
constitutive equation before any computation can be made. In tins paper, we focus 
on one-dimensional modeling and present a new estimate for strain-rate. 
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STRAIN-RATE  ESTIMATE  AND  RESULTS  FOR  OFHC  COPPER: 
Consider a Taylor cylinder after the initial transient has been completed (sec 
Jones, et al [1991]). The velocity-dependent undcformcd section length t is given 
by 

^»^exp|-^^^^^(vo'-v^) (1) 

where p is the specimen density, e is the engineering strain at the deformation 
front, y5 is a parameter related to the velocity change across the deformation 
front, VQ is the specimen impact speed, v is the current speed of the undeformed 

section, and 1 is the undeformed section length at the end of the initial transient. 
A discussion of this resuh is contained in Jones, ct al [1997]. The velocity- 
dependent normal stress at the deformation front is 

o- = (1 + e) (1-/?)'    1^ (2) 

where cr^ is a reference stress related to the yield stress of the specimen material 
at strain e. We will use these estimates for stress and undeformed section length to 
produce an estimate for velocity-dependent strain-rate. 

Consider an increment A£ of the undeformed section that is undeformed 
at time t, but is deformed at time / + A/. The velocity of the increment at time / is 
V, but at time / + Ar the velocity is u. This means that the change in kinetic energy 
during this period of time is 

AKE = ^pA,Mv^ -^pA^Mu' = ^pMKv^ -«'). (3) 
^ ib ^ 

We assume that all of the available energy goes into deforming the specimen 
mgiterial and that this work ^is given by 

W= j(j^ods\iVsA^M^ads (4) 

where Kis the volume of deformed material and e is the longitudinal engineering 
strain. The integral in Eqn. (4) can be transformed and approximated using the 
mean value theorem and the equation of motion for the undeformed section. The 
equation of motion is 

piv ==■ CTf^ (5) 

which means that 

dt=^^dv. (6) 

Now, 

[ads = f    <T—-dt =   cr---c-ffv = (« -v)cr(v*)^'^ —(v*)       (7) 
Jj i        dt       ^    dt CTQ - (TQ    dt 

where v* is a velocity between u and v. Using this equation in Eqn. (4), equating 
the result to Eqn. (3), and solving for de/dtiy*) leads to 
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^(v,.«-a_JL±I_ (8) 

as an estimate for the strain-rate at the deformaUon front. If we approximate v* by 
(u^v)/2, the average velocity between « and v, then we can see that 

dr '    <7(V)i(v) 

or 

££(v)« U Li!fL^ i (10) 

ccr, 
where dependence on v* was replaced by dependence on v, with no loss. Equation 
(10) is the velocity-dependent strain-rate estimate. 

A Taylor test was conducted using an OFHC copper specimen with the 
properties shown in Table 1. As described previously (Jones et al. [1997]), the 
d^amic properties determined for this specimen are given in Table 2. 

Table 1: OFHC Copper Taylor Specimen Properties 
Impact Velocity = 212 m/s MM Length = 0.0314 m 
Initial Diameter ■= 0.00417 m Density - 8910 k^m 
oo (e - -0.036) = -292.5 MPa m (e = -0.058) = -305.7 MPa 
ao(e = -O.U2) =-332.2 MPa 

Table 2: Dynamic Properties of the Taylor Impact Specimen 
e I P 

-0.036 0.0158 0.9434 
-0.058 0.017Q 0.9125 
-0.112 0.019*5 0.8480 

Equations (2) and (10) were then employed (with the data of Tables 1 and 
2) to calculate stresses and strain-rates, respectively, as a ftmction of undefoimed 
section velocity v. Tlie stress versus strain-rate results are diown in the Fig. below 
for the three strain levels. The undeformed section velocity was allowed to vary 
between 0 and 212 m/s (initial impact velocity) to create these plots. 

For comparison, the Fig. below also shows stress versus strdn-rate plots 
for the Revised Johnson Cook (RJC) model obtained by Rule and Jones (1998) 
The RJC model results were obtained using a hybrid numencal-expenmcntal 
tfechnique where the EPIC finite element code was employed to reduce the data 
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from 14 Taylor specimens (including the one considered above) using an assumed 
form for the stress versus strain-rate function. Thus, the RJC results provide an 
independent check of the accuracy of Eqn. (10). It is evident from the Fig. below 
that there is a very good agreement between the two models with respect to 
predicting the strain-rate at which the yield strength suddenly increases. 
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CONCLUSIONS: An efficient technique has been developed to predict the strain 
rate behavior of ductile metals subjected to high loading rates. Complete stress 
versus strain-rate behavior can now be obtained from the post-test measurement 
of a single Taylor impact specimen. The results obtained from the present 
formulation for OFHC copper were found to agree well with those obtained 
previously from the EPIC finite element code usmg the RJC model. 
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Optimizing Material Strength Constants Numerically 
Extracted from Taylor Impact Data 

by D. J. Allen, W. K. Rule and S. E. Jones 

ABSTRACT—Advanced design requiromonts have dictated a 
need for the mechanical properties of materials at Ngh strain 
rates. Mechanical testing for these data poses a significant 
problem for experimentalists. High-speed testing machines 
have a limited capability at rates approaching lO-Zs. The split 
Hopkinson pressure bar Is the most reliable alternative lor 
rates approaching IO*/s. Plate impact experiments are capa- 
blB of generating strain rates of lO'/s and higher. The Taylor 
Impact tost occupies a place of particular Importance by pro- 
viding data at strain rates on the order of IO^/s>lo'/s, The 
issue at present is extracting the data. This paper provides 
a method for obtaining dynamic strength model material con- 
stants from a single Taylor impact test. A polynomial response 
surface Is used to describe the wlume difference (error) be- 
tween the deformed specimen from the Taylor tost and Iho 
results of a computer simulation. The volume difference can 
be minimized using an optimizer, with the result being an op- 
timum set of material constants. This method was applied to 
the modified Johnson-Cook model for OFHC copper. Starting 
from a nominal set of material constants, the iterative process 
improved the relative volume difference from 23.1 percent to 
4,5 percent. Other starting points were used thai yielded sim- 
ilar results. The material constants were validated by com- 
paring numerical results with Taylor tests of cylinders having 
varying aspect ratios, calibers and impact velocities. 

Introduction 

The goal of this study was to develop a methodology to al- 
low a single Taylor impact test to be used as a simple and cost- 
efficient means for obtaining and refining constants for dy- 
namic material strength models. The majority of these mod- 
els contain several material dependent constants. Normally, 
these constants are obtained by performing several compli- 
cated and sometimes costly experiments. The methodology 
presented here obtains the constants by minimizing the dif- 
ference between the displacement results of a Taylor impact 
test and a hydrocodc simulation of the event. The EPIC hy- 
drocode was used for this study.'"^ 

EPIC treats plastic behavior by first assuming that stress 
increments are elastic and then coirecting for cases where 
the equivalent (von Mises) stress 5 exceeds the Icnral yield 
strength of the material o,na» *s given by the strength model. 
The correction simply involves scaling the local stress com- 
ponents by the factor amM-</S, thus forcing the stress state to 

D. J. Allen u a Oradumt Student, W. K.Ruk is Assiieiaie Pmfessor and S. E. 
Jones is Prafessor, Department afAtwspaee Engineering and Mechanics, 
University of Alabama, Box 870280, Tuseataosa, AL 3S487-02S0, 

Original manuscript submitted: September 23, 1996. 
Final manuscript received: March 21, 1997. 

Stay on the yield surface. Subsequent iterations ensure that 
equilibrium is maintained despite the stress comctions. 

Johnson*Cook Strength Model 

The strength model used in this study was a modified form 
of the Johnson-Cook equation*"* 

c»m« = [A-i-ae''][r<^][i-r-]. (I) 

where e is the equivalent plastic strain and i* — i/io Is the 
dimensionless plastic strain rate (lo = 1.0 s~'). T* is the ho- 
mologous temperature. A, B,n,C and m are five empirical 
material constants. 

This model was selected l^cause it is widely used and 
accepted. It is one of several models available in EPIC. 
The form of the model was developed by observing how the 
strength of metals vjvy under different loading conditions, In- 
cluding a wide range of strains, strain rates and temperatures. 
Previously, test data for calibrating the strength model coef- 
ficients of different materials were produced using torsion 
tests over a range of strain rates, split Hopkinson pressure 
bar tests over a range of temperatures and quasi-static and 
dynamic uniaxial tension tests. 

Many physically based alternatives to the modified 
Johnson-Cook strength model are available.'* Strength mod- 
els arc continuously evolving in form and complexity. 

Taylor Impact Test 

With material strength models becoming more complex, 
there is a need for simpler and more cost-efficient ways of 
obtaining material constants. One such way is by using the 
Taylor impact test. TTie Taylor impact test was performed In 
the 1940s by Sir Geoffrey Taylor'for the puipose of predict- 
ing the dynamic yield stress of materials subjected to high 
strain rates. The test consists of firing a cylinder at a flat, 
rigid target at speeds high enough to develop the strain rates 
of interest. His theory used the final deformed shape of Ae 
cylinder to determine a dynamic yield or flow stress of the ma- 
terial. Since then, Taylor's analytical theory has been mod- 
ified by Lee and Tupper.' Hawkyard^ and Jones, Gillis and 
Foster.'*' 

Recently, the Taylor test has also been used to evaluate 
material strength models.-*-^-"~ " The computational results 
of hydrocodes using these models can be compared to the 
results of a Taylor test to evaluate the effectiveness of the 
model's form and the accuracy of its coefficients. This test 
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Fig. 1—Schematic drawing of Taytor test equipment 

TABLE 1-NOIWINAL MATERIAL PROPEHTIES OF OFHC« 
COPPER 

Dencity (kg/m^) 89S2 
Speciric heal (J/Kg'C) 383.4 
Specimen temperature ("C) 21.1 
Melting temperature ("C) 1083 
Modifled Johnson-cook model constants 

Shear modulus (GPa) 46.3 
^ (MPa) 89.6 
B (MPa) 291.6 
n (dimensionless) 0.310 
C (dimensionless) 0.025 
m (dimensionless) 1.090 

Mio-Gnjneison equation of slate constants 
Kx (GPa) 137.1 
ATj (GPa) 175.1 
/r, (GPa) 564.2 
r (dimensionless) 1.960 

a. OFHC B oxygen-free, high-conducting 

provides the high strains and strain rates necessary to eval- 
uate the model independently of the tests used to obtain the 
material constants. 

Until now. the Taylor lest has rarely been used for ob- 
taining constants for material strength models. Johnson and 
Holmquist'"* used the Taylor lest to determine constants for 
both the Johnson-Cook and Zerilli-Armstrong models. Their 
method used only three dimensions from the deformed spec- 
imen (length. ma.ximum diameter and an intermediate diam- 
eter) and was therefore only able to predict as many as three 
constants. The method to be presented here uses the entire 
profile and the length of the deformed specimen to determine 
the constants. For this reason, this method will theoretically 
be able to determine all constants in any given strength model. 

The Taylor test setup used for this study is shown in Fig. I 
and is discussed in some detail by Allen.'' orac (oxygen- 
free, high-conducting) copper was selected as the material 
for the impact specimen. OFHC copper is readily available, 
commonly used in high strain rate applications and can be 
easily machined into cylinders of the desired length and di- 
ameter. The primary specimen for use in the study was 7.87 
mm in diameter, with an aspect ratio (length:diameter) of 5:1. 
This aspect ratio was chosen because specimens shorter than 
this do not usually display the complex curvature in the de- 
formation profile that may be needed to uniquely determine 
model constants. With longer specimens, the greater moss 
can cause difficulties in achieving high velocities without 
fracturing the specimens. 

The deformed lengths of the Taylor specimens were mea- 
sured using calipers. The deformed profiles were measured 
using an optical comparitor, which uses a light source to cast 
a magnified specimen shadow onto a viewing screen. The 
screen is divided into the desired units of measurement and 
scaled to the magnification used. Using the optical compari- 
tor, deformed profiles were measured to within ±0.03 mm. 

Numerical Model for the Taylor Impact Specimen 

A numerical model of a Taylor specimen requires specifi- 
cation of the following material properties: density; specific 
heat; initial, ambient, melting and absolute zero tempera- 
tures; and constants describing the strength model and the 
equation of state.   Tiie material properties used were ob- 

tained from the material library included in EPIC. For this 
study, only the constants for the strength model were mod- 
ified. The values of the OFHC copper properties used are 
given in Table 1. 

The Taylor cylinder was modeled using three-node, tri- 
angular, a.xisymmetric, solid elements. For simplicity, the 
target was modeled as a rigid, frictionless surface. This has 
been the approach for numerically modeling the Taylor anvil 
in the past. It is assumed that the physical target is suffi- 
ciently rigid and free of friction to allow this approximation 
to be made. 

Mesh Refinement 

A mesh refinement study was performed to determine the 
minimum number of nodes required to converge to a solu- 
tion. The preprocessor in EPIC automatically generates the 
element mesh for an a.xisymmetric model by having the user 
input the number of element rings in the radial direction and 
the number of element layers in the longitudinal direction. 
The primary Taylor cylinder was modeled six different times 
with the number of element rings varying from I to 6. This 
gave a broad range of mesh densities, with the number of 
nodes varying from 32 to 787. The calculated deformed 
shapes prtjduced by each of the six meshes were compared to 
measured results for a Taylor cylinder fired at 197 ni/s. The 
comparison was based on the volume difference that will later 
be used to optimize the strength model constants. Because 
volume difference was the key index used for assessing the 
accuracy of the finite element results, it also provided a good 
index for mesh convergence and for determining the end of 
the impact event. 

The volume difference is the sum of the longitudinal vol- 
ume difference and the radial volume difference (which are 
based on profile and length discrepancies, respectively) be- 
tween the physical test and the finite element model. Before 
determining the radial volume difference, the longitudinal di- 
mensions of the finite element model were scaled such that 
its total length equaled that of the physical specimen. This 
was done to ensure that length discrepancies did not affect 
the calculation of the radial volume difference. For the phys- 
ical specimen, the radius was measured every 0.51 mm along 
the entire length using the optical comparitor. The finite cl- 
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Fig, 2—TVpleal (Inile element mesh after impact 

emcnt model's radius at each corresponding position was in- 
terpolated from a third-order polynomial fit through the four 
nearest profile node positions. For each 0.51 -mm slice of the 
cylinder, the radial difference between the physical specimen 
profile and the finite element model profile forms a quadri- 
lateral. The area of the quadrilateral was determined, and the 
volume of a ring generated by revolving this area around the 
longitudinal a.xls was calculated. The volume of this ring rep- 
resents the volume difference associated with the 0,51-mm 
slice. The sum of the volume differences (always consid- 
ered positive) for each of the slices represented the radial 
volume difference for the finite clement model. When deter- 
mining the longitudinal volume difference. It was assumed 
that there was essentially no plastic deformation toward the 
unimpacted end of the Taylor specimen. Accordingly, the 
longitudinal volume difference was given by the length differ- 
ence between the measured and numerically modeled Taylor 
specimens times the undeformed cross-sectional area. 

The results of the mesh refinement study are shown in Ta- 
ble 2. It can be seen that the mesh density did not seem to 
significantly affect the longitudinal volume difference for the 
models studied here. However, the radial volume difference, 
and hence the total volume difference, were greatly Influ- 
enced by the mesh density. As the mesh density increased, 
the volume difference decreased until three element rings 
were reached, at which point the volume difference became 
essentially constant, indicating that the finite element solu- 
tion reached convergence. Three element rings were used on 
all subsequent meshes. The effect of mesh density on com- 
puter runtime is also shown in Table 2. Figure 2 shows a 
typical deformed three-ring mesh. 

End of Event Test 
A Taylor test simulation was run where the geometry data 

were output every 10 jis, starting at 30 jis and ending at 130 
us. It was found that both the radial and longitudinal volume 
differences become essentially constant at approximately 100 
US. Although this shows that the event ends at 100 us, for 
the remainder of the study, the simulation was allowed to run 
to 130 (iS to capture any end of event time variances due to 
altering the strength model constants. 

,   Determination of Strength Model Constants 

The method presented here uses a complete second-order 
polynomial to describe how the volume difference varies with 

changes in the sirengih model con»«anw. The dimensionless 
polynomial used was of the following form: 

+ a6.«i.r2 + aixtxj + a8.r|.t4 + mtiXi 

+ a io.fi.tJ + a 11XZX4 + a nttx$ + a 1j.tj.r4    (2) 

+ au.tj.»j + Sisuxs +<mx} + a 17*1 

•f (tiixj + tt|9.i| + a:o.»|. 

where V is the volume difference and Vo Is the baneline 
volume difference. The baseline volume difference is the 
volume difference that Is obtained if the constants are not 
changed from their baseline values. The design variables x, 
indicate percentage changes (from baseline) in the strength 
model constants, with Jt|,jt2,.tcj,.r4 and xs corresponding, 
respectively, to A,B,n,C and m of eq (I). 

Equation (2) describes a p-dimensional response surface 
where p is equal to the number of strength model constants 
to be determined. Response surfaces are commonly used in 
optimization calculations to predict function behavior in the 
vicinity of known functional values, A complete second- 
order polynomial in ^-dimensions requires q coefficients, 
where 

= 2p + '£(i 1). (3) 
im\ 

For this study using eq (I), p = 5 and thus q = 20, but these 
vary for models with differing numbers of strength model 
constants. A second-order polynomial was chosen because 
it can represent local minimums within the response surface. 
Higher order polynomials would more accurately describe 
the response surface but would require a great deal more data 
to determine the many additional polynomial coefficients. 

To determine a. of eq, (2), q linearly independent values 
of V/VQ are needed. This required q EPIC runs using dif- 
ferent strength model constants obtained by applying various 
combinations of .t, to spiui the p-dlmensional space. Equa- 
tion (2) is only valid in the vicinity of the baseline point and 
loses accuracy at points farther away. In this study, the varia- 
tions on Xi used to determine a were initially limited to ilO 
percent. 

Knowing the baseline volume difference VQ and the coeffi- 
cients of eq (2), the Vf VQ ratio (and thus V the volume differ- 
ence) can be minimized by varying Xj'. This was conveniently 
accomplished using a spreadsheet function (the Solver tool 
of Microsoft® E,xcel*), Of course, other optimization rou- 
tines could also be used for this purpose. The set of x, de- 
termined by the optimizer serves as the initial point on the 
response surface for the next iteration of the solution process. 

To start each iteration, the newest volume difference data 
point (as selected by the optimizer at the end of the previous 
iteration) was incorporated into eq (2) to define a new set of a. 
One old volume difference data point was discarded so diat 
only the number of data points defined by eq (3) was used to 
determine a. The data point discarded was that farthest from 
the current baseline point as determined by the maximum 
distance dj determined by die following formula: 

«/;    = EC'^M- (4j 

\J,=l 
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Lor^giiuOinal Approximate 
Radial Volume Volume Toial Volume   . (66 MHz 486) 

Number ol Number of OiKorenet Dittarer^ce OiHeronca Runtime 
Elomenl Rings Nodes (mm*) (mm') (mm*) (min) 

1 32 3S7 92 449 2 
2 103 290 82 372 4 
3 214 205 84 289 11 
4 365 203 85 288 25 
s 556 197 85 282 53 
6 787 192 85 277 92 

where x,,H,ui are the design variable coordinates of the new 
baseline point (as determined by the optimizer in the previous 
iteration) and Xi.j represent Che percentage changes of the 
jth data point used to define the previous response surface. 
Retaining the volume difference data points nearest to the 
new baseline point provides the best possible description of 
the response surface in the direction that the iterative process 
is moving. Note that only one new EPIC run is required for 
each response surface update. 

An algorithm was devised to determine design variable 
move constraints for the optimizer. Move constraints pre- 
vented the optimizer from extrapolating a solution too far 
from the defined response surface. Large extrapolations can 
be inaccurate, which can cause the optimization process to di- 
verge. This algoriUim determined the move constraints based 
on how the response surface was initially defined and how 
the actual V/ VQ (from an EPIC analysis) compared with the 
V/ Vb predicted by eq (2). 

As stated above, the response surface was initially de- 
fined limiting the design variables to changes of ± 10 percent. 
Then, for the first iteration, the design variable changes were 
constrained to remain in the range of ±20 percent. This rep- 
resented a 10-percent extrapolation beyond the data points 
used to define the response surface. In subsequent iterations, 
the percentage change limits were halved when the percent- 
age error in the predicted volume difference [given by eq (2)). 
as compared with the results of an actual EPIC calculation, 
exceeded the move constraints of that iteration. This scheme 
ensured that the response surface was kept valid and allowed 
for zooming in on the optimum in a numerically stable and 
efficient fashion. 

The material constants finally used to produce the small- 
est possible volume difference are assumed to be the best 
material constants obtainable from the Taylor test. 

Test Case 1—Coefficient Optimization Starting 
from Nominal Initial Values 

Initially, the nominal Johnson-Cook material strength con- 
stants provided by the material library wiihin EPIC for OFHC 
copper were used to start the optimization process. These 
constants were given earlier in Table I. Although this set 
of constants was obtained specifically for this material, the 
manufacturing history can cause the material characteristics 
of OFHC copper to vary somewhat. These nominal constants 
were expected to provide reasonably accurate results when 
compared to the Taylor test results. Figure 3 compares the 
profile of the EPIC solution obtained using these nominal 
constants with the experimental profile of the primary spec- 
imen (described previously) launched at 2I-* m/s. Here, the 
EPIC solution can be seen to match the curvature changes 

Fig. 3—Comparison of measured and calculated Taylor spec- 
imen pronics using nominal strength model constants 

in the profile of the measured specimen. However, there is 
a considerable difference in the overall lengthy The volume 
differences corresponding to these nominal constants were 
calculated to be 408 mm*. 259 mm* and 149 mm* for the to- 
ul. radial and longitudinal differences, respectively. To get 
a sense of the magnitude of this error, the relative volume 
difference can be calculated by dividing the total volume dif- 
ference by the final deformed specimen volume of 1765 mm*. 
The relative volume difference was 23.1 percent for this ini- 
tial model based on nominal values for the material constants. 

Following the methodology described above, 20 EPIC 
runs were made to initially define the response surface. The 
initial array of a was then calculated, and the iterative pro- 
cess was performed to minimize V/ VQ using the above design 
variable move constraint algorithm. It was necessary to per- 
form six iterations to approach a local minimum as indicated 
in Table 3. The third iteration produced a volume differ- 
ence greater than the preceding iteration. This indicates that 
the response surface was inaccurate in the region of interest 
for this iteration. The deformed physical specimen and the 
EPIC model output using the constants obtained from the 
sixth iteration are shown in Fig. 4, The final relative volume 
difference was 4.5 percent. 

Test Case 2—Coefficient Optimization Starting 
from Calibrated Initial Values 

To define a stoning point independent of the nominal val- 
ues described in the previous section, a new set of constants 
was calculated to accurately match the results of a quasi- 
static tension test of OFHC copper. Known values for the 
variables c (0.2-perx:ent offset), E* (= 1.667 E-4) and T' (= 
0) were inserted into the strength model, and then material 
constants A and B were adjusted proportionally such that the 
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TABLE 3—ITERATION HISTORY FOR MATERIAL CONSTANTS OPTIMIZATION STARTING FROM NOMINAL VALUES 
4                      g                                                                                            Volumo Diltoronco 

ll«ra«on (MPal (MPa) n c m  Cww^) 
0 89.6 291.6 0.3100 0.02500 1.0OT0 
1 107.6 350.0 0.2480 0.02875 0.8720 
2 102.4 385.0 0.2232 0.02587 0.7848 
3 107.5 404.2 0.2120 0.02716 0.8240 
4 104.9 304.7 0.2176 0.02652 0.8044 
5 106.2 389.7 0.2149 0.02685 0.7943 
6 105.6 392.1 0.2136 0.02702 0.7893 

408 
152 
100 
103 
85 
80 
80 

_ttf<m*wT 

Fig. 4—Comparison ol measured and calculated Taylor spec- 
imen proliles using calibrated strength model constants 

yield strength obtained from the tension test (306 MPa) was 
matched by eq (I). These values were A = 238 MPa and B = 
840 MPa. It was observed that n, C and m do not change sig- 
nificantly for various alloys of the same metal. Accordingly, 
these constants were left unchanged from their nominal val- 
ues (Table I). Using these calibrated material constants in 
on EPIC run produced an initial relative volume difference 
of 29.3 percent. 

From this baseline point, V/ VQ was minimized using eight 
iterations of the response surface approach, the optimum 
had a relative volume difference of 2.8 percent, somewhat 
less than that of the first analysis. The optimal coefficients 
obtained for this analysis were A = 132 MPa, B = 430 MPa, 
n = 0.1786. C = 0.01280 and m = O.S58I. 

Averaged Material Constants 

U was initially thought that the two apparently different 
sets of optimized constants obtained here might indicate a 
uniqueness problem. Ideally, a valid strength model should 
produce a single local minimum point in the volume differ- 
ence response surface, A test was devised to determine if the 
two sets of constants were independent of each other or if 
they actually described essentially the same local minimum 
on the response surface. It was assumed that if the two sets of 
constants represented different local minimum points, then 
their mean values would produce a set of constants that would 
be meaningless and would yield inaccurate results when used 
to simulate the Taylor test. The mean values of the two pre- 
viously obtained sets of constants were A = 118.9 MPa, B = 
411.2 MPa, n = 0.1961, C = 0.01991 and m = 0.6737, These 
constants were used for an EPIC run that yielded a relative 
volume difference of only 2.3 percent. These averaged con- 
stants actually produced more accurate results than the pre- 
viously determined sets of constants. Because the mean set 

of material constants produced accurate results, it was a.s- 
sumed that the first two sets of constants actually described 
the same local minimum on the volume difference response 
surface. Apparently, the response surface is relatively flat in 
the vicinity of the local minimum. 

T«st Case 3—Constrained Coefficient Optimization 

Ideally, one set of material constanu should allow for ac- 
curate strength predictions over all possible plastic strains, 
strain rates and temperatures. However, comprehensiveness 
appears to be too much to ask of simple strength models. 
"niis may not necessarily be a problem, since the material 
constants can be fit for various regimes of interest for the 
material. 

In the second test case, the initial strength model con- 
stants were adjusted to match the quasi-static yield strength 
obtained from a tension test. As the optimization proceeded, 
the constanu were altered to the point where the strength cal- 
culated from the model could no longer reproduce the quasi- 
static yield strength. To determine if the constants for the 
Johnson-Cook model could be forced to provide for the cor- 
rect quasi-static yield strength and still give accurate Taylor 
test results, a third optimization run was conducted with A, 
B, n and C constrained to change such that the quasi-static 
yield stress was always correctly predicted. This was easy 
to impose with the spreadsheet function. This third material 
constant optimization test case was started from the same set 
of constants as that of the second optimization test case. 

The final, optimal, relative volume difference for this third 
test case was 9.7 percent. The measured and calculated pro- 
files are compared in Fig, 5. Although the fit of Fig, 5 was 
not as good as those obtained from the first two test cases, the 
fit was quite remarkable considering that the constants used 
to generate the numerical results are forced to span strain 
rates ranging over eight orders of magnitude. 

Material Constants Validation 

Previously, three sets of material constants were obtained 
to simulate a Taylor impact test using the primary OFHC cop- 
per cylinder (7.87 mm in diameter with a 5; I aspect ratio) and 
an impact velocity of 214 m/s. These constants were found to 
produce reasonably accurate results for this geometry and im- 
pact velocity. The accuracy of these material constants was 
evaluated by simulating six different Taylor tests for which 
experimental data were available. The first two tests used 
cylinders having the same diameter and aspect ratio as be- 
fore, but with higher and lower impact velocities. The next 
two tests used cylinders of the same diameter and approxi- 
mately the same impact velocity as before, but having aspect 
ratios of 3:1 and 10:1. The final two tests used 12,7 mm and 
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Oiameier 
(mm) Aspect Ratio 

Impact Velocity 
(m/9) 

Relative Volume Oillofonce (%) 

Teat Mean Constants Physical Constants 

1 7.87 5:1 234 2.9 11.8 

2 7.67 5:1 182 3.2 8.8 
3 7.87 3:1 210 5.8 14.3 

4 7.87 10:1 197 3.0 8.7 

5 12.7 7.5:1 195 3.9 13.1 

6 4.32 7.5:1 211 3.5 10.0 

Fig. 5—Comparison of measured and calculated Taylor spec- 
imen pronies using constrained strength model constants 

4.32 mm diameter cylinders with 7.5:1 aspect ratios. Table 
4 lists the characteristics of the six validation tests. 

The sj.x validation tests were run using two sets of material 
constants for each. The first set of constants was the mean of 
the first two optimization test cases (mean constants). These 
were used because they represent the most accurate set of 
constants obtained. The second set of constants (physical 
constants) was the set found from the third test case. This 
set was used to determine if material constants with physical 
meaning (valid for the quasi-static tension test) could be used 
to accurately simulate other impact conditions. The results 
of the validation tests are also listed in Table 4. 

Although none of the results from the validation tests using 
the mean constants proved to be as accurate as the relative 
volume error obtained for the primary cylinder, they were 
still acceptable. No pattern based on impact velocity, aspect 
ratio or caliber was found to imply that the mean constants 
yield more accurate results under one set of conditions as 
opposed to another. The relative volume differences obtained 
from the second and fourth validation tests using the physical 
constants were more accurate than the results of the primary 
lest. However, none of the results obtained with physical 
constants were comparable to the accuracy obtained using 
the mean constants. 

Summary 

A new methodology was developed for using the Taylor 
impact test to obtain constants for material strength mod- 
els. This methodology uses the Taylor specimen's entire de- 
formed geometry and can theoretically be employed to deter- 
mine all of the constants of any material strength model. This 
is accomplished by using a second-order polynomial to de- 
scribe the volume difference between a deformed Taylor test 
cylinder and a finite clement simulation of the test. This poly- 
nomial represents a response surface having design variables 

(hat are percentage changes in the constants of the strength 
model being used. Using a spreadsheet function (such as 
the Solver tool of Microsoft* Excel*) or some other opti- 
mization package, the volume difference can be minimized 
by changing the design variables to yield a more accurate set 
of material constants This is repeated in an iterative scheme, 
using the newest set of constants as the starting point of each 
minimization until the volume difference cannot be further 
reduced. Use of the mediodology is illustrated by obtain- 
ing material constants for a modified Johnson-Cook model 
of OFHC copper. 
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ABSTRACT 
Data from high strength steel Taylor tests is reduced using a one-dimensional model 

developed by the authors and a Revised Johnson-Cook strength model introduced earlier by two 
of the authors. When applying these methods to recovered specimens, a significant difficulty was 
encountered. The very limited deformation zone in the specimens provided such a narrow region 
for measurement that there was considerable uncertainty in some of the calculations, A further 
difficulty is the very low strain to failure for most of the materials limited the impact velocities, 
thus contributing to the narrow deformation zone. A discussion of some of the measurement 
techniques that were utilized is included. The results indicate that rate sensitivity in all of the 
materials Increases considerably as strain rates of 10'* /sec are approached. 

INTRODUCTION 
There are generally two approaches to reducing Taylor impact test data. These are one- 

dimensional analyses of post-test specimens (Taylor (1948)) and computational analyses of 
specimen geometry (Johnson and Holmquist (1988); Rule and Jones (1998)), The latter approach 
generally employs some constitutive model with undetermined constants. The specimen 
geometry, either current from high-speed film records or from the recovered specimen, is used to 
evaluate the unknown constants in the constitutive relation. 

Traditionally, measurements of recovered specimens have been used to estimate the 
"dynamic yield strength" of the specimen material. This is useful in some penetration models, but 
h^ limited value to material scientists because it is not associated with a particular strain or 
strain-rate. Recently, a one-dimensional theoiy was presented (Jones et al, (1998)) that estimates 
the state of stress with Taylor test data. The principal assumption behind this theory is the 
observation that the particle velocity behind the deformation front, M, is proportional to the 
undeformed section speed, v. The results of this analysis produced an estimate of the state of 
stress at strain-rates in excess of 10^ /sec. These estimates agreed fairly well with a modification 
of the traditional Johnson-Cook Strength Model given by Rule and Jones (1998) for four 
different metals. With the exception of quasi-static compression data, only length and diameter 
measurements from 17 caliber Taylor impact specimens were used. 

In this paper, the one-dimensional analysis and the Revised Johnson-Cook Strength 
Model are applied to several high strength steels. The complication presented by these materials 
is very low strain to failure due to limited ductility and high strength. Another complication is 
dynamic buckling of some of the lower caliber specimens. This necessitated an increase in the 
diameter in some cases. The ultimate purpose of the tests of these materials is to acquire 
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constilulive data in the high strain rate regime in order to assist in the simulation of hard target 
penetration events. 

ONE-DIMENSIONAL ANALYSIS 
The one-dimensional theory for estimating the state of stress at high stram rates was 

presented by Jones, et al (1998). A short summary will be presented here for convenience. 
Conservation of mass across the plastic wave front is given by 

cl = v-u. 

The impulse-momentum equations applied at the wave front leads to 

and 

a = (l + e) (To+-(v-uf 

(1) 

(2) 

(3) 

Addition of the current lengths in Figure 1 produces the kinematical equation 

(4) 

which applies to all deformed configurations of the cylindrical specimen. Equations (1-4) are the 
basis for the one-dimensional data reduction in this paper. A complete discussion of development 
of these equations is contained in Jones, et al (1998). The nomenclature for these equations is: 
e<0 is the compressive engineering strain behind the plastic wave front, £ is the undeformed 
section length, p is the specimen density (assumed constant after the initial transient), a^ <0 is a 

reference compressive stress related to the quasi-static yield stress of the specimen material, and 
h, e, and s are lengths shown in Figure 1. _ 

The fundamental assumption that allows us to integrate the differential equations is 
u = /3v, where /? is a strain dependent constant. We can now integrate Equation (1) directly and 

to use the results in Equation (3). The stress at the plastic wave front then takes the form 

cr = (l + e) O-0 + 
(1 + yff)^ pv (5) 

The state of stress at a particular compressive strain e can now be estimated with (5) and the 
following estimate for strain rate 

e = 
-V (6) 

where one of the integrals of motion can be used to find f. and express it in the form 
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f ^ I^Jlzlp^,^ „ v„')| = i^Jt±^A (7) 

In these equations, 1 is the undcformcd section length at the end of the initiol transient period 
(sec Jones, et al, 1991) and if is the undcformed section length at the end of the event when 

v=0. Together, (5) and (6), with (7), comprise a parametric constitutive relation for the material 
in the parameter v. The reference stress a-^ie) can be related to the quasi-static yield stress o-,(e) 
by <T, = (I + e)o-o, which is the limit as v ^ 0 in Equation (5). All that remains is to estimate the 
state of stress with Equations (5) and (6) is to determine the parameter fi. 

ESTIMATING fl 
The technique devised by Jones, et al (1998) for estimating   fi  from post-test 

measurements, utilized the integral of motion 

^^J^!2.,±,lzA.lzAl (8) 
L e    4    L„       e e   L, ,5 i.„ t I,       i.0 

which is a consequence of « = ^'. Lj is the specimen length at the end of event and .v is the 

displacement of the undeformed section at the end of the initial transient. This is the equation of 
a straight line in the ij /LQ, LJ ILQ   plane. 

For impacts with sufficiently high velocity, the data from recovered specimens can be 
used to find the slope and the intercept of this line. The slope m = -(1 ~ P)le can be used to find 
P. Herein lies the difficulty with high strength steels. For a ductile material, such as copper, the 
slope of the line described by Equation (8) is fairly easy to find. Copper Taylor test data from 17 
caliber specimens is shown in Figure 2. Notice that Lf IL^ ranges from 0.68 to 0.83. This means 
that the slope of the lines corresponding to the indicated fixed strains can be found without much 
uncertainty and minor measurement errors do not significantly affect the result. However, this is 
not the case for high strength steels. The range of Lj IL^ is very narrow. The data presented in 

Figure 3 is from six impact tests with Astralloy V®, a high strength steel from which the impact 
face of the target is fabricated. Notice that Lj IL^ ranges from about 0.91 to about 0.94. Now, 
there is a premium placed on the accuracy of each data point in the set, because any uncertainty 
can influence the slope of the line and ultimately the value of fi. These measurements were done 
with an optical comparator. Despite the narrow range of the data, there is a very consistent linear 
trend. 

For each particular strain, the slope of the line can be determined and the corresponding 
value of P can be found. Now, Eqimtion (7) can be used to find 1 and the state of stress in the 
specimen material can be estimated from the end of the initial transient to the conclusion of the 
event with Equations (5) and (6). 
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THE REVISED JOHNSON-COOK STRENGTH MODEL 
The Johnson-Cook (JC) strength model was first proposed in 1983 and has the following 

form: 

a = (c,+C2KN)(l + C,lnc*)(l-T'^) (9) 

where: a is the equivalent yield strength, e is the equivalent plastic strain, e is the 
dimensionless equivalent plastic strain rate (made dimensionless by dividing the equivalent 
plastic strain rate by a unit plastic strain rate), T* is the homologous temperature, and C|, N, and 
M are empirical coefficients and exponents. 

Many ductile metals display an enormous increase in yield stress for strain rates in excess 
of lO'/s (see Fig. 1 of Follansbee and Kocks, 1988, for instance). This observed behavior 
provided the motivation for the development of the revised Johnson-Cook (RJC) strength model 
(1998) which takes the form: 

a = (c,+C2e'') l + CJnc +C, 
1 

.C<-lne 
(l-T*^) (10) 

where C4 and C5 are additional empirical coefficients. 
The strain rate sensitivity has been enhanced by the term l/(Cs-ln8*) where Cj is the 

natural logarithm of a critical strain rate level. This term tends to infinity as the strain rate 
approaches the critical strain rate. Note that this strain rate sensitivity enhancement term 
contribution tends toward zero for low strain rates due to the -I/C5 correction term in Equation 
(10). 

The original JC strength model provides for specifying a maximum value for the yield 
strength. However, a limiting value is usually not required for high strain rate simulations since 
the sensitivity to strain rate is relatively low (linear logarithmic dependence). However, the RJC 
strength model as discussed to this point predicts a physically untenable infinite yield strength as 
\ne approaches Cs. To prevent this unrealistic occurrence the RJC model simply assumes that 
there exists a maximum value that the strain rate sensitivity factor in Equation (10) can attain for 
each material which can not be exceeded regardless of the prevailing strain and temperature state. 

RESULTS 
With a premium placed on the accuracy of measurements, a laser micrometer was used to 

determine the specimen profiles and the undeformed section lengths. This device was adopted 
because measurements to an accuracy of 5 microns can be achieved. A reference dimension was 
established at the undeformed end of the cylinder and used to calibrate the instrument. Each 
projectile was then mounted in a custom fabricated holder and placed into the bench micrometer. 
The projectile was moved through the laser beam producing an accurate profile of the cylinder. 
The profile geometries were used to evaluate the RJC constants (see Rule and Jones, 1998, for 
the details) and to determine the undeformed section lengths at the fixed compressive strains of 
5%, 8%, 10%, and 15%. These strain levels were arbitrarily selected. 
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Three steels were tested: AF 1410, 4340, and ES-1, an experimental steel of interest to 
the Air Torcc. The very high strength of these steels dictated tliat the data would occupy a narrow 
range on the abscissa of the graph. Notice that the data, although very linear, ranges from a least 
value of somewhat less than 0.93 to slightly greater than 0.97. What complicates these 
measurements further is the fact that we have not determined a minimum velocity to assure that 
initial transient behavior is complete. For the one-dimensional analysis, this leaves us with only a 
few data points because most of the specimens fracture or buckle at the higher impact velocities 
around 200m/s and show very little deformation at the lowest impact velocities around 130m/s. 
Figures 4-6 display the data from the Taylor cylinder tests. The slopes from these lines are used 
to find the values of /?from which the calculations for the estimates for the one-dimensional 
state of stress are made. 

Before making the high strain-rate estimates, we can use the test data to estimate the 
quasi-static properties of the materials. This method was proposed by Jones, et al, 1998, and 
utilizes a very simple deformed specimen geometry to provide an additional relationship for 1 

L^!LjLii^±i (11) 
L,    p      p     c 

with which the quasi-static flow stress 

can be calculated. When high quality specimens are used, this formula generally produces 
excellent results. This has been confirmed by published results on OFHC Copper and Wrought 
Iron by Jones, et al (1998). Hie slopes of the lines in Figure 3 are used to find the values of p for 

the indicated strains and the intercepts b are used in Equation (11) to find the estimate for ill^. 
This is then used in Equation (12) to find the quasi-static stresses for the material. To 
demonstrate this process, we are including the reduction of Astralloy-V® steel data originally 
published by Jones, et al (1996) with Equations (11) and (12). In this case, the 0.164 caliber 
specimens were provided by Astralloy Wear Technology in Birmingham, AL, and were 
accurately machined to a tolerance of 5x10"* in. Six specimens of ten survived the impact 
without failing and the results are shown in Figure 3 and summarized in Table 1. The agreement 
with independent compression tests performed with a testing machine and a load cell is 
remarkable. 

The data from a series if Taylor impact tests on AF 1410, 4340, and ES-1 was reduced 
with Equations (11) and (12). The recovered specimens were evaluated at three compressive 
strains, 5%, 8%, and 10%. These strains were arbitrarily selected and other strains could easily be 
substituted, provided that tliey are not too large. The quasi-static stress estimates for the three 
materials are given in Table 2. Using these estimates, the high strain-rate behavior of the 
specimen materials can be estimated with Equations (5) and (6). The results of the calculations 
are shown in Figures 7-9. In each case, the stress shows the characteristic increase in rate 
hardening in the neighborhood of a strain-rate of lO"* /sec. 
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Figures 7-9 also display the results of RJC calculations on the same materials. In two 
cases, data from Split-Hopkinson Pressure Bar tests was used. In one case, 4340 steel, the quasi- 
static estimates from Equation (12) were used. The only other data used to evaluate the RJC 
constants arc the profiles of the recovered Taylor cylinders. Hence, there arc some discrepancies 
in the limits as the strain-rate approaches zero. We believe that these discrepancies are the result 
of uncertainties in the initial specimen geometry. The quasi-static estimates are the averages for 
all the specimens in a particular material group. When measurements of post-test specimens are 
made, it is presumed that the initial diameter of the specimens is uniform. The machining of 
some of these specimens was not to the strict tolerance that was specified, which was 
±5xlO"'in. These specimens were hard steel and difficult to machine with conventional 
equipment. However, an uncertainty of 0.001 in. in a nominal diameter of 0.164in. is the 
equivalent of more than 1% apparent strain in the specimen. Still, the results arc good and the 
agreement between the RJC constitutive model and the one-dimensional model is very 
satisfactory. 

CONLUSIONS 
Data from Taylor tests of some high strength steel penetrator casing materials is reported 

in this paper. A typical, deformed specimen is shown in Figure 10. As the reader can see, the 
deformation zone is very slight and not very distinct. For a lower strength material, like OFHC 
copper, the deformation profile in the specimen is very pronounced, making measurement fairly 
direct by several procedures. 

For the hard steel cylinders in this paper, only the most accurate measuring techniques 
could be successfully applied. Even a modest uncertainty in the measuring process can produce 
large uncertainties in the results. This is the reason why the initial state of the specimen is so 
critical for the lower caliber .specimens. Higher caliber specimens, in the range of 30-50 calibers, 
do not reflect the uncertainly in such a profound way. But, the effects of radial inertia are 
uncertain. When high quality lower caliber specimens do not fail on impact or dynamically 
buckle, the results are generally excellent, as reflected by the Astralloy-V® specimens described 
earlier. A good "rule of thumb" is the correlation that is achieved by the quasi-static estimates 
with Equations (11) and (12). When this is good, as it was in the Astralloy-V® case, the results 
across the full range of strain-rates are very consistent. There was scatter in the quasi-static 
estimates for the materials in this paper, but their averages are very much in range. When all 
things are taken into consideration, the results presented in this paper for high strength steels are 
very credible. 
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Figure 1. Undefonned and Idealized deformed specimen geometries. 
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Table 1. Astralloy quasi-static stross comparison (MPa). 

Os (3.6%) Qs(5.8%) 0.s(ll.2%)l0.H(l6.I%) 

I-D Model Dnta -1750 -1850 -1930 -1970 

Macliinc Test Dnta -1750 -1840 -1930 -1970 

Table 2. Quasi-static stress comparison (MPa). 
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T^lor cylinder testing is a nscM method for 
(rtibiining the state of stress at high strain-rates. 
The ronventional test InvolvM iwrmally 
imincilng a ductile mclal again^ an 
uncompliant target The recovered specimen is 
measured and the constitutive pn^rties of tlw 
material mt deduct from the sp«:inwn 
geonu^. 

Hie t(M has undergone numerous nM)^ications 
awl intcrprctMions siiK% it was proposed by Q.I. 
Taylor [1]. In this dwrt paper, we caniwt do 
in^se to the many investiplors who have 
contributed to the wlvanasment of our pre^nt 
uncteraanding of the test. A moie ojmplete list 
may be f<wnd in other i^pcrs, e.g. [2]. lUscently 
PI, a mw method for interpreting Taylor test 
d^ vras prqxM&L This method was appli^ to 
diK^le nM^ls for which ttere are recovered 
Taylor q^ecin^ns. TTie |wrpoK of this i»per is 
to dennnstrate that tlw imthod can also be 
applied to "unmnventional materials". By 
"unronwntional," we mean tlMwe materials for 
which a witable Taylor sp^imen cannot be 
reoive^. Such materials are polymers. For 
example, tte mechanical properties of a den^ 
iiretlwne, adiprene-lOO, are deduc«l in this 
l»per. In this ease, the movers specimen is 
replaced by a Mgh speed film reconl of tte 
impact event. Tlie images ofqwscific frames are 
di^ti^^ and all of the information, geiwrally 
avaitole only from a vxmsitsd specimen, can 
be obtain^. In ^t, a single quality film r«5ord 
is capable of jtelivering the results of numerous 

tests. Thus, as (temonsti^ed in (3), e^mates 
for wnstitutive behavior can be achieve using 
only measirements of qjecin^n length, 
diain:ter,amlvcIoci^, The impact t(^ was 
perfomK^ at Eglin AFB, FL., and tlw digitir^ 
(tota was redu(^ hf Dr. Paul J. Maudlin and 
Mr. &ic Harstui, Lw AlanvK National 
Lidwntoiy, ai^ shared ^th tlw aiUlKNrB. 

THEORY 
Hie fiuKlamental relati<mship fm application of 
the ttooiy P] is the linearity between the 
^mensionlessrMios ^mt/L ami 
tl'(L-s)/L. Refer to Figure 1 for the 
ctefinitions of tlw»e varidiles. 

i = m^+b (1) 

Dofcwmed and vnddbniied TuylcM- ^ieeimau. L iilhe wigiiul 
IcogOt i islhelm^UMlefonmdiedion,*is^ 

J-1 



A typical diBitizsd imago of the dofonneJ impact Hiecimm. 
Th« lower body ii tlte flducial. a rinictun with known 
dimcnaioM which gtvea lonoituitinal and Ittsral dinwmlum. 

ThadimontiunleMniliai j' and ;; ploU4xl In Figure 3 for a 

iuooouionordiflbr<niUmea ranging nrom 13 ;i MOIOM // 
a«c. 

MMUNa-IM 

• 

.■■•■""''^l~-''''^^^%t'.— '"' 

....;^-::^::::^^S!^^           ' 
''ci^i0^'''''"""      . .—•.- 

(M     iiiii*-«»« 
•r   .-.— M- 

!•*■* klM 

at the corresponding maximum strain>ratc 

L-l 
(3) 

In these equations, a, • o,(*) ii the static 

stress in the specintcn material at strain «, v^ is 
the impact velocity of the specimen, >9 is a 
parameter that cnn be determined lh>m the 
slopes of the lines in Figure 3, (see reference 
{3]), ? is the undeformod section length at the 
end of the initial uansient, and ; is the uniform 
specimen density. Using Equations (2) and (3) 
and the measurements taken from the fllm data, 
we can estimate the state of stress at high strain- 
rates. The results arc shown in Figure 4. 

Mi«nwlM|W.|) 

Piaure? 

i''i/Lvs.tin(L-s)/L foratuooeatioaortimnin 

the experiment The linearity between thca«variabl« it <|uit« 

The variablet are plotted for oonitart confreaiive •traim 
ranging fiomSK to 30fi. The randu an shown in Figim 3. 
The ilope m and the intercept b of theae linet aw related to the 
particle velocity behind the pladic wave fitml and the 
condittona that exiK at the end of initial tramienl behavior (ace 
reference [3]). 

The State of Stress at Hiph <?tniin.ppt^ 
The maximum dynamic stress behind the 
deformation front is given tiy 

war  ^»'o (2) 

BsmA 
I>ynamic atrcM and rtrain^ale eitimatee uaing Equationa (2) 
and (3). 
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One approach to the purincatlon of recycled thermoplastic mixtures Is selective 
^ndlng to Induce differences In sizes and shapes between polymere with different 
compositions. TTiese mixtures can then be separated using one of several technolo- 
gies including conventional sieving or hydiwyclones. Recycled poly(vinyl chloride) 
and poly(ethylene terephthalate) often are cross-contaminated with each other 
since th^ have overlapping density ranges and are very dilllcult to separate using 
methods such as flotation. Selective grinding followed by physical separation mi^t 
be a preferred method for separating such a polymer pair If processing "windows" 
for inducing differences in failure mechanisms can be found. TTiere Is a temperature 
range over which PET fails In a ductile mode while PVC fails in a brittle mode for Im- 
pact grinding experiments. TTils range Is not accurate^ predicted by failure mecha- 
nism and p-transition temperature diagrams. 

INTRODUCTION 

Plastic recycling has been gaining momentum be- 
cause of decreasing landfill space, concerns about 

environmental contamination, and Increasing costs of 
raw materials. Methods for producing high purity re- 
cycled materials are important objectives for the com- 
modity plastics Industiy. Simple and economical ap- 
proaches to plastics purlflcatlon are separations based 
on differences In physical properties, such as density. 
Some polymer palra have similar density ranges and 
cannot be separated by sink-float technologies. One 
such pair is pofyCvlnyl chloride) (PVC) and poty(ethyl- 
ene terephthalate) (PET), which often appear together 
in mixed chipped plastic streams from recycled pdfy- 
mer bottles. Several g^ups have recently reported se- 
lective grinding processes for this pair. The selective 
^ndlng product can be separated using conventional 
screening, or methods based on differences between 
the acceleration of particles such as air cyclones or hy- 
drocyclones CD. 

Famechon (2) has reported a process for crushing a 

blend of PVC and PET particles, resulting in mixtures 
with larger PET particles after each operating stage. 
An Australian firm (3) has reported an Impact grind- 
ing process that also accomplishes a si^ difference. 
Streams rich in PVC particles are ground under liquid 
nitrogen at a temperature below -lOCC, producing 
PVC particles less than 500 microns in characteristic 
size. A 99% pure PVC product is recovered by screen- 
ing separation. These differences In shape and size 
are thou^t to be based on differences In the failure 
mechanisms between the two thermoplastics at the 
Ending conditions. Plastics falling in the brittle mode 
tend to fragment to mary particles of smaller ste than 
plastics falling In the ductile mode. However, predic- 
tions of the failure mechanisms for polymers are few, 
and are rarely applied to grinding tetdmologies. Engi- 
neering a selective finding process, in which one one 
thermoplastic would be comminuted at a rate higher 
than another or to a different particle size distribution 
than another, will depend on identifying appropriate 
grinding conditions, and on modeling the grinding 
process. 
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Kelatlonshlp Betu>cen Strain Rate, Temperature, and Impact Failure 

RMMTch Approach 

In general, the relationships between the grinding 
condlUons. spccJIlcally. temperature and strain rate, 
and failure mechanism are not well-correlated. The 
following sequence of work was used to determine In- 
formation needed to develop selective grinding proc- 
esses. Failure mechanism diagrams based on tensile 
and comprcsslvc tests were compared to Impact test 
rcsulU over a range of conditions to IdenUfy process- 
ing -windows" In which selective grinding was possi- 
ble. Once dllTercnccs In failure mechanisms between 
two polymers were Idcntined. grinding experiments 
VKTC used to determine a size distribution model for 
each thermoplastic. The effects of processing condl- 
Uons. temperature and Impact rate, on the model co- 
emclcnts were determined, and then were used to en- 
gineer a selective grinding process. Tliis paper reports 
the nrst part of this sequence: the development of fail- 
ure mechanism diagrams and their comparison to Im- 
pact failure tests for the two IhermoplasUcs. PVC and 
PET. 

Post-consumer recycled bottle chips, a likely feed 
material for a selective grinding process, have varia- 
bility In their homopolymer properties, bottle produc- 
tion condlUons. thickness, and thermal history. This 
material was used to test Uie general concept of pre- 
dicting selecUve grinding condlUons since It Is typical 
of Uiat expected In an actual process. This approach 
assumes that Impact grinding fracture mechanisms 
are primarily dependent on homopolymer type. 

FAILURE MECHANISM DIAGRAMS 
FOR PVC AND PET 

The failure mechanism, brittle or ducUle, determines 
the size and shape of the comminuted particle. Brittte 
failure tends to be catastrophic wlUiout any IndlcaUon 
of plasUc deformaUon and usuaUy leads to many par- 
Ucles of small size. Ductile failure Is characterized by 
yielding of the material. someUmes resulUng in the 
appearance of a neck. It leads to long fibrils at the 
failure surface and a few large parUcles. Although the 
glass transition temperature (T^ is often used as a ref- 
erence point for britUe-ducUle failure transiUons, It is 
not always an accurate predictor. Brittle fracture usu- 
ally occurs at temperatures below about 0.8 Umes the 
glass translUon temperature (Tg). This rule of ttiumb 
does not apply to the PVC-PET pair since both have 
T 's near SOX; however, PVC has a britUe tempera- 

ture of about --20'C for low extension rates, while PET 
does not have a dellnlte brittle-ductile translUon. In 
fact. PET Is known to exhibit ductile behavior at cryo- 
genic temperatures under some deformaUon condi- 
tions (4). Other mechanisms for failure include cold 
drawing and adIabaUc heating (viscous flow): nelUicr 
of Uiese will be considered for developing a selective 
grinding process. 

Table 1 compares some physical properties for sev- 
eral commodity polymers as well as their tendency for 
britUe fracture. Factors that promote briUle fracture 
are low temperature, high loading (Impact) rate, low 
molecular weight, high crossllnklng. low crystalllnlty. 
high glass transition temperature, and low polarity 
(4-7). The last five factors depend on the polymer 
composition. Those factors available to manipulate 
during grinding are Uie polymer temperature and Uie 
Impact rate. 

The britUe-ductlle transition temperature of poly- 
styrene homo-and copolymers has been studied In 
tension (8). compression (9) and fatigue (10). This tran- 
slUon was found to be temperature and rate depen- 
dent. Weaver and Beatty (10) related the p-relaxation 
temperature to Uie britUe-ducUlc U-ansltlon tempera- 
ture under faUgue failure. 

Shape differences between two materials might be 
Induced by grinding if conditions were found to frac- 
ture one In a ducUle mode and the other In a britUe 
mode. Size dUTerences should also occur since the size 
of progeny particles should depend on the mode of 
fracture. 

Ahmad and Ashby (11) developed tensile and com- 
presslve failure mechanism diagrams for several ho- 
mopolymcrs. Their meUiod was used here to develop 
similar diagrams for PVC and PET. Impact tests and 
Impact grinding may subject the specimen to both 
tensile and compressive forces. The specimen will fall 
If either of these failure strengths are exceeded. The 
relaUonships between Impact failure, and failure under 
tension or compression are not clear from Uie previ- 
ous literature. Kausch (12) found that tiie deformaUon 
mechanism for solid polymers under grinding Is com- 
pressive yielding, while the mechanism during Impact 
loading is elastic compressive and/or tensile deforma- 
tion. Prasher (13) proposed Uiat Impact failure should 
be similar to compressive failure since Uie chief differ- 
ence between Impact and compression stress is Uie 
sU-aln rate. The strain rates for conventional tensile 
and compressive tests are on Uie order of 1 s"' or less. 

Resin 

PP 
HOPE 
PVC 
PET 
PS 

Table 1. Properties of Typical Conaumer Waste Thermoplastics (S. 6). 

Density 
(fl/cm») 

-0.90-0.91 
-0.94-0.97 
-1.32-1.40 
-1.33-1.42 
-1.04-1.07 

Glass 
Transition 
Temp. (C) 

-20 
-122 

75 
79 

100 

Fracture at 
Cryogenic 

Temp. 

Fractures 
Difficult to Fracture 
Easy to Fracture 
Difficult to Fracture 
Fractures 

Brittle 
Temp, (C) 

<20 
--150 
~-20 

-90 

Crystalllnlly 

High 
High 
Low 
Intermediate 
Low 

Polarity 

Low 
Low 
Polar 
Polar 
Nonpolar 
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rales for the Izod Impact lesl are about 100 s"'. and 
rotca tor Impact ^ndlng con be 10.000 a'K Impact 
rates ore known to affect the brittle ductile transition 
temperature. 

I^amlc stress fracture Is Ihou^t to taclude four 
steps U4). After Impact, there Is rapid nuclcntlon of 
microfractunm followed by ffmAh of the fracture nu- 
clei. Adjacent microfractures coalesce, and fragments 
or spiJls then form. 

ToMlle F^we Dit^fimau 

In ductile fracture, the st^isa-stmln response of the 
material Is characterised by a drop In the stress prior 
to fracture and some necking. The theory of Eyrlng 
provides a reasonable tosis for Uie description of yield- 
ing. The equation for the yield strenj^ In ductile fail- 
ure Is 

ID ■m<HM^-^% 
Here k Is Boltzmann's constant. Tls temperature, u, Is 
the stress activation volume, H, Is the activation ener- 
^, R Is the Ideal gas constant, e Is the strain rate, and 
e, Is the pre-exponenUal for the strain rate. 

In brittle fracture, the stress-strain response of the 
material Is nearly linear up to the breaking point. The 
GrifRth criterion then provides a reasonable basis for 
the d^criptlon of brittle fracture, ^ojrding to Williams 
|7), the stress to cause brittle fracture Is given by 

a/2 
^/.o ^.|l-a. 

W.0 

C2) 

where the subscripts/and y refer to the fracture and 
yield stress, the subscript 0 refers to values at CK, T 
Is the temperature, Tg Is the ^ss transition tempera- 
ture, and a„ is the temperature coelDclent of the elas- 

tic modulus lesllmatcd from literature values |1B)1. 
Bquotton 2 has an obvious temperature dependence 
but Is also strain-rate dependent Ihrou^ the occur- 
rence of the yield stress, a^ 

A tensile failure diagram can now be constructed In 
the following vray. At various strain rates and temper- 
atures, Ekjs 1 and 2, respectively, predict ductile and 
brittle failure stresses. For each set of conditions, the 
failure mode having the l<wer stress will prevail. In 
F^. I, tensile failure strength l» plotted vs. tempera- 
ture for three different strain rates. Values of all con- 
stants correspond to PVC iTables 2 and ^. At each 
strain rate, there Is a transition temperature below 
which failure la brittle and above which failure Is duc- 
Ule. This temperature appears as the break In slope In 
the strain-temperature curve. Table 4 compares pre- 
dicted brittle-ductile translUon temperatures for ten- 
sile failure to literature measurements. 

The three pairs of transitions temperatures are 
noted from Fig. 1 and listed In Table 4. Th^ are then 
plotted In Fig. 2, showing log strain veraus tempera- 
ture. In this strain rale versus temperature space, 
the^ partially map the britUe-to-ductUe failure bound- 
ary. At low temperatures or high strain rates, brittle 
failure occurs; at higi temperatures or low rates, duc- 
Ule. For simplicity the three transition points are con- 
nected by line segments to approximate the entire 
boundary. The region to the right of this boundary 
consists of temperature-strain rate combinations ex- 
pected to produce ductile failure; to the left, brittle 
f^lure. 

This procedure Is repeated for PETT. Tensile failure 
stren^ Is plotted versus temperature bi Fig. 3 for the 
same three strain rates as above. The transition tem- 
peratures are tabulated In Table 4 and plotted In J^. 
4 to define the brittle-ductile transition In tempera- 
ture-strain rate space. However, from Fig. 2, the tran- 

Brtttle • Oucttte 
Transition 

5.0E+6 
-250 -150 -50 60 

Tempefalure (C) 

150 

Strain Rate (1/sec) 

-+-0.1 
-*-100 
-*-10000 

Fig. 1. TensOeJailwe rmchanism 
diagram for PVC. 

250 
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Polymtr 

PVC 
PET 

KelaUorxship Deliuecn Strain Rate. Temperature, and Impact Fatture 

TabI* 2. ConstanU for Tontlle YItId B«hivlor Model. 

V, (m') 

3.1 X 10-" 
1.21 X 10" 

PVC daU <nir\ Omjw*n«.C'OWAI •! al. (It). 
PET data froai Pool «l of. (I /). 

v,(in») 

2.15 X 10" 
0.86 X 10" 

H, (J/mol) 

2.95 X 10» 
1.88 X 10« 

Hj (J/mol) 

6.86 X 10* 
7.18 X 10* 

•ol (•-•) 

I.Oxitf" 
1.28 X 10" 

•.i(0 

2.36 X 10» 
1.94 X 10'* 

Tablo 3. Conatants (or Tenalle Brittia Bahavlor Modal. PlastkUy 

Polymor  Tg(*K)     «„ 

PVC 
PET 

352 
337 

0.295* 
0.295* 

g,,,(MPa)  ay.o(MPa)   E,(QPa) 

127"       i90«      g.gA"* 
282" 3690 10.0* 

*AMunod. 
*Ea«inal(4. 

■CalculaMd horn E • ^ • (l - o„ ■ ^-1 

'EMropolaUH), utlno dam Irani P»VniK»<in<«ioo(r(l8). 
■Oblatnod Irom EDO DalabaM (It). 

slUon boundary for PVC is added to the plot for PET. 
Now there Is a region between the two boundaries In 
which PET Is expected to fall In a ductile mode and 
PVC In a brittle mode. That implies a range of temper- 
ature-strain rate conditions over which these two 
polymers should fall in different modes and might be 
separated as described above. 

The shape of the potential processing window 
shown in F^. 4 Is Interesting. It suggests that the re- 
quired process be at a carefully controlled tempera- 
ture (±25''C). but that wide latitude is allowed in the 
deformation rate. TTie exact location of the window de- 
pends on the accuracy of JEqs I and 2. and the accom- 
panying mechanical property constants of Tables 2 
and 3. For example, a 20% Increase in the value of the 
brittle failure stress at 0°K would decrease the transi- 
Uon by as much as 75''K for PET or 200°K for PVC (21). 
While these curves may not be perfectly correct, they 
do suggest a window exists, and they suggest a 
regime in which to look for it. 

Compressive Failure Diagrams 

In some processing, failure may occur under com- 
pression. The same sort of procedure can be used to 
construct compressive failure diagrams. The compres- 
sive failure-mechanism behavior was modeled using 
Eqs 3 and 4, which are analogous to Eqs J and 2 for 
tensile failure. 

/2+a 
1 + mm 

Brittle FYacture 

T-<^,{^j^^-4J' 

(3) 

(4) 

Here, a is the fractional difference between compres- 
sive and tensile strengths given by 

2-(g<. - g() (5) 

and Uc and a, are the compressive and tensile strengths. 
The values of the parameters used In these equations 
are given in Tables 5 and 6. Compressive failure dia- 
grams for PVC and PET were constructed in the same 
manner as the tensile failure diagrams. 

Figure 5 shows the brittle-ductile transitions for both 
polymers In compressive failure. In contrast with Fig, 
4 for tensile failure, PET will still exhibit brittle behav- 
ior at temperatures where PVC wdll begin to act in a 

pvc 

10000 

-200 -100 

Temperature (C) 

Fig. 2. Brittle-ductile transition for tensile Jailure: PVC. 

Table 4. Brittle-Ductile Transition Temperatures for Tenalle Failure. 

PVC PET 

Strain Rates (sec"'') 
Predicted 

Literature 
[Vincent (20)] 

Predicted 

-98/-73'"C 
-4a/-23''C 

2/27''C 

Literature 
[Foot (17)] 

0.1 
100 

10,000 

_48/-23<'C 
2/27°C 

52/77°C 

-25°C 
0°C 

-ao-c 
-20-0 
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2.6E+8 

Tfon»ltton 

6.5E+7 

S.OE+e 
-250 ■150 •50 

Temperature (C) 

StoMn RBIO (1/MC) 

—0.1 
•♦100 
--10000 Fig, 3, TteJiate/otfiire m«:JwmlsfM 

diagram Jor PET. 

ductile fashion. However, at any given temperature 
and strain rate, the comprcsslve stren^h of PET Is 
about twice that of PVC so that more ener^ needs to 
be applied to PET to obtain failure. Also, the brittle- 
ductile transitions for compression occur at much 
hl^er temperatures for those for tension. Tnicrefore, 
at a gven set of impact finding conditions, the mate- 
rial Is expected to fall under tension. 

IMPACT TRAWSmOM TEMPERATURE 
ESTIMATIONS PROM p-IffiLi«ATION PROCESS 

As the temperature of a polymer Is lowered, various 
molecular motions (or relaxations) occur. The sec- 
ondaiy relaxation, known as the p-relaxation process, 
and its corresponding temperatui^. Tp. have been re- 
lated to transitions that are observed In Impact behav- 
ior with changes In loading rate and temperature 
IFoot et oL (17); Yano and Yamaoka (4)]. The |J-relax- 
atlon temperature occurs at the secondary peak below 
that of the ^ass transition temperature, and Is associ- 
ated with the motion of polymer side-groups. This 
process Is evaluated by determining the dynamic me- 
chanical responses at various temperatures using a 
free oscillating torsion pendulum. A method for esti- 
mating the brittle-ducUle transition using the p-relax- 
ation temperature as a function of the time to failure 
and temperature has been presented by Menges and 
Boden (22). The time to failure is given as 

Table S. Constants for Comprosslve Yield Behavior Model. 

Polymer    tre(MPa)*   gt(MPa)'     H(J/mol)       e^(nr^) 

PVC 
PET 

5S.2 
75.8 

40.7 2.95X10"      1.0X10" 
48.3 1.88X10*    1.28X10=2 

•Modem Plastles Encycl(v>ai»a (6). 
PVC data from Bau»»6ns.Crowel at A (18). 
PET stala brnn Fort «!a(. (17). 

tj- l/(2-irJ (61 

where/Is the frequency of the test. The time to failure, 
to, which Is the inverse of the strain rate. Is related to 
the temperature by 

t=fe-exp(^) (7) 

10000 

1000 

»     100 

i 

•200 -100 0 ta> 
Temparature (C) 

Fig. 4. Brittte-ductae(ranstttoj/<rtenste/aaire:PVCandrer. 

Table 6. Constants for Compresslve Brittle Behavior Model. 

Polymer   T,(K)      a„    g,^(MPa)   a,.„(MPa)   Eo(GPa) 

PVC 
PET 

352     0,2flS» 
337     0.295' 

127" 
282" 

19(y= 
369= 

9.94'' 
10.<^ 

•Asstrnied. 
•estimated. 
^CaloulaSBdfromEfla 
"grtrapolatad, using data ttom PofymorHMdbcok (18). 
•Obtsuned from EDO Database (19). 
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10000 

1000 

Relationship Ihdween Strain Rate. Temperature, arid Imixtct Failure 

I.OE'OO 

1      10 

100 ISO 200 

Tampmaluro (C) 

Fig. 6. DriiUe-ductUe transition for cominvaslve Jailtuv: PVC 
and PET. 

1.0E-02 V-* ^- 
.100 -80 0 80 100 

Tampowtuw (C) 

Fig. 6. Ddtlledixtile transition predicted by ^-relaxation tem- 
perature. 

where to *» the pre-cxponentlal factor, AU Is the acU- 
vatlon energy. R Is the Ideal gas constant, and Tis the 
reference temperature. Values for Tp and AU are Usted 
In Table 7. The Ume constant, to. was calculated for Tp 
and a strain rate of 0.160 sec"* (1 Hz). Equation 10 
was rearranged to calculate the p-relaxaUon tempera- 
tures for a range of times to failure. 

F^ure 6 illustrates the brittle-ductile transitions for 
PVC and PET as functions of the temperature and 
strain rates. This Figure shows a processing window 
in which PET wUl fall in a ductile manner while PVC 
will fail in a brltUe manner (similar to that predicted 
for tensile failures. Fig. 3). The region of brItUe fracture 
Is to the left of the transition line. The estimates for the 
brlttie-ducUle translUons for PVC are -80 and -35''C 
for strain rates typical of tension and Izod testing, re- 
spectively, while those for PET were -85 and -GO-C. 
According to these values. PET will begin to exhibit 
ducUle behavior at lower temperature than PVC. At a 
time to faUure of 100 fi,s. which Is comparable to the 
time scale for deformaUon during Impact grinding, the 
brittle-ductile transition for PVC is estimated to be 
about 12°C for PVC and -35°C for PET. These predic- 
tions of the britUe-ductUe transiUon were compared to 
data from Izod [e -lO^ s->). impact grinding (e -10 
4r») and ballistics [k ■-'lOS 5"') tests. These strain rates 
bracket the range expected in typical impact grinding 
equipment. The experimental methods are described 
in the following section. 

Table?, p-nelaxatlon Tamperatureand Activation Energy. 

Material 
T. at 1 Hz 

(K) 

AU 
(kJ/mol) 

to 
(8) 

PVC 
PET 

218= 
200" 

54.4» 
71 .B' 

1.46 X 10-'" 
3.39 X 10-*° 

•Menoes (22). 
*AnnaniadBs (23). 
■Foot (17). 

IMPACT TESTING METHODS 

Isod Impaot 

Materials 

Post-consumer botUe flakes of PVC and PET were 
uUlized for these experiments. PET flakes were dried 
and then InJccUon molded at about 260°C into impact 
specimens for the Izod Impact tests. PVC impact speci- 
mens were InJecUon molded at about 185°C from gen- 
eral-purpose Geon PVC containing 25% recycled con- 
tent. The specimens had a width of 12.7 mm (0.5 in.), 
a length of 63.5 mm (2.5 in.), and a thickness of 3,17 
mm (0.125 In.). 

Equipment 

A notch cutter (Vesting Machine Inc., Model TMl 22- 
05) was used to produce the stress-concentrator inden- 
tation on the samples. The samples wrere impacted on 
an Izod impactor (Testing Machines Inc., Model 43-02). 
A 10 lb pendulum was used for the PVC samples. 
whUe a 1 lb pendulum was used for the PET samples. 
The morphology of fracture surfaces were evaluated 
using a JEOL T-330 scanning electron microscope 
(SEM) to determine the faUure mechanisms of each 
specimen. 

The impact testing was conducted according to the 
ASrM-D256 standard. Each desired test temperature 
was obtained by placing a sample in a Nalgene Dewar 
containing a heat-transfer medium for 3 min. The 
Dewar temperature was adjusted by placing dry ice in a 
mcthanol bath below room temperature, or an immer- 
sion heater in a water bath above room temperature. 

Impact Grinding 

Impact grinding experiments were done on chips 
from post-consumer bottles of PVC and PET. The 
grinder was a Bantam Mikro-Pulverizer (Micron Powder 
Systems) impact grinder with carbide-Upped hammers 
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on a 12.5 mm radius. The rotalion speed could be 
TOTled from 8000 to 14,000 rpm |53 to 93 m/s). Chips 
were fed to the mill using an auger system. The tem- 
perature of the bottle flakes was varied from -196 to 
see by using liquid nitrogen, refrigeration or heattag 
In an oven. The precise temperature of the chips at 
the point of Impact could not be controlled. However, 
a thermocouple In the exit stream from the mill pro- 
vided the mill outlet temperature, which vsms repre- 
sentative of the chip temperature. 'ITirec mill outlet 
temperatures. 0. 22, and 80°C. were achieved with 
the equipment. 

High Speed Video 

A high speed motion analyzer system (Kodak 
Ektapro 1012 MoUon Analyzer, video Imagcr. macro- 
focussing W)om lens, video monitor. VCR and prtnterj 
vras used to observe |Mrtlcles In the jading cham- 
ber. A l2-mm-thlck transparent acrylic window was 
fitted to the grinder. The comminution was recoiled 
at 1000 - 6000 frames per second (fps) using a 67 
mm diameter lens with a macrofocusslng zoom. 

Ti^or Testing 

Ma^riats 

PET and PVC rods 9.53 mm (0.375 In.) In diameter 
were cut to lengths of 38.1 mm (1.S in.), 57.15 mm 
(2.25 In.), and 76.2 mm (3 In.) and used as proJecUles. 
^mples vrere tested at room temperature. 

BalUstks Testing 

The PVC and PETT projectiles were accelerated using 
a powder charge from a gun at velocities of 300 to 600 
m/s toward a massive steel anvil. Velocities were 
measured by a light beam method, and could be 
changed by altering the amount of powder charge 
used. The final lengths and appearances of the sam- 
ples were noted. SEM was used to observe the failure 
mechanisms of the materials. 

Scanning Hectron MIcroBCopf 

Failure surfaces were esramlned using a JEOL scan- 
ning electron microscope. Specimens were covered 
with gold by sputtering to reduce surface charging. 

CHARACTERISTIC STRAW RATES 
OF IMPACT TESTS 

Strain rates can be scaled using characteristic ve- 
locities and sample dimensions (13). Tlie Izod test has 
a well-deflned geometry In which the center of the 
sample is loaded. Owing to the low strain rate, some 
flexing of the beam may occur prior to fracture. In this 
case, the strain rate should be related to the sample 
dimensions by 

where i to the slraln rate, D to the depth of the beam. 
L Is U»e span of the support points, and o to the veloci- 
ty of Impact (based on an Impact on the middle of a 
slmp^ supported beam). 

Etprntlon 8 might be applied to the case of a thin 
plastic chip being Impacted by a hammer In a End- 
ing operation If the |»rtlcle deforms sl^lficantly prior 
to failure. lU0i speed video of sln^e particle breakage 
hi the hammer mill showed that PVC particles broke 
Into fragments with little or no apparent flexing. 
Usually, these particles fnwlured within two or three 
Impacts. PET chips also broke Into fragments with lit- 
tle or no apparent flexing. Hovs«:ver, more than flve 
hits were required for most PCT particles to fragment. 
When the residence time In the ^ndlng chamber was 
short, many chips left the grinder without being bro- 
ken. PET chli^ often showed Internal crazing, which 
vras consistent with the previously described mecha- 
nism for dynamic stress fracture. The primary break- 
age mechanism was particle-hammer. Particle-wall 
impacts did not seem to i«sult In fracture, and pro- 
jected particles back Into the hammer path. 

The high speed video Information and the particle 
morphologies tJler grinding were used to model the 
fracture process for an estimate of the strain rate. The 
PVC chip dimensions of 7.6 mm diameter and 0.7 mm 
thickness meant that most of the area a-rallable for 
hammer Impact was the flat surface (about 85%) 
rather than the edge. Chip fracture miS probably due 
to the movement of the shock WRive throu^ the thick- 
ness of the parUcIe. The PET chip dlmeiMlons of 4.6 
mm diameter and 0.7 mm thickness ^ve about two- 
thirds of the surface area as flat surface. For these 
chip geometries, the characteristic strain rate was es- 
timated as the velocity of the hammer divided by the 
chip thickness. 

(9) 

8 = 
6-D   u (8) 

•me characteristic strain rates varied from 70,000 to 
140,000 S-' for the chips and rotation speeds used In 
the Impact grinding experiments. These estimates 
represented maximum values because they assume 
that all samples were struck perpendicular to the tot 
surface. 

The calculation of characteristic strain rates for 
Taylor tests is a matter of much debate (24-27). There 
is a wide range of strain rates throughout the sample 
during the deformation process. For cases in which 
the test produces consistent shapes, strains can be 
estimated by the specimen's final geometry. In our ex- 
periments, however, the PVC projectiles often recov- 
ered entirely from their deformed shape back to their 
initial geometry. The POT projectiles, on the other 
hand, often shattered into fragments. Howver. It was 
possible to determine the tenths of the defonned and 
undeformed PETT specimen, and estimate its total de- 
formation. For the case of mushrooming projectiles. 
Hawkyard (24) has estimated the total strain in the 
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300.00 

3SO.0O 

I 200.00 

180.00 

100.00 t 

SOOO 

0.00 

rf PET I 
fVCJ 

?    ?    f?    ? 
T«mp«ra<ura (C) 

Fig. 7. Izod impact strength for PVC and PET at various tem- 
peratures. 

sample by relating the kinetic energy balance to the 
sample's undeformcd length. A characterisUc strain 
rate can be calculated by dividing the projectile veloci- 
ty by the original length of the deformed material. 

(10) E = 
•dfl/bmicd 

Strain rates calculated by Eq JO for PVC samples 
ranged from 6000 to 15.000 s"' and for PET samples 
ranged from 5000 to 15.000 s"' under the condlUons 
of our tests. These estimates were lower bounds since 
they did not describe the large strain rates that oc- 
curred as the sample began to deform. 

COMPARISON OP EXPERIMENTS TO THEORY 

Isod Impact Failure 
P(Ay(Vlnyl Chloride). Strength versus testing temper- 

ature is shown in Fig. 7. The amount of energy re- 
quired to break a PVC test specimen varies widely 
with temperature. At temperatures less than -lO'C. 
the Impact strengths were low and were all less than 
27 J/m. Scanning electron photomicrographs of the 
fracture surface showed characterisUcs typical of brit- 

-frf/ 
S" 

l^mf^ 

IfffiMl 

tie fracture. Figure 8 shows the surface for samples 
tested at -^O'C. There Is a sharp fracture edge, and 
no obvious necking—which is consistent with brittle 
fracture. 

There was a step change in PVC Izod impact 
strength over the temperature range. OX < T< 20''C. 
The impact energy increased by an order of magni- 
tude. Inspection of the samples of PVC specimens 
tested above O'C showed that only partial breaks oc- 
curred. Fracture surfaces were whitish in color from 
dcformaUon during Impact, which is consistent with a 
ductile failure mechanism. Scanning electron photo- 
micrographs taken for samples tested at 0. 20, and 
SO-C all showed ducUle fracture. Figure 9 (20^) shows 
obvious necking. The circular depressions arc slmUar 
In size to PVC suspension macropartlcles. At tempera- 
ture above 20^. the I/.od Impact strength Is Indepen- 
dent of temperature and ductile failure occurs. Tlie 
PVC brittle-ductile transition temperature predicted 
by Uie tensile failure mechanism and the p-relaxaUon 
diagrams for strain rates typical of the Izod test Is 
confirmed by these experiments. 

Poly(EthyIene Terephiimlate). The PETT Impact test 
specimens all break via a brittle fracture mechanism 
over the temperature range. -40 to 80»C. Scanning 
electron photomicrographs of all fracture surfaces 
were quite similar (Fig. IQ. shovirtng no obvious neck- 
ing even at high magnincatlon. The tensile failure 
mechanism and p-relaxaUon diagrams predict a brit- 
tle-ducUle transition In the range of-48 to -23''C. This 
translUon vras not observed by our Izod tests. 

Impact Grinding 
Scanning electron microscopy was used to deter- 

mine the type of fracture for each grinding condlUon. 
At room temperature and higher. PVC particles failed 
in a ductile manner with obvious signs of plastic 
yielding. At a mill ouUet temperature of 0°C. the PVC 
particles had more distinct crack patterns identifiable 
with britUe fracture. The britUe-ductlle transition oc- 
curred between 0 and 25^. This was similar to the 
transition temperature observed in the Izod test, and 

iOKW aaeiAM      04«tt*i 
^   .   , p,_  Q SEM rx 50) of PVC Izod test specimen impacted at 

Fig. 8. SEM fx 50) of PVC Izod test specimen impacted at m^9. SEM fx 5U) oj 

-40°C. 
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FU). 10. SEM fx 50) of PET tmd test specbnen bnpmted at 
2(yc. 

It was lower than that predicted by the tensile failure 
mechanism diagram. When PVC failed In a brittle 
manner. Its progeny particles had a lower aspect ratio 
compared with the parent particles than for ductile 
failure samples. 

PCT particles showed ductile yielding at room tem- 
perature and hl^er. At a mill outlet temperature of 
0"C, Its fracture surfaces showed characteristics of 
both brittle and ductile fracture, Yano and Yamaoka 
C4) reported that PETTs nodular structure and small 
Isometric ciystallites might Increase Its ducUllty by 
providing an ener^-absorblng structure. Chips which 
had been Impacted but which had not fragmented 
showed a number of Internal cra^^s when ejramlned 
optically. TTiese crazes were consistent with the dy- 
namic stress fracture mentioned previously. 

Ti^or Impact Tests 

The failure mechanisms of PVC and PET were the 
same as observed for tod Impacting at room tempera- 
ture. The PVC samples deformed and decreased In 
len^, while the PET samples shattered. TTje SEM 

photo^plw In F^s. 11 and 12 depict the yielding of 
the PVC material, and the brittle fractured surface of 
the PET material. The PVC material flowed, as If 
stretched. Higher projectile velocities led to adiaballc 
heating and decomposition In the PVC samples. Tljc 
PET fracture surfaces had blunt edges from stable 
crack propaftitlon. No adlabatlc heating was observed 
In these samples. 

The adlabatlc healing failure of PVC wras not antici- 
pated from the failure mechanism dlaiJrams or the Im- 
pact grinding studies at apparently higher strain 
rates. PET was expected to fall ducUlely rather than 
brtttlcly. These results suggest that there are effects of 
sample shape on the mechanism for failure which ai-e 
not accounted for. 

CONCLUSIONS 

Brittle-ductile transition temperatures estimated by 
tensile failure mechanism dla^mns predict a process- 
ing window of temperatures and strain rates In which 
PVC should fall in the brittle mode and PCT should 
fall In the ducUle mode. A slmUar processing window 
Is predicted by p-relaxatlon temperatures. Impact 
finding tests confirm the presence of such a process- 
ing window. The brittle-ductile transition temperature 
predicted for strain rates typical of the tod test was 
confirmed for PVC but not for PET. TTie PVC transi- 
tion for impact grinding conditions occurs at lower 
temperatures than predicted by the failure mechan- 
ism diagrams. The brittle-ductile transition of PETT 
was not clearly observed under impact finding condi- 
tions. Compression failure mechanism diagrams pre- 
dict a reversal of the transition lines of the polymer 
pair, and do not agree with the Impact test results. 
Taylor tests at room temperature show adlabatlc heat- 
ing for PVC and brittle fracture for PETT. This paper 
has demonstrated that selective impact grinding of 
two homopolymers can be predicted from tensile test- 
ing and p-relaxatlon properties. Particle size distribu- 
tion differences are reported and analyzed In a related 
paper (28). 

Fig. 11. SEM of PVC Taylor test smnple impacted at 398 m/s 

Si^   --'^- 

at*,.'' 

Pig. 12. ^M ofPEl' Taykr test sample impacted at 369 m/s. 
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Testing Machines and Strain Sensors 
lool W. House, Air Force Kcse,irch Lab(>r.itory 
Peler P. Gillis, Univcrsily of Konturky 

MnCHANICAl/nSTlNG MACHINES have 
been CMmincreiully nvailrtbic since 1886 (Rcf 
1) and Inivc cv«lsc<J rr<»m purely mechanical 
machines (like ilw pitpuhir "LilUc Oiniii" hinul- 
eranketl iciisilc icsier of Tinius Olhcn. circa 
I90(». shown in Fig. I) lo more sophisiicaied 
clcctromsJchanicul and scrvohytlranlic machines 
with advanced clucironics and mierocompui- 
cri. lilccironic circuilry and microprocessors 
have increased the reliaWliiy of cxticrimenlal 
daia. while reducing ilic time to analyze infor- 
mation. This transition has made it possible to 
determine rapidly and with great precision ulti- 
mate tensile strength and clonguiion, yield 
strength, modulus of elasticity, and other me- 
chanical pro|icilics. Current equipment manulac- 
turcrs also offer workstation configurations that 
automate mechanical testing. 

Convcmional test machines for measuring 
mechanical properties include tension testers, 
compression testers, or the more versatile uni- 
versal testing machine (UTM) (Rcf 2). UTMs 
have the capability to test material in tension, 
compression, or bending. The word imiversal 
refers to the variety of stress stales that can be 
studied. UTMs can load material with a single, 
continuous (monotunic) pulse or in a cyclic 
manner. Other conventional test machines may 
be limited to cidicr tensile loading or comprcs- 
sive loading, but not both. These machines 
have less versatility than UTM equipment, but 
are less expensive lo purchase and maintain. 
The basic aspects of UTM equipment and test- 

ing generally apply «»tension or compression 
testing machines as well. 

Tins article reviews the current technology 
and examines force application systems, force 
measurement, strain measurement, important 
instrument considerations, gripping of test 
specimens, test diagnostics, and the use of com- 
puters for gathering and reducing data. Empha- 
sis is placed on UTMs with some separate dis- 
cussions of equipment factors for tensile testing 
and compression testing. The influence of the 
machine stiffness on the test results is also de- 
scribed, ahmg with a general assessment of test 
accuracy, precision, and repcutabilily of mod- 
ern equipment. 

Testing Machines 

Flo   1   "tilllt'-CLinl" lwntl-cr,inl!e<l Ifnsilc tRslcr of 
o*       TiniiisOlsen.nrtaiqOO 

Although there arc many types of test sys- 
tems in current use. the most common arc uni- 
versal testing machines, which are designed to 
test  specimens  in tension, comprcssicm, or 
bending. The testing tnachines are designed to 
apply a force lo a material lo determine its 
strength and resistance to deformation. Regard- 
less of the method of force application, testing 
machines are designed to drive a crosshcad or 
platen at a conlrtillcd rate, thus applying a ten- 
sile or compressive load to a specimen. .Such 
testing machines measure and indicate the ap- 
plied force in pound-force (Ibf), kilogram-force 
(kgf), or newtons (N). These customary force 
units arc related by the following;  I  Ibf = 
4.448222 N; I kgf = 9.80665 N. All current 
lestins! machines arc capable of indicating the 
applied force in cither Ibf or N (the use <if kgf is 
not recommended). 

The load-applying mechanism may be a hy- 
draulic piston and cylinder with an associated 
hydraulic power supply, or the load may be ad- 
ministered via precision-cut machine screws 
driven by the necessary gears, reducers, and 
mmoT to provide a suitahic travel speed. In 
some light-capacity machines (only a few hun- 
dred pounds maximum). Ihc force is applied 
by an air piston and cylinder. Gear-driven sys- 
tems obtain load capacities up to approxi- 
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matcly 600 kN (13$ x. U>* Ibf), while hydraulic 
systems con obtain forces up to approximately 
4,SI)0kN(ls< 10* Ibf). 

Wheihcr the machine is a gcur-drivcn system 
or hydraulic system, at some point the test ma- 
chine reaches a maxinuim speed for Utading the 
.specimen. Gear driven test machines have a 
maxitnum crosshcad speed limited by the speed 
of the electric motor in cotnbinalion with the 
design of the gear box iransinission. Crosshcad 
.speed of hydraulic machines is limited to the 
capacity of the hydraulic pump to deliver a 
steady pressure on the piston of the actuator or 
crosshead. .Servohydraulic lest machines offer a 
wider range of crosshcad speeds; however, 
there are continuing advances in the speed con- 
trol of screw-driven machines, which can be 
just as versatile as, or peritaps more vcrsalile 
than, scrvohydraulic machines. 

Conventional gear-driven systems aro gener- 
ally designed for speeds of about 0.001 to .S{X) 
mm/min (4 x lO'* to 20 in./min), which is suit- 
able for quasl-slalic testing. Scrvohydraulic 
systems are generally designed over a wider 
range of test speeds, such as: 

• 1 \imlh test speeds for creep-fatigue, stress- 
corrosion, and stress-rupture testing 

• I (ira/min test speeds for fracture testing of 
brittle materials 

• 10 m/s (400 in./s) lest speeds for dynamic 
testing of components like bumpers or seat 
belts 

Scrvohydraulic UTM systems may also be de- 
signed for cycle rales from I cyclc/day to over 
200 cycles/s. Gear-driven systems typically al- 
low cycle rates between I cycle/h and I cycle/s. 

Gear-driven (or screw-driven) machines 
arc electromechanical devices that use a large 
actuator screw threaded through a moving 
crosshcad (Fig. 2). The .screw is turned in cither 
direction by an electric motor through a gear re- 
duction system. The screws arc rotated by a 
variable-control motor and drive ihc movcaWe 
crosshead up or down. This motion can load the 
specimen in cither tension or compression, de- 
pending on how the specimen is to be held and 
tested. 

mmmmmmummumuxKm^ 
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Screw-driven icsiing ninchines ciirremly 
iiscJ are of ciihcr u one-. lw«)-, or lour-scrcw 
design. To climiiiaic Iwi.M in the x|Hrcimcn from 
Ihc rolaiion of the screws in miiliiple-scrcw 
xystcnis. one screw hus a rithi-hand ihreail. and 

the other lias a leD-haml thread. Hor alignnienl 
and lateral siohiliiy. the scrcwx nrc supported in 
bearin{!.s on each end. In some machines, load- 
ing eros!.lieads arc guided by columns or 
guidcways l«) achieve alignment. 

CroitlteidtravBl 
limit (witcho* 

FiKedcrotihwil 
loadcollmoundng        Ail)uilibl« 
poiillon uppofl.mil 

*iop 

Extonilon maaturament 
oplic*l encodar 
(optional) 

Manual 
posftlonmg 
rasolvsr 

nesolvor 

Dnve 
motor 

Leadscrew 
drfvsgaar 

Leveling pad 

Gearbox output 
pinion gear and 
loraion testing 
adapter 

Fin 2 Comimnoms <.f ;,n olectfomL>c:h.mlwl (screw- ilrlvc-n) leslin,; marhino. For ll.o confiKuration shown movinB 
"^- ^ 11.0 lower (inlorm<;(li.ito) l>o..d upward producns tension In the lower s|wtc lielween the trosshcul jnci the 
bits(> 

Feedback 
signal 

Input 
programmer 

Spocimen 

Fig. 3  Scliom.ilic of d b.isic servoliydraulic, rlost'd-ioop testini; machine 

A range ofcrosshcad spcctis can be achieved 
by varying the speed o( the electric inntor uiul 
by changing the gear rntit). A closetl-ltKip 
servodrive system ensures that the cmsshcad 
ntoves at a constant speed. Tltc desired or user- 
sclccteil speed and direction information is 
compared with a known reference signal, and 
thiS servomcchanisin provides positional con- 
trol of the moving crosshcad to reduce any er- 
ror or difference. .State-of-the-art systems use 
precision optical cncotlcrs mounted directly on 
preloaded twin ball screws. 'I hcse iy|)es of sys- 
tems are capable of measuring crosshcad dis- 
placement to an accuracy of 0.125% or better 
with a resolution of 0.6 ^m. 

As noted aKivc, typical screw-driven ma- 
chines nrc designed for speeds of I to 20 
mm/mill (0.0394-0.788 in./min) for <iuasi- 
.static test applications: however, machines ctin 
be designed lt> obtain higher speeds, although 
the useful force available for application to the 
specimen decreases as Ihc s|«;cd of the cross- 
hcad inoti«)n increases. Modern high-speed sys- 
tems generally arc useful in ranges up to 5(K) 
mm/min (20 in./min) (Ref 3). Nonetheless, top 
crosshead speeds of 1250 mm/min (50 in./min) 
can be attained in screw-driven machines, and 
scrvohydraulic machines can be driven up to 
2.5 X 10^ min/min (UY* in./min> or higher. 

Due to the high forces involved, bearings and 
gears require particular attention to reduce fric- 
tion and wear. Backlash, which is the free 
movement between the mechanical drive com- 
ponents, is particularly undesirable. Many in- 
struments incorporate antibacklash preloading 
so that forces arc translated evenly through the 
lead screw and crosshead. H«»wever, when the 
crosshcad direction is constantly in one direc- 
tion, antibacklash devices may be unnecessary. 

Servohydraulic machines use a hydraulic 
pump and servohydraulic valves that move an 
actuator pistt)n (Pig. 3). Tlie actuator piston is 
attached to one end of the specimen. The mo- 
tion of the actuator piston can be controlled in 
both directions to conduct tension, compres- 
sion, or cyclic loading tests. 

Servoliydraidic lest systems have the capabil- 
ity of testing at rates from as low as 45 x It)-1 • 
m/s (1.8 X 10-9 in./s) to 30 m/s (12(H) in./s) or 
more. The actual useful rale for any particular 
system depends on the size of the actuator, the 
How rating of the scrvovalvc, and the noise 
level present in the system electronics. A typi- 
cal servohydraulic UTM system is shown in 
Pig. 4. 

Hydraulic actuators arc available in a wide 
variety of force ranges. Tlicy are uniciue in their 
iibiliiy to economically provide forces of 4450 
kN (i.OOO.OOO Ibf) or more. Screw-driven ma- 
chines arc limited in their ability to provide 
high forces due to problems associated with 
low machine stiffness and large and expensive 
loading screws, which arc increasingly more 
difficult to produce as the force rating goes up. 

Microprocessors for Testing and Data Re- 
duction. Contemporary UTMs are controlled 
by microprocessor-based electronics. One class 
of controller is based on dedicated nticropro- 

L-2 



Testing Machines and Strain Sensors / 81 

tcsKors for ics. machines (Fig. 4). Dedicuicd 
microprocessor, are designed lo pcrr..rm spc- 
cific Us and have displays and .npm unc- 
,i„„s .hal arc limited lo those lasics. The dcd.^ 
caicd  microprocessor sends signals to the 
«Srin.ental appumius and receives Informa^ 
Sm"rom various sensors. The data received 
ISm^lrscnn be passed to oscilh>seor^^^^^ 
computers for display and storage. Tlic cxpc 
3al results consist of lime ami voltage ii for- 
"aS hat must he lurlher redticed to analyze 
rtcrial behavior. Analysis of the data requires 
Si nversion of test results, such as voltage 
u, sLific quamities. such as disp accmeni and 
load, based on kn.wn conversion factors. 

•Se^Jecond class of compiler is the pei^onal 
computer (PC) designed with an electronic in- 
icrfi ce to the experimental apparatus, and the 
;J^iprLe application software, lite software 
akes the description of the «cst to be pcr- 
fonncd. including specimen geometry data, and 
establishes  the  requisite electronic  signals. 
Once the test is underway, the computer con- 
mlsthc tests and collects, reduces, displays 
S s ores the data, l-he «bviou.s "dvantage of 
ihe rc-bascd controller is reduced lime lo gen- 
erate graphic results, or re,x,rts. The other ad- 
va uage is the elimination of some procedur 
c?rorsorthe reduction of the interfacing dciaih 

between the operator and the experimcn al ap- 
Sr Some systems arc designed with both 
vL ..f conirollers. Having both types of con- 
Scrs provides maximum tlexibility in data 
ttathcring with a minimal amount of time re- 
quired lor reducing data when conducting stand- 
ard cxperimenis. 

Principles of Operation 

The operation of a universal testing machine 
can be understo<xl in terms of 'he "'am e^^^^^ 
menis for any stress analysis, which include 
material response. si>ccimcn geometry, and 
load or boundary condition. 

Material response, or material jharactc na- 
tion, is studied by adopting standards for the 
other two elements. Specimen geometries, 
which arc specific for tension, compression, or 

landing tests, arc described in separate seUio s 
IT he .Mid of this uniclc. This section briclly do- 
sc £; load condition factor*, such as strain 

rmachine rigidity. »"<«/»"7\'"2 
modes by load control, sliced contr.il. strain 
control, and itrain-raie control. . 

Strain rate, or the rate al which a specimen 
is derorn>e.l. is a key test variable ^^J^^ 
.rolled within prescribed limits rfcgd "R ^^ 
the lyiw of test being performed. I able 1 sum 
"ari7.cs the general strain-rale ranges that are 
Spired for^arious .y,«s of propenyl^^^^^ 
Creep tests require low strain rates, while c«.n- 
ventional (quasi-static) tension and cycs^ 
sion tests require strain rates between 10- MVi 
in-\ c-t 

A typical mechanical test on metallic materi- 
als is Frformed at a strain rate of approxr- 
mately 10-^ s-». which yields a strain o ().5 in 
S(X) s Conventional equipment and techniques 
cenerally can be extended to strain rates as high 
Ss 0 I S-' without difficulty. Tests at higher 
strain rates ncccssiinle additiona considcr- 
Sins of machine stiffness and strain meastire- 
mcnl techniques. In terms of imichme capabO- 
iiy scrvohydraulic load frames equipped with 

fuh c^>achy valves can be used to generate 
s ra n Jiies as high as 200 s"'. These icsis are 
comjlicaied by load and strain measurement 
and data acquisition. . 

If the crosshead speed is too high, incrlia ef- 
fects can become importam in the analysis of 
Se si5:cimen stress state. Under cond>l.ons^o 

high crosshead speed, errors m the load cdl 
0 fipol and crosshead posiii<m data may beconic 
unacceptably large. A potential exists to dam- 
ace load cells and cxlensometers under rapid 
Sdii g. The damage occurs when ihe specimen 
fractures and the load is instantaneously re- 
moved from the specimen and iheload fnune^ 

At strain rales greater than 2(X) s '. the re- 
quired crosshead speeds exceed the sP'-'cJ^ eas- 
ily obtained wilh screw-driven or I'yd"'"''^' "";?■ 
chines. .Specialized high strain rate methods arc 
discussed in more detail in the Section "High 
Strain Rate Testing" in this Volume. 

Determination of Strain Rates for Quasi- 
Static Tension Tests. Strength properties for 
SSlUISiials tend to increase at higcr^a^ 
of deionnation. In order lo quantify the clfcct 
of deformation rale on strength and other prop- 
erties, a specific deiinition of strain rate is re- 
mired raring a conventional (quasi-static) 
?e ?on tS. fo^r example. ASTM E 8 "Tc.ision 
Testing of .Metallic Materials" prescribes an 

«p,wr limit of dcfonnatioii rate as dclermincd 
qliHiuiiatively during the icsl by one of the fo • 
lowing methods (listed in decreasing order of 
precision): 

• Kate of straining 
• Kate of stressing (when loading is below the 

proportional limit) 
• Rate of crosshead separation during the tests 
• HIapscd lime 
• Free-running crosshead speed 

Fors.)mc materials, the free-running crosshead 
Sliced, which is the least accurate, may be ade- 
quate, while for other materials, one of the re- 
maining methods with higher precision may be 
necessary in order lo obtain lest values within 
accepiablc limits. When loading is below the 
proiwilional limit, ihc deformation rale can be 
siwcified by the "h>ading rale" units of stress 
per unit of time such thai: 

a--EC 

Table 1 
tests 

Strain rate ranges for different 

c-„ A Sm'ohydraulictestinBm.xl.ino and load frame 
f'8' ^ v/,Vh .1 dcdic.-.tcri mirroprocc-ssor-b«cd con- 

troller 

Creep icsis 
Psciiclosiiitic tension or 

compression tests 
Dynamic tension or 

compression tests 
linpact har tests involving virave 

propagation effects 

Source; Rcf* 

Kl-ftolO ■'' 
10-5 ,„ 10-1 

10-1 to 11)^ 

lO-totO^ 

where, according to 1 Uwke's law. o is stress. E 
is the modulus of ela.siiciiy. c is strain, and ihe 
supcrposcti dots denote lime derivatives. 

AS'I'M F, 8 specifics that the lest s|Ked must 
be low enough to permit accurate determination 
of loads and strains. When the rate of stress- 
ing is stipulated. ASTM E 8 requires that it 
not exceed 690 MHa/min (100 ks./min). This 
corresponds to an clastic strain rale of about 
5 X 10-5 S-' for .steel or 15 x lO-' s-> for alumi- 
num. When the rate of siraining is stipulated. 
ASTM E 8 prescribes thai after the yield point 
has been passed, the rale can be increased lo 
about 1000 X I0-* s-'; presumably, the stress 
rate limitation must be applied umil the yield 
point is passed. Uwer limits are also given m 
ASTM E 8. .    „.    .      e 

In ASTM standard E 345. 'Tension lesting of 
MetJillic Foil," the same upper limit on ihc ntlc ol 
stressing is recommended. In acklilion. a lower 
limit of 7 MPii/min (1 ksi/mm) is given ASTM 
E 345 further specifics that when the yield 
strength is to be delermined. the strain rale 
must be in the range from approximately 3 x 
10-5 to 15x10 5 s-'. 

Inertia Effects. A fundamental difference 
between a high strain rate tension test and a 
quasi-static tension test is that mcrtia and wavtj 
propagation effects arc present at high rates. An 

Lalyfis of results from a ^8^!;'""^ o 
thus requires consideration of the cffec   of 
Mrcss wave propagation along the length of the 
test specimen in order to determine how fast a 
uniaxial lest can be run to obtain valid stress- 

"?or h5' loading rales. Ihc strain in the speci- 
men may noi be uniform. Figure 5 illusiraics an 
elemental length dx, of a tension test specimen 
whose initial cross-sectional .f^" Aof^ 
whose initial location ,s prescribed byjhe^o" " 
dinaic A. Neglecting gravity, no forces act on this 
eemem in its initial configuration. Afmr he 
test has begun, the clement is shown displaced 
by a distance «. deformed to new dimensions 
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(Ix and A, mid siibjjci.'il lo forces F nnJ /■' + 
(IF. Ttw difference. dF, IKJIWCCH ihe« endfnce 
forces causes llie motiim of ihe cleinciu ihul is 
nunifested by the displiKcnieni. ii. ITiis inolion 
IN governed by Ncwtun's second hiw, force 
equals mass limes acceleration: 

<'/•■»i>oA)'''i)( ^yr 1 (lUlD 

where pi/^ntlxu is the mass of the element. 
/\,//.r„ is the volume, p is the density of the ma- 
icriul. and (J-u/ili-) is its uccelcrnlion. Tests 
thai arc conducted very slowly involve ex 
trcmcly small accelerations. Thus. Eq I shows 
that the variation of force ilh' along the speci- 

men length is negligible. 
However, for tests of increasingly shorter du 

rations, the acceleration terin on the right side of 
liq I iKcomcs increasingly signitlcanl. Titis pro 
duces an increasing variation of axial force 
along the length of tin: s|x:cimen. As the forec 
l)ecomes ntore nonunilorm. .so must the stress. 
Con.seciucntly, the strain and strain rate will also 
vary with axial position in Ihe .specimen. When 
these effects Income pronoimced. the concept of 
average values of stress, strain, anil strain late 
become meaningless, and the test lesulis must 
be analyzed in terms of the pmpngation of 
waves through the specimen. Tltis is shown in 
Table I as beginning tioar strain rales of 10-s"'. 
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II iiK 'mediate range of strain rates (de- 
u>    ; iiiinic tests in Table I), nn effect 

' a>  iiiging"ofilw load-measuring device 

)i inien>relatio«> of test dni.i. An cxam- 
11 iidition is shown in Ki)}. 6. which is u 
I III cell force versus tinw during a dy- 
.1)1 test of a 2()24-T4 aUiii)iiiuiit s|)eci- 
1 la ion siHiweil ihiii ilie oscillaliotis ap- 
h.! figure are consistent with vibrations 

rr (imntc natural Irciiuency of the loud 
ihisiesl(Ref.S.6). 
nuchincs currently available for 

, ing, electronic signal processing 
Iter out such vibr.iiions. thus tnuk- 

iiMiuiTKntation records appear much 
I an  the  actual  load cell  signal. 

IIS 

I • 

i;cl 
er 

Liii'.'il 
I   I  lh< 
iil'prr 

^^i til 

mil ))• 

•lie i; 
I,  :) I 

ill.'- , 

;MI, ilierc is still a great deal of uncer- 
r tn; nierpretationof dynamic test dat.T 
injiiilc the average value of the high- 

i:v.-j > brations asstKiaicd with Ihe load 
jii ;i: :xpected to differ from the force in 
in 111.11. This difference is caused by vi- 

ms ii;;r the natural frequency of the lesl- 
iiiihii ;, which arc so low that the entire 
mi uiu r in less than Ijoof a cycle. Hence. 

i)\ilii!qucncy vibrations usually are im- 
hk ti) letccl in a test record, but can pro- 
iig litiiant errors in the analysis of test rc- 
lli: iinging frequency for typical load 

r:\myi from 24(K) to 3600 Hz. 
i( h ni( Stiffness. The mo.st common mis- 
:pii{ii lelaiing to strain rate effects is that 
ciiii j machine is much stiffer than the 
Of • '; ich an a.s.siiinption leads to the con- 

of ilctbrmation of the specimen by an es- 
uily iii;id machine. However, for most 
110 >i positc is true: the conventional ten- 

;|>c( men is much stiffer than most testing 
line; .f^s shown in Fig. 7, for example, if 
ihciul ilisplacemcnt is defined as the rela- 
disphicimcnt. A. that would occur under 
iiiiir . of zero load, then with a specimen 
>cd 1 1 testing machine and the driving 
iaii s n engaged, the crosshead displace- 
: ocp nis the deformation in the gage length 
c specimen plus elastic deflections in coni- 
iiis iiicli as the machine frame, load cell. 
„ ami specimen ends. Before yielding, the 
leiu'tli deformation is a small fraction of 

iosshc:.d displacement. 

Alier the onset of gro.ss plastic yielding of the 
specimen, conditions cliunge. During this phase 
of deformation, the load varies slowly as the 
material xirnin hardens. Thus, the elastic de- 
llections in the machine change slowly, iiiul 
most •>r the relative crosshead displacement 
pro<luces plastic dclonnation in the .specimen. 
Qualitatively, in u lest nt appniximately con- 
sianl cros.shcad s|x.'ed, the initial elastic strain 
rate in the specimen will be small, but the spec- 
inwn siniin rale will increase wiicn plastic How 

occurs. 
Quantitatively, this effect can IM: estimated as 

follows. Consider a specimen having an initial 
cioss-.seetional area -4^ and modulus of elastic- 
ity /Tgripiwd in a testing machine so that its ax- 
iaily stressed gage length initially is Z^,. (This 
discussion is limited to the range of testing 
spceils where wave propagation effects are neg- 
ligible. This restriction implies that the load is 
uniform throughout die gage length of the s|x;c- 
imen.) Denote Ihe stiffness of the machine. 
gri|)s, and mo on, by K and the crosshead dis- 
placement rate (nominal crosshead speed) by .S'. 
The ratio .S//^) is sometimes called Ihe nominal 
rate of strain, but iKcausc it is often substan- 
tially different from the rate of .strain in the 
s|>ecimen, the term specific crosshead rate is 
preferred (Ref 8). 

Let loading begin al lime / equal to zeio. At 
any moment thereafter, the displacement of the 
crosshead must equal the elastic dcnection of 
the machine plus the elastic and plastic dellcc- 
tions of the s|>ecimen. Letting s denote the en- 
gineering stress in the .specimen, the machine 
detlection is tben .v/\„//f. It is reasonable to as- 
sume that Hooke's law adequately describes 
the clastic deformation of the s|>ecinien at ordi- 
nary stress levels. Thus, the elastic strain c^ is 

x/E. 
Denoting the average plastic strain in ihe 

specimen by e^, the above displacement bal- 
ance can IK expres.sed as: 

Differentiating Eq 2 with respect to time and 

dividing by /.(, gives: 

u n. 

T 

^ 

n 

JL. 

e=3 

C 

Lo + A - RK 

FIB. 6 Osi-'illosi ope record of lo.ul cell force versus 
°' limo during .» tlyiuiniir tension lest (jepiclini; 

Ihe phenomeiioi) of ringing. Tlie iinrontrolled osclll.i- 
lions result who.n the lo,ndin)> rale is ne.ir the resorwnl Ire- 
qiiency of Iho lo,id CPII. The scales are .irbitrary. Source: 
Ref 5 

(b| Ic) 

r-,   7    k h.'malic illustr.ilin(> crosslieacl displ.icemenl .ind el.islit deflection in a tension testinn niiichiiio. \ is ilw 
o' '     |i4|,|.i, enient of the crosshcid rolalive to the zero lo.id displacenient: l.„ is the inili.il gage length ol Iht 

spp. iinoo; K .s the composite stiffness of the grips, loading frame, load <:ell, specimen ends, el<:.; F is Ihi- lortie .ictinj: 
oiiil le S|.( < I wn The development of f.(\ i through 12 ilescribes Ihe effects of testing machine stillness on tensile prop 

ertius. Sciird-; Ref 7 
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7,T"U|w,/T'' 
(liq.D 

The strain rate in the s|)cciincn is the sumof the 
cluMio anil plusiic strain rnlcs: 

'"'''*'••"(■«)' 

(Cq4) 

Using Cq .11«» eliminate the stress rale froni Hq 
4 yields: 

<n«i.^) 

Tluis. it i.s seen Hint the specimen strain rate 
usually will differ from the siweific crosshcad 
rate bv an amount dependent «>n ihc rale of plas- 
tic deformation and the relative stiffnesses of 
(he specimen (/\„fc/to) and the machine. A'. 

Accounting (or Testing Machine Stiffness. 
Machine stiffness is the an)ounl of deflection in 
Ihc load frame and the grips for each unit of 
load applied to the specimen. This deflection 
not onlv encompasses clastic deflection of the 
load frame, but includes any motion in the grip 
mechanism, or at any interface (threads, cic.) in 
Ihe sysicni. Tliesc deflections arc substantial 
during the initial loading of the specimen, that 
is. through ihe clastic regime. This means thai 
the initial crosshcad speed (spccincd by the op- 
erator) is not an accurate measure of specimen 
displacement (.sirain). If the strain in the elastic 
regime is not accurately known, then extremely 
large errors may result in the calculation of 
Young's modulus {K, the ratio of stress versus 
strain in the cla.slic regime). In the analysis by 
H«K'keti and Gillis (Ref 9). ihc machine stiff- 
ness K is accounted for in the following etpia- 
tion: 

ihu key experimental conditions, such us force. 
s|Kcin»cn dcformulion, and the position of the 
movcnbic crosshcad. These arc the key bound- 
ary conditions, which are analysed to pr«)vidc 
mechanical pro|Kriy data. These b<»undary con- 
ditions on the specimen can also be controlled 
in different ways, such as constant load control, 
constant sirnin control, imd constant crosshcad 
speed control. Constant crosshcad s|Kcd is the 
most common method for lension tests. 

CtmMimt IAHHI Role Tesilng. With appropri- 
ate nuKlules on a UTM system, a constant U»ad 
rate test can be accomplished easily. In this 
conCigurHiion. n load-control module allows Ihc 
machine with the constant rate of extension to 
fimction as a constant load rale device. This is 
accomplished by a feedback signal from u load 
cell, which generates a signal that auiomnii- 
cally adjusts to the motion controller of the 
crosshcad. Usually, ihe scrvomechaiiism sys- 
tem response is particularly critical when mate- 
rials arc loaded through the yield point. 

Conxttini Strain Kale TexiiiiR. Commercial 
sy.stems have been developed to control the ex- 
periment based on a constant rate of straining in 
Ihe specimen. These .systems rely on cxlensom- 
ciers measuring Ihe change in gage length to 
provide data on strain as a function of time. The 
resulting signal is processed to determine the 
current strain rate and is used lo adjust Ihe 
crosshcad displacement rate throughout the 
test. Again, servomechanism response time is 
pariiculariy critical when materials are taken 
through yield. 

To maintain a constant average .stram rate 
during a test, the crosshead speed must be ad- 
justed as plastic flow occurs so that the sum 
{SK/A^E + e„) remains constant. For most me- 
tallic materials at the beginning of a test. Ihe 
plastic sirain rate is ostensibly zero, and from 
Hq 5 the initial strain rale is: 

(F-qfO 

where Ly is initial specimen gage length. .V is 
crosshead speed of the testing machine, -4,, is 
inilial cross-scclional area of Ihe specimen, /»„ 
is specimen load rate (dF/tll = Aiyi). and /i is 
Young's modulus of the specimen material. 

Research in this area showed that a signin- 
cani amount of scatter was found in the mea- 
surement of machine stiffness. This variability 
can be aitributed to relatively small differences 
in test conditions. For characieri/alion of the 
clastic response of a material and for a precise 
measure of yield point, the influence of ma- 
chine stiffness requires that an extcnsomcter. or 
a bonded sirain gage, be used. After yielding of 
the specimen material, the change of machine 
deflection is very small because the load 
changes slowly. If the purpose of the experi- 
ment is to study large strain behavior, then the 
error Hssociaied with the use of the crosshcad 
displacement is small relative to other forms of 
experimental uncertainties. 

Control Modes. During a test, control cir- 
cuits and servomechanisms monitor and control 

r.v-i 
(nq7) 

where .S'o is the crosshead speed at the begin- 
ning of Ihe lest. For materials that have a dcfi- 
nilc yield, .v = 0 at the yield point. Tlierefore, 
from Eq 3 and 4, the yield point sirain rale is: 

-m (KqH) 

where .V, is the crosshead speed at the yield 
point. Equating these two values of strain rate 
shows that the crosshcad speed must be re- 
duced from ils initial value lo its yield-point 
value by a factor of: 

i',   I    '^'^i) 
(Eq9) 

exceed that of the specimen, f-.ven for wire-like 
s|Kciincns. the correspondingly delicate grip- 
ping arrangement will ensure Ihol the machine 
stiffness is less than that (»f the siwcinicn. Thus, 
large changes in crosshcad speed usually arc 
required lo maintain o consianl sirain rate from 
the beginning of the test through the yield point. 

Furihermorc. for many materials, the onset 
of yielding is quite rapid, so ihal this large 
change in s|)ced must be accomplished quickly. 
Making the necessary changes in speed gener- 
ally requires nol only special strain-sensing 
equipment, but also n driving unit that is capa- 
ble of extremely fast response. Ilie need for 
fast response in the driving system eliminates 
ihe use of screw-driven machines for constant 
strnin-ratc  testing.  .Servohydraulic  machines 
may be capable of conducting tests at constant 
sirain rate through the yield point of a material. 

F.quution 9 indicates the magnitude of speed 
changes required only for tests in which there is 
no yield drop. For materials having upper and 
lower yield points, the direction of crosshead 
motion may have to be reversed after initial 
yielding to maintain a constant sirain rate. This 
reversal may he necessary, because plastic 
strains beyond the upper yield point can be im- 
posed at a strain rate greater than the desired 
rate by recovery of clastic deflections of Ihc 
machine as the load decreases. For a descrip- 
tion of yield point phenomena, see tlw article 
"Mechanical Behavior tmder Tensile and Com- 
pressivc Leads'" in this Volume. 

Another important lest feature related to the 
speed change capability of Ihc testing machine 
is Ihc rate at which the cros-sltead can accelerate 
from zero to the prescribed test speed at the 
beginning of the test. For a slow lest this may 
not be critical, but for a high-speed test, the 
yield point could be passed before the cross- 
hcad achieves full testing speed. Thus, the 
cros.shcad may still be accelerating when it 
should be decelerating, and accurate informa- 
tion concerning tlu: strain rate will not be ob- 
tained. With the advent of closed-loop servo- 
hydraulic machines and electromagnetic shak- 
ers, the speed at which the ram (crosshead) re- 
sponds is two orders of magnitude greater than 
for screw-driven machines. 

Texts at Constant Crosshcad Speeds. Machines 
with a constant rate of extension are ihc most 
common type of screw-driven testers and are 
characteri/.ed by a constant rale of crosshead 
travel regardless of applied loads. They permit 
testing without speed variations that might alter 
lest results; this is particularly important when 
testing rate-sensitive materials such as poly- 
mers, which exhibit different ultimate strengths 
and elongations when tested at different speeds. 

Table 2   Experimental values of testing 
machine stiffness 

For particular measured values of machine 
stiffness given in Table 2, this factor for a stand- 
ard 12.8 mm {0.505 in.) diameter slcel speci- 
men is typically greater than 20 and can be as 
high as 100. Only for specially designed ma- 
chines will the relative stiffness of the machine 

Mnchlnl-Mlfrncia 

kc/inrn lb/In. Soiirre 

740 
460 

1800 
1390-2970 

4I..S00 
26,0(K) 

1(10,000 
77.900-1 fi6,500 

RcflO 
Ref II 
Ref 12 
Rcfn 
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rw a gcnr-drivcn system, applying the bt)iiiul- 
ory condition h ns simple us cntjngiiig the elcc- 
iric motor with a gear box irat»smi.ssion. At this 
noiiu. the cn>sshcinl ilisplaccmeiii will be what- 
ever speed and direction was selected. More so- 
pljistjcaled systcn>s use a command signal that 
is compared with a feedback signal rn»m a trans- 
ducer monitoring the p«»siti()n of the crosshead. 
Using this feedback circuit, the desired bound- 
ary condition can be achieved. 

Tension tests usually can be carried out at a 
constant crosshead s|)ced on a conventional 
testing machine, provided the machine has an 
adequate speed controller and the driving 
mechanism is sulficiently powerful to be insen- 
sitive to changes in the loading rate. Because 
.special accessory eciuipment is not required, 
such tests are relatively simple to perform. 
Also, constant crosshead speed tests typically 
provide as gooti a comparison among muterials 
and as adequate a measure of strain-rate sensi- 
tivity as constant strain-rate tests. 

Two of the most significant lest quantities 
—yield strength and ultimate tensile sirengib— 
frequently can be correlated with initial strain 
rate and specific crosshead rate, respectively. 
The stniiii rate up to the proportional limit equals 
the initial strain rate. Thus, for materials that 
yield sharjily. the time-average strain rate troin 
the beginning of the test to yield is only slightly 
greater than the initial strain rate: 

«^o = 

(   ^   1 
'1. (Kq 10) 

even though the instantaneous strain rale at 
yield is the specific crosshead rate: 

will impose n strain rate even greater than the 
specific crosshead rate given by Mq 12. 

A point «)f interest from the analysis involves 
icsiing of dilfea-nt sized specimens at alxnil the 
same initial strain rale. Assuming that these tests 
arc to be made on one machine under conditions 
for which K remains substantially constant, 
the crosshead speed must be adjusted to ensure 
ihat siKcimens of different lengths, diameters, 
or materials will experience the same initial 
.strain rate. In the typical ca,se where the spec- 
imen is much stiffcr than the machine. (I + 
/\„t7A:/.„) in Eq 10 can be approximated sim- 
ply by (A,iEIKLo). so that the initial strain 
rate is approximately e„ = i"/C//\(,t'. Thus. s|Kci- 
tiHrns of various lengths, tested at the same 
crosshead speed, will generally experience 
nearly the same initial strain riWc. However, 
changing either the specimen cmss .seciion or 
material necessitates a corresponding change in 
crosshead speed to obtain the same initial rale. 

A change in specimen length has subsian- 
tially the same effect on both the specific 
crosshead rate (.S/A,,) and the stiffness ratio ol 
specimen to machine (A(,£/Ar/fl) and. therefore, 
has no net effect. For example, an increase in 
specimen length tends to decrease the strain 
rate by distributing the crosshead displacement 
over the longer length; however, at the same 
time, the increase in length reduces the stiffness 
of the specimen so that more of the crosshead 
displacement goes into deformation of the 
specimen and less into deficction of the ma- 
chine. Tlie.se two effects are almost exactly 
equal in magnitude. Thus, no change in initial 
strain rate is expected for specimens of differ- 
ent lengths tested at the same crosshead speed. 

Hi) (Eqll) 

However, beyond the yield point, the stress rate 
is small .so that the strain rate remains close to 
die specific crosshead rate (F.q 11). Thus, duc- 
tile materials, for which a rather long time will 
elapse before reaching ultimate strength, have 
a time-average .strain rate from the beginning 
of the test to ultimate that is only slightly less 
than the specific crosshead rate. Also, because 
the load rate is zero at ultimate as well as at 
yield, the instantaneous strain rate at ultimate 
equals the specific cro.sshcad rate. 

During a test at constant crosshead speed, the 
variation of .strain rate from initial to yield- 
point values is precisely the inverse of the 
crosshead speed change required to maintain a 
constant strain rale (Eq 9): 

ll-q 12) 

Measuring Load 

Consequently, in an ordinary tension test, the 
yield strength and ultimate tensile strength may 
be determined at two different strain rates, 
which can vary by a factor of 20 to 100. de- 
pending on machine stiffness. If a yield drop 
occurs, elastic recovery of machine deflections 

Prior to the development of load cells, testing 
machine manufacturers used several types of 
devices for the measurement of force. Early 
systems, some of which arc still in use. employ 
a graduated balanced beam similar to plat- 
form-scale weighing systems. .Subsequent .sys- 
tems have used Bourdon tube hydraulic test 
gages. Bourdon tubes with various support and 
assist devices, and load cells of several types. 
One of the most common load-measuring sys- 
tems, prior to the development of load cells, 
was ilie displaceinent pendulum, which mea- 
sured load by the movement of the balance dis- 
placement pendulum, nie pendulum measuring 
system was used widely, because it is applica- 
ble to both hydraulic and screw-driven ma- 
chines and has a high degree of reliability and 
stability. Many machines of this design are still 
in use. and they are still manufactured in Eu- 
rope. India. South America, and Asia. Another 
widely used testing system was the Einery-Tatc 
oil-pneumatic .system, which accurately senses 
the hydraulic pressure in a closed, flat cap.sule. 

Load Cells. Cument testing mttchines use suiiin- 
gaac load cells and pressure tnmsducere. In a load 
cell, strain gages arc mounted on precision- 
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nuichined alloy-sicci elements, hermetically scaknl 
in a case with ilic necessary elccirical outlets, ami 
arranged for tensile ami/or compres.sivc loading. 
Tlic IOIKI cell can be minintcd so that the speci- 
men is in direct contact, or llw cell can Iw indi- 
rtfcily loaded through tlie machine crovslwad. ta- 
ble, or columns of IIK? load frame. The loud cell 
undilw IO:KI cell circuit are calibrnted to provide a 
siKcific voltage ns an output signal when a cer- 
tain force is ifctccled. In pressure tmnstliicers. 
which are variations of strain-gage load cells, the 
stmin-gaged member is activated by the hydraulic 
pressure of tlw system. 

Strain gages, strain-gage load cells, and pres- 
sure transducers are manufactured to several 
degrees of accuracy; however, when u.sed as 
ihe load-measuring mechanism of a testing ma- 
chine, the mechanisms must conform to A.STM 
E 4. as well as to the manufacturer's quality 
standards. 1-oad cells are rated by the maximum 
force in their openiting range, and the defiection 
of the load cell must be maintained within the 
cliwlic regime of tlw material from which the 
load cell was constructed. Because the load cell 
operates within its clastic range, both tensile and 
compressive forces can be monitored. 

Electronics provide a wide range of signal 
processing capability to optimize the resolu- 
tion of the iHitpiit signal from the Iwid cell. 
Temperalure-compens;iiing gages reduce mea- 
surement emirs from clwnges in ambient temper- 
ature. A prior knowledge of the mechanical prop- 
erties of the material being studied is also aseful 
to obtain full optimi/.ntion of these signals. 

Within individual load cells, mechanical stops 
can be incorporated to minimize possible dam- 
age llwt could be caused by accidental overloads. 
Also, guidance and sup|)ons can be included to 
prevent the deleterious effects of side loading 
and to give desired rigidity and ruggedness. This 
is important in tension testing of metals because 
of the elastic recoil that can occur when a stiff 
specimen fails. 

Calibration of Load-Meastiring Devices. 
Calibration of load-measuring devices refers to 
the procedure of determining the magnitude of 
error in the indicated loaiLs. Only load-indicating 
mechanisms that comply with standard calibra- 
tion methods (e.g.. A.STM E 7-H should be used 
for the load calibration and verification of uni- 
versal testing machines (see the section "Force 
Verification of Universal Testing Machines'" in 
this article). 

Calibration of load-measuring devices for me- 
chanical test niiichines is covered in siwcifica- 
tions of several standitfds organiziitions such as: 

SnwHtoilimimimhcr S^ecincallowllile  

AS'rMi;74 .SlaiularillV.KlicoforCiilibrationori'orcc- 
Mcusurin; Instnimcnls for Vcrifyins ihc 
Force InJicaiimi of Testing Machines 

LN I0l)02-.1 I'arl ^- Calihraiion of I'ortc-Proving 
Inslrumenis Used for llie Verificaiinii 
ofl'eslingMacliines 

ISO .17(1 Metallic Maierials- Caliliralion of Kiia-c- 
Proving Insminienis t/swl for ilic 
Verificalion of Tesdng Machines 

U.S KN 10002-? Cttlibralion of l-'orcB-froving Instninicms 
Used lor Ihe Verification of Uniaxial 
Testing Machines   
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To ensure valid lon<l vcrilicntion. cnlihraiion 
procedures slunild Iw performed by skilled per- 
sonnel who are knowledgeable aboiH lesiing 
machines and related insirumenis and the 
proper use of calibration siandards. 

Load vcrificulion of load-weithinp syslems 
tan be accomplished using methods based on 
the use of sinndard weights, standard weights 
and lever balances, and elastic calibration 
devices. Of these ealibrnlion methods, elastic 
calibration devices have the fewest inherent 
problems ami arc widely used. The two main 
types of elastic loud-calibration devices are 
clastic proving rings and strain-gnge load cells, 
us briefly described IHJIOW. 

The clastic proving ring (Fig. 8a. b) is a 
flawless forged steel ring that is precisely mn- 
cltincd to a fine finish and closely maintained 
tolerances. This device has a uniform and re- 
pcalable deflection throughout its loaded range. 
Elastic proving rings usually are designed to l>e 
used only in compression, but special rings arc 
designed to lie used in tension or comprcssit)n. 

As the term "elastic device" implies, the ring 
is used well within its clastic range, and the de- 
flection is read by a precise nucrometer. 
Proving rings are available with capacities 
ranginu from 4.5 to over 5WK) kN (KXK) to 
1.2 X K)* Ibf). Their usable range is from 10 to 
I0()% of load capacity, based on c«)mpliance 
with the A.STM F. 74 verincnlion prwedurc. 

Proving rings vary in weight from about 2 kg 
(5 lb) to hundreds of kilograms (or several hun- 
dred pound.s). They arc portable and easy to 
u.se. After initial certification, they should be 
recalibrated and recertified at intervals not ex- 
ceeding 2 years. 

Proving rings arc not load rings. Alihougli 
I the two devices arc of similar design and con- 
: struciion. only proving rings that use a precise 

micrometer for measuring deflection can be 
used for calibruii«>n. Load rings cn>|)loy a dial 
intlicator to measure dellectiim and usually do 
not comply with tlw tvquirenKnt.s of ASTM F. 74. 

Calibration slrain-gagc load cells ate pre- 
cisely machined high-alloy steel elements de- 
signed to have a positive and predetermined 
uniforu) deflection uiuler load. Tl)e steel load 
cell clement contains one or more reduced sec- 
tions, onto which wire or foil strain gages nre 
attached to form a balanced circuit containing a 
tempcraturc-comiwnsating clement. 

.Slrain-gagc load cells used for calibration 
purpo.ses are either compression or tension- 
compression types and have built-in capacities 
ranging from about 0.4 to 4000 kN (100 to 
|.(K)0.0(X) IbO. Tlieir usable range is typically 
from 5 to l(K)% of capcity load, and their accu- 
racy is iO.05%. based (MI compliance with appli- 
cable calilwuion piwcdua-s. such as AS'I'M K 
74. Figure 9 illustrates a load cell system used to 
calibrate a UTM. Iltis particular system incor- 
porates a digital load indicator unit. 

Comparison of Elastic Calibration De- 
vices. Tl)e deflection of a proving ring is mea- 
sured in divisions that are assigned a value in 
Ibf. kgf. or N. Tlie force is then calculated in 
the' desired units. Although the deflection of a 
load cell is given numerically and a force value 
can lie a.s.signed with a load cell reading, elec- 
tric circuits can provide direct readout in Ibf, 
kgf. or N. Thus, certified load cells are more 
practical and convenient to u.se and minimize 
errors in calculation. 

In small capacities (5 to 20 kN. or 1(K«) to 
5000 Ibf). proving rings and load cells arc of 
similar size and weight (2 to 5 kg, or 4 lo 10 lb). 
In large capacities (20(M) to 2700 kN. or 
400,(X)0 to 600.000 IbO, load cells are about 
one half the size aiul weight of proving rings. 
Proving rings are a single-iiiecc, self-contained 

^ilSHl 

unit. A lojid cell ciilibrniion kit consists of two 
parts: the load cell and the display indicator 
(Fig. 9). Although the display indicator is dc- 
.signed to be used with a load cell of any capac- 
ity, it can «»nly be used with load cells that have 
l)cen verified with it as a system. 

Although both pr«>ving rings nnd load cells 
are portable, the lighter weight and smaller size 
of high-capacity loud cells enhance their suit- 
ability for general use. Load cells and their dis- 
play indicators require a longer setup lime; 
however, their direct readout feature reduces 
the overall calibration and reporting time. After 
initial cenification. dtc load cell should be 
recalibnttcd after one year and thereafter at in- 
tervals not exceeding two years. 

Both types of calibration devices arc ceiiincd 
in accordance with the provisions of calibration 
standards. In the United States, devices are cer- 
tified in accordance with ASTM E 74 and the 
verification values determined by the National 
Institute of Standards and Technology (NIST). 
NIST maintains n I.O()0,(X)0 Ibf deadweight cali- 
brator that is kept in a temperature- and humidity- 
controlled environment. This force-calibrating 
machine incorporates twenty 50.000 lb stain- 
less steel weights, each accurate to within ±0.25 
lb. Tills m.iehinc. and six others of smaller ca- 
pacities, are used to calibrate clastic calibrating 
devices, which in turn are employed to accu- 
rately calibrate other testing equipment. 

Elastic calibrating devices for verification of 
testing machines are calibrated to primary stan- 
dards, which arc weights. The masses of the 
weights used are determined to 0.005% of their 
values. 

Strain Measurement 

Deformation of the specimen can be mea- 
sured in several ways, depending on the size of 

(a) 
(b) 

,.     „  ,..ovin,.rW,«.U,.«.i.provinKrinHwi..M..cisionn,icr<....orfor<i«m.n<«V.o.H..U^^ Fig. 9   li^l^^^^HfL^^il^^nS^^^^dr'- 
•^'8' 8   ,io„ 01 i 20,000 ll)f srrow-clrivcn leslinR m... hinr wilh .1 proving rins 
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specimen, cnvironmcnial condilioiis, niul inca- 
jurcincni rcquircmcnis for accuracy IHHJ prcci- 
siun ofiiniicipaicd strain levels. A simple meihod 
is 10 use the vclocily of the crosshc;ul wliilc 
tracking ilic lonil an u lunciioii of lime. For lite 
lund und lime duia pair, the stress in the s|)eci- 
men and the amount of defornuiiion, or siniin. 
can he calculated. When the displacement of 
ihc platen is ussnmcd lo be equal to the speci- 
men displacement, an error is introduced by the 
fact thai the entire load frame has bceii de- 
flected under the stress stale. This effect is re- 
lated to the concept of machine stiffness, as 
previously discussed. 

Extensomelry. The elongation of a speci- 
men tluring load applicition can be measured 
directly with various types of devices, such 
as clip-on cxtensomctcrs (f-ig. 10), directly- 
mounted strain gages (Fig. 11), and various op- 
tical devices. 11ie.se devices arc used exten- 
sively und can provide a high degree of defor- 
mation- (strain-) measurement accuracy. (Jlher 
more advanced instrumentations, such as laser 
intcrferometry and video cxtensomctcrs. arc 
also available. 

Various types of extcn.someiers and strain 
gages arc described below. .Selection of u de- 
vice for strain measurement depends on various 
factors: 

• The uscable range and accuracy of the gage 
• Techniques for mounting the gage 
• Specimen size 
• Knvironmental test conditions 
• Electronic circuit configuration and analysis 

for signal processing 

The last item should include the calibration of 
the cxiensometer device over its full operating 
range. In addition, one challenge of working 

with clip-on extensometcrs is to ensure proper 
attachment lo the specimen. If the cxtcnsom- 
ctcr slips as the specimen deforms, the rcsidt- 
ing signal will give a fal.sc reading. 

cilp-on cxtcnsomclers can Iw attached to a 
lest specimen to measure elongation or strain as 
the load is applied. This is particularly impor- 
tant for inetaLs and similar malcriaLs that ex- 
hibit high stiffness. Typical extensometcrs have 
fixed gage lengths such as 23 or 50 mm (I or 2 
in.). They are al.so classified by maxinnini pet- 
cent elongation so thai a typical 25 nun (I in.) 
gage length unit would have diffca-nt models 
for ID, 50, or 100% maximum .strain. Exten- 
sonwtcrs arc used to measure axial strain in 
specimens. There also are transverse strain- 
measuring devices that indicate the reduction in 
width or diameter as the .specimen is tested. 

Tlic two basic types of clip-on cxtcnsomciers 
are linear variable differential transformer 
(I.VDT) devices and strain-gage devices. These 
two types are described along with a descrip- 
tion of earlier dial-lype extensometcrs. 

Early extenxometers were Iwld to the speci- 
men with center points matching the specimen 
gage-length punch marks, and elongation was 
indicated between the points by a dial indicaUir. 
Because of mechanical problems a.ssociiHed 
with these early ckiviccs, most dial extensom- 
etcrs use knife edges and leaf-spring pressure for 
specimen au.ichmenl. An cxiensometer using a 
dial indicator lo measure elongation is shown in 
Fig. 12. The dial indicator usually is marked off 
in 0.0025 mm (0.0001 in.) increnjcnls and mea- 
sures the total extension between the gage 
points. Iliis value divided by the gage length 
gives strain in mm/mm, or in./in. 

LVDT extensometcrs employ an LVDT with 
a core, which moves from specimen deforma- 
tion and produces an electrical signal proptir- 

tional to amount of core imtvement (Fig. l.M. 
I.VDT extensometcrs arc small, light weight, 
and easy to use. Knife edges provide nn exact 
|M>ini of ct)niact .ind are mechanically set to the 
exact gage length. Unless the lest re|)ort speci- 
fies total clongniion, center punch marks or 
scribed lines arc not required to define the gage 
length. 'Ilicy are avoilable with gage lengths 
ranging from 10 to 250O mm (0.4 to 100 in.) 
and can be fined with breakaway features (Fig. 
14). sheet metal clamps, low-pressure clamping 
arrangements (film clamps, as shown in Fig. 
15). and other devices. Thus, ihey can be uscil 
on small specimens—such as thread, yarn, and 
foil—and on large test specimens—such as re- 
inforcing bars, heavy steel plate, and tubing up 
U) 75 mm O in.) in diameter. 

Modifications of the LVOT exlen.somctcr 
also pcnnii linear measurenwnis at temperatures 
ranging from -75 to 1205 'C (-75 lo 22(X) "F). 
Accurate measurements can also be made in 
a vacuum. For standard instruments, the work- 
ing temperature range is approximately -75 to 
120 "C (-100 to 250 "F). However, by substi- 
tuting an clevated-temperaliirc transfornwr coil, 
the usable range of the instrument can be cx- 
tcndal to-130 to 260 "C (-200 to 500 T). 

Sirtiin-gagc exiensomelers. which u.se straii 
gages rather than LVDl's. are al.so conunon and 
are lighter in weight and smaller in size, but 
strain gages arc .somewhat more fragile thar 
I.VDTs. The strain gage usually is mounted oi 
a pivoting beam, which is an integral part of the 
extcn.somcter. The beam is deflected by the 
movement of the cxiensometer knife edgt 
when the specimen is stressed, llic strain gagi 

^f*^''':ziiiiu^ 'mumi 

.;».■-■.■♦v   »>; 

FiE 10   '"*< ^P-^'-'""'" «'"' •■•" '""""'"'"^'^^ •'"■^^''«''" •"*■""''■' 'P"'-"""" deforn,ation. Courtesy of EpsiU.n ^ ^   ^^^^,^^^^^^^^^^^^^^^^^^^^^^^^^^^^.^^ 
°' Tcthnology Corpor.itioti " 
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nlluihcd 10 ilic licam is nil cicciriciilly coiuluc- 
livc smull-si/cd grid ihai chnngeH its rcsisiitmc 
wlicii dcCorincd in jciixitin. compression, l>cnd- 
inp. or lorsioii. TIJUS. siriiin gajics fan be used 
10 supply «he information necessary ti» calculiiie 
strain, stress, angular torsion, and pressure. 

Strain pages have been improved and refined, 
and their use has become widespread. Basic 
types include wire jiagcs. foil gages, and eapac- 
iiivc gages. Wire and foil bonded resistance 
strain gages arc \iscd for measuring stress and 
strain and for calibration of load cells, pressure 
transducers, and e.Mcnsontetcrs. Tltese gages 
typically measure 9..5 to 13 mm {'.to ', in.) in 
width and 1.1 to 19 mm (!j to \ in.) in length 
and arc adhesively bonded to a metal element 
tl-ig. 16). 

Operation of sirain-gage cxtcn.sometcrs is 
based on gages that are boitdcd to a metallic el- 
etnent imd connected to a bridge circuit. De- 
lleciion of the element, due to specinten strain, 
changes the gage's resistance thai prtKluccs an 
output signal from a bridge circuit. Iltis signal 
is amplined and processed by signal condition- 
ers before being displayed on a digital readout, 
Chan recorder, or compmcr. Tlic circuitry in the 
strain-measuring system allows multiple ranges 
of sensitivity, so one transducer can Ix: used 
over broad ranges. The magnification rati<». 
which is the ratio of output to extensometcr dc- 
flcciion, cin be as high as 10,000 to I. 

Strain C.iBe$ Mounted Directly to the 
Tcit Specimen. For .some slrant measure- 
ments, strain gngcs arc moimtcd on the part IK- 

ing tested (I'ig. 11). When used iti this manner, 
they differ from exten.soinciers in that they 
measure average unit elongation over nominal 
gage length rather than total elongation he- 
iwcen (lennitc gage |X)ints. For some testing 
applications, strain gages arc used in conjunc- 
tion with exten.sometcrs (Fig. 16). 

In conventi<mal use. wire or foil strain gages, 
wlten movmted on structures and parts for stress 
analysis, are discarded with the tested item. 
'Ihtis. .strain gages are seldom used in produc- 
tion testing of standard tension s|iecimens. Foil 
strain gages currently are the most widely used, 
due to the ease of their attachment. 

Averaging Cxtensometcrs. Typically extcn- 
someiers arc either nonavcraging or averaging 
tyiws. A nonavcraging extenson)cter has one 
fixed nonmovable knife edge or cci>ter point 
and one movable knife edge or center point on 
the same side of the specimen. This airange- 
mcnt results in extension measurements that arc 
taken on one side of the specimen only; such 
measurements do not lake into accoimt thai 
elongation may be slightly different on the 
other side. 

For most specimens, notably tho,se with ma- 
chined rounds or reduced gage length Hats, 
there is no significant difference in elongation 
between the two sides. However, for as-cast 
specintens, high-ireKlulus materials, some forged 
pans, and specimens made from tubing, a dif- 
ference in elongation stmietimes exists on op- 
|M>site sides of the specimen when subjected to 
a tensile load. This is due to part configuration 
and/or iiucrnal stress. Misalignment of grips 
also contributes to elongation measurement 

variations in the s|wcimcn. For these situations, 
averaging cxtensometcrs arc used. Averaging 
cxtensomelers use dunl-n»casuring elements 
that measure elongation on b<»th sides of a sam- 
ple; the measurements arc then averaged to »)b- 
tain a mean strain. 

Optical Systems. Lasers and other systems 
can al.so be used to obtain linear strain mea- 
surements. Optical cxtensomelers arc particu- 
larly useful with materials such as rubber, thin 
films, plastics, and other materials where the 
weight of a conventional cxtcnsomeier would 
distort the workpiecc and affect the readings 
obtained. In the past, such strain-measuring 
systems were expensive, and their principal 
u.se has been primarily in research and devcl- 
opntent work. However, these optical tech- 
niques are becoming more accessible for com- 
mercial testing machines. For example, l)cnch- 
top UTM systems with a laser cxicn.somcter 
are available (Fig. 17). Tliis laser extensom- 
etcr allows accurate measurement of strain in 
thin films, which would not otherwise be prac- 
tical by mechanical attachment of cxtcnsom- 
eier devices. Optical systems also allow non- 
contact measurement from environmental test 
chambers. 

Calibration, Classification, and Verifica- 
tion of Extensomelers. All types of exten- 

p.     - .y   Dial-type <!xtensomelor, 50 mm (2 in.) S.>B<- 

"8- '-^   iL-ngih 

Averaging LVDT cxlcnsometer (50 nin>, or 2 
in. {[.ige leiiBtli) iTinuiiled on <i lhre.idixl ten- 

sion specimen 

Fig. 13 
Fin  14   Broalcaway-type LVUT exiensomeler (50 mnrt, 

°' or 2 in. gage ionijth) thai can romain on Ihe 
specimen through rupiure 
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xuincicrs for mnicriiils icMinjt imisi hi; vcri- 
ficd, cluNsilicd. and cnlibriilcd in accordance 
with applicubic MtimLirds. Calibration of ex- 
lensomcicrs refers lo llic procedure of dcicr- 
mining Iho magnitude of error in stroin iiieii- 

FJo   1 ■;   '^''•■■MK'"(! I-VOT cxlernompti-r (30 mm, or 2 
»■ ill. 8d|jt' liMitjlh) ntounled oil ii 0.127 mm 

(0.005 in.) wire S(H.timen. Tlifi extensometor is filled 
wilh .1 low-iKMSiifc cl.<m])ing nrrimBi'miml i(ilm cljm|>s) 
•>nil ii suppiiilvcl l)y .i c:i)unt(!rb.ilancc device. 

surcinenis. Vcrillcation IK a calibration to a.sccr- 
lain whether the errors are within n predeter- 
mined range. Verillcaiion also implies certifi- 
cation that an cxiensomctcr meets staled accu- 
racy it-'nuirements, which are dellneil by clusxifi- 
cations soch a» those in AS TM li 83 (Table ^). 

Several calibration devices can be used, in- 
cluding an interferometer, calibrated standard 
gage blocks and an indicator, and a mieronieler 
screw. Applicable standards for extensomctcr 
calibration or verification include: 

.Sp«iniHll«iii mimhrr S|M!Cin«ill'Mi llllti. 

DIN VH HIIXi;-4     l<4il 4: ViTllicaliOfi iif l;jilcnviliiclctN 
t.'scU in Uninxiiil t'cxliiit!. Tcilkilc 

ISO'>.'l.> MiMMllii- Miiicriali. -VeiilicaliiMiitf 
l;<ilcn\ninclL'n U.xol in Uiiiu>i,il 
TcMing 

IIS liN HXX)2"I       VcnluiiiiiMi of KslciiMinieU-r'i DM-II 
in(/llill^ialTcklinK 

ASTM li 8.T .Siamliinl Pr.iciicc lor Verilicmiitn siml 
Clauiricuiiun of lixicn>oini:icf% 

IIS .)X-I(i MCIIKHIS rm Calibriiiiun ami CMiliiig 
iif l-AlciiMiniclcrs fiif 'I "eMiiif of 
 Maicriiilv .  

Verificalion and elassifiealion of cxiensom- 
eiers are applicable to instruments of both the 
averaging and nonaveruging lype. 

I'riKvdures f«>r the verification and classifica- 
tion of exicnsomeiers can be found in A.STM R 
H.t. Ii csioblishes six classes of exicnsomeiers 
iTable 3). which are based on allowable erioi 
cfeviaiions, as discussed Inter in this article. 
This standard also eslablishcs a verification 
procedure to ascertain compliance of an insiru- 
mcnl to a particular classification. In addition 
it stipulates that a eeriificd cnlihriition appara- 
tus must IK used for nil applied ilisplacenienis 
and that the accuracy of the apparatus must be 
five limes more precise than allowable classifi 
cation errors. Ten displacement readings arc re- 
quired for verificalion of u classificaiion. 

Clasx A exU'nmmetfr.i. if available, would In 
used for determining precise values of thi 
mmlulus of elasticity and for precise measure 
menis of |)erinanenl set or very slight devia- 
tions from llooke's law. Currently, however 
there arc no commercially available exiensom 

Table 3   Classification of exlensomclcr systems 

ClunMlnilimi 

Class A U.(XKX) 
Class Ul l).(XX)| 
Class B-2 O.IKKi: 
ClassC 0.(X)l 
Class I) n.i)i 
Class li 0.1 

Krriir of slruln not la rscwil lilt artaltf i>H«>: 
yi«cil trriir. inJln. Variuhic rf riir, % oT strain 

±1 
J:l 
II 

Errnr iiTnaiic tenijllt mit l« nnvA Ikt »f wicr ot; 

HKWI rf n>f. In.      Varlalite trror. % <tl ww lt»H*> 

1().IX)I 
±0(X)2.'5 
tU.IXLS 
±0.01 
±11.01 
±0.01 

10.1 
±0.2.< 
to.s 
+ 1 
±1 
±1 

ia»Siraini>fetwri»niiii:li:csy>lcni •iniioi(f.ippll«lc»lcnsii«il»ll«Eag<;lcin;ih .Siiurec; ASIMI'.XJ 

Fie  16  f-K'S"" <"' Specimen with boiidud rcsisl.mco 
"■        strain gafies and a 25 mm (I in.) gage length 

C'XKJnsomiMef inounicd on Iho reduced section 
Fig. 17  Bonch-top UTM wilh laser extensiimuler. Courtesy of Tiniiis OUen Testing M.i<:hine Company. Inc. 
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ciors n\:iiiulHciiin'tl lh:ii iiic coiiillcd to comply 
wiih cInsN A iviiiiirciiiciils. 

C/<jiA U I i-xunstimciets arc frcqiicnily iisc<l 
10 tlcicrmine values of ihe nnxluluii of claMiciiy 
and ID measure pcrniaiiem sel or dcviiiiions 
from H«K)kc"s law. Iliey arc also used for deler- 
miiiing values such as the yield suennili of nw- 
lallic materials, 

Clafs li-2 eMfiiwinelcrs are used for tieicr- 
mining il»e yield strcnplh of melallic materials. 

All LVDT aiitl strain-sage cxtcn.somctcrs can 
comply with class B-l or cla.ss U-2 require- 
ments if their measuring ranges do not exceed 
().!> n>m (0.(>2 in.). Insinnnents with measuring 
ranges of over ().!> mm (0.02 in.) can be class C 
insirumcnis. 

Most electrical differential transformer ex- 
icnsomctcrs of .SOO-strain magnification inul 
higher can conform to class B-l requirements 
throughout their measuring range. Extcnsom- 
ciers of less than .SOO-strain magnification can 
comply only with class B-l reiiuircments in 
their lower (40%) nwasuring range and are ba- 
sically class B-2 instruments. 

Dial ExifitMimehrx. Although all dial instru- 
ments usually arc considered class C instni- 
ntcnts, the majority (up to a gage length of 2(X) 
ntm. or 8 in.) are class IM and class B-2 in 
their initial 40% measuring range, and class C 
throughout the remainder of the range. Dial in- 
struments are used universally for determining 
yield strength by the cxiension-undcr-load 
metho<l and yield strength of 0.1% offset and 
grcalei'. 

Class C ami D Exiensometers. Exlen.somotcrs 
with a gage length of 610 mm (24 in.) begin in 
class C. although their overall measuring range 
must be considered as class D. 

Gripping Techniques 

Tlic use of proper grips and faces for testing 
materials in tension is critical in obtaining 
meaningful results. Trial and error often will 

solve n particular gripping problem. Tension 
testing of most flat or rtnind specimens can Iw 
accommodated with wcdgc-lyjw grips (Fig. 
18). Wire and other forms may require different 
grips, such as capstan or snublwr types. The 
load capacities of grips range from imdcr 4.5 
kgf (10 Ibf) to 45.000 kgf (100.000 Ibf) or 
more. A.STM B 8 describes the various ty|)cs of 
gripping devices used to transmit the measured 
loud applied by the test machine to the tension 
test specimen. 

Scrcw-aclion grips, or mechanical grips, arc 
low in COM and arc available with load capaci- 
ties of up to 450 kgf (1000 Ibf). This type of 
grip, which is normally used for testing Hat 
specin>ens. can lie equipped with interchange- 
able grip faces that have a vaiiely of surfaces. 
Puces are adjtistable to compensate for tlifferent 
s|>ecimen thicknesses. 

Wctlge-typc grips (Fig. 18) arc .self-tighten- 
ing and arc built with capacities of up to 45.(KK) 
kgf (l(K>.000 Ibf) or more. Some units can Iw 
lightened without altering the vertical posititm 
of the fiices. making it possible to preselect the 
exact |M»int at which the specimen will l)e held. 
'Hie wedge-action design works well on 
hard-to-hold specimens and prevents the intro- 
duction of large comprcssive forces that cause 
specimen buckling. 

Pneumatic-action grips are available in var- 
ious designs with capacities of up to 90 kgf 
(200 IbO. 'Ihis type of grip clamps the speci- 
men by lever arms that are actuated by com- 
pressed air cylinders built into the grip bodies. 
A constant force maintained on the specimen 
compensates for decrease of force due to creep 
of the s|>ecimen in the grip. Another advantage 
of this design is the ability to optimi/x gripping 
force by adjusting the air pressure, which 
makes it possible to minimize specimen breaks 
at the grip faces. 

Buttonhcad grips enable the rapid insertion 
of ihrtiadcd-cnd or mechanical-end specimens. 
Tlicy can be manually or pneumatically oper- 
ated, as required by the type of material or test 
conditions. 

Alignment. Whether Ihe specimen is 
threaded into the crosshcads. held by grips, or 
is ill direct conlnci with platens, Ihe specimen 
must IK* well aligned with the load cell. Any 
misalignment will cause u deviation from imi- 
axial stress in the material studied. 

Force Verification of 
Universal Testing Machines 

The calibration and vcririeation of UTM sys- 
tems refer to two different methods that are 
not synonymotis. Calibration of testing ma- 
chines refers to the procedure of determining 
the magnitude of error in the indicated loads. 
Veriiicaiion is a calibration to ascertain whether 
the errors arc within a predetermined range. 
Verification also implies ccniHcation that a 
machine meets stated ticcuracy requirements. 
Valid verification requires device calibratitm 
by skilled personnel who are knowledgeable 
about testing machines, related in.stmmcnts. 
and the proper u.se of device calibration stand- 
ards (such as ASTM H 74 for load indicators 
and ASTM E K."* for cxtcnsometer devices). Af- 
ter verification is pcrfonned, the calibrator or 
agency must issue rc|x>rts and certificates at- 
testing to compliance of the equipment with the 
verification requircnwnts, including the loading 
range(s) for which the system inay Iw used. 

Farce Verification. For the load verifica- 
tion to be viUid, the weighing syslem(s) and 
a.ssociated instrumentation and data systems 
must be verified annually. In no case should 
the time interval between verifications exceed 
IS months. Testing systems and their loading 
ranges should be verified immediately after re- 
location of equipment, after repairs or parts re- 
placement (mechanical or electric/electronic) 
that cotild affect the accuracy of the load- 
measuring system(s). or whenever the accuracy 
of indicated loads is suspect, regardless of 
when the last verification was made. 

Force verification standards for mechanical 
testing machines include sixscifications from 
various standards organizations such as: 

S|ieclfir«lliii> oiiiiihfr SptcWcnlton Ullt 

CN l(XXI2-2 

DIN UN 10002-2 

n.S 1610 

JlSENI0(M)2-2 

A.S1-MI:4 

Mcliillic Miiwrials—Tensile 
Tcsiing—1*11112: Vcrificalioii of 
Ihe I'tircc Mcn.siireincnt!> 

I'arl 2: Vcrificiiliiiii of Ihe Hiircc- 
Mcasiiring Sysiem of Tensile 
Testing M.icliinc.( 

Ikiliiicriiils Tcsiing Machines and 
Force Verification litjiiipmcni 

Vcririeation of the Force Muisuring 
System of the Tensile Testing 
M.ichinc 

Standard Hracliccs for 1-orce 
Veriricntion of Testing Machines 

(a) (b) 

c-     -f o   TfSl sfUip U5in(. wctlBc Rrips on («) a flat spi-cimcn with »xi;il «>ilei«omcter aiitl (b) .i round s|)<H:inH-n with 
F*8' '"  (ii,>mclr.ilcxtensomclcr 

To comply with ASTM E 4, one or a combi- 
nation of the three allowable verification meth- 
ods must be used in the determination of the 
loading range or multiple loading ranges of the 
testing system. These methods are based on the 
use of: 
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• StniKliinl wciylils 
• SiandurJ weights and lever balances 
• niasiic calibration devices 

For each loading range, ut leasi five (preferu- 
biy more) verification load levels nxisi be se- 
lected. The dilTcrcnce between any two MIC- 
ccssivc lest loads niusi not be larger than one 
Ihird of the dilTerencc between the maximum 
and minimum test loads. The maximum can he 
llic full capacity of an individual range. For 
example, ucccptabic lest load levels could be 
10.25.50.75. and 100%. or 10.20.40,70. and 
100%. of the stated machine range. 

Regardless of the load vcriricaiion ntelhod 
used at each of the lest levels, the values indi- 
cated by the load-measuring systcnt(s) of the 
lesling machine mu.st be accurate to within 
±1% of the loads indicated by the calibration 
standard. If all five or more of the succes.sivc 
test load deviations arc within the ±1% re- 
quired in A.STM E 4. the loading ranges may be 
established and reported to include all of the 
values. If any deviations arc larger than ±1%, 
the .system should be corrected or repaired im- 
mediately. For determining accuracy of values 
at various test loads (or the deviation from the 
indicated load of the standard). ASTM B 74 
.specifics the required calibration accuracy tol- 
erances of tl»e three allowable types of vcrificv 
lion methods. 

For determining material properties, the test- 
ing machine loads should he as accurate as pos- 
sible. In addition, deformations resulting from 
load applications should be measured as pre- 
cisely as possible. This is p.nrticularly impor- 
tant because the relationship of load to defor- 
mation, which may be. for example, extension 
or compression, is the main factor in determin- 
ing material properties. 

As described previously, load accuracy may 
be ensured by following the ASTM E 4 prcK-c- 
dure. In a similar manner, the methods con- 
tained in ASTM 1: 83. if followed precisely, 
will ensure that the devices or instruments u.scd 
for dcfomiaiion (strain) measurements will op- 
crate sati-sfactorily. 

Manufacturers of testing machines calibrate 
before shipping and certify conformation to the 
manufacturer's guarantee of accuracy and any 
applicable standards, such as ASTM E 4. Sub- 
sequent calibrations can be made by the manu- 
facturer or another organization with recog- 
nized equipment that is properly maintained 
and recertified periodically. 

Example: Calibrating a 60,000 Ibf Capac- 
ity Testing Machine. A 60.000 Ibf capacity 
dial-type UTM of cither hydraulic or screw- 
driven design will have the following typical 
scale ranges: 

• 0 to 60.000 Ibf reading by 50 Ibf divisions 
• 0 to 30,000 Ibf reading by 25 Ibf divisions 
• Oto 12.000 Ibf reading by 10 Ibf divisions 
• Oto 1200 Ibf reading by I Ibf divisions 

As discussed previously, the ASTM required 
accuracy is +1% of the indicated load above 

10% of each scale range. Most manufacturers 
produce e<iuipmenl to an accuracy of ±0,5% of 
the indicated load or ± one division, whichever 
is greater. 

According to ASTM specifications, the 
60.000 Ibf .scale range must be within 1% at 
60.0(K) Ibf (±600 Ibf) ami at 60(X) Ibf (±60 Ibf). 
In both cases, the increment division is 50 Ibf. 
Although the initial calibration by the manufac- 
turer is to cl«)ser tolerance than ASTM E 4. sub- 
sequent recalibraiions are usually to the ±1% 
requirement. In the low range, the niachinc 
must be accurate (±1%) from 120 to I2(X) Ibf. 
Thus, the machine must be verified from 120 to 
60.000 Ibf. 

If pniving rings are used in calibration, a 
60.{KX) Ibf capacity proving ring is usable down 
t« a 6000 Ibf load level. A 6000 Ibf capacity 
proving ring is usable down to a 600 Ibf load 
level, and a 1000 Ihf capacity proving ring is 
usable down to a 100 Ihf load level. 

If calibrating load cells are used, a 60,000 Ibf 
capacity load cell is u.sable down to a 3000 Ibf 
load level, a 6000 Ibf capacity load cell is us- 
able to a 300 Ibf load level, and a 600 Ibf capac- 
ity load cell is usable down to a 120 Ibf load 
level. 

Before use. proving rings and load cells must 
be removed from their cases and allowed to .sta- 
bilize to ambient (.surrounding) temiwniture. 
Upon stabilization, either type of unit is placed 
on the table of the testing machine. Ai this 
stage, proving rings are ready to operate, but 
load cells must be connected to an appropri.ite 
power source and again be allowed to stabilize, 
generally for 5 to 15 min. 

Each system is set to zero. loaded to tlw lull 
capacity of the machine or elastic device, then 
unloaded to zero for checking. Loatling to full 
capacity and unloading must be repeated until a 
stable zero is obtained, after which the load 
verification readings are made at the selected 
test lo<id levels. 

For the highest load nmge of 60.000 Ibf, 
loads are applied to the calibrating device from 
its minimum lower limit (6000 Ibf for proving 
rings and 3000 Ibf for load cells) to its maxi- 
mum 60.000 Ibf in a minimum of five steps, or 
test load levels, as discussed in the .section 
"Force Verification" in this article. In the veri- 
fication loading procedure for proving rings, a 
"set-the-load" method usually is used. The test 
load is determined, and the nominal load is pre- 
set on the proving ring. The machine load read- 
out is read when the nominal load on the prov- 
ing ring is achieved. For load cells, a 
"follow-the-load" method can bo used, wherein 
the load on the display indicator is followed un- 
til the load reaches the nominal load, which is 
the preselected load level on the readout of the 
testing machine. 

In both methods, the load of the testing n»a- 
chinc and the load of the calibration device are 
recorded. The error, F., and the percent error, 
E„, can be calculated as: 

E~A-B 

(A-H) I- 
B 

xlOO (Ri) 1.^) 

where A is the load indicated by the machine 
being verified in Ibf. kgf. or N. and «is the cor- 
rect value of the applied load (Ibf. kgf. or N). us 
determined by the calibration device. 

This procedure is repeated until each scale 
range of the testing machine has been cali- 
brated from minimum to maxinumi capacity 
Tlic necessary rep<»rts and ccrtific.iics arc thei. 
prepared, with the loading range(s) indicated 
clearly as required by ASTM F. 4. Figures «(b' 
and 9 illustrate tJTMs licing calibrated will 
clastic proving rings and calibration load cells. 

Tensile Testing 

Tensile testing re«iuirements arc specified ii 
various standards for a wide variety of differcn 
materials and products. Table 4 lists vari«>u- 
tensilc testing specifications from several stand 
ards organizations. These specifications dcfin 
requirements for the test apparatus, test spcci 
mens. and test pr<Kedures. 

Standard tensile tests are conducted using ; 
threaded tensile specimen geometry, like th 
standard ASTM geometry (Fig. 19) of ASTM 
8. To load the siwcimcn in tension, the thrcade, 
specimen is screwed into grips attached to eaci 
crosshead. TIKS boimdary condition, or load.' 
applied by moving the crossheads away froi 
one another. 

For a variety of reasons, it is not always pos 
sibic to fabricate a specimen as shown in Fi; 
19. For thin plate or sheet mitterials, a flat. < 
dog-bone, specimen geometry is used. The doj. 
bone specimen is held in place by wedg 
shaped grips. The holding capacity of the grip 
provides a practical limit to the strength of m 
terial that a machine can test. Other specimt 
geometries can be tested, with certain caution; 
and formulas for critical dimensions arc givr 
in ASTM E 8. 

Accuracy, Repeatability, and Precision ^ 
Tension Tests. Accuracy and precision of xc 
results can only be quantified when knov 
quantities are mea.sured. One difficulty of J 
sessing data is that no agreed-upon -maleri 
standard" exists as reference material wit 
known properties for strength and elongatic 
Tests of the "standard material" Avould revt 
the system accuracy, and repeated experimei 
would quantify its precision and repeatability. 

A variety of factors influence accuracy, pr 
cision, and repeatability of test results. Sourc 
for errors in tension testing arc mentioned 
the appendix of ASTM E 8. En-ors can 1 
grouped into three broad categories: 

• Instrumental errors: These can involve n 
chine stiffness, accuracy and resolution • 
the load cell output, alignment of the spc 
men, gripping of the specimen, and accuri 
of the extensometer. 

• Testing errors: These can involve inili 
measurement of specimen geometry. el<" 
tronic zeroing, and establishing a preh 
stress level in the specimen. 
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• Mtiierliil fatioix: Tlwsc describe «lic rela- 
tionship between ilic nialcrini inicndcd lo be 
studied and that being tcMcd. For example, 
does ihc niiiieriul in the spccinicn represent 
the parent iniiterial, and is it honiojtenous? 
Other material factors would include S|wcj- 
mcn preparation, specimen geometry, and 
m.iicrial strain-rate sensitivity. 

The ASTM committee for tensile testing a-- 
mined on a roimd robin set of experiments to 
assess repeatability and lo judge precision of 
standard quantities. In this series (see appendix 
of ASTM H 8) six specimens of six materials 
were tested at six different laN»ralorics. The 
conipiiris(»n of measurements within a lalxira- 
tory and between laboratories is given in Table 
5. Tlie data show the highest level of reproduc- 
Ibiliiy in the strength incasuaMncnts; the lowest 
a-producibiliiy is found in elongation and re- 
duction of area. Within-lalioratory results were 
always more reproducible than those between 
laboratories. 

Compression Testing 

Compression tests arc conducted to provide 
engineering data on comprcssive strength and 

compressivc failure,. These data can differ sub- 
stantially from tensile properties. Data on the 
response  of materials  to  compression  arc 
needed for engineering design, such as loading 
eimcrete structurcs. or in metal fabrication, 
such as forging and rolling. One advantage of 
compression tcstii\g is the elimination of neck- 
ing instability found in tensile testing of ductile 
metals. However, the geometry of compression 
s|)cclii)ens can cause buckling instabilities and 
failure, and frictional effects between the speci- 
men and the platens can cause burrcling. T'rom 
a practical point of view, compression testing 
can reach the capacity of stmic machines be- 
catisc the force requiremem increases with ma- 
terial hardening and with the increase in cross- 
sectional area of the specimen. This incieusc m 

' area contributes to the frictional effects as well. 
When testing hlgh-sirength brittle materials 

to failure, there exists a potential hazard from 
fragments of the sjiecimcn lieing ejccied at high 
velocity. Per.sonnel and equipment should be 
appropriately shielded. 

General Procedures. Various standards for 
compression testing arc listed in Table 6 along 
with A.STM K 9. The mo.st common specimen 
geometry lor comprcs.>;lon testing Is a right cir- 
cular cylinder with flat planar ends. ASTM li 9 
identifies three slz^js of specimens grouped as 
small, medium, and long. 'These samples differ 

Table 4   Tension testing standards for various materials and product forms 

Spwlflcntlitnuiiiiihtr 

AST.MA770 
AST.MA9JI 
A.STM H S57 

ASTM U iilM 

ASTM C .^^S^ 
AST MC 127.1 

ASIMCI3.W 

ASTM D 76 
ASTMER 
AST.Mi:«M 
A.STMF..138 
ASTMC.^^ 
ASTM r. 602 
ASTM H 740 
A.STM U 14.10 
ASTM F 1501 
ASTMt-l!!2 
ASTM H t9 
AST-MFIU? 
BS EN 1(X)02 
as 18 
BS 47.19 
1)S3&!S8-I 
US J500-6 
BS J50O-3 
BS 350(1-1 
BSI6g7 
BS 16«6 
DIN .13455 
IlIN 53328 
DIN 50149 
UN1O0O2-I 
ISO 204 
ISO 783 
I.S06892 
JISB772I 
JISK7113 

S[i«cinc»ii»i>iiiit 

S.a..d.rdSpccinca,io»forThr.meh-Thicknc«Tensio.,leMin8ufS.oel Pl«.c» for Special AppUca.um. 
Siandiird Test MellMxl for Tension Tcsling of Wire Roi)tit and MraiHl , 
sr«mT»rtr".M^-llKHl«orTcnsion Testing Wrcmsh,«MC«.MAI«min«m 

.SuiSJiS'res. Method* 0fTcnMC.nTeslingWr«.gh....dOslAl,m.i«u.n-«nUMag..esi..m.All<.y 

S.!ltdTiTMell.forTenM««lcMineofC.rt,«n,mdOr»^^^^^^^ 
S umlardTest Method for MomHonie leiiMlc StrenfiO''^imS"'C.onl.niio..s '^■^f""''"'""';;,,^ 

ri»»;K:ed CmnTs with .Solid Rccl..i.(iul« Cross-Section Specimen* m Am ).enl Tempers, .e 
S.^m»r2^1S"^l for Monotoniv-Tensile Strene^ 

Mvanced Cenm,ic5 with Solid Rccl»n|!ubr Cross-Section Spec.mens »l PJcvaled I empcraiures 
Standard SpccificMion for Tensile Testing Mncliincs for Tcxiiles 
Standard le.si MCIIKXIS for Tension Testing "f Mcl« 'c Miitcna s 
Standard Test Methods for Tension Testing otMcUllic Materials IMctr I.) 
SundaldTest MetW of Sharp-Notch TetisionTesting of HiEh-Strenglh.Shee,Mu.er.als 
Standard Test Methods of Tension Testing of Metallic Foil 
.Standard Metho.1 for .Sharp-Notch Tension Testing with Cylindricnl Specimens 
S  1 dard Practice for Fracture Testing with .Siirface-Crack Tension Spcc"" ] 
Standard Te.st Method for Tensi<Hi Testing of Strucliiral Alloys in l-muid Helium 

Standard Test Method for Tension Testing of Calcium I' ipsphalc Coatings 
SwndardTcslMethc«l»forTensionres.ingofNon.netalicC!askelMa.erii,ls 

Standard Test Method for Tension and Vacnum Testing MeialliMd Ceramic Seals 
Standard Test Method for Tension Testing of Porous Metal Coalings 
Ccnsile Testing of Metallic Materials 
Method for fensile Testing of Metals (Including Aerospace Materials) 
Method for Determination of K-Values of a Tensile Testing System 
Tensile Testing 
Tensile Stress Relaxation Testing 
Tensile Creep Testing 
Tensile Riiplure Testing 
Mcdium-.Sen.sitivity Tensile Creep Testing 
Long-Period, High-Sensitivity. Tensile Creep Testing 
Tensile Testing: Testing of Plastics 
Testing of Leather, Tensile Test 
T'en^ile Test. Teslini! of Malleable Cast Iron 
Me«m7Ma;crial.s--TensileTcs.i«g.-Partl:Me.hod«fTesta,Ambienmmp^^^^^^^^^^ 

Metallic MatCTials-Uninterniptcd IJi.iaxial Creep Testing Imcnsion-Melhod of Test 
Metallic Materials—Tensile Testing at Elevated Temperature 
Metallic Materials—Tensile Testing ut Ambient Temperature 
Tensile Testing Machines 
Testing Methods for Tensile Properties of I'laslics (English Version) 

in the ratio of length to diameter. Other shapes 
can he tested, but to avoid gcomclric buckling. 
s|Kcial fixtures arc required. 

To load the standard specimen (right circular 
cylinder) a pair of platens attached to the 
crossheads make contact with the specimen. 
Tlicse platens must be flat, smooth, and parallel 
to one another. To avoid frictional effects, the 
specimen and platen interface is lubricated with 
silicon grease. In the case of compression test- 
ing, the crosshends move toward one another. 

Compression tests can IK performed using 
UTM equipment with or without a subprcss. or 
with a unit specifically designed for compres- 
sion testing. The unit s|iecincally designed for 
compression testing may be portable for such 
pur|)oscs as in-the-ficid measurement of con- 
crete comprcs.sive-fnilure strength. Figure 20 
shows a diagmni of o .subprcss. This unit is in- 
serted between the crosshcad pl,Ttcns of a conven- 
tional UTM machine. TI)C subprcss eliminates 
any lateral loads when aligned in the UTM. 

TIKS boundary condition for compression test- 
ing can be established by load rate or with 
crosshcad speed, such that the specimen de- 
forms at a strain rale of 0.005/mln as given In 
ASTM E 9. Tlic analysis of deformation should 
IK limited to the region of the test where defor- 
mation occurs homogeneously. The test should 
also be halted if the load reaches the capacity 
of the load cell as a result of increased cro.ss- 
sectional area of the specimen. 

L. 

_A_ 

Q 

11 \° 
Thread diamCx 10 

Ihroads pet inch 

TT'^^ 

AlihrtvliillBn IMio«ii«lnii 

M«MiirciiitHt 
In. miw 

O 
D 
R 
A 

U 
C 

Gage length 
Diameter 
Radius of nilct 
I .cnglh of reduced 

section 
Approximate overall 

length 
l-ength of end section 
Diameter of end section 

2.4606 
0.4920 
0.39.^7 
2.953 

62.5 ±0.1 
12.5 ±0.2 

10.0 
75 

5.7086       145.0 

1.378 
0.787 

35.0 
20 

rio  1Q  Siantlarrl ASTM goomelry for lhre.iHed tensile 
°' specimens. Dimensions for the siK-cimoii aro 

liiken from ASTM 8M (metric units), or A.STM 18 (Gnglish 
units). 

Table 5   Results of round-robin testing 

CoefHeleBt of wriathin, % 

Pmiwrty 

Tensile strength 
0.t)2Cb yield strength 
0.2% yield strength 
Klongation in 50 
Reduction in area 

Source: ASTM K 8 

WItliln taboralory   BttOTCw lahoratory 

1.30 0.91 
2.67 
1.35 
2.97 
2.80 

4.46 
2.32 
6.36 
4.59 
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Table 6  Comprcision testing ilandards 
for various malcrialt and products forini 

SlMtllkitlbii 
HiiwlHr KaMjnnlMm lillr 

ASTM A 2.V1     Siamttird MCIIMHI nf C'uni|in:«%iiMi TcMing 
tifCtikl (ion (iliwonliniicil) 

ASTM It 4MJ     Sinnluril MCIIMMI for Oiiiiiiclial 
(;unip<uk>lonTciliiig of LVincnlcd 
Cdihiik'n ((lltcuiniiiiKtl) 

ASTM CI IMi   Slamlanl Tcsl Mcihtid (iir Munotiinic 
Cumprexivc Sircngtli Tckling oT 
Conlimiuu)! riber-Rcinfiiii-cd Ailvnnc««l 
CcfMniiM wlili Sniiil Kci'liingiiljr C;riuik- 
Seciinn Spvcinien* al Aiiibicni 
I'eiiipcrMiire 

ASTM n V SMiKlaril Tcsl Mv*lhnd% of Cuinprossinn 
Tcmiiig of Meliillic MulcrinU M KCMHII 

Tcinperaiure 
US IXKI -115     Specificniiiw forCoinprcuNMiTesting 

Miichineit fur C'oncrcio 
DIN I85M-1      Tiitliii)! nf Mahonry, IX'loiniinullDn of 

CuinprcMivc Strength and of KliiMic 
MIHIUIIIS 

D(N J3IX5        TL-tiini; of WixxU ConipicuioH 'Tmt V»iMt\ 
hitiniin 

OIN 521')!        Tcilinji of Wood; ComprcMion Test 
PerpcmlictriHr to Ortin 

DIN 53517        TcuiiigofKubbtfrRndl-'liKluincn 
ISO 3132 WJHXI—TeMing In CoinpresHion 

Perftcndiculiir 10 Grain 
IS043X5 Pluiii ncarings—CnmprciMun 1°cMing of 

Mctnllic Dearing MaivriHit 
JIS /.U234 Testing Methods of Stutic C!oNipri'.s«ion for 

CK-kaiiC Cushioning Malcrials 
JIS Z 0235        Testing Meiltods of Dyniiinic Compression 

for fiicksige Cushioning Miilcriuls 

CraialHtad lulaplot 
■r^— Ball Mat (Klapior 

-BaU 
] — Ban loal adaptor 

DItt-tuI lop 

Top anvil 

■ Ball and tool 

 - Spoctffion 

jflh— Contorino wather 
^ I ond comprnsslon pad 

I ^_J      • —— Ceolaiing collar 
^j!^! I        Bottom nnvil 

 ' Olo-Mt baso 

F10  20  SolipririS used diirloK coniprciiioii tvslind. 
"o" SiHiKuiASTMtO 

faces (through which the amis or un cxicnsnm- 
ctcr must extend) is narrow at the bcgiiining or 
(he test and will decrease throughout lite experi- 
ment. Unless (he specimen has a Icngth-lo-diam- 
eter ratio of 3 lo I or higiicr, inos( of the defor- 
mation data is taken indirectly from the actuator 
position. As mentioned above, machine stiffness 
effects can produce errors in sitcli data. 

Table 7   Bend Icstinc standard* for 
various materials and product forms 

Simrinmllan 
imnihrr XlMTfHIflltlMlllllc 

ASTM II59]    Smmlnid Teil Melliwl for (lending I'jttgiie 
Testing for Copper-Alloy .Spring Mitlori.ii 

ASTM F. aw     StinKlnnlTcst Method for SemiOuidcl 
UendTesi for Ductility of Mciiilliv 
Malcrinis 

A.STM U K55     Stumlnid lest MethotU for Deiid IeMing 
nf Metallic f-'lat Materials forSiiring 
A|)|)livalions Involving Static Loading 

A.STM f 1639   (lending and Sliear h'aligiie TcMing of 
Cakiuni HKisphalc Coatings on .Solid 
Metallic Siihstrutes 

ASTM I' 3113     SlniHliird Test MCIIMKI for Slalii Hvnd and 
TnrsiiHiTesting of Inltuinvdiillaiy Rods, 
Standard Recoiuinended Hiaciicu 

AS'I'M I' 3X4     Sliindard Practice for Static Rend lesting 
ol Nail Plates 

ns 163V MetlHHN for Demi Testing of Metals 
no B7 MeilHkl for Testing nendlng Sirenglh ami 

Stiffness u( lloiic Plates for Use in 
Unhoped ic 

DIN 50153        Reverse Heading Test of Sheets or Strips 
I JCSS Thati 3 null 'Hiick. Testing ot' Metallii 

DIN 31211        resting of Metallic Mnietials. Reverse 
Bend Test of Winis 

DIN 5.3457        (X'tcrniination of the Klustlc Modulus hy 
Tensile. Compression and (lend Testing 

DIN I-:N 410      Bend Testing of Welds in Metallic MaieriuN 
linglish Version 

ISO 1143 Metals- -Rot-nting liar Uemting Faiiijue 
Testing 

ISO 14<l Sleet—Reverse Bend Testing of Wire 

Specimen Geometry. As previously noted, 
n right circular cylinder is (he .standard speci- 
men denned in ASTM E 9. Most common in 
compression (eN(ing is a right circular cylinder 
with a lcng(h-t(i-diamctcr nxio in (he range of I 
to 3. Longer s))eeiinens can be tested but failure 
from buckling in.s(ahili(y will occur. 

Measuring loads (ha( cause a column of ma- 
(criai CO buckle can be (he purpose of (he exper- 
iment. Sheet or thin pla(e ma(erinl can be (es(ed 
to some cxten(. Sjiccimcns must be held in Ttx- 
ture.s (hat cons(rain (he ma(erial motion to the 
load plane, preventing buckling. This type of 
(cst configuration can provide useful engineer- 
ing data for in-service conditions; it cannot 
measure material properties beyond a few per- 
cent strain. 

Specimens of cylindrical shape will barrel as 
the defnrmntion becomes large. Barreling is the 
influence of factional effects, between the plat- 
ens and the specimen, (ha( changes the stress 
state in the material. When barreling occurs, 
the assumption of homogenous stress state 
throughout the sample is no longer valid. Lu- 
bricants and Teflon sheet material placed at the 
interfaces have been found to reduce this effect. 
At large strains, the stress at the interface will 
squeeze (he lubrication from between the plat- 
ens and the specimen. 

Shor( specimen length makes it difflcult (o use 
an cxtensome(er on the sample. The short sixsci- 
mcn length means (he gap be(ween (he platen 

Bending Tests 

Bending (cs(s require a diffcren( specimen 
geome(ry and a different configuration for ap- 
plying (he load. The (ypical specimen gconietiy 
is a beam widi uniform cross secdon. In three- 
point liending, the load is applied at (he ndd- 
span of a simply supiH)r(cd beam, hi four-poin( 
bending, equal loads are applied a( equal dis- 
(ances from the simple supports to crca(e a 
shear-free cen(ral region. Various specifica- 
(ions arc listed in Ttible 7. 
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ABSTRACT 
A on«-dimensional analysis of normal penetration into scml- 

infinite concrete targets Is presented. This analysis is based on a 
proposed relationship between the work done by the penctrator during 
penetration and the resulting crater volume produced in tt>e target 
The basis Tor Ae assumption that such a relationship must exist Is the 
observation that such relationships have been shown to exist in metal 
on metal impacts. The resulting formula for penetration depth is 
extremely simple and Is shown to agree with independently reported 
expmmental results up to Impact velocities of I200m/s. Additionally, 
estimates for penewtion time and velocity are given. 

INTRODUCTION 
In spite of the Incredible advances In computer modeling in the 

past decade, one-dimcnslonal, engineering models still play a 
significant role In complex design environments. TTie wlvmitage that 
these engineering models offer is simplicity. What th<y sacrifice is 
Uje detail associated with computer solutions. Together, these two 
approaches can advaice a technical effort at a pace ftat neither can 
punue independently. 

It must be understood that engineering models we very often 
based on reasoning that focuses on the primary mechanisms that drive 
an event. In order to properly evaluate the assumptions behind the 
development of an engineering model, it Is necessary to accept the fact 
that simplicity is one of the objectives. Instances in which this kind of 
reasoning has led to useful conclusions are too numerous to mention 
and everyone has been exposed to engineering models that correlate 
well with reality. This ftinking is the motivation behind the analysis 
presented in this paper. 

For more Han two centuries (e.g. Johnson, 1992) the subject of 
penetration of various ta-gets by non-deforming penetrators has been 
of interest to military designers and engineers. Some very well known 
mathematicians and engineers have worked on this problem.   For 

example, Robins, Euler, md Poncelet made e^Iy contributions to the 
th«My of rigid body penetration (see Johnson, 1992, Poncelet, 1829, 
Rinehait aid Pearson, 1965, and Backman, 1976). Neverthelea, 
many technical problems remain and there Is considerable activity in 
Ms area today. See for example, Heuze (1990),'which is a sun^ey of 
die general area of penetration mechanics with particular en^jhasls on 
analytical, numerical, and experimental approaches. However, the list 
of contributors Is too long to mention In this p^er without offending 
someone. So, wc will not attempt to include a comprehensive list of 
references and instead we will concentrate on those that are especially 
relevant to our s^jplications. 

THEORY 
Penetration of concrete and other geological targets has been 

modeled in a number of iroys to Include a variety of effects. 
However, the relationship between cr^er volume and available 
penetrator energy does not seem to have been utilized to aiy extent. 
Yet for metJ on metal Impacts, Acre has been some success with such 
relationships (e.g., s« Murphcy, 1987 or Cinnamon, et al. 1992). The 
advantage th« Als has for a non-deforming penetrator Is that the 
cross-sectional area Is constant and ^proxlmately equal to the cross- 
sectional area of ti»e penetrator. The crater volume Vg is equal to the 
cross-sectional area Ao ti«n« the current penetration depth Z, i.e. 

% = A„Z (1) 

This situation is described in Figure I. This relationship ignores the 
obvious difference between fl»e geometry of recovered cirgets (see 
Figure 2) and the narrow "wnnel" indicated by Equation (1). The 
explanation for this Is that the crater geometry at the surface of the 
target is the result of oflter mechanical behavior. TTiese processes arc 
mentioned by Forrestal, et al, (1994) within the context of "surface 
catering" and the remainder of the penetration path is referred to as the 
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"tunnel region". Most likely, the -surface crater" is a region of ejccta 
that forms at the surface from the shock al impact and the combined 
dynamic stress state that ensues and later separates from the main 
target. 

Figure 1. Assumed Crater Geometry for Mode! 

Figure 2. Cylindrical Concrete Target Showing Actual 
Surface Crater and Tunnel 

Wc will assume that the work done by the penetrator on the 
target exclusively goes into formation of the tunnel-like crater 
described bv Equation (1). Wc assume further that the change in 
energy of the penetrator is approximately proportional to the volume 
ofthc crater formed. This means that 

^mv,*-^mv*-XV,.UoZ (2) 
2 2 

where m is the mass ofthc penetrator, Vo is the impact velocity, v is 
the cun-ent velocity of the penetrator, and \ is the constant of 
proportionality. Accepting this relationship, it follows that 

1      2 

X-- 
AoP 

(3) 

(4) 

where p is the total depth of penetration. 
By differentiating Equation (2), we find 

I 

mv--XAo ■- 

which stipulates that the forec acting on the pcneuator is constant and 
equal to the available energy divided by the penetration depth. The 
negative sign indicates that the force retards the motion. It is evident 
that the force that acts on the penetrator is not constant, but depends 
largely on penetrator velocity v. Thus, the interpretation placed on the 
right hand side of Equation (4) is that it represents the average force 
on the penetrator. 

Poncclet (1829) originally proposed that the force on the 
penetrator stemmed from a velocity-dependent pressure P of the form 

p-Av* + B (5) 
where A and B are constants (see Rinehart and Pearson. 1965). With 
this pressure estimate, the force acting on the penetrator is 

PAo"(Av^+B)A, (6) 
and the average force on the penetrator over the velocity range is 

— fpAo«Iv = (TAv2 + B)Ao (7) 

The average force estimate given in Equation (7) is an average over 
the velocity range. One question that might be raised is does this 
estimate differ from a time average taken over the event time? Using 
the results of this paper and the impulse-momentum equation, where 
the time-averaged force appears, one can show that these quantities arc 
identical. By using other estimates for the terminal time, Equation (7) 
will be very close to the time-averaged force. .... 

By equating Equation (7) to the magnitude of the nght hand side 
of Equation (4) and solving for the penetration depth, it follows that 

1 mvj 

(|AV^B]> 
(8) 

gives the penetration depth. Notice that Equation (8) is simply a 
work-energy equation with the work done by the resisting force taker 
equal to the average force times the distance over which it acts. i.e. tht 
penetration depth p. 

PENETRATION INTO CONCRETE 
Luk and Forrestal (1987) have carefully characterized the 

constants A and B for penetration into concrete. For ogival-nosed 
penetrators, A is given by 

A-Np, ^' 
where p, is the density of the target and N is given by 
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N (10) 

The dimensionless consUuit f is the caliber-radius-heod (CRH) for the 
peneU'sior nose. The c«liber-radius-head is defined by 

CRH-:f--V 
2a (II) 

9ihsts s is ihe ogive or circle ndius and 2a is the projectile shank 
diameter. The constant B is related to dynamic compressive strength 
of the target. Specifically, 

B»Sf; <12) 

where f^ is the quasi-static unconfined compressive strength of the 
taqet, and S is a dimensionless constant which is empiricdly related 
to tfic target unconfmed compre^ivc stimgth, f g. 

EXPERIMENTAL VALIDATION 
A series of experiments were reported by Forrestol, et d. (1996) 

involving penetration of grout and concrete targets by 4340 steel 
projectiles with ogivd tips. The targets had unconfined compressive 
strengths of 13.5 MPa and 21.6 MPa, and a density of 2000 kg/m3. 
The projectiles had caliber-radius-heads of 3.0 and 4.25, which 
translates to djape factora N of 0.106 and 0.076, respectively. AH 
projectiles had a mass of 0.064 kg and a diameter of 12.9 mm. Widi 
these prescribed inpute into Equation (8), the comparison with 
ecperimental data is shown in Figures 3-6. Evidently, Equation (S) 
captures the essence of the trends in the data and the comparison is 
very favorable. 
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Figure 3. Data and Model Prediction for 0.064 kg, 12.9 mm 
Dla., CRH = 3.0 Projectile virtth f 'c = 13,5 MPa 

result that is obtain^ 1^ integrating the equation of motion for ihe 
penelrator uung die retvding force from Equation (6). Tlie result of 
the intepstion is 

m 
2AA. 

■<«(! +|v2) (13) 

This is Poncelet's penetradon foimula (see e.g., Rinehart uid Pearson, 
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Figure 4. Data and Model Prediction for 0.064 kg, 12.9 mm 
Dla., CRH = 4.25 Projectile vidtii f 'c = 13.5 MPa 
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OBSERVATIONS 
Equation (8) is interesting in that it differa markedly from the 

Figure 5. Data and Model Prediction for 0.064 kg, 12.9 mm 
Dla., CRH = 3.0 Projectile wlOt f 'c = 21.6 MPa 
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Figure 6. Data and Model Prediction for 0.064 kg, 12.9 mm 
DIa., CRH ° 4.25 Projectile with f 'e " 21.6 MPa 

1965). It is similar to penetration fomiulae published by Forrestal, ct 
al. (1987). However, their contributions toward justifying its use and 
characterizing A and B. for concrete and other geological materials 
cannot be overstated. The correlation between Equation (13) and the 
experimental data is virtually the same as Equation (8) for the same 
input information. 

One decided difference between Equations (8) and (13) regards 
the curvature. Equation (13) is always concave upward with positive 
slope, which means that p is always increasing with increasing VQ. 
However, Equation (8) changes curvature when VQ reaches 

(H) v- -, — 

Additionally, penetration depth is limited by an asymptotic limit as 
VQ-* 00 (in principle) by 

Unless, the target medium is extremely dense and the mass of the 
pcnetrator vciy low, the performance limit predicted by Equation (8) 
will play no role in actual penetration problems. In principle. 
Equation (8) has an asymptotic limit In practice however, such a 
limit may never be attained because at the velocities necessary to 
achieve the limit, the projectile may fail on impact or erode so 
significantly that the penetration depth is limited by changes in the 
nose shape factor N. 

Notice that the penetration depth p, as predicted by Equation (8), 
depends on three groupings of physical constants: mvQ^/2, 
AAoVo2/3, and BAQ. It is easy to interpret the role of each of these 
and to assign significance according to impact velocity. At low 
velocities, the grouping AAQVO^/S is dominated by the term BAQ. 
Thus, we conclude that the effect of tip geometry for the pcnetrator is 

much less significant at low velocities. This fact is borne out by the 
data in Figures 3-6, where there arc insignificant differences between 
the depths for CRH 3.0 and 4.2S al the lower velocities. 

OTHER RESULTS 
Equation (8) is not the only product of this theory. Having found 

the penetration depth p from Equation (8), we have determined (h< 
right hand side of Equation (4). This means that by additional 
integration, we can find Z, v, and the time L 
If we begin with the energy equation. Equation (2), then it is easy to 
see that 

v-Vo^ (16)' 

which expresses the velocity as a function of position. Observing that 
v •• dZ/dt, we can separate the variables in Equation (16) and integrate 
again to find 

be expressed in This also means that Z can be expressed in terms oft 

07) 

(18) 

Now this result can be used to find the velocity as a function of time 
by eliminating Z between Equations (16) and (18). This gives us a 
complete description of the motion of the projectile. 

An example will illustrate the value of the above equations. 
Consider a steel pcnetrator with an ogival tip (CRH =» 4.25) and t 
mass of 0.064 kg. For this projectile, N«0.076. Suppose that the 
projectile impacts (normally) a 20.32 cm thick target at a velocity 
1000 m/s. The concrete has a density of 2300 kg/m^ (approximate!) 

143 Ibs/A^) and an unconflned compressive strength of fg •• 51 MPa 
(1.9S ksi). We require estimates for the residual velocity of the 
projectile and the time for penetration of the target. 

It is easy to show, using Equation (8), that p - 0.78 m for the datt 
prescribed in this problem. This is the peneb-ation depth for the 
projectile described into a semi-infinite target having the density and 
strength indicated. Now, p can be used in Equation (16) to fmd th( 
velocity of the projectile exiting the target ( residual velocity ) ii 
860m/s. It is also easy to show that the time for the projectile to 
complete penetration is 218 jisec, using Equation (16). If we wantec 
to estimate the position of the projectile at any given time durinj 
penetration, then Equation (18) could be used to get that information. 

CONCLUSIONS 
In this paper, we have presented a very simple theory foi 

estimating the penetration depth of rigid, ogive-nosed projectiles into 
concrete. Correlation with independently reported experimental data 
with two different projectile nose shapes and two different strcngt^ 
targets shows remaricablc agreement In addition, the analysis raisei 
several questions regarding the trends that we may expect in high 
velocity penetration data. For certain combinations of target strength 
and density, the theory predicts a point of inflection and an asymptoii< 
limit in the impact velocity/penetration curve. The theory also gives 
estimates for residual velocity and time of passage through finite 
thickness concrete targets.   It remains to be seen whether the dan 
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irends predicted by the theory will be borne out for higher velocities 
or other target media. 
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On the optimal nose geometry for a rigid pehetrator 
S. E. Jonti, W. K. Rult, 0. M. Jtromt, R. T. Iflug 

AbstrftCt A variationnl formulation for the net force on 
the nose of a rigid projectile normally penetrating a 
compliant target Is given. Frictlonal effects are ncghglble 
in this formHiation. The variationnl problem is solved and 
the result compared to several popular nose geometries. 
For blunt tipped projecliles, the optimal geometry can 
significantly enhance penetration by reducing the net force 
of resistance. For long pcnctrator noses, the effect has 
much less value. The most interesting conclusion is that all 
the optimal geometries have blunt tips. 

Introduction 
Penetration mechanics has a long and rich history. Ana- 
lytical modeling of rigid body penetration dates back to 
Robins (1742) and Euler (see Euler's Opera Omnica 
(1922)) prior to 1750 (see W. Johnson (1992)). J. Poncelet 
(1829) introduced a velocity dependent pressure estimate 
and produced an estimate for penetration depth that is still 
used today. More recently, Luk and Forrestal (1987) and 
others (e.g., Forrestal (1991), Forrestal and Luk (1992). 
Forrestal, et al (1994), Forrestal, et nl. (1995). Batra (1987), 
or Batra (1988)) have advanced and refined the thinking 
on this problem for a number of penetration applications. 
Even the effect of friction was introduced (e.g.. Forrestal 
(1986) or Batra and Chen (1994)). 

.    One of the factors emphasized in the recent contribu- 
tions is the role played by penetrotor nose geometry on 
the performance of the penetrator. At higher velocities, the 
depth of penetration is considerably influenced by the 
geometry bf the penetrator nose. It naturally leads 
to the question as to which nose geometry is optimal from 
the perspective of depth of penetration? 

The analysis presented in this paper answers this 
question strictly from the perspective of Poncelefs veloc- 
ity-dependent pressure. It ignores certain failure mecha- 
nisms that may be present in the target and may promote 

penetration. The analysis further assumes that the target Is 
Ideal and that there are no discontinuities in the pressure. 
The effects of friction are also ignored. This question will 
be taken up later in another paper. Also ignored are the 
conditions at entry of the projectile into the target and any 
spall that may be associated with that event. 

Theory .,  ,    ,     ., 
Consider an axisymmetric penetrator with shank radius a 
and tip length b, as shown in Pig. 1. Consider a pressure p 
acting on the nose by interaction with the target with 
negligible frictlonal effects. The motion of the penetrator is 
in the negative x-directlon. The component offeree due to 
the pressure on the surface of the penetrator nose resisting 
the motion of the penetrator is 

(I) dF = Inyp sin 0 d$ 

where 0 is the tangent angle to the sttrface at point ix,y) 
and ds Is the increment of arc length on that surface. The 
curve joining the tip (0,0) an the shank {b, a)isy- y{x). 
The arc length increment Is 

ds = ^/T+fdx (2) 
where / = dy/ix from the geometry in Fig. 1. We note 
that 
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sinO y 
%/r+F 

(3) 

and combining Eqs. (l)-(3) and integrating over the net 
resisting face provided by the target, we find 

F= /  Inyy'pdx. 
Jo 

(4) 

For example, if the pressure on the nose of the pen- 
etrator is uniform p = Po. then 

(5) 

If the pressure is not uniform, then the resulting inte- 
yation is not so simple. For example, if the pressure is a 
function of the component of axial velocity acting normal 
to the nose (as proposed by Luk and Forrestal (1987)), 
then p is given by 

p = Av^ sin^ 0 •B 

where A and B are target dependent physical constants 
that will be discussed further and v is the current axial 
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N = -5 Ti (13) 

A more complex, but highly uiefii) note geometry, is 
the ogive. The ogive is a circular arc of radius s tangent to 
the shank at x ^ fa and passing through zero at x » 0 
(see Figure 2). This means that 

where 

xf-(s-a) 

s = 
+ b' 
2a 

(14) 

(15) 

(0.0) (b.O) 

Substituting Eq. (14) into Eq. (9) and performing the 
tedious integration, we can show that 

Aah-a*    2(a* + 2q^b^) .,^. 
N=- 

6a^s^ 
Fig. 1. Planar crons-seciion of (he nose of an axisymmctric rod 
penctrator. The lip passes through zero at x - 0 and o at x = b. 
The remainder of the penctrator is a cylinder of length L 

velocity of the penetrator. The pressure can be related to 
y^yix) by Eq. (3) and Eq. (6) becomes 

P-^^TTy^ + ^ (7) 

Using this pressure relation in Eq. (4), we find that the net 
force F resisting the motion of the penctrator is 

3(fl^ + b^y 
However, Luk and Forrcstal (1987) introduced the 

notation, 5 = 2a\l/, where i^ is a dimcnsionlcss constant, 
and Eq. (16) becomes 

which is their result. 

(17) 

k i+y' 

Some elementary comparisons 
It is interesting to compare the values of W obtained from 
several simple geometries where integration is exact. First, 
let us change to the dimcnsionless variables z = y/a, 
C = x/bt and Eq. (9) becomes 

2nAv' /   -r~: Ax + 7r«^B (18) 

,/2Av^ /•*  yf    ,        \    . 

= 7tfl-(AN»'^ + B) 

where- 

«Vo   1+/^ 
The constant N contains the only effect due to penetrator 
nose geometiy. 

For example, if the nose of the penetrator is hemi- 
spherical, then b = a and 

(8) 

(9) 

where / = dz/d; and a = fl/t. 
Consider conical, ogival, and fractional power geome- 

tries. The resulting values of N are given below. 

y= \Ja^-(a- xf 
For this nose geometry, Eq. (9) becomes 

Another simple geometry is that of a conical nose. In this 
case, 

(10) 

(U) 

a 

and 

(12) Fig. 2. The ogival nose geometry. The tip passes through zero at 
X = 0 and the tangent is zero at x = &, The remainder of the 
projectile is a cylinder of length L 
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N = 

N ^ 

Ha' 
2a'(g' + 2) 

3(l + s»)* 

(cone.z = i) (19) 

ogive, z. 

(fractional power, z = \/|) W = -ln .+A 
(21) 

A comparison of these results Is shown in Fig. 3. For 
smaller values of a (long penetrator nose) all of the ge- 
omciries have comparable values of N and the slight dif- 
ferences will only be reflected at high velocities. For a = 1 
(short penetrator nose), the fractional power geometry at 
N — 0.402 is somewhat better than the other two at 
N = 0.50. 

Optimal tip geometry 
For each fixed nose length b and shank radius «, the value 
of W varies. The net force on the penetrator nose (Eq. (8)) 
is least when the value of N is a minimum. Such a pen- 
etrator will achieve maximal penetration depth, assuming 
that no changes in the nose geometry or erosion occur. 
Thus, we arrive at the variational problem of choosing the 
optimal path y = y{x) between the tip and the shank that 
minimizes the integral 

^(3-y^)/-iy^(i+/)-o (23) 

where / = d'^'/d*' and ^(0) = 0, y{b) = a. This two- 
point boundary value problem is challenging because it is 
singular in neighborhood of jt = 0 and hl^ly nonlinear. 

We can achieve some insight into the solution to Eq. 
(23) by changing to dimcnsionless variables. Let 
z = 2({) w yfa and <[ = xfb. Now, Eq. (23) becomes 

z(3 - aV)z" + z''(l + «V') = 0 (24) 

where z' = dz/d{, z" = d'z/d{*, and « = a/b. The boun- 
dary conditions transform to z(0) = 0 and z(l) = 1. 

The dimensionless constant « = a/b is generally less 
than 1 for the cases that interest us. Consider a regular 
perturbation expansion in the parameter a', say 

Z = Zo(c)+()£^Z|(|)-l--.-- 

/ + y>l 

where ^(0) — 0, y{h) = a. 
As indicated, this is a variational problem (e.g., see 

Lanczos (1966), Pars (1962), or Vujanovic and Jones 
(1989)). The path that minimizes 1 satisfies the Euler-La- 
grange equation 

25) 

where terms of the order of a* have been neglected. Sub- 
stituting Eq. (25) into Eq. (24), collecting terms of the 
same order of magnitude and equating them to zero leads 
to 

Fig. 3. Comparison of N values as a function of alpha for various 
nose shapes 

(26) 

(27) 

3zo4' + 4^ = 0 
(3z, - zozJ)4' -I- 3zozf + 24zi + z? = 0 
Terms of the order of a* and higher have been neglected. 

The boundary conditions for z ore independent of« and 
this infers 

zo(0) = 0, zo(l) = l 

3,(0) = 2,(1) = 0 

(28) 

(29) 

as the boundary conditions for Eqs. (26) and (27). Solving 
Eq, (26) subject to Eq. (28) leads to 

zo^ i< (30) 

Substituting this result into Eq. (27) and simplifying gives 
us the linear equation 

27 3{M + l«z',-^z, = -7-{l 
16 64 

(311 

to solve for z, subject to the boundary conditions in Eq. 
(29). The result is 

"-vS^'-^\ (32) 

This means that to two terms, the approximate optimal 
solution is 

..i.^i-/[i.-i). (33) 

It is interesting to note that the penetrator-having this nose 
geometry does not have a sharp tip. 

Equation (18) can^be analytically evaluated using only 
the first term (z = ^) of Eq. (33). The resulting approxi- 
mate M value is given by 

Wa 
,    9a^    8la^  /      16 

8 ^ 128     r^9«2 
34 
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Since only the first term of the approximate aolution way 
uicd (he N valuoii given hy Eq. (3<l) would be expected to 
be accurate for only relatively small values of alpha. This 
will be demonstrated in the next section.   . 

Numerical solution to Eq. (24) 
A numerical solution for Eq. (2'l) was obtained by as- 
suming a solution of the following form 

z-fl.r + flj^"' + fl3?'" (35) 

where a, and n arc adjustable parameters which are a 
function of alpha. A least squares approach was used to 
obtain values for these parameters as will now be de- 
scribed. For a particular alpha value, Eq. (24) was evalu- 
ated (using the ossumed function, Eq. (35)) at 20 evenly 
spaced { values from 0.05 to I. These twenty function 
values were then squared and summed to produce an ag- 
gregate fit error. An optimizer was used to adjust the a, 
and n values to minimize the fit error. After optimization, 
the coefficients obtained for Eq. (24) produced errors that 
were typically on the order of ±0.001. Typical optimal 
parameter values for various values of alpha are shown in 
Table 1, and plotted in Fig. 4. From Fig. 4 it can be clearly 
seen that as alpha approaches zero, di and ai approach 
zero, ^3 tends to unity, while n approaches 0.25. This 
means that the optimal solution approaches, z = <J«, the 
first term of the approximate optimal solution (Eq. (34)), 
as expected. 

Nose penetration efficiency is indicated by a small value 
of the parameter N in Eq. (18). N versus alpha for five 
different nose shapes are compared in Fig. 3. Closed form 
functions for N versus alpha where previously given for 
conical, oglval, fractional power (z - q^), and first term of 
approximate solution (z = <J^) nose shapes in Eqs. (19), 
(20) (21) and (34), respectively. To plot the results for the 
optimal solution given by Eq. (35) the N integral of Eq. 
(18) was evaluated numerically using the trapezoidal rule. 
Care was taken to allow for the singularity at a = 0 by 
small increments in the numerical algorithm 
(A< ^: 0.00005) in the vicinity of the singularity. Figure 3 
indicates that, as expected, the optimal nose shape had the 
lowest N for all alpha values. This figure also shows that 
using only one term of the approximate solution (z = ^') 
produces accurate optimal N predictions for values of al- 
pha less than 0.4. 

In Fig. 5 the two term approximate solution of Eq. (33) 
is compared with the optimal solution of Eq. (35) for small 
and large iilpha values. As one would expect, the solutions 

Table 1. Typical optimal parnmcters for the assumed nose shape 
function z = a,.;" + ai^'" + aj<,''" 

Alpha «l «2 fl> n 

0.1 0.0063 -0.0024 0.9961 0.2499 
0.3 0.0791 -0.0999 1.0208 0.2464 
0.5 0.3107 -0.5869 1.2762 0.2300 
0.7 0.7007 -1.4191 1.7184 0.2082 
0.9 1.1273 -2.2558 2.1285 0.1915 
1.1 1.5066 -2.9351 2.4286 0.1802 

Fig. 4. Variation of optimal simpe parameters tt\, O], oj, and n as 
u function of alpha 

are virtually identical for the small alpha case where the 
approximate solution is valid. There are significant dif- 
ferences between the approximate and the optimal solu- 
tions for the large alpha case. 

Finally, the shape of a typical SO caliber bullet and an 
optimally shaped penctrator are compared in Fig. 6. It can 
be noted that there are significant differences in the 
shapes. This is not surprising since the bullet may not have 
been designed for depth of penetration. Many low caliber 
projectiles are not designed to maximize depth of pene- 
tration. Instead, they are designed to enhance mush- 
rooming of the projectile and damage to the target. 

i.u ■ ^ 
^fi^ 

0.8 .'■■^'''x 
t'*'^ .y^ 

,•'■>'   y^ 

•''■'"'' /^ 

0.6- .'<''''/ 
..;>•'       /^ 

.•y         y 
.'/'        x 

0.4- /'     / 
./      / 

/''        / 
i'       / 

0.2- y.       /        — ■ Approx. opt. sol. (a = 0.1) 
,•    /              Optimal solution (a = 0.1) 
/               Approx. opt. sol. (a = 0.9) 

n- 
/                 — Optimal solution (a = 0.9) 
 1 1 1 1  

0.2 0.4 0.6 0.8 1.0 

Pig. 5. Comparison of optimal numerical solutions with the ap- 
proximate solution of Eq. (33) for a; = 0.1 and 0.9 
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Fig. 7. Comparijon of conical, 
ogival and optimal »hape« for 
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b = 4 (s = 0.25) 
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Condusions 
In this paper, we have presented an analysis of pcnetrator 
nose geometry that results' in some interesting conclu- 
sions. Using Poncelet's velocity-squared pressure law, the 
net resistive force on the pcnetrator as a function of nose 
geometry was presented. It was clear from the form taken 
of the net force that there was an optimal geometry for 
each radius to nose length ratio a. This naturally lead to 
a variational problem from which the optimal nose ge- 
ometry followed. The solution to this problem Is inter- 
esting in that it somewhat contradicts our intuition. 
Instinctively, we think of a sharp pcnetrator as having the 
most favorable geometry. Indeed, cones and ogives are 
very popular noses for cylindrical projectiles. However, 
from the perspective of reducing the net force on the 
projectile an all together different geometry is predicted 
by the analysis. Of course, there may be other mecha- 
nisms for target failure or different objectives for pro- 
jectiles other than achieving maximum penetration depth 
by minimizing the net force on the pcnetrator. For ex- 
ample, Fig. 6 shows a comparison between the nose ge- 
ometry of a standard 50 caliber bullet and the optimal 
geometry for the same nose length. There is a substantial 
difference probably due to the defeat objectives of the 
bullet 

Another comparison between conical, ogival, and the 
optimal geometry is shown in Fig. 7. The nose length is two 
diameters. This corresponds to oe = 0.25 and a caliber-ra- 
dius-head (CRH, e.g., see Luk and Forrestal (1987)) of 
^ = 4.25 (Eq. (17)). The distinct differences between the 
geometries are noted. The value of W for the conical tip is 
0.059. For the ogive, N = 0.076 and for the optimal geom- 
etry N = 0.049, These differences will be insignificant for 
the lower impact velocities and may not matter very much 
at very high impact velocities because of the erosion that 
takes place during penetration of certain abrasive targets. 
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Abstract 

In a rclalcd paper (Jones cl HI., Comput Mcch, I998;22:4I3) the problem of maximizing the depth of 
penetration by a normally impacting cylindrical projectile by optimizing the nose geometry was considered. 
These results were accomplished by neglecting any frictional resistance offered by the target and only 
considering the normal pressure acting against the penetrator nose. The problem of maximizing the 
penetration depth achieved by the normal impact of a cylindrical projectile including the effects of friction 
acting on the penetrator nose is a much more challenging problem. In this paper, the normal impact and 
penetration problem is considered including the effects of pressure-dependent friction, r) 2000 Elsevier 
Science Ltd. All rights reserved. 

1. Introduction 

In an earlier paper, Jones cl al, [l] presented the nose geometry for a normal impacting, rigid 
projectile that maximizes penclralion depth. This problem was solved by neglecting all forms of 
friction that act on the penetrator nose. By assuming thai the pressure that acts on the nose of the 
penetrator is of Poncelct form [2] (see also [3,4, p. 15] or [5, pp. 200, 210]), it was shown that 
the nose had a foirly simple geometry. In spite of the simplicity of this result, it is surprising that 
the optimal geometry had a blunt nose regardless of the nose length. ,        ,        ,.     , 

For moderate to low impact velocities there seemed to be little to gam from the optimal 
geometry over most others. However, at very high impact velocities (say, those m excess of 
1000 m/s) substantial differences could be noted in penetration depth when compared to other 
conventional geometries. As indicated earlier, the projectile impacts normally and it is assumed 

* Corresponding author. 
' On leave from the University of Alabama. 

()734.743X/00/$-scc front matter r. 2000 KIscvicr Science Ltd. All rights reserved. 
PIl; S0734-743X(9'))00157-8 
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thai the energy level Is high enough to neglect any of the effects associated with entry into the 

'" There has been much effort directed toward understanding the various forms that fiction can 
f.ke (e e  mo  f?]). This is a very complicated problem, especially when high shd.ng speeds a. 
; voIvcd (e g [110 ). Very little appears to be known about the friction that acts on bodies durmg 

I 0    veocity penetration  However, evidence points toward some pressure dependence wth 
?educei c'oemcient of friction. The simplest form that such frict on can take .s that wh, 

n,or,tb^^^^^^^ pressure, similar to classical Coulomb friction. Other forms have been 
prop    d (^ g  [9    uu   1       ould be incorporated into the analysis presented in this paper w.t 
LTd in ulty. m ^ effort utilizes a friction force that is proportional to the Pressure and 
thrha a substantial effect on the results. Some unexpected complexities make any form of 
ap roximate sdution practically impossible. A numerical study of the solutions to the Euler- 
Lagrange equation is performed. The results arc both mteresting and useful. 

2. Force of resistance on the projectile 

Consider a rigid axisymmctric projectile normally penetrating a semi-infinite target. The cross- 
sccnk n of he lip is shown in Fig. I. The length of the nose is h and the radius of the shank of the 
PK "tili is" KOI an ac^eptable'nose geometries, = ,(x), ,(0) = 0 and yil.) = a. We assume in this 
analysis that the effects of friction are negligible beyond the nose at x = /). 

The increment of force resisting the motion of the projectile is 

d/'" = 2ny( psin 0 +./cos 0) d.v. (1) 

(0.0) 

Kiu 1   Cross-section of Ihc nose of an axisymmctric pcnctrator. The pcnctrator is acted upon by a continuous pressure 
;,li-mZ.^:^t Lea)./: The length of the nose of the projectile is /, and the rad.us of the shank .s «. 
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where 
(2) 

is the increment of arc length on the surface of the nose. From the geometry in Fig. I, it is easy to sec 
d.s = ,/r+ .»•'- dx 

that 

)•' = tan fJ, 

sin 0 = )' 

s/ I -I- ) 
,'2 

and 

cos 0 = 

(3) 

(4) 

(5) 

Substituting Bqs. (2), (4) and (5) into Hq. (I), vvc find 

dF = 2E>'0''P+/)d-^' 
which can be integrated between x = 0 and h to give the net force F resisting the motion of the 

projectile 

6) 

F = 271 WP + >:/') dx. (7) 

3. Friction on the projectile 

There are a number of forms that friction may take. Among the simplest for this problem is 
friction proportional to the normal pressure p. Take the coefficient of friction to be ^ and 

As we assumed in our previous paper [1], the pressure p is of the Poncelet type 

p^Av"- sin^ 0 + a <'^> 

where A and B are constants, i. is the current axial velocity of the projectile, and ysinO is the 
normal component of axial velocity contributing to the pressure at the surface of the nose (see [3]). 
Now, substituting Bqs. (8) and (9) into Eq. (7), we find 

F = 2it Av'-y^~^^ + B(yy'^ixy) 
1 + J' 

dx. (10) 

where sin I) in Kq. (9) has been replaced by the right-hand side of Eq. (4). 
When /I = 0 in Eq. (10), we return to the problem considered in [1] in which the net resistive 

force has the form 

F = InAv' <'' yy" 
ol +J ,'2 dx + na^B (11) 
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and it is easy to see that maximum depth of penetration can be acliicvcd when the integral / 

/ = 
r"  yy'^ 

d.v 
(12) 

»I + y" 

is a minimum, because F is a minimum. However, when friction is inclucied it is not so easy to see 
which geometry will optimize the depth of penetration lookmg at Eq. (10). 

4. Maximum penetration depth 

The equation of motion of the projectile is 

nw - - /•' 

= - mi\ANv^ + BM). 

where ;» is the projectile mass and 

(13) 

= 2a ^        + /'^'    J,>: (14) 

0 I +a^ 

and 

M = 1 + -j    y d.v 
« Jo 

a 

n 
zi\L 

(15) 

|„ the last two equations, .v = />^, y = az, a = a/b, where z = z(0 and ^ are dimensionless variables 

""'lll^^ie^N^uul'M arrtime-indepcndcnl functions, Eq. (13) can be simply integrated, which leads to 

P^ 
m 

Ina^AN 
(       '4/V ,\ (16) 

where P is the penetration depth. In order to find the geometry that maximizes P, we must vary z in 
Eqs. (14) and (15) for each fixed value of a and /i. Suppose that z = m maximizes P in Eq. (16). 
Consider variations of this path with 

Z-W + «)/, 
(17) 

whore r is 'X narameter and H = »;(a is any differentiable function with #) = /?(!) = 0. Substituting 
t 17 iV:o'M and ('l5), we see thlt N = N(.) and M = MO-J Further, it is now clear from 
Eq. (16) that P = Pd^) with max P = P(0). Hence, it follows that dP/dr. = 0 at f. = 0. 
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By di(Teicnlialing Eq. (16) with icspccl to «, wc find 

— HI df ^  
d«     ImrAN^X 

Avl N- 

AN ,\       {AN/DM)ih 
lnl+^^.>o|- ■^(AN/BMH 

dW 
d« 

■*"   U   M^'\+ {AN/BM)4  di;J " 

he dcrivalives dlV/d<: and dM/di: can be found by dilTcrcntiating Eqs. (14) and (15) 

d£ 
"di: 

= ^ iiC dC, 

where 

and 

dM     2^1 f    ,, 
d<:       a Jo 

407 

(19) 

(20) 

In Eqs, (19) and (20), z' = dz/di'. Now, subsliluting Eqs. (19) and (21) into Eq. (18) and computing 
lim, .odP/di: = 0. Icad.slo 

2s 
AN/M 

2a 

0 

AN/M 

.-    2/1,/V^ 
dc+—A 

1 

1 +AN/M_ 

n(I + XN/m - j-^:-^^J|_a„,     d^V^vv'/J 

a    MM +AN/MJ 
^di 

#    d/a# 

(22) 

where 

iV =2a 
'    ocw'-^ + /ov a 
w 

I  + O.W 2„,'2 71-d^ 
(23) 

and 

M = 1 + "    w dc 
a Jo 

(24) 

and A = A4/B. Because Eq. (22) must hold for all admissible variations tj on the interval 0 < ^ ^ 1 
with >|(0) = i|(l) = 0, it follows thai w satisfies 

/       . iV\        AN/M 
In    1  +A-:5     -T M/     l+AiV/MJ rivv     d|l<?w' 

N 
+ '*^ M^ 1 + AJV/ M 

= 0. (25) 
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This equation is the Eulc-Lagrangc equation for the variational problem described by Eq (16) 11 
is far more eomplicatcd than the usual Eulcr-Lagrangc cqual.on because A/ «"d M invo vc 
Integrals of the dependent variable . from Eqs. (23) and (24)/ddmonally reernng back to the 
definition of <l> in Hq. (20), we can expand the derivatives indicated in Eq. (25) to get 

(26) r^ __d//VM^/l^: n^\v-' - 2au''-' - fiw"- ., 2a-Sv'' + 6/<«^v'' - 6aw' - 2/t 
' . 1  4- H'M'    —: i—r>TT~ 

?W d(;V<"'H'' 2...'i\i (I +aSv"^) 
- + \VM' (I +aV) 2w.'2\3 

whom >i.' - A\Mt and iv" = d=«'/d{^ This means that i)ol only are ihcre integrals of the dependent 
Tu ble mdt derivative in Eq (25), but there are also derivatives through the second order. Eq. 
U'"i»"dn-e en.ial-integr.il equation of extraordinary eomplexity to be solved subject to 
he wo-poinl boundary conditions »<0) = 0 and «(l) = 1. There may be some use ul m^^TL 
,ions"« this problem, but in the interests of expedience we will pass up Ihts approach and solve the 

Cctre l.mrg"!I'.he solution of Eq. (25), we should note that it reduces to the Euler-LagrunBe 
equation to the frictionless case [I] when „ = 0. When /, -. 0, .he second term m Eq. (25) vanishes, 

while M -> I and 

N-»2a Jo 1 + «'»"^ d^. 

This leaves us with ihc product 

ln(l +AA/) 
;.N 

1 +/.N 
= 0 

(27) 

(28) 

with 

— 2aw .'3 

+ wvv" 
2a-^w'-^ - 6a w' 

2..,/2\3 
(29) 

(1 +aV') 

For a^ ^ 0 and N > 0, the first of the two factors in Bq. (28) does not vanish. This leaves only the 
second Ltor to satisfy Eq. (28). Hence, the factor shown in Eq. (29) must equal zero and this is the 
Euler-Lagrange equation presented in [1] for the friclionless case. 

5. Numerical solution methodology 

A numerical solution for Eq. (25) was obtained by assuming a solution of the following form 

= «,t'" + «2^"' + «.-»^ 
;:3M (30) 

where cv and n arc adjustable parameters which arc a function of a,;, and li A east-squares 
t^ w^s used to cilain values for these parameters. For particular a A, and , values^ Eq. (25) 
w^s evaluated [using the assumed function, Eq. (30)] at 20 evenly spaced I values f^om a05 to 
T esc 20 funct on values (which ideally should equal zero) were then squared and summed  o 
p^uce an Se^^^^   fu er or. An optimizer was used to adjust the «, and n values to mmim.ze the 

0-6 



A-/-;. ./om:s, IV.K. R„le / liUfrmilhmilJnimml t,f Impui'l Eminwrim 24 (2000) 40S-4I5 409 

m error. Values of the R [Eq. (23)] and i» [Eq. (24)] integrals for insertion mlo Eq. (25) wcic 
obtained by a numerical integration scheme also using 20 evenly spaced { values from 0.05 to 1. 
The optimizer was constrained to seek solutions with z and z' greater than or equal to K^ro. 
Further, the parameter n of Eq. (30) was forced to be positive. These calculations were conveniently 
conducted using a spreadsheet computer program. 

It must be noted that the development of Eq. (25) is a necessary, but not sulTicient, condition for 
maximum penetralion depth. It can equally apply to minimum penetration depth. In fact, both 
maxima and minima arc achieved along the same path for different combmations of the physical 
parameters a, L and /<. This will be illustrated in the next section. 

6. Typical results 

Numerical test cases were investigated using the same model parameters as reported by 
Forre-sial et al. [I I] for test results involving firing small steel projectiles into semi-infinite grout 

 OPTIMAL 

 OGIVE 

 CRITICAL LAMBDA = 1.39 

10 100 0 1 
LAMBDA 

l--ig, 2, Plot of P versus A for oplimal and <igival nose shapes. Note Ihat ihc optimal nose goes blunt (penetration dcpll 
minimized) for A values less than 1.39 for this case (a = 0.5, n = 0.2). 
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N 

r.i«  -«  (-omnu-ison of oplimnl nose shapes wilh the friclionlcss optimal nose shape of [I] For ihc A = 1.42 case 
p;^u;,U<:;:i;ris ^a^imi^ecl and ogival performance is be.lered. Penena.ion depth is mnum,/ed Ibr the . = 1.36 case 
(nose blunied). 

1.0 • 
LAMBDA = 2.0641 K = 500 m/8). ALPHA = 0.5                                            ^^'<^^ 

0.8 

^^-^"^''!'■■•■' 

^^t^""^        ^   -*■**'•'' 

0.6 ^^'^''''•<'-'" 
^'^"'^^''x'. 

N ^^ .'^'>:.-- TMU^   1 
0.4 ■ 

^<»-" 
-—MU = 0.1 

.-'^- ..-•■  MU = 0.3 

^<' 
***    .•' _._.MU = 0.4 

0.2 y^ ,'<>> 
••'  MU = 0.42 

0.0 

^■::>- 

0.0 0.2 0.4 0.6 0.8 1.0 

Xi 
Fig. 4. Plots of optimal nose shape for a = 0.5 and / = 2.0641 (m - 500 m/s) for various values of friction coellkient,.. 

fu-ucts These tests involved projectiles of mass 65 g and diameter 12.9 mm. The grout target force 
pmse Sclents were A = 2 32E3 kg/m-^ (target density) and « = 281 MPa correspondtng to 

Tn4 Ml'aTnd a dynamic strength multiplier of 21). The numerical results mvolved seleetmg 
roMsori'ible values of the system parameters a, A, and ^ for parametric studies 

l^i n   a   " ca e was conducted to determine if the formulation described m this paper indeed 
prllced opUmal penetration results. One means of accomplishing this is to compare the 
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LAMBDA = 8.2562 (v, = 1000 m/»). ALPHA = 0.5 

lig. 5. puns „r optimal nose shape for« = 0.5 ami A = «,2562 {.<„ = 1000 m/n) for various values offiiclion coellkicnt,.. 

1.0 

0.8 

N 

UMBDA = 18.576 (v, = 1500 m/s), ALPHA = 0,5 

—11MU=0   ' 
 MU = 0.1 
 MU = 0.5 
 MU = 0.9 

1.0 

Fig. 6. Plots of optimal nose shape for a - 0.5 and A = 18.576 (vo = 1500 m/s) for various values of friction cociricicnt,.. 

pcneti-ation depths of the optimal nose shape with a well-known effective nose shape — the ogive. 
Fig 2 shows a plot of nondimcnsional penetration depth (P = 2na^AN/m) of optimal and ogival 
pcnctrators versus A for a = 0.5 and /t = 0.2. As can be seen from this figure, the optimal penetrator 
is clearly more elTcctive for the larger A values. However, for A values less than approximately 1,39 
(lower-velocity impacts) the nature of the optimal solution changes completely. Instead of maxi- 
mizing penetration depth minimization occurs and the optimizer drives the penetrator to a blunt- 
ended shape with penetration performance inferior to that of the ogive. 
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 MU = 0 
___MU = 0.2. LAMBDA = 0.5 
 MU = 0.2. LAMBDA = 3.2 
 MU = 0.2. LAMBDA = 20 

0.0 0.2 0.4 0.6 0.8 1,0 

Xi 

apo for t - 0.5 niul /. =- 0.2 for viuious values of A. The friclionlcss case (/. = 0) is sliow.. 
h'ig. 7. Plols ofoplimal nose shape 
for comparison. 

optimized nose shapes are compared will, .ha. of .he fric.io,dess c»se '" Fig '  f^""^^ 
op.imi.od  nose shapes are shown  in   h,g   4  C« = Of ^ = 2,«64    <:°,-f""tr various 
r      i\Q  -     « o'sA') ^1-   - 1000 m/s)l and Fic 6 [a = 0.5, A = lX.5/o [Vo - iJ^'^' "y^)j '^* vtuiw» 
f-eUon ;<:;mS.ev*. No"etu,nhe hi|her'impae. veloci.ies (Figs. 5 and 6) blun.ing did no. 

c.,^t„ -0) is hown in .his (igure for eomparison. Nole tha. a. low impae. velocmes (small >.) 
brn!^fcr„«ne.ration dep.h minimized! and .ha, a. high impae. veloe,.,es the op.,mal shape 
r>u>«plv ro<;cmbles thai of the frictionlcss case. . 

Crifi 'd eve of7 whieh blun.ing oecurs are plo..ed as a fune.ion of A for vanous values of 
, in Hg 8 This ngire dearly shows .ha. unrealis.ieally large frietion coeffle,ents are necessary to 
cause a blun. pene.ra.or soin.ion al the higher impact velocities. ,     .. ,„ „r i r.^, 

Finally "g 9 compares optimal and ogival nose pene.ra.ion performance as a f""*™ °f"»' 
various vilui; of.. In .his figure op.imal nose resul.s were no, plo.ted for those values of A wheie 
bluiUing occurred. 

7. Conclusions 

!n this n'lDcr we have presented a variational analysis of normal penetration into scmi-hifinite 
t-uee s  Ki;«^^^^ f-tion on the tip of the penetrator.The cho.ce of fr.cUon law 
fn thiVDnncTwt one of the simplest. However, the choice of friction may be simple, bivt its effect 
o t^^a^^^^^ is f- from simple. Eq. (25) is a nonlinear ^i.^-f "^-^-^^^^^o „1" mo" 
^s^^g propo'ions and any form of analytical solution is practically impossible. The most 
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Fig, 8. PIDIS of ihc critical n for blunting versus A for various va 

100.0 

lues of «, 

expedicnl approach to solving Ihc problem was to employ a weighted residual technique involving 
u trial solution that contained powers of the independent variable and four free constants chosen 
by an optimizer to minimize the residual error. This technique produced very satisfactory results 
when the combination of physical constants a, A, and n dictated a maximum for the variational 
integral Except in the neighborhood of the transition to a minimum (conjugate point), the solution 
was stable and converged rapidly. After the transition to a minimum, the geometry predicted for 
the pcnetrator tip was as close to blunt-ended as possible (sec Fig. 3). This situation in the 
variational calculus is not uncommon and is usually detected by examining the sign of the second 
variation. However, in this instance, that approach is practically impossible due to the severe 
complexity of the second variation. 

The presence of friction alters the geometry for optimal performance at lower impact velocities 
by sharpening the nose of the projectile. The more friction that is present, the sharper the nose 
required to achieve maximum depth (of course, this assumes that no erosion is possible and the 
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s values of a. Note thai the optimal plots were 
rm 9  Plots of /"' versus;. for optimal aiul ogival nose shapes for various 
stopped at the lower levels of A where bhmling occurred. 

that fulurc elTorts in this area will take. 
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ABSTRACT ^    ^   , 
In related papers, the problem of maximizing the depth of 

l»netratfon by a nomdly tapKting tylindrical projectile by 
optimizing the nose geometry was considered. In Jones, et al. {1998a), 
results were accomplished by neglecting any frictlonal resistance 
offered by Ae target and only considering the normal pressure acting 
against the penelrator nose. The effects of pressure-dependent friction 
were treated by Jones and Rule (1999). Here, Ae foimulation 
presented in Jones and Rule (1999) is modified to treat the frictlonal 
force as a constant Aat Is Intended to represent fte shear strength of 
the target. The results of paiwnetric staim are presented to 
demonstrate system behavior. Also, experimental data was used with 
tfie model to determine the shear strengft of a concrete taiiet 

INTRODUCTION 
In two earlier papers Jones, et O. (1998) and Jones and Rule 

(1999), the authors investigat«l the geometry of fte nose of a rigid 
penetrator acted upon by a velocity-squared pressure. This was first 
done In fte absence of fric^on and tear in ttie pre^nce of a pressure- 
dependent fflction. T*e results were veiy Interesting. Using friction 
proportional to the,pressure, it was noted that the tip of Ae optimal 
nose geomctey sharpened at lower impact velocities. At hi^er impact 
velocities, friction had IKS influence and the nose geometry returned 
to the zero friction case, unless the friction coefTicient was very large. 

One thing is very clear. There is not veiy much known about 
friction at hi^ sliding speeds (e.g., see Bowden and Tabor (1964) or 
Kragelskil (1965)). Much of ttie work that has been reported is at 
lowr speeds or pressures Aan those encountered during a penetration 
event In view of this, we decided that it was prudent to repeat the 
Mjdysis presented in Jones and Rule (1999) using an alternative 
friction law to determine what effect this had on the results. 

THEORY 
The problem considered Is similar to that recently presented by 

the authors (1999). A rigid axi^mmetric projectile normally Impacts a 
seml-inflnite target, TTie cross-section of tt>e nose Is shown In Fig. 1. 
The Im^ of the nose is b and the radius of the shiail of the projectile 
Is a. For all K!cq>table geometries, the sutftce of flie nose is given by 
y^(x) witti y(0>=0 and yO>>°a. We assume that Ae effects of friction 
are negligible beyond the nose at x=b. As shown in Jones and Rule 
(1999), ttie net for(« F resisting the motion of the projectile is given 

by 

F"2s- j(^'p+^)ix (1) 

where p is the pressure md /is fte friction acting on the nose of the 
projectile. In fte previous analysis, / was t^en to be proportional to 
tiie pressure/!. In this paper, we t*e /= T, a constant, possibly e<jual 
to the shea- strengtti of ttie target As we did in ttie previous paper on 
tills subject we take the pressurep to be of the Poncelet form 

p = Av^mi^0+B m 
where J4 and J are constmts, v is the current veloci^ of the projectile, 
vsin B Is the nonnal componwit of tiic axial veloci^ contributing to 
the presure at tiie nose, and 0 is the tangent angle at the smface of 
the nose (see Fig. 1). Now using Eq. Q) in Eq. (1) and toe tm tliat 

sin ^ = y'r-ju-y'^ , we find that tiie resisting force on tiic projectile 

has the form 
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fr      ,3 b ' 

which can be written u 

F»m ^i^Nv^+MB) 

where 

(4) 

(5) 

and 

1 

a   J 
(6) 

In these equations, ;r-6f .y-fl*. a-a/*. r'rlB.uiA x-i(0 
and ^ arc dimensionless variables with *(0)-0 and 2(J)-1. ResulU 
similar to Eqs. (4H6) were first presented by Luk and Fonestal 
(1989) for spherical and ogival nose projectiles. ,     .    ,   . 

Now, using the force from Eq. (4), the equation of motion for the 
projectile becomes 

mv .-m^{tNv^+BM). (7) 

This equation can be integrated to find the depth of penetration P of 
the projectile 

P ?—f 
Tm'-AN i'^M (8) 

because M and N are independent of time. In the last equation, m is 

the mass of the projectile and VQ is the Impact speed. 

OPTIMAL NOSE GEOMETRY 
Equation (8) is difficult to use to optimize the nose geometry 

because M and N both depend on the nose profile )F-y(x). However, 
the conventional approach used In the calculus of variauons (e.fr, see 
Lanczos (1996). Pare (1962). or Vujanovic and Jones (1989)) is 
adequate to find the optimal georaetty to maximize the penetration 
depth. P. In this context, suppose that r-w(« is the profile that 
maximizes the penetration depth. Consider continuous variations of 

thisi«Jh Tj^Jiii) «^* J/W-J^D-O ">«> 

Z^W+ST} (9) 

where £ is a parameter. If we substitute Eq. (9) into Eq. (8) (this 
means thatr In Eqs. (5) and (6) is modified by the substituUon). then It 

is clear that /«- /»(*). It Is ftirther dear tiMP(0)\st local extreme 
for the Amctlon P. Hence, It follows that dP/dS'O at S-0. By 
difTereMlating Eq. (8) with respect to ff. we find 

dP_        m 

AN ' ■i 

m 
Im^AN^ 

An 
BM"^} 

1      dkf 

ds 

»«S.^.8* 

(10) 

The derivaUves of N and M with respect to ff can be found b) 
differemlating Eqs. (5) and (6). These differentiations lead to 

A ■• 

(11) 

where 

l+cV^ 
(12) 

and 

dU 
ds    a  i 

(13) 

In Eqs. (U) and (12). I'-di/d^. Now, if we substiwte Eqs. (1 
and (13) into Eq. (10). take the limit as (r->0. and manipulate tf 
integrals, we can show that 

2a' 

AIL.I \ 

BM "i 

¥i* 

BM ' 

ld4'0 
(14- 

for all admissible variations. In this equation. JV and A/ are 
limits in Eqs. (5) and (6) as ff-»0. which means that r is sm- 
replaced by win these equations. „ ,j„;„. 

Now. if the integral in Eq. (14) equals zero forall admissc 
variations, then the integrand must be equal to z«o. TTus leads tt 
extremely complicated Euler-Lagrange Equation for the determina 
of w- w(^ subject to the conditions H<0) = 0 and >i<l) «1.1 

equation Is 
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2a' In ■     AN  2'^ 
BM 

^4 
,    AN  } 

BM 

♦id 
B 

^r' 
{M 

2y 
,    AN  2 

BM 

2a' 
M 

JL 

l.X^ 
MJ (15) 

1      2^. 

1 + ^ 
N a 

where A' and M Involve Inlegiys of functions of w and ^ and 

X ■ Av0 IB is a dimensionless pMwneter. This means that Eq. (15) Is 

a nonlinear diflerentW-intcgral equation witfi derivatives of Ae 
second onler and integiris with fixed limits. Finding a solution to tills 
equation Is Indeed a challenge. We will not wtempt to find any fonn 
of ^proximate ansJytlsal solution and instead concentrate on a high 
Mcun^ numerical approximation. 

NUMiWCAL SOLUTION 
A numerical solution for Eq. (IS) wja obtained by assiuning a 

solution of Ae following fonn 

^flll" + «2r''+a3f 
2n K3n (16) 

where a| md n are adjustable parameters which are a function of a, X, 
and y. A least squares approach was used to obttin values for ftcse 
parmneters. For particular a, X, md y values, Eq. (15) was evaluated 
[using tiie assumed function, Eq. (16)] at 20 evenly spaced % values 
from 0.05 to 1. These twenty function values (which Ideally rfjould 
equiJ KTo) were Aen squwed aid summed to produce an agpegate fit 
error. An optimizer was used to adjust the &\ and n values to minimize 

tiie fit ciTor. Vdues of the F and M integrals for insertion into Eq. 
(15) were obtained by a numerical integration scheme also using 20 
evenly spaced % values from 0.05 to 1. The optirol^ was constrained 
» seek solutions with z md z' greater tiian or equal to zero. Further, 
the parameter n of Eq. (16) was forced to be positive. These 
calculations were conveniently conducted using a spreadsheet 
computer program. 

It must be noted that the development of Eq. (15) is a neccssaiy, 
but not sufficient, condition for maximum penetration deptti. It can 
equally apply to minimum penetration depth. In fact, both maxima mi 
minima are whisved along the same path for different combinations of 

the physical pwunelKS a, X, uid y • This will be llluitnied In the 
next section. 

TYPICAL Rf SULTS 
Numerical test cases were Investigated using the nme model 

ptfantMKS as reported by Forrcstol, et al (1996) for test i^ulls 
Involving firing snail M^l projectiles into s«ni-infinlte grout targets. 
These tests involved projectiles of mass 65 g and diameter 12.9 mm. 
The pout ta^et force response coefficlwits were A « 2.32E3 kg/m^ 
(target dsisi^) and B ■ 281 MPa (con^sponding to /j* ■ 13.4 MPa 

Mrf an S multiplier of 21, B-^^)- "^^ num»ical results involved 
Ktoing reasonable values of the ^stem parameters a, X, and f for 
parametric studies. 

Initially a test cue was conducted to determine if die formulation 
described In this |Mper indeed produced optimal peneo'ation remits. 
One means of accomplishing tills is to compare the penetration deptfis 
of the optimtd nose sh^ie with a well known effective nose diape • tfie 
o^ve. Fig. 2 diows a plot of nondimmsional penetration depdi 

(P - 2m^Ap/m ) of optimal and oglval pcnetretoi? versus J, for s ■ 
0.5 and y •• 0.2. As cai be s^ fhim this figure, flie optimal 
penetrator Is clearly more effective for the Iwger X values. However, 
for X values IMS AMI approximately 1.83 (lower velocity Impacts) tiie 
mnire of the optimd Mlution dianges completely. Instead of 
maximiang pcnetraticm depth minimization occurs and the optlmlKr 
drives die penetrator to a blunt>ended shape .witti penetration 
prafoimance Inferior to that of ttie ogive. 

C^imi»d nose shapes are compwed widi that of die frictionless 
mm In Fig. 3. Furfter optimiad nose diapes are shown In Fig. 4 (o ■ 
0.5, X = 8.2562 (VQ - 1000 m/s)] for vsolous friction coefficient y 
levels. Note di« blunting occtu:^ st. tiie highest friction level. 

Figure 5 shows plou of optimal nose di^e (a = 0,5, y ° 0.2) for 
various values of X, The Inctlwiless case (y « 0) Is shown in fliis 
fipre for compmison. Note that at flie lowest impact velocity diown 
(small X) blunting occure (penetration deptti minimized) and th^ at 
the higher impact velocity flie optimal shape closely resembles tiiat of 
the frictionless case. 

EVALUATION    OF    THE    SHEAR    STRENGTH    OF    A 
CONCRETE TARGET 

Recently, Frew et al. (1998) published results for ogive-nose steel 
rods impacting concrete targets at velocities ranging from 442 to 1165 
m/s. The data of Table 1 of Frew et al. (1998) was used with the 
present model to back-out an effective target sh^r strength, t. A le^ 
squ^ approach was used to ^just t to minimize the different* 
betwMn measured and calcutaed concrete target penetration data. "Die 
model parameters used are listed in Table 1. 
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Tibl* 1 Modol paramotara used for comparison with th« 
daU of Fraw at al. (1998) 

a 1.01}E-02m 
b 3.370E-02 m 
m 0.478 kg 
A 2320 kg/m3 
B 484.7 MPa (Dynamic Strength Factor - 

S-8.3 (Vom Frew, ctal. (1998)) 

The best fit value obtained was t - 4.93 MPa (y " 1.018E- 
2) which amounts to 8.4% of the reported fi - 58.4 MPa of the 
concrete. Measured and calculated results ore compared in Fig. 6. 

CONCLUSIONS 
In this paper, we have presented a variational analysis of normal 

penetration into semi-infinite targets including the effects of constant 
friction on the tip of the penctrator. The choice of friction law for this 
paper was one of the simplest. However, the choice of friction may be 
simple, but its effect on the optimization problem is far from simple. 
Eq. (15) is a nonlinear differential-integral equation of staggering 
proportions and any form of analytical solution is practically 
Impossible. The most expedient approach to solving the problem was 
to employ a weighted residual technique involving a trial solution that 
contained powers of the independent variable and four free constants 
chosen by an optimizer to minimize the residual error. This technique 
produced veiy satisfactory results when the combination of physical 
constants a, X, md y dictated a maximum for the variational 
integral. Except in the neighborhood of the transition to a minimum 
(coi\jugate point), the solution was stable and converged rapidly. After 
the transition to a minimum, the geomctiy predicted for the pcnetrator 
nose was as close to blunt-ended as possible (see Fig. 3). This 
situation in the variational calculus is not uncommon and is usually 
detected by examining the sign of the second variation. However, in 
this instance, that approach is practically impossible due to the severe 
complexity of the second variation. 

" The presence of friction alters the geometry for optimal 
performance at lower impact velocities by sharpening the nose of the 
projectile. The more friction that is present, the sharper the nose 
required to achieve maximum depth (of course, this assumes that no 
erosion is possible and the nose does not fail). However, for higher 
impact velocities, this sharpening of the nose only occurs for more 
friction than is reasonable to expect in these problems. For modest 
fiiaion, the optimal nose geometry is very close to that predicted in 
the frictionlcss case. This is very useful conclusion indeed. Actual 
friction levels are extremely difTicult to assess, making this analysis 
awkward to use in the design of a pcnetrator. This analysis does, 
however, provide us with qualitative insight into the penetration 
process and the role that friction plays for high and low velocity 
projectiles. 
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■^  
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Figure 1. Cross-section of the nose of an axisymmetric 
penetrator. The panetrator Is acted upon by a continuous 
pressure p and friction (per unit area) f. The length of the 
nose of the projectile Is b and the radius of the shank is a. 
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Figure 3. Comparison of optimal nose shapes with the Wctlonless optimal nose shape of Jones, et al (1898). For the X & 1.86 
and 2.50 cases penetration depth Is maximized and oglval perfoiroance is bettered. Penetration depth is minimized for the X= 

1.80 case (nose blunted). 
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Abstract. Analytical models of the peneiration process focus on estimating depth of penetration based on 
targci density, target strength (sometimes associated with the unconflned compressive suength of the target 
for geological targets), ths areal density of the penetraior (W/A), and ihs impmi velocity. In this paper, an 
expression for work is used in conjunction with thermodynamic considerations to devise a simple estimate 
for mass lost by a high velocity projectile during the peneiration process. The resuh shows that the mass loss 
is directly proportional to the tunnel length and the target shear strength. The constant of proportionality is 
not easy to deduce, however, in that it contains an unusual factor from the work analysis. A method for 
estimating target shew under high pressure from penetfallon experiraentt is introduced. 

INTRODUCTION 

Rigid body penetration of geological targets h^ 
been explored by many authors [1,2]. Mass loss 
from these penetrators has been reported [3], but no 
theory to account for the loss has been proposed. 
The purpose of this paper is to report a simple one- 
dimensional estimate for mass loss that successfully 
correlates the results of a number of experiments, 

AN ESTIMATE FOR THE WORK DONE BY 
SHEAR 

We use the term 'rigid' in the context a penetraior 
•hat neither mushrooms nor experiences significant 
mass loss. In such cases, the contribution to the 
motion of the body due to inertial change is 
assumed to be minimal. 

Estimates for the work done by all of the forces 
acting on the nose of the projectile along the tunnel 
path   can   be   made   using   a   one-dimensional 

penetration model. Consider an axisymmeiric 
projectile normally striking and rectilinearly 
penetrating a semi-infinite target. The no^ of the 
projectile, acted upon by normal and shear stress, is 
described in Figure 1. Following (IJ. we take the 
nonml pressure p acting on the nose of the 
projectile to have the form 

p = p, sin^ 6v--i-R m 

where  /?,  is the target density (assumed to be 

constant), 6 is the tangent angle to the surfw;e of 
the nose, v is the current velocity of the projectile, 
and R is the dynamic compressive target strengUi 
under high confining pressure. 
We will take the target shear strength to be of the 
Mohr-Coulomb type. This has been very 
successfully employed in- applications involving 
geological targets [2]. In this context, T has the 
form 
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T^^P + TQ (2) 

Y   A 

(0.0) (b.O)       X 

Figure 1. Croiiii (cciion of projectile nose. 

where // and TQ arc constants. 

Under these conditions, the equation of 
motion of the projectile is 

mv = -m'^\p,Nv- + R{\ + MM)+tQM\   (3) 

where m is the mass of the projectile and a is the 
radius of the shank. The constants N and M are 
dimensionless nose shape factors defined by 

fl^Jo       1 + /2 
(4) 

and 

M=- i ydx (5) 

where y=y(x) is the continuous path with 
nonncga'ive slope from the tip of the nose to the 
shank defined in Figure 1 ([4]). Although mass is 
lost from the nose of the projeciile, which changes 
the shape of the nose, we will treat N and M in (4) 
and (5) as approximately constant in this paper. 

Integrals for (3) are easy to obtain and one 
of them relates position, z, in the target to the current 
velocity, v. This relationship lakes the form 

lim^p,N 
tn 

P,NV^-¥R{\+JJM)+TOM 
(6) 

The work done by the tangential forces 
acting ot the surface of the nose is given by 

W, ^m-j%jp,Ny- ^fiRM + TQM)IZ   (7) 

where N = NQ + /JN[. The definitions of N^ and 

N^ come fix)m (4). Wc can transform the integral in 

(7) and evaluate it. This will only be done for one 
case, /i = 0, and the result is 

W, -Tta-tQMz (8) 

where the velocity v has been algebraically 
eliminated in favor of the penetration depth z. This 
expression will be combined with the results of the 
next section to produce an estimate for mass loss by 
the projectile. 

To estimate target shear we find the work 
done by the tangential forces, we must find a way to 
estimate /i and TQ. The pressures and rates 

involved in the penetration process presently 
preclude the possibility of accomplishing this with 
any simple laboratory test. Penetration tests have 
often been used for this purpose because the 
appropriate pressures and rates are obviously 
achieved and penetration depths are easy to 
measure. A direct approach to the problem is to use 
(6) to correlate the post-test data. At the conclusion 
of penetration v=0 and (6) becomes 

Z=- 
m 

27w/-p,N 
■f.n 1 + 

PiNvl 
R{\ + ^)+TOM 

(9) 

where Z is the total depth of penetration. 
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Wiih tc&i daw from a series of penctraiion 
cxpcrimems, we can look for the besi fii by varying 
B, IJ. and T^. However, the physical paraniciers R 

and Tjj only appeitf In (9) as a sum and cannot be 

separated unless more than one ogive is used, wrttich 
gives us two different values of M. If penctraiion 
data for two different ogive-nose projectiles of the 
same steel into the same target material can be 
found, then R and T^ can be determined as the 

solution of a pair of similianeous lineiu- equations. A 
series of high velocity jwneu-ation tests were 
performed at Eglin AFB, FL (51. The projectiles 
were hard 4340 steel with 3.0 and 4.25 CRH ogive 
noses. Tlie targets were aged concrete. ^=737MPa, 
Tg = 13.8mpa, and // = 0.0 gives the best fit to the 

data. The shear strength is only 1.87% of the normal 
compressive target strength. 

The mass loss is calculated based on 
thermodynamic consideratios. Steel penetrators 
impacting geological targets "wear" by melting. The 
melted material flows backward over the penetrator 
coating it with rapidly solidified material. A brief 
heat flux from the liquid steel transforms a thin layer 
on die surface to austenite and, upon cooling, to 
untempcrcd martcnsite. The Peclet Number (6], 
Pe = VLflh,  where   V is  the  velocity  of the 

penetrator, L^ is a characteristic length, and h is the 

thermal diffusivity of the penetrator, is on the order 
of 10* for the penetration events. TTJUS, the heat 
shared by the target due to frictional heating is less 

- than one part in a thousand. We will assume that all 
of the heat generated is accepted by the penetrator. 

The mechanical work done by the forces 
acting on the nose of the projectile was estimated. 
As work is done by friction (shear) acting on the 
surface of the penetrator nose, heat is generated. The 
relationship between the heat generated Q and the 
work done by shear W, is given by 

W,=kQ (10) 

where  il'=4,l8 joules/calorie   is  the  mechanical 
equivalent of heat [7], 

The first law of thermodynamics defines the 
relationship between heat and other thermodynamic 

state variables. The heat capacity of metals is only 
«^akly dependent on pressure below 10 OPa |7] 
which is well below the pressure levels at the 
penetrator/iarget Intcrfwie as estimated by either 
analytical models [\\ or continuum code 
calculations [8). Also, in tiiis pressure regime, the 
solid-solid and solid-liquid phase transitions in steel 
have little pressure dependence (9], The path 
dependence in the integration is for the most part 
reflected by the temperature dependence in the heat 
capacity, TTterefore, the enthalpy is evaluated in the 
integration to assess the end state assuming no 
change in pressure. Trtiis means that, 

dH = pAVcJT = dQ (11) 

where H is the enthalpy, T Is the temperature, c^ is 

the heat capacity, p is the penetrator density, and 

AV is die volume of the heat affected mm. 

The change in enthalpy is estimated directly from 
heat capacities and the latent heats for the three 
allotropic phase transitions experienced by iron 
during melting. The temperature dependence in the 
heat capacity and enthalpy of the phase transitions 
are available from several sources [10], When this 
data is used to perform the intep-aiion in (11), we 
can show thai itjCpdt = I032J/g. TTJC calculated 

change in enthalpy is then combined with the work 
done by tangential forces in the penetration process 
to airive at an estimate for the mass loss of the 
penetrator due to healing. Am, given below 

Am = 
W, na'toMz 

k|CpdT~ k|CpdT 
(12) 

Equation (8) was used to estimate the mechanical 
work. Equation (12) indicates that Ihe mass loss due 
to surface healing is directly proportional to the 
tunnel length z, the cross-sectional area of the 

projectile Ml  , and the target shear strength T^, 

TOs result also indicates that increment of mass loss 
Am is inversely proportional to the heat required to 
melt the steel. 
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RESULTS 
As mcniioncd earlier, for ihcsc urgcts TQ IF 13.8 

MPa FiRuro 2 shows ihc estimated mass loss for 
65g CRH=3.0 and 4.25 ogive-nose projectiles 
against aged concrete targets. At this point, only one 
CRH=4.25 projectile has been recovered and 
weighed. The mass loss was 2.lg. which agrees very 
well with the estimate. 

7J0-\ 

0.2        0.1        0.4        0.8 
PENETRATION 0EP1H (ml 

Waure 2. Predicied mass loss vcnius penctraiion depih based on 
tests by Wilson and Chrisiophcr, (51 

Another source of mass loss data is contained in 
[31. Figure 3 gives comparisons between experiment 
and (12) for two different cases. The "small" 
projectiles were 478g. 20.1mm diameter, hard 4340 
and AerMet   100 steel  projectiles. The "large 
projectiles were 1.62kg. 30.5mm diameter. AerMet 
100 steel. The targets were high strength concrete 
(/.'=58.4MPa). All of the projectiles had CRH=3.0 

ogive noses. The impact velocities ranged from 
442m/s  to   1225m/s and  the  mass  losses  were 
reported.. Because only one nose shape was used, 
we could not estimate the target sheaf strength using 
the method employed for the Eglin targets discussed 
earlier. In order to make the estimate, we took the 
same fraction of normal dynamic strength (1.87%) 
as concluded earlier for the Eglin targets. In this 
case. To= 8.22 MPa. The agreement between (12) 

and the experimenu is very good. 
The target shear characteristics have been 

estimated from a series of high velocity penetration 
tests performed at Eglin AFB. FL [5]. 

M.0 

70.0 4- 

M.0 

?«00' - 

atMAaCALC 

O SMALL ME AS. 
ALAflOKCALC. 

oiAnoeMEAS. 

1.0       le       20 
PeMBTRATION OQPtM (m) 

Figure 3. Companion of calcul«lcd and measured (Frew ei al.. 
131) mass loss versus pencu.ilion depth. 

CONCLUSIONS 

In this paper, wc have presented an analytical 
estimate for mass loss from high velocity projectiles 
due to surface melting. A method for estimating the 
target shear stress is introduced and applied to a set 
of penetration experiments at Eglin AFB. The 
results correlate very well to experimental mass loss 
measurements from recovered projectiles. 
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ABSTRACT 

Analyiical moctels of the pcnciratioii process focus on estimating depth of penetration tascd on target density, 
target strcngh (sometimes associated with the unconfined compressive strength of the target for g^logical 
targets), the area! Asnsity of the penetrator (W/A), and the impact velocity. In this paper, an expression for 
work is uKd in conjunction with thcrmodynamic considerations lo deviK a simple estimate for mass lost ty a 
high velocity proj«:tilc during the penetration process. The result shows that tlw mass loss is directly 
proporUonal to the tunnel length and the target shear strength. The constant of proportionality is not ea^ to 
toluce, however, in that it contains an unusual factor from the work analysis. A method for estimating target 
shear under high pressure from penetration experiments is introduced. 

INTRODUCTION 

Traditionally, researchers interested in the terminal ballistics of rigid bodies have tried to 
connect depth of penetration to target density, target strength, weight per unit of cross-sectional 
area, and impact velocity. Absent are any references to penetrator strength, toughness, hardness, 
or resistance to wear. The first two, strength and toughness, are accounted for by assuming that 
the projectile has sufficient strength and toughness to remain a rigid body, though dynamically 
these quantities remain guesses. Hardness and resistance to wear have not been considered, 
despite the fact that carefully chosen nose geometries change as wear occurs. However, these 
parameters must somehow be included now because higher impact velocities are now producing 
longer tunnels that are promoting substantial wear. This is additionally significant because early 
wear may establish asymmetry in the nose that can result in unstable motion of the projectile. This 
has been observed in sub-scale tests of ogive-nose steel projectiles (Wilson and Christopher, 
1997). 

In this paper, we introduce a simple estimate for mass loss in steel penetrators. This 
estimate is based on surface melting of the nose of the projectile which we regard as the primary 

* On leave from the Department of Aerospace Engineering and Mechanics, University of 
Alabama, Tuscaloosa, AL 35487 
^ On leave from the Department of Mechanical Engineering, University of Nebraska-Lincoln, 
Lincoln, NE 
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cause of wear. Surface melting of the nose blunts the projectile which increases the nose factor. 
This, in turn, degrades the performance of the penetrator. Based on elementary thcrmodynamic 
considerations, a one-dimensional estimate for mass loss from high speed steel projectiles is 
presented. It is shown that mass loss is directly proportional to the target shear strength and 
inversely proportional to the energy required to melt the steel. An additional fallout of this work is 
a practical estimate for dynamic target shear under high pressure. 

MOTION OF THE PROJECTILE 

Consider the normal impact of an axisymmetric rigid rod projectile. A cross-section of the 
nose of the projectile is shown in Figure 1. Even if some other form of symmetry exists, this 
rectangular coordinate system attached to the nose is adequate to perform the analysis in this 
paper For those nose geometries that are admissible to this study, the tip passes through zero at 
x=0 and must join with the shank of radius a at x=b. Additionally, all admissible paths between 
x=0 and x=/> are continuous with nonncgative slope. A more detailed discussion of this nose 
geometry is given in Jones, et al (1998) or Jones and Rule (1999). 

Assume that pressure sensitive friction per unit area/of the form 

acts on the nose of the projectile, where ;/ and To are constants and/? is the normal pressure 

acting on the nose. This form for the friction has proved to be very useRil in the study of the 
penetration of geological targets (e.g., Forrestal, et al, 1981). Now, the axial force, F, resisting 
the motion of the projectile has the form 

/'- = j(/; sin^ + / cos0)JA (2) 
A 

where A is the surface area of the projectile nose and 0 is the tangent angle to the surface of the 
nose. We take the pressure/? to have the form 

p = p,s\n'^0v'^+R (3) 

where p, is the target density, R is the dynamic, compressive target strength under high confining 
pressure,' and v is the axial velocity of the projectile. This form of velocity dependent pressure has 
been suggested by cavity expansion methods (e.g., Luk and Forrestal, 1987). 

For a given nose shape>'=>'rx;, sin e = y'/ ^|l+y'^ and cos^ = 1 / V^+/' • The integral 

in Equation (2) can be arranged for the pressure distribution given in Equation (3) and the result is 

F = m^{p,Nv^ +R(} + ^) + tcM) (4) 
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where 

N " J Jo- 
dx (5) 

and 

M -^y^ 
(6) 

For any given continuous nose shape, the integrals in Equations (5) and (6) can be evaliwted and 
are constants Note that the definition of the coratant M has been clianged from that which was 
given earlier by Jones and Rule (1999). This constant basically represents the dimensionless 
longitudinal cross-sectional area of the penetrator nose. 

Using the force in Equation (4) and ignoring any mass loss for this application, the 
equation of motion of the rigid projectile is given by 

mv = -ToP- (p,Nv^ + Mil + fiM) + TOM). (7) 

This equation may be easily integrated to produce the relationship 

m 
z = ■l« 

Im'PtN ' \p,Nv^+R{\ + nM) + t^M 
(8) 

In Equations (7) and (8), m is the mass of the projectile, z is the current depth of penetration, v is 
the current velocity of the projectile, and v^ is the impact velocity. The constant of integration has 
been evaluated with the initial condition z = 0 when v = v^. At the end of the event, v = 0 and the 

total depth of penetration Z can be found 

Z = 
m 

Im p,N 
-In 1 + 

PM 
Ril-^/jM) + TQM ^ 

m 

When To = /i =0, we recover the classic rigid body penetration equation (e.g., see Luk and 

Forrestal, 1987). 

Another independent integral of motion involving the time of penetration / can also be 
found by direct separation of the variables of Equation (7). This integral takes the form 
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I = 
w P,N 

OT/^p,A/^W + M/)n-o M 
tan 

p,,V 

V 
^/<(l + /iAY) ,r^^M 

»'0 tan -I 
p,/V 

^JR{\^ftM) + t^^M ^ 
(10) 

where the constant of integration was evaluated with the initial condition t - 0 when v - v^. 
When Equation (10) is carried to the end of the event, an estimate for the terminal time 7'can be 

found 

7' = 
m p,N tan' 

p.N \ 

m^p,N\R(} + ^iM) + ^oM        [\R{} + f'M)^-^(M   ) 
(H) 

Equations (8) and (10) are the only independent integrals of motion of Equation (7). What 
complicates their use, is the fact that R and r^ arc not independent for the same nose shape. 
These two stresses are combined in the sum «(1 + /iM) + r^A^ wherever they appear in Equations 

(8)-(ll). 

ESTIMATES FOR R, r^, AND // 

There are several strategies for using combinations of Equations (8)-( 11) to find the 
combination of compressive target strength under high confining pressure R, shear strength under 
high confining pressure r„, and the friction coefficient ^. Certainly, the most attractive would be 
to have measured values for the penetration depths and the terminal times. However, we rarely 
have reliable estimates for the terminal time. Finite thickness targets could be used m connection 
with Equations (8) and (10). However, the front crater and rear spall regions may occupy a large 
percentage of the tunnel, unless the target is very thick. The resuUs presented m the previous 
section only apply when the tunnel is the dominant penetration mode. 

This leaves us with Equation (9) as the only viable option. Suppose that we have test data 
from a series of« penetration experiments into semi-infinite targets of the same material with 
sufficiently high impact velocities that the tunnels are very long relative to the crater region at the 
surface of the target. Let the impact velocities for these tests be v. (/ = 1,2,...,w) and the 
measured penetration depths for these tests be Z, (/ = 1.2,...,«), respectively. Let us further 
assume that the impact velocities are sufficiently high to produce strain-rates in the target material 
that are high enough that the strength does not vary significantly between the tests In all respects, 
we assume that the projectiles and targets are identical. This means that Equation (9) can be used 
to find 

2/ = 
m 

2m p,N 
■in 1 + 

p.Nvf 
R{l + pM) + roM^ 

(12) 
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w hero i = 1,2,...,w .These equations arc a system of nonlinear, transcendental equations for 
^(1 + ^) + x^ and n. They arc complicated by the fact that N also depends on ft, m 
observed in Equation (5). If we take any pair of data points, say the i-lh and the J-lh, and 
combine them, we can eliminate the dependence on T^ . TOs leaves us with a single equation in 

which the only unknown is fi. This equation is given below 

exp 
m 

>-l 
K^JJ 

(13) 

^ythough equation (13) Is transcendental in /i, but can still be solved fairly easily. 

Equations (12) and (13) apply to any nose shape. Later in this paper, N and M will be 
given for some of the common shapes. But, this does not answer the question of how to separate 
^ and To. To do this, we make the observation that regardless of the shape of the nose, these 
quantities should remain the same. If we have penetration data for two distinct nose shapes into 
the same target, then M (and N) will be different for these two projectiles. This means that we can 
take the results of the best fits to the data in Equation (12) and have two linear equations in two 
unknowns from which to determine R and T, 

PENETRATION INTO CONCRETE 

A series of penetration experiments involving hard steel penetrators normally impacted 
into hardened concrete targets were performed at Eglin AFB, FL (Wilson and Christopher, 1997). 
The targets contained laige aggregate limestone and had an unconfmed compressive strength of 
51 MPa (Jerome, 1998). The projectiles were ogive-nose cylindrical rods 12.7mm in diameter 
with a mass of 65 g. Two different ogives were used. They were of Caliber liadim Head (CRH) 
3.0 and 4.25. Each class of projectile was impacted at increasing velocity until failure of the 
projectile occurred. The data from these experiments were shwed with us by the project engineers 
(Wilson and Christopher, 1997) and are summarized in Tables 1 and 2. When the data from 
Tables 1 and 2 is used in a least squares fit to Equation (12), it follows that ft =0. This conclusion 
may be verified by taking any pair of data points within each data set and applying Equation (13). 
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Table I Observed penetration depths of 4.25 CRH hard 4340 ( R-4S) steel pcnctrators (m = 

0 065 kg, a = 6.46 mm) into concrete targets (C = 51 MPa, p = 2336kg/m containing large 
limestone aggregates [Wilson and Christopher, 1997]. 

Eglin 
Experiment 

Number 

Impact 
Velocity Vo 

(m/s> 

Observed 
Penetration 
Depth (m) 

17 1431 0.528 

20 1213 0.392 

22 1636 0.665 

24 1202 0.386 

25 758 0.162 

26 688 0.134 

27 975 0.262 

Table 2 Observed penetration depths of 3.0 CRH hard 4340 (/?,=45) steel penetrators (m = 

0 065 kg, a = 6.46 mm) into concrete targets (f^ == 51 MPa, p = 2336 kg/m') containing large 
limestone aggregates [Wilson and Christopher, 1997]. 

Eglin 
Experiment 

Number 

Impact 
Velocity Vo 

(m/s) 

Observed 
Penetration 
Depth (m) 

16 1505 0.548 

33 1051 0.293 

34 856 0.201 

The least squares fit for the data in Tables 1 and 2 described above produced the 
parameter estimates R = 737 MPa and x, = 13.8 MPa. These strengths come from the solution of 
the similtaneous linear equations /? + 5.399ro =811.5IMPa and /?-h4.502r« =799.13MPa. 

Measured and calculated penetration depths are compared in Fig. 2. The agreement is excellent. 
For the purpose of illustration, plots of penetration depth versus impact velocity, and penetra ion 
depth versus time for this system are included in Figures 3 and 4, respectively. The agreement 
with the observed penetration depths in Figure 3 is very good. With very slight deviations noted 

only for the highest impact velocities. 
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Table 3. Observed penetration depths of 3.0 CRH steel pcnetrators into concrete (f^'» 58,4 MPa, 
p = 2320 kg/m') targets [Frew et al, 1998]. 

Test ID a(ni) 
shank radius 

b(ni) 
nose length 

Mass (kg) Observed 
Penetration 
Depth Cm) 

1-0354 1.015E-02 3.370E-02 4.780E-01 2.870E-01 

1-0355 1.015E-02 3.370E-02 4.780E-01 4.910E-01 

1-0356 1.015E-02 3.370E-02 4,780E.01 8.400E-01 

1-0357 1.015E-02 3.370E-02 4.780E-01 1.300E+00 

1-0358 1.015E-02 3.370E-02 4.780E-01 1.590E+00 

1-0390 1.015E-02 3.370E-02 4.780E-01 7.300E-01 

1-0391 1.015E-02 3.370E-02 4.780E-01 1.160E+00 

1-0392 I.015E-02 3.370E-02 4.780E-01       1.460E+00 

LROD95-1 1.525E-02 5.050E-02 1.620E+00 4.600E-01 

LROD95-2 1.525E-02 5.O50E-02 1.620E+00 7.900E-01 

LROD95-3 1.525E-02 5.O50E-02 1.620E+00 1.230E+00 

LROD96-0 l,525E-02 5.050E-02 1.620E+00 1.950E+00 

LROD95-4 1.525E-02 5.O50E-02 1.620E+00 1.960E+00 

LROD95-6 1.525E-02 5.O50E-02 1.620E+00 2.670E+00 

LROD96-1 I.525E-02 5.050E-02 1.620E+00 1.960E+00 

LROD96-4 l,525E-02 5.O50E-O2      1.620E+00 2.830E+00 

An additional set of impact data reported by Frew et al. (1998) was also considered, see 
Table 3. A plot of observed versus calculated penetration depths for this data set with parameters 
/1+MTO== 478 MPa and n = 0 (obtained from a least squares fit as before) is shown in Figure 5. 
Figure 5 shows that the agreement between observed and calculated penetration depths is 
excellent in this case. It is interesting that agwn n was forced to zero by the least squares fit. t 
could not be separated from R in this data set since there is only one CRH in this case. Thus, the 
quantity R+MT^ = 478 MPa obtained for this case is actually an estimate for the dynamic, 
compressive target strength under the influence of high confining pressure. This target strength 
obviously compares veiy well with that obtained by Frew et al. (1998) for this data set, which was 
485 Mpa, because their equation and Equation (9) are virtually the same when the shear combines 
in this manner. 

WORK DONE BY THE TANGENTIAL FORCES 

We are now in a position to find an expression for the work done by the tangential 
components of force in bringing the projectile to rest. The tangential components of force consist 
of 

F] = m^ (ftp,NiV^ + fjRM + TOM) (14) 
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(15) 

where N = No+^N^. The work done by this force, W,, is given by 

IV, = na^ {jl^A^y + /^^^ + uMjdz 

where the integration is taken along the rectilinear tunnel length z. Using the eciuation of motion 
of the projectile, Equation (7), we can transform the integral in Equation (15) to 

^.='"1' (16) 

which can be integrated to give 

W,= 
IN k-A m\iiiRiMNo-N^) + Tf,MNo] 

2p,N' 
f.n 

p.Nvl+R{\ + M^) + t^^M 
(17) 

This equation expresses the work done in terms of the currem velocity, v. Work is usually 
expressed in terms of distance, or arc length, along the trajectory. It is not d.fficu t to find «uch a 
relationship. We can use the integral given in Equation (8) to eliminate the velocity in terms of the 
distance z. This will only be done for one case, because the results are particularly mterestmg. 
When // = 0, Equation (17) becomes 

'    2p,N, 

p.Nqvl + R + TaM 
p,Ny + R + ToM 

(18) 

and Equation (8) becomes 

z = - m 
Ina p,N^ 

■in 
P.NQVI+R + TQM 

PINQV^ +R + TQM 
(19) 

By eliminating the velocity between these two equations, we find 

(20) 

is the work done by the pressure independem target shear force acting on the projectile. This is a 
particularly simple result. It shows that the work done by shear is proportional to the cross- 
sectional area of the shank of the projectile, the normaUzed cross-sectional area of the nose, and 
the penetration depth. However, in spite of its simplicity, this result is not easy to anticipate 
because it involves the constant M. 
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It is interesting to compare the work done by shear to the total work done by all of the 
forces In bringing the projectile to rest. The total work done is equal to the available energy, 
mvl /2, which means that 2mh^7Jmvl is the fraction of work done by shear. For the Eglin 

experiments (Tables I and 2), r„=l3.8 MPa. The highest impact velocity in the data set is v, = 
1636 m/s for a CRH = 4.25 ogive nose projectile. In this case, M= 5.399. m = 65g, a = 6.46mm, 
and Z = 0.665m. With this data, we can sec that the fraction of work done by shear Is only 7.5% 
of the total work. While this is small, it is very significant to problems involving projectile heating 
and erosion. This topic will be discussed now. 

TIIERMODYNAMIC CONSIDERATIONS 

The process driving the mass loss during the penetration process has been attributed to 
friction and shear by various investigators. The microscopic analysis of recovered penetrators 
serves as clear evidence of the thermal effects of these processes. For high velocity penetration 
problems, the heat generated by tangential forces between the penetrator and the stationary target 
goes into'heating the surface of the penetrator. This lm\ is fairly easy to establish. The Pecht 
Number is a dimensionless heat transfer grouping that governs the heat partitioned between 
sliding bodies (e.g.. Cowan and Winer, 1998). For our purpose, the Peclet Number, Pe, Is defined 
by ^^Yijh , where V is the velocity of the penetrator, L^ is a characteristic length, and h is the 

thermal difRisivity of the penetrator. For a steel penetrator, h = 0.127 x 10" m^ /sec. For 
example, take the velocity of the projectile ^=1000 w/sec and the characteristic length to be a 
penetrator nose length, say 2x10"' m. In this case, Pe = 1.57x 10*. For such an event, the heat 
partition tactor is smaller than 10"', Indicating that less than one part in a thousand of the heat 
generated is shared by the target. Even for substantially larger characteristic lengths, the Peclet 
Numbers are still very large. Thus, we may ignore the target and assume that all of the heat 
generated by frictional heating is accepted by the penetrator. 

In the previous section, the mechanical work done by the forces acting on the nose of the 
projectile was estimated. As work is done by friction (shear) acting on the surface of the 
penetrator nose, heat is generated. The relationship between the heat generated Q and the work 
done by the tangential forces W, is given by 

Q = kW, (2t) 

where Jb=4.18 calories/joule is the mechanical equivalent of heat (e.g., see Zemansky, 1968). 

The first law of thermodynamics defines the relationship between heat and other 
thermodynamic state variables, 

du = dQ-dW (22) 

where the inexact differentials in^Q and dW indicate path dependent fimctions. The standard 
thermodynamic fimctions: internal energy, enthalpy. Gibb's free energy, and Helmoltz free energy 
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provide a means to select the most suitable Integration path to calculate the end state which 
results from the addition of the heat. The heat capacity of metals is only weakly dcpendcm on 
pressure below 10 Gpa (Zemansky, 1968) which is well below the pressure levels at the 
oenetrator/targct interface as estimated by cither analytical models (e.g., Luk and Forrestal, 1987) 
or continuum code calculations (eg, Johnson and Holmquist, 1992). Also, m th.s pressure regime, 
the solid-solid and solid-liquid phase transitions in steel have little pressure dependence (e.g., 
Leslie 1981) The path dependence in the integration is for the most part reflected by the 
temperature dependence in the heat capacity. Therefore, the enthalpy is used to do the integration 
to assess the end state assuming dp-0. This means that 

clH = p^Vc/T = dQ. (23) 

where H is the enthalpy, AV is the volume of the heat affected zone, p is the penetrator density, 
and c„ is the temperature dependent heat capacity of the penetrator material. Equation (23) can 

now be integrated to produce an estimate for Q. This result is 

Q = pAVlc/T (24) 
T 

where the integration is taken from the ambient temperature to the melt temperature. A complete 
discussion of the evaluation of the integral in Equation (24) is given in the next section. For the 
moment. Equations (21) and (24) can be combined to arrive at the estimate for mass loss from the 
penetrator due to surface heating, Am, given below 

AF = Am = -/^. (25) 

r 

When this equation is combined with Equation (20), we get 

A^^^IoA^ (26) 
kjc,dT 

T 

which indicates that the mass loss due to surface heating when ;^ = 0 is directly proportional to 
the tunnel length z. the cross-sectional area of the projectile m', and the target shear strength r,. 
This result appeared earlier in Foster, et al, 1999. This result also indicates that increment of mass 
loss Am is inversely proportional to the heat required to melt the steel. 

EVALUATION OF HEAT REQUIRED TO MELT 

The heat required for melting the steel penetrator can be found once the integral in 
Equation (24) has been evaluated. In this paper, we approximate the properties of the steel 
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penctrator by the properties of its major constituent, Iron. In tWs case, the temperature-dependent 
heat capacity c^ takes the form 

^V=C,+Car(caI./gram.^) (27) 

where the constants C, and C^ are given in Table 4 (see Kubaschcwski and Evans, 1958). In 
Equation (27), K indicates temperature in degrees Kelvin. Iron goes through three distinct phases 
prior to melting. The first phase is the ferrite or a -phase. The second Is the austenitic or y - 
phase. The last phase is called the S -phase. Table 4 gives the values of C, and C, during each of 
these three phases and the temperature range for each phase (Kubaschewski and Evans, 1958). 

Now, using Equation (27), we can evaluate the integral in Equation (24) and get 

(28) 

where ?„ is the ambient temperature, f, is the temperature of transition from ferrite to austenlte, 

Tg is the temperature of transition from austenlte to S -phase, and T„ is the melt temperature of 
Iron. In Equation (28), A//,, MJ^, A//^ are the latent heats required for each of the three phase 

changes experienced by iron during heating through the melting point. The heat capacities in the 
integrands of the integrals in Equation (28) apply in the temperature range indicated by the limits 
of integration. The latent heats of transformation for iron are taken to be Af/^ =2.87 cal/gram, 

AfJj, =3.60 cal/gram, and AH^ =58.98 cal/gram (see Kubaschewski and Evans, 1958 and 

Kubaschewski and Alcock, 1979). 

Table 4. Heat Capacity Coefficients 

C, (cal/gram Cj (cal/gram-.^* 

) 

T{K) 

a-phase 7.49x10"* 1.06x10"* 273 <r< 1185 

y -phase 3.30x10"* 8.35x10' 1185<r<1674 

S -phase 1.88x10"' 0.00 1674<r<1812 

With the information provided in the previous paragraph, we can use Equation (28) to 
evaluate the heat capacity integral in Equation (27). After perfectly straightforward integrations 
and additions, we find that tc^dT = 302.58 cal/gram. This means that * Jc^^f = 1264.78 

T T 
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J/gram for iron. This number will be used in the denominator of Equation (26) to estimate mass 

loss in steel penetrators. 

RESULTS 

As indicated, mass loss can be estimated by Equation (26) using the heat required to melt 
iron aiven iX previous section. This will be accomplished for the experiments into concrete 
rroSinT^^^^^^^^^^^^ there is mass losss and wear on the nose of the projecUles.we 
will use the value of M in Equation (6) for the initial ogive in this application. 

In the first case, experimental data for two different ogives was provided by Wilson and 
Christorhcr. 1997 (Tables 1 and 2). This enables us to find r„. In this case,;. = 0 and Equation 
(26) applies The estimated mass loss for the two different ogives is shown in Figure 6. 
UnfolCtely only one of tlie penetrators has been removed from the target and weighed. 
H^wever^^^^^^^^^^^^   data point shows very good agreement with the estimate, t must be pointed 
Sit h re    much uncertainty in experimental determinations of mass loss from the nose of a 
p^ilratSr^^^^^^^    theUectile usually underestimates tl. mass loss because molten 
penetrator material is reattached to the shank (see Toness, et al, 1999). 

The second set of penetration data (Table 3) from Frew, et al, 1998. is for 3-0 CWI ogive 
nose projectiles Th^ estim'ate for r„ is based on the same fraction of/? that was found tor the 
nrevious data set The mass loss estimates are shown in Figure 7 for two different classes of 
SirThe 'sma^^^^ penetrators have a mass of 0.478kg and the "large" penetrators have a 
E ofT62kr^^^ target material is the same. The agreement between Equation (26) and the 
rper^lSood CO "sidering the nature of penetration testing. The agreement is exce lent at 
the Zest impact velocity where the tunnel is shortest. This is expected because mass loss and 
wearTre S^ there. Obviously, we have used data to characterize the target and he 
^net^Itor t^^^^^^^^^ by miss losss and wear. It is evident that the more mass loss and 
wear that occurs, the greater this influence should be. 

METALLURGICAL OBSERVATIONS 

In this section, we present the metallurgical observations that support the case for wear by 
surface melting of the nose. As indicated in the introduction of this paper, the analysis of 
rxDerTmrrSfrformed by WES of hard 4340 steel penetrators into weathered gram e was the 
eedTr the the^For this reason, it is appropriate to present the supporting metallurgy iM^^^^^ 

Tf the recovered penetrators from these experiments. Further details are contained m Toness et 
ri999TSntex^^ the questions that must be answered are: 1) How much wear took place? 
2) How much metal is rmoved? and 3) What is the wear mechanism? Each of these questions 
will be addressed separately in the paragraphs that follow. 

First let us address the question of how much wear took place. The parameters for two of 
the six e^^^erimlnts performed 1 given in Table 5. At first glance, it appears that very httle wea 
took S Prexample, the greatest weight lost, 2.29 lbs, is a mere 2%, more or less of it gross 
wetht SWIM^^^ g ossly'understates the wear process. When the 54.5kg penetrator hits the 
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rock, it carries from 5.2 to 23.5 megajoules of energy with It. Only approximately 10% of the 
work done by this energy is devoted to shear. Nevertheless, the rate of metal removal from the 
nose is respectably large (see Table 2). Compare this with what the American Society for Metals, 
International (ASM) calls "high removal rate machining" which achieves removal rates of 
370/»* / min (for steel this is 104 Ibs/min, see ASM Metals Handbook, Vol 16, Machining, 
p. 607). Thus, the wear process can be characterized as high energy, high rate. The resulting 
surface of the nose of the penetrator is very smooth and true to its original form, as illustrated in 
Figure 8. The smooth horizontal surface is the result of the high energy, high rate penetration 
wear. The rough vertical surface is saw cut. 

Table 5. Material Loss From Two 4340 Steel Pcnctrators 

Penetrator Penetration 
Time (sec) 

Lbs Lost Lbs/sec Lbs/minute 

A 1.12x10-' 2.29 204 12.267 

D 8x10* 0.57 70 4,226 

We will now address the questions of what is the wear mechanism and how much metal is 
removed. Pressures and velocities are such that the nose is melted. This is evident from the 
scabrous deposits on the shank of the projectile, see Figure 9. The small humps in the surface are 
a cast of the cavity in which the projectile came to rest. It is difficult to estimate the amount of re- 
deposited material. It is unevenly distributed both in location and thickness and, in addition, the 
re-deposited metal contains inclusions of geological materials. 

Microstructural observations of surface layers of nose material indicate that the material 
had been heated to the austenite transformation temperature. This transformed layer is shown in 
Figure 10. This layer in the austenitic state is very plastic and is easily removed by abrasion. This 
removal process further raises the temperature to the melting point and the melted material flows 
backward onto the shank. Alternatively, the thin layers could be melted directly and the molten 
material wiped backward. Extensive metallurgical observations provided no evidence of shear 
banding or other indications of deformation of the nose. 

The melted material forms layers on the shank. The heat from the melted material and 
friction raises the temperature of a thin layer on the surface of the shank to past that required for 
the formation of austenite. Thus, the shanks have three layers: melt, heat effected zone (HAZ), 
and bulk material. Microhardness measurements converted to Rockwell C (Re) are as follows: 
melt-^=49.5, HAZ-i^, =56.1, bulk Rc=40A. A sample cut from the shank and polished through 
the surface reveals sufficient melt and HAZ surfaces for X-ray diffraction analysis. The results 
indicate tliat the structures are all ferrite with no retained austenite. Analysis of x-ray diffr^tion 
peaks in the transverse direction across the surface show a distinct broadening of the peaks in the 
melt and HAZ, indicating the presence of untempered martensite. The diffracting particle size was 
determined to be 11. Inm. The cooling rate associated with this particle size is greater than 
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lOOOC/scc (see Weins. et al, 1999). This is a reasonable estimate of the cooling rate experienced 
by a hot projectile entering into and stopping in ambient temperature granite 

CONCLUSIONS 

In this paper we have presented a simple one-dimensional estimate for mass loss from a 
high-speed steel projectile. Required for its use is an estimate for dynamic target shear stress 
under very high pressure. A method for estimating this stress is included m the paper. Another 
constant that is required is related to the longitudinal cross-sectional area of the ogival nose. A 
complete discussion of this constant is given in the Appendix of this paper. 

The agreement between the one-dimcnsional theory and experimental observations is 
reasonable, considering the nature and reproducibility of penetration experiments and some of the 
fundamental assumptions in the development. Some of the shortcommgs of this analysis are the 
subject of future work and work in progress. Because these arc important considerations, we will 
mention a few of them. Penetrator wear is a time-dependent process. As mass is lost from the 
nose the penetrator is blunted and the nose factor N increases. This can have a considerable 
influence on high-speed penetration. Because mass is primarily lost from the nose, even modest 
projectile mass loss can result in fairly substantial change in the nose. If regu ar wear is assumed, 
some of these changes can be modeled and a simple strategy for blunting and longitudinal area 
change in the nose produced. These topics will be addressed in future work. 
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Figure I. Cross section of projectile nose. 
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Figure 2. Plot of measured versus calculated penetration depths obtained by applying Equation (9) 
to the data of Tables 1 and 2 with the parameters R = 737 MPa, t^ = 13.8 MPa, and ^i = 0.0. The 

parameters were obtained by a le^t squares fitting process. 
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Figure 3 Plot of penetration depth versus impact velocity for the impact system of Table 1 with 
parameters R = 737 Ml>a, Xo -= 13.8 MPa, and \i = 0.0. 
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Figure 4. Plot of penetration depth versus time for the impact system of Table 2 (with parameters 
R = 737 MPa, To = 13.8 MPa, and ^i = 0.0) for the case of a projectile with an impact velocity of 

1500 m/s. 
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Figure 5. Plot of measured versus calculated penetration depths obtained by applying Equation (9) 
to the data of Table 3 with the parameters R+MTO = 478 MPa and jx - 0.0. The parameters were 

obtained by a least squares fitting process. 

T.O- 

-^4.25 CIW 

-D-3.00CRH 

• 4.25CRHMB^. 

0.0 0,6 0.7 

PENETRATION DEPTH (m) 

Figure 6 Predicted mass loss versus penetration depth based on tests by Wilson and Christopher 
(1997). 
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Figure 7 Comparison of calculated a.id measured (Frew et al, 1998) mass loss versus penetrat.oi 
^ depth. 

Figure 8. Micrograph of the surface of a 4340 penetrator. This ^°^gf ^.'"^^7*^^^^^^^^^^^^^^ 
nonetched HAZ (heat affected zone) formed by friction along the horizontal surface at the 

bottom  The rougher edge rising at about 1 o'clocic is a saw cut surface. (50x) 
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Figure 9. Nose of a 4340 penctrator showing HAZ and melted material, captured in solidified 
roclt. (400x) 

Figure 10. D^ of molten steel on the shank of a 4340 jwnetrator. Also visible is the non-staining 
HAZ (heat affected 2»ne). (53x) 
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APPENDIX 

In this appendix, the integrals in Equations (5) and (6) are evaluated for some common 
and useful nose geometries. This enables us to easily employ the results in the previous section. 

The Conical Nose 

There is a particular nose geometry that offers considerable simplification. In terms of the 
geometry noted in Figure 1, the conical nose has the equation 

^=r « (A-I) 

By substituting Equation (A-1) into equations (5) and (6), we find 

1 + a'   ■ 1+a 
;V = -^ + ;.-^ (A-2) 

and 

M=l. (A-3) 
a 

The Ogive Nose 

Much of the penetration data that has been reported is for ogive-nose projectiles. This 
nose geometry is very significant. In this section, we detail the technique presented in the previous 
section for conical-nose projectiles with the ogive-nose. The results will certainly lack the 
simplicity of the conical-nose projectile, but are nevertheless very useful. 

The ogival geometry is shown in Figure 6. It is easy to see that the equation for the ogive 

is given by 

y = ^s^~(b-x)^-is-a) (A-4) 

where s is the radius of the ogive. The ogive is a circular arc of radius s tangent to the shank at 
x-ft. In terms of the notation in Figure A-1, the ogive radius is given by 

s = ^J:J!- (A-5) 
2a 

This means that the Caliber Radius Head (CRH) (e.g., see Luk and Forrestal, 1987), y/ = s/2a, 

can be expressed as 
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r= a^+b"^    I + a' 

4a' 4a' 
(A-6) 

where a = a/A is the dimensionless nose ratio (see Jones, et al. 1998). 

The obstacle to Equation (A-4), in Equations (5) and (6), is the evaluation of the integrals. 
After some very tedious manipulations, we can show that 

N- + M 

2 2 
(H-«  )   ,i -I — j—sin 

\6a 

2a \-a' n     2,3 (l-a ) 4(1-a^) 

\.l+s 9a^     4«^(l+a^)^    3a(l + a^)^J 
(A-7) 

and 

.Isi 
M = - r^sin 

4a* 

( la 
2a' 

(A-8) 

These equations have been presented in a different form by Luk and Forrestal, 1989. They are 
included here for convenience. 

Equations (A-7) and (A-8) are fairly complicated. However, there is one shape for which 
they reduce to something particularly simple. The spherical (hemispherical) nose is a degenerate 
case of the ogive for which the ogive radius is equal to the shank radius and the center of 
curvature moves to the axis of the specimen. In this case, a = 1 and Equations (A-7) and (A-8) 
become 

(A-9) 

and 

M = 
n (A-10) 
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Figure A-1. Cross section of projectile with ogive nose 
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ABSTRACT 
Analytical modeling of high velocity penetration by rigid 

projectiles hiis generally ignored modest erosion with reasonable 
SUMCSS. However, even modest mass loss from n hi^i velocity 
penelrator can result in fairly significanl change in performance due Co 
blunting and volume change in the nose. Recent observations of mass 
loss in high velocity steol projectiles has lead to the conclusion that 
surfeec melting of the nose is the primary contributor to Ihc total mass 
loss, lliis has motivated the formulation of a one-dimensional 
mathematical model to explain this process. This model uses data from 
post-test measurements of penetration tests, but neglects the time- 
dependent changes in the nose geometry produced by erosion. 

This paper is devoted to a onc-dlmensional analysis of 
penetration that includes the effects of blunting and erosion. These 
effects arc important because the nose factor can increase significantly 
for very little mass loss from the penctrator nose. The nose usually 
contains a small fraction of the total msiss and small changes in total 
mass result in fairly large changes in the nose mass. These cflects and 
their impact on penetration performance are investigated. Especially 
interesting is the Impact that tliey have on the mechanical properties of 
the twget material when the one-dimensional mathematical model is 
usicd to detluee these properties from penetration data. TTie results 
confirm that mass loss and blunting are important considerations in 
high velocity penetration analysis. 

INTRODUCTION 
Analytical modeling of high velocity penetration by rigid 

projectiles has generally ignored modest erosion with reasonable 
success. However, the direction taken by some important hard target 
weapons programs has demanded substantial increases in impact 
velocity. Under these conditions, mass loss and blunting in recovered 
projectiles has been observed. Under some circumstances, this has lead 
to substantial reduction in perfonnanco at tl»e higher velocities. 
Matlicmatical models that ignore blunting and erosion have failed to 

produce reasonable correlations with experimental observations. This 
has lead to recent investigations where the eflccts of surface melting 
and wear have been uscti to explain the loss of penetrator perfomiance 
(eg., sec Poster, et al. f 1], Jones, et al. [2], and Bcisswl and Johnson 

™- , -u In order to correlate wear and penetrrtor mass loss with 
penctrator performance, a new one-dimensional penetration model is 
proposed In this papw. ITiis model includes the effects of time- 
dqjendenl mass loss and blunting (Increases In the nose factor). 
Naturally, this complicates the analysis and an explicit solution is no 
longer possible, llie equation of motion is nonlinear with time- 
dependent coefficients. The solution to this equation is shown to be 
implicit when the time-dependent coefficients are expressed In terms 
of the penetrtUion depth. A blunting parameter Is introduced and a 
simple erosion schedule is used to reduce the nose length in the 
penctrator, A two-parometer solution is shown to produce substantial 
agreement with experimental results. 

AN ERODING AND BLUNTING PROJECTILi MODEL 
Consider an ogival nose rod projectile impacting a srani-inflnite 

twget, as shown in Figure I. The projectile is acted upon by a net 
resistive force F at time t and has velocity v directed to the left. At 
some later time I + A<, the projectile has lost an increment of mass 

Am and has a new velocity v + Av. An internal force F| acts 

between llic main body of the projectile and the mass increment. The 
mass increment is moving with velocity u. The change in linear 
momentum between time t and time / + A* is equal to the impulse of 
the forces acting on the system, which leads us to 

inAv + Am(v - u) = I = FAt (1) 
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where the linear impulse integral, /. Iws been evaluated using the mean 
value theorem. TItc loix:c F » F(4) » cvaluatal at an intenncdialc 

Uinc ^. where l<i,<l + M.ming tlic limit as A/->0. we fmil 

the equation of motion of the projectile 

mv+m(v-u) = F (2) 

This equation, which accounts for the mass loss during penetration. 
was presented earlier hy Jones, cl al (41 nnd used in connection with 
projccUlc motion in which mass loss and mushrooming occurs. In the 
present contest, muss loss will he permitted, but mtishroommg of the 
nose will not. Blunting of the ogival nose will be accounted for m the 
time-dependent description of the force F. In general, wc will assume 
that mass loss occurs at the nose and is the result of surface melting 
(Foster, el al. (II). Titus, it is appropriate to assume that M»0 
because the melted projectile material will be stripped from the nose 
by the longitudinally stationary target. 

THE FORCE F ..,.-, 
ne pressure P acting on the surface of the nose of the projectile 

is asstimed to have velocity-squared dependence and have the form 

Psyv^Sin^ Q+R (3) 

where Y is a constant with the dimension of density, v is the current 
speed of the penctnitor. R is n constant with the dimension strength, 
and 6 is the local tangent angle of the nose. The pressure in Equation 
(3) is of the roncelet type. Cavity expansion methods suggest that 
Y = p,, wlicre p, is the mass density of the target (c.g., sec Luk and 
Forrcstal 151). This is not the only interpretation for y. For example, 
the eroding penetrating rod model of Tatc [6.71 employs the Mo<U/}ed 
liemoulli lUiuaiion and rigid bo<ly penetration in this theory is a 
limiting case. Tlic pressure acting on the face of the rod pcnetrator is 
also of the Poncelct type, but in this case, y = p,/2. 

Assume that friction / acts on the surface of the nose of the 
projectile. This frictional resistance acts tangent to the surface and has 
the units of force per unit area (see Figure 2). Integrating over the 
surface of die nose leads to 

F-lv. fyy'Pdx + 2n^yfdx. (4) 

Before proceeding further, wo should mention the friction 
force that we will employ for this analysis. High speed friction is a 
subject that has very little history, in spite of the fact that references 
dating as early as 1785 can be found. However. Kragelsku [8] reports 
the results of several early investigations and some trends can bo 
noted. Pressure dependence at low velocities serves to increase the 
maximum sliding friction attainable. As the velocity increases, friction 
the friction decreases and appears to approach an asymptotic limit, as 
shown in Figure 3. The results reported by the early inycstigators, 
indicate that this asymptotic limit is approached for velocities that arc 
much lower tlian those experienced in high speed pene&ation 
problems. Witlt these observations, it is appropriate for a 
fimdamcntally onc-dimcnsional analysis to assume that the friction 

acting on the no.se of the pcnetrator is constant. Tliis IViclion will he 

denoted by /o. 
•Hie nose ofthe projectile is assumed to be ogival. The ogival 

geomeliy is shown in Figure 4. Now. integrating over the surface of 
the ogive, we find that the component of force resisting the motion of 
the projectile is 

r = nfl^(Y'/v^ + « + /oA^) 

where 

^=. t> \ + y .2 <& 

(3) 

(6) 

and 

M^-^^ydx. (7) 

In general, the coelTicients N and M in Equations (6) and (7) arc time- 
dependent. From Figure 4, we can find tlie equation for the ogive 

y^^S^-{b-xf-iS-a). (K) 

In this equation. S is the ogive radius, b is the nose length, and a is the 
radius ofthe shank ofthe pcnetrator. These quantities are all related to 
the nose ratio a = a/ft and the shank radius a through the ogive 

geometry in I'igure 2. It is easy to show that .9 = a(1 + a ) / 2a  . 
Evaluation of the integrals in Equations (6) and (7) is fairly 

tedious when Equation (8) is used. However, attcr many 
manipulations, we can show that 

A,    2a^(2-t-a^) 

3(1+ 0^)^ 

and 

M.(!±4)is,„-' 
4a^ 

r  2a  "i   l-g^ 
ll+a^J" 2a3  ■ 

W 

(10) 

These results have been presented in a sliglitly different fonn by l,uk 
and Forrestal [9]. In the analysis that follows, both of these quantities 
will be time dcpendom because a. the nose ratio, will be changing 
with time, 'lliis means that the equation of motion for the projectile. 
Equation (2). is not only nonlinear, but has time-dependent 
coefficients, m, N, M. 

MOTION OF THE PROJECTILE 
Combining the results of the previous sections and the 

observation that « « 0, wc get 

mv-¥mv = -iut^\lNv^-¥R-\-hM) (II) 
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OS the equnlion ol' motion for the projcellls. Iltis dllTcrciHinI equnlten 
i^penni to be coinplicnted. but con be easily integrated. Let v^/m 

I     and now ^ satisfies 

4+na^y« ^N^^ +na^R 

However, the change of variables 

r    r 
uI±M 

R 
0.      (12) 

ck        dz    m dz 

pennlts us to write Etiuntion (12) in the form 

— + 2%ahm'^ Nw+2m^mR 
dz 

(13) 

= 0      (14) 

where wsc^^. This equation is linear and may be easily integrated 

after        muhiplying        by        the        integrating        factor 

[»l 2ita^Y I nt'^Ndz \. lite result Is £■= eKp< 

Z« 
Mo 

Ina^yNQ 
tn l+- 

NoYvl 

l + fwo 
im 

This Is the estimulc for penetration depth introduced l>y Jones, el al. 
(10] and used to estimate R and /o from pcnctmtlon data. When 

/Q = 0, Emintion (18) reduces to the classic rigid Inidy penetration 

estimate obtained by cavity expansion methods, e.g., Luk and Forrestnl 

[31- 
A second integral of motion can now be found from liquation 

(16) 

> = — = M-'fi'2 lv2,„| _2jifl2^ Jf^ 

by separation of variables. I'he result is 

m-jEdz -i- 
\vlml-2%a^R\m 

R 
Edz 

(19) 

(20) 

^^^E' VQMO l-2%a^Rfm 1+ifl-M Edz ■    (15) 

where »»o = «(0) "««• ♦(0) = WoVo (v(0) = Vo) were used to 
evaluate the constant of integration. Now, reverting to the original 
dependent variable, we sec that 

and this naturally leads to the estimate for terminal time, /,, 

'f m ■jEdz 
= .       (21) 

lvlml-2na^R\m 
R 

Edz 

v2=w-2£'« vlml-2na^R\m 1 + ^M 
R 

Edz (16) 

is an Integral of motion of Equation (II). lliis integral can be used to 
find the maximum penetration depth achieved by the projectile, x=Z. 
Maximum penetration occurs when v=0, which mems that 

f m 
R 

Edz = 
2  2 

l-m^R 
(17) 

is the equation that determines Z. 
Equation (17) is generally nonlinear and implicit in Z, As such, it 

Is difflcult to find Z as a function of the parameters in the problem. 
However, there Is a simple exraiple that can be used to test liquation 
(17). Suppose that m, M, and N are all constants, say »t = mo, 

M = Mo, and N = NQ. Then, all of the integrals in Equation (17) 

can be directly evaluated and it is easy to sliow that 

Now, all that remuins to use these results is to find suitable z- 
dependent e.stimatcs for m, M, and N. This issue will be addressed in 
the next .section. 

ANALYSIS OF CHANGE IN OGIVAL PENETRATOR NOSES 
Based on some earlier reasoning (Foster, ot al. [I]), mass is lost 

from the surface of die nose throu^i surface heating due to Interaction 
with the target. Mass loss duo to surface melting has been discussed by 
Foster, et al. [l] and Jones, et al. |10]. For ogive-nose projectiles N 
and Mare expressed in terms of the nose ratio a = a/b in Equrtions 
(9) and (10). llie mass in the nose can also be expressed in terms of 
a. For an ogive, the volume of the solid nose, expresiscd in the 
nomenclature of Figure 2, is given by 

V=nf y^dx 

= %a' 
.2\2 

3+ 20-^+30^    O-ajfilHJl.in-l 
        ''  '^■'■' — -r ■Sin 

12o* 8a^ 

2a 
(22) 
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This mcnns lliat the mass of (lie projectile mmcrint contniiicd in 
the nose is m„ -pK. where p is tlic nwss density of llw projeciilc 

mnterial. Notice that the mass of the nose is directly a ftinction of the 
nose ratio a. 

Moss loss ill high speed pcnctralors is largely duo to sorfacc 
melting of the nose (Foster, ct nl. |ll and Jones, ct al. 1101). I'or this 
reason, it is safe to assume that the shank nidius it remains constant. 
This means that the limc-depcndencc in m„ is approximately 

restricted to changes in the nose length b^b(t). Ihis observation 
allows us to estimate the rate of mass loss in the nose by differentiating 

Equation (23) 

m„=py 

-^^-^^^^-ITT?] 
(23) 

Evidently, m„ <0 because b<0. For any proscribed erosion 

schedule, wc can find the rate of change in the nose length from 
Kquation (23) and the time-dependent nose length b^bO) Irom 
Equation (22). However, penetration depth is time-dependent, which 
means that b is implicitly depth-dependent. Suppose that the initial 
length of the nose is A = fco and erosion takes the nose length to a 

final length of />/ . Suppose that this process Is roughly linear in the 

depth, which means diat 

b==bo-(bQ-hf)-r- (24) 

ITiis is the simplest approximation to shortening of the nose. There arc 
others, some of which are more complicated. These will be considered 
in later reports. 

For the moment. Equation (24) allows us to express a = a/h 
approximately as a function of z. This means that ^, M. and m can all 
bcexpressed in tcnns of z by Equations (6), (7), and (22). The mass of 
the projectile, m. can be written as the sum of m„ and the mass of the 

material in the shank, which is assumed to remain constant, so that any 
erosion only aflects m„ .As indicated, wc can use Equation (24) to 

express a in terms of z 

a = - 
tto (25) 

1-X- 

where ao = O/BQ is the initial nose ratio and X = 1 -A/ /^o « a 

dimensionlcss blunting parameter expressing the change in nose 
length. If no bluming occurs, then A = 0. For significant blunting, 

X is close to 1. However, A is always between 0 and I. 
Each of the functions of a Uiat express the timc-dcpcndencc of 

N, M, and m is vciy complicated when liquation (25) is used. In spite 
of the simplicity of Equation (25). Equations (6), (7). a"d (22) are 
generally too difficult to perform the operations required by the theory. 
However in this case some of the analysis can continue if a few more 

assumptions thai apply to high velocity penetration are made. Small 
changes in m and A/do not significantly inllticnce penetration results. 
So, wc will neglect changes In these quantities and treat them as 

constants «o "'«' ^0. l''«»«" '"'•'»' ^"'"«''- '"''' *""'''" "* '" 
evaluate the integral in 

E^ txpllna^y^m'^Nckl 

After some tedious manipulations, we can show that 

(26) 

i 3(l+a^)^ 3X 

'-'i I 

„2^(,_X|)2     «H-«0 

z tan"* 
1 -tan"' + — (27) 

For a penctrator with no blunting. X = 0. To recover this limiting case 
from Fxjuation (27), wo compute the limit as X -> 0 and wc can show 
that the right hand side of Equation (27) tends to 

2ao(2 + ao )2 /3(1+ao)^ '»s it should. Now, wc can use this result 

in Equation (26) and then substitute the result into Equation (17) to 
find Z for a specific erosion situation. If no erosion occurs, or the 
effect of blunting can be neglected, the right hand side of Equation 
(26) is replaced by the limit as X -> 0. 

EXPERIMENTS ,      ^       .   ,  , 
A scries of penetration experimenUs were performed on the test 

range at Eglin AFD, FL.   These 50-calibcr depth of penetration 
experiments were conducted with steel projectiles striking grout and 
concrete targets at 800-1800 m/sec (2624-5904 ft/scc).   The targets 
had nominal unconfincd comprcssivc strength of 56.3 MPa (8160 psi), 
and a mass density of 2300 kg/m' (143 Ib/fl'). Tlie projectiles were 
fabricated from several different l>'pes of high strength steel alloys 
which ranged in yield strength from 1.24-1.76 GPa (180-255 ksi). All 
projectiles were machined with a 3.0 caliber-radius-head tangent ogive 
nose, a shank diameter of 12.7 mm (0.5 in), and length-to-diameter 

ratio of 7.0. The projectiles had a mass of 65g (0.143 lb), and also 
contained an internal cavity. Depths of penetration were recorded, 
which increased as striking velocity increased.     An innovative 
projectile recovery technique was developed in order to study the in- 
sitil projectile trajectories, 'nils technique utilizes a fluorescent dye- 
impregnated two-part epoxy to stabilize the penetration channel and 
surrounding crack systems.  Large diameter (25.4 cm/10.0 in) cores 
including the impact crater, penetration channel, and projectile were 
removed from the target, allowing the sectioning, visualization, and 
analysis of the in-silu trajectories.   Subsequent projectile recovery 
revealed moderate nose erosion and blunting, and mass losses up to 
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8% of ihc total projectile innss. An »% mnss loss can be w^ 
significnnl if the volume of the noso is only n snwil fraction of tlw r— 
volume of Ihc projectile itself. 

RESULTS ... .^ • 
For each set of cxpcrimcntnl datn, the blunlmg paranielBr is 

evaluated and a best fit to the experimental data is achieved by vaifhg 
K and /o. Tl>c results of these correlations arc given in Figures J-IO. 
The most elTcctlve penctrator. l-xpcrimcntnl Steel 2 (Figure 5), tawfltc 
minimum frictional cocmcicnt /o=6.69 MPn. The penctrator A«t 
performed worst. 4340 Steel (Figure 10). had the highest vainc of 
/o=U.6 Ml»a. All of the other materials were somewhere bettwen. 
The values of R also varied from material to material, but not as nuch 
on a percentage basis. The range in H values is from 446 MPa.l»«25 
MPa.. 

CONCLUSIONS ,   ^ .  _^,. 
Ilic correlation between the theory and the cxpenmcnuaiiy 

measured penetration depths is excellent as expected because Ihc 
parameters/? and /o were chosen to minimize the error. Ncverthe9ess. 
important trends may be noted. 'Ilic best performing projectile maHcrial 
was that lor which the friction between target and the projectitemosc 
was least. Tliis correlation is consistent with mass loss observations. 
Instinctively, we would think that R would remain constant liar the 
different penctrator materials because the normal pressure «n the 
projectiles should be a target property, rather than a targct/pene»aU>r 

^ There were several assumptions made to simplify the analysis that 
could account for the discrepancies. A more accurate friction lawrlhat 
reflects the velocity-dependence along the profile of the nose could 
account for the difference. Also, the assumption regardmffi the 
shortening of the nose in Equation (24) may be too crude, ta any 
event, there arc several points to address in future work. 
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Figure 1. An ogive-nose projectile Impacts a target At tlirte 
t, the projectile has mass m and velocity v at a depth of 

penetraUon z. At time t ♦ At, the projectile has lost an 
Increment of mass Am. The mass Increment Am has 

velocity u, while the projectile hae velocity v + Av and the 
depth is z + Az. 
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Figure 2. Pressure P and friction f acting on the surface of 
the nose of an axisymmetrlc projectile during penetration. 
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Figure 3. TVplcal sliding fricUon/velocity profiles. Tiie sliapo 
of these curves depends on the materials in contact and 

the normal pressure. But, they all share one thing In 
common in the asymptotic limit. 
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Figure 6. Plot of penetration depth versus Impact velocity 
for experimental steel_2, 

Figure 4. The oglval nose geometry. The tip passes through 
zero at x=0 and the tangent is zero at x=b. The remainder of 

the projectile Is a cylinder of length L. 
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ABSTRACT ^^j^^5,„„j «»»lyf .»%"|-'tf fffJi 
seml-inTmUc targets Is pre^mted. Models in ti.ls field Mttmpt» 
SrS V deSje the peneWrtion process of a uniform long rodmtt 
SSSsOTwlSteWt Thlsone-dtaensional mBlyslpr^icts 
wfitetotelaSS aSpeneintlon depths over " w«te «n|« jf 
Kll wmStions and^ends the previous mdyses in this a«» 
SWeCSveloclty Impacts. This approach utilizes values of 
SS dySyleld srelglhs, known ^^V»^,^^f^%^^ 
SSstabllshed crater volumefldnettc ener^ relationship to pM^lrt 
Ser We chmcteristics over m impact velocity range of    1 to 6 

kiB/s The andysis presented here includes an initial transient ptoc 
S^ miito prcvioSs estimates for pressm on the P«;3f »&« 
Svsttte. The average prcsswe at s^dv state was foimd to be a 
SLIvSucovwtheyge of impact vefodtiesforaparticular shot 
SSatton The specffle value for the «v««gc pressure was fowid to 
teldKrtlkclon of target strength. The resulting equations retdn 
Sm|ffioSSlicll^yrem%completelyd^^^^ 
rnrralation with 8 majoriw of the readily available expenmental aata 
S |5« m SiiS i« veiy reasonable for a one-dimensional model. 

A IfiScrtonal area of the mu*room of the ngid-plasue 

A. SKss-sectlonal area of the ondeformed penetrator 
AJ, cn^-sectlonal area ofthepKiettator at Impact 
A, cross-sectional area of the pHietiator at steady state 

b Intercept of the crater volumeflclnetic ene^ reWonshIp 
D SSdlameter of ftc undefoimed ^^^^. e Slncerlng strain in the muspomomepwietrator 
L enlnecring strain In the mushroom at impaet 
e! engineering strain in fte mushroom at «cady«ate 
EQ ktoeticener^ofthe penetrator at impact 
f       8urm»t undefoimed section length 
L       oririnBllen^oftheundefbrmcd penetrator 
p        pJS on the axis of the penetrator tip 

p'      pressure on the axis of the penetrator tip at impact 
p,       pressure on ttie axis of the penetrator tip at steady state 

r 
R 
Rt 
u 
"0 
v 

average pressure on the penetrator tip 
av«^e pressure on the penetrator tip at Impact 
average pressure on the penehator tip at ^eady state 
average pressure on fte penetrator tip at steady state, 
independent of v^ 
ladlal distmee from the axis of tiie penetrator 
original undeformed penetrator rod radius 
dynamic yield strengfti of target 
current penetotion velocity 
penetration velocity at impact 
current velocity of the undeformed section 
hnpKt velocity 
crater volume of the recovered ta^et 
dynamic yield strengdi of penetrator 
penettation depth 
pHietrator density 
ratio of target densl^ to pMietrator density 
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INTRODUCTION 
late (1967) and slmulianeouslv Alekteevikii (1966V 

published a onc-dimensional theory for the penetniion of semt- 
inflniio targets by long rods. Tate (1969) later published a second 
paper. These papers form the basis upon which the accepted theory 
of one-dimensional rod penetration rests. Thia theory attempts to 
accurately describe the penetration process of a uniform long rod 
into a uniform temi-inflnite construct of target. A prediction of the 
resulting penetration hole characteristics u available IVom this 
analysis. By comparing the theoretical predictions to experimental 
data, we can evaluate the accuracy of these one-dlmcnsional models. 

Jones, H at. (1987) modified the equations of motion for 
the undeformed rod section by employing a balance of linear Impulse 
and momentum. In subsequent papers, Wilson, et al (1989) and 
Gillis, el al (1989) ofTered some improvements and better agreement 
between the theory and experimental data was obset^ed. However, 
this approach relied upon post-test measurements for estimates of the 
engineering strain in the mushroom of the pcnetrator tip. The strain 
was assumed to be constant throughout the process and equal to that 
measured from the profile hole diameter. By using the modifled 
Bernoulli Equation proposed by Tate, the pressure, penetration 
velocity, and undeformed section velocity were coupled with the 
modifled equation of motion and an equation for the conservation of 
mass passing from the undeformed section of the pcnetrator. This 
system was Integrated and the resulting predictions for penetration 
depth were compared to experimentally observed values fhnn the 
recovered uvgets. The pcnetrator and target dynamic yield strengths 
were taken to be constant during the event and estimated itom 
laboratory values for yield strengths at the highest available strain- 
rates. 

These results were satisfying and showed promise, but 
based analysis of key parameters on post-experiment measurement. 
Kerber, tt al. (1990) utilized a well-established crater volume - 
kinetic energy relationship, e.g. Murphy (1987), to remove some of 
the dependence on post-test measurements. The aim was to produce 
engineering strain as a by-product of the solution of the model. 
However, because the penetration process was treated as being 
dominated by the steady state, the results did not correlate well over 
a large range of impact velocities and rod lengths. The correlations 
with experiments were satisfactory for longer rods and higher impact 
velocities where steady state penetration can be presumed to 
domfaate the event. The initial and terminal transients were 
neglected in this and previous analysis. The initial transient would 
appear to become more important in shorter rods and lower impact 
velocities. 

Cinnamon, et al. f 1992a,b) reported a significant increase 
in accuracy by incorporating an initial transient phase to the 
penetration process. This analysis was based on observations by 
Ravld, et al. (1990), Glllls, et al. (1990), and Jones, ef al. (1991). 
This latest approach yielded good accuracy for a one-dimensional 
model in the 1 to 3 km/s velocity range. The results depended only 
on physical parameters determined oeforo testing and the well- 
established crater volume/kinetic energy relaltonship. The terminal 
transient was neglected in this model. The resulting equations were 
completely algebraic in nature. Of some concem m this approach 
was that the trends in the predicted penetration depth curves were 
tending toward significantly high values for impact velocities above 
3 km/s. When experimental data for 3 - 6 km/s were evaluated, the 
model's accuracy indeed deteriorated. In examining the model, it 
became obvious that the predictions of pressure available from the 
modified Bernoulli Equation were simply too high. In fact, the 
correlation discovered by Cinnamon, et al. (1992a,b), indicated that 
the pressure profile could be successfully modified in such a way that 
the average pressure at steady-state predicted by the Bernoulli 
Equation was reduced by a specific factor (which depended 
exclusively on target strength) to match experimental penetration 
depths. The parabolic nature in which the modified Bernoulli 
Equation predicts the interface pressure at steady state as impact 
velocity increases was somewhat minimized by this technique. 

In Jones, «r al. (1993), the pressure distribution on the 
pcnetrator tip was modified to attempt to correct for the deteriorating 
results above 2.3 km/s. With a Judicious choice of two 
dimensionless parameters, slight Improvement was observed. 
However, a physical relationship between these parameters and tlie 
model was not discovered. The pressures predicted by the modified 
Bernoulli Equation were once again reduced to achieve acceptable 
results. However, this new pressure distribution conuined the same 
parabolic component u the pwious approach. 

In this paper, several approaches to the choice of pressure 
at steady state were evaluated. It became clear that post successful 
solution forms for the pressure distribution were those that cancelled 
out the parabolic nature of the modified Bernoulli Equation. As a 
consequence, when the average pressure at steady state Is taken to be 
a particular value for a speclflc material combination over all impact 
velocities and directly related to target strength, a significant increase 
In model accuracy resulted. The model was successnilly extended up 
to 6 km/s. This paper includes results reflecting analysis of all 
leadilv available experimental data in this field of research, a great 
majority of which has been compiled by Anderson, tt al. (1992). 

THEORY 
The genera] concepts of the rod penetration process are 

detailed In Figure 1. The undeformed pcnetrator is a cylinder of 
known length and diameter, which impacts the target at a nominal 
normal incidence at a known velocity. The pcnetrator enters the" 
target and experiences mushrooming in the tip. When the event has 
concluded a crater with a measurable diameter and depth remains. 

(•)• 

(b). 

Figure 1. Schematic of Rod and Penetration Process, 
(a) undeformed rod of length L and initial cross-sectional area 
A{. The shaded portion will be lost to erosion, (b) penetration 

event i is the undeformed section length and z Is the 
penetration depth. 

Primary GovBrnlno Equations 
Jones, «/ a/? (1987) proposed a modification to the 

rauation of motion of the undeformed section of a rod penetrator. 
This equation is 

^v-t-^(v-u) = 
-P 

P(l + e) 
(1) 
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where th the iindefonneil section kngtfi, v i$ tt>e currrat 
undcformed lectlon velocity, u Is the penetration veloci^, P »»the 
avKoge pressure on fte penetrator tip, p l» the penetretor densl^, 
«id e ii Ae engineering swin In the pcnettator mushroom. The 
dettlte behind fie development of thb equation we wntMned In 

Jones, e ^.j^^-^^ ^^ ^j^jj ^^^^ mother key equation to the 
Httlysis. The conservation of mw* across the pla«lc Interfaw 
between Ae mushroom md the undefoiroed section of the penetrator 
was given In the form 

C«=V-U (2) 

The pcnettator Is assumed to be rigid-plastic duri^ the event In 
both (I) and (2), dou over the symbols represent diflerentiation wift 
rMjccl to time. The enelneenng strain In the muriiroOTi Is 
comprKsive and ther«fore negative. The current value of the 
Hjglnewing strain in the mushroom is defined to be 

.=^-1 (3) 

vrtjcre Ai Is the Initial cross-sectional wea of the undeformed 
penetrator and A is the current cross-sectional area of flic mushroom. 

Provlous Pressure Annlvsia      _ ,   n      L    .j j 
" i he average pre&ure on the penetrator tip, P. can be varied 
hv considering various jwessure profiles. In Jone^ et ^ (1987) and 
Wilson et »l (1989), the pressure was assumed to be uniform across 
the mushroom face. The intensity of ttie prcBure was assumed to be 
the solution of the modified Bernoulli equation. This equation, fnm 
Tate (1967,1969) wid AlekscevsWi (1966), Is applied at steady state 
and relates pressure on the axis of the specimen M the penetrator tip. 
Pa. to flie undcfoimcd s«aion speed v, the penetration ^waty o, and 
Sttrial properties of the tai^ei and penetrator. The modified 
Bernoulli equation is 

p^=in^pu^+R,=|p(v-iif+Y,    (4) 

where Rt and Yp arc dynamic yield strengttis of the target and 

penetrator at suitably high strain rates respectively, md |i is the 
mio of the target to penetrator densi^. _, ^ _. ., __ „.„.„ 

Olllis, el al (1990) suggested that the unifoim p^aire 
profile was not realistic and proposed a parabolic form, which ^ 
symmciric about the axis of the specimen and zero on me edge or the 
mushroom. In this case, the pressure p had the fonn 

P = PaCl-p^) (5) 

where Pa is the current pressure on Ae rod axis, R B the oripnri rod 
radius, Mid T is the radial totance from Ae tm%. The fector (1+e) in 
the denominator of the pressure term in (1) forwa *e presswc to Mt 
over the deformed mushroom face wA area A, even though (5) 
refers to fte original rod configuration. 

The average pressure P can be eomputed, in general, tqr 

IjpdA, 
A|  A, 

(6) 

Wh'rn P was calculated fw (S), die result WM -^. The predictions 

for neneirailon depflis were somewhat Improved over the previously 
assumed uniform pressure diMribulion. Tlic resulu still suflered 
fran Imoruig tf»e InlUal and final transients in the pencwtlon event. 
This psMbolic pressure distribution elTectlvely reduced the pwabollc 
nanire of (4) 1^ a fwtor of two. Although ftis improved the model 
by rrtucing ttie effect of (4), Uie addition of at least an initial 
transient seemed warranted. j, ^,.  , 

In Cinnmion, el al (1992a,b), ttie pressure distribution was 
generalized to die form 

which made Uie average pressure term become 

P = P, 
(n+1) 

(7) 

(8). 

This new pressure disulbotion was successflilly wnploycd 
with an initial ttansienl phase to correlate to a large number of 
experimental cases. The pressure exponent n was found to be a 
direct function of target strength. Although tills approach nrovld^ 
Unproved results over previous ^preaches, the analysis could not be 
successfully extmded beyond 3 km/s. < ,.,     . 

Jones, el oL (1993) attempted to coirect the problem by 
adding a uniform component to the pressure profile. TTie dlstribuuon 
had the form 

p = q+(p.-q)0-^)" 

uid the average pressure became 

P = Pa nq 
(n+1)   (n+1) 

0) 

(10) 

This new pressure profile improved results sli^tly and cKteided 
them Into ttie hyperveloclty range (3 • 6 km/s). However, q and n 
were not successfully correlated to any physical parameters. 

In tills paper, mother approach to the determination of the 
average pressure will be e*plored and a successful pirelation to 
togrt stwnSi will be presented. In addition, ttie widest possible 
body of avMlrfjle data will be used In tiie correlation. 

Trtmsinnt Panetratlon Analysis , , .   .  ,.       » 
^ nn Cinnroion, etai. {ti^2a,b), an initial transient phase of 

penetration was added to the model. The transient phase is 
chwacterisd by impact shock effects and complete mushroom 
growtti which occurs between Impact and the beginning of steady 
state penetration. We aMume that tiie penetrator impKts the te^ct rt 
a knovra velociw, vn, of sufficient magnitude (i.e. vo > 1 km/s) sudi 
tiiat ttie undeformed section cannot su^in any appreciable 
deceleration (i.e. * = 0) during flie initial trmisient.  This means 
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thai V - vn ihroughoui the transient or muihrooming phaw of 
peneirailon. During the Initial transient, the mushroom develops 
Rom a cross-sectional area Ao at Impact to Aj, when stMdy sute 
begins. The mushroom retains an area of Ai throughout the steady 
sute portion of the penetration process until the end of the event. 

Ravid, *i ai (1990) reported that there was little change iii 
penetration velocity u during the shock/impact stage of the Initial 
transient phase. Motivated by this observation, we assumed that the 
penetration velocity was approximately constant (I.e. u ■• uo) 
throughout the initial transient. Hence, (I) becomes 

'(Vo-Uo)' 

and (2) Is modlfled to 

-P 
P(l + e) 

(11) 

(12) 

These two equations, (11) and (12), govern the mushrooming of the 
rod during the initial transient phase of the penetration event - which 
precedes the steady state. At impact, the engineering strain in the 
mushroom is CQ. When steady state is reached, the strain becomes 
ei. 

By eliminating t between f 11) and (J2) and solving for e, 
we arrive at an expression for the engineering strain. 

g S3 

(Vo-Uo)'+- 

(13) 

This relationship provides us with an explicit formula for the strain 
in the mushroom as it develops during the transient phase. This 
equation governs the behavior until the beginning of the steady Mate 
penetration phase. The pressure on the axis, pa, is changing rapidly 
during mushroom formation. It has a large value, po, at impact and a 
reduced value, pi, at steady state. 

When steady state is reached, we assume that the modined 
Bernoulli Equation, (4), is valid. At the transition point between the 
transient and steady state portions of the event. (4) can be expressed 
as 

•P, =^Ji'pUo' +R. =|p(Vo -Uo)' +Yp 

and (13) can be written as 

-(Vo-Uo)' 
e, = 

p 

(14) 

(IS) 

where Pj Is the average pressure on the penctrator tip at the 
beginning of steady sute. 

Equation (14) can then be used to solve for UQ In terms of 

the known quantities VQ, p. R' > ^ ^^ ^?- '^'' '''"^'"'nS 
variable in the system of equations is Pj. The deiennination of Pj is 
the primary focus of this paper. 

The penetration velocity UQ can be (bund algebraically 
from (14). Tite three primaiy caws are outlined below 

For equal penetrator and target dynamic yield strength (I.e. 

Rt» Yp) and equal densities (I.e. ^'" I), UQ reduces to 

Uo^^o 
(16) 

For unequal penetrator and target dynamic yield strength 

(l.e.Rt * Yp) and equal densities (I.e. H*-I), uo becomes 

pVo^-f2(Y,-R.) 
y       _        

2pVo 

In the general case, UQ is given by 

(17) 

-V„ 1 

^l^-l    P(H'-I) 

1 p^Vo*-2p(^*-l)(R.-Y,--pVo') 

(18) 

In each of dtese cases, then, UQ can be determined 
algebraically from known material properties and impact conditions. 
This leaves ci in (IS) as a fijnction of known parameters and the 
average pressure on tlie penetrator tip at steady state. 

Imp QT j.fj^ff^gg] outlined above also provides some Information 
about conditions at Impact The strain on impact eo can be 
calculated from (13) if we know the average pressure on the 
penetrator tip at impact. PQ. 

(19) 

The impact pressure can be estimated from elementary shock 
physics, using 

Po=PU.Uo (20) 

where u. Is the shock speed in the target. Values for u* as a fund on 
of uo can be found in shock Hugoniot tables, e.g. [16]. Calculat on 
of Po from a known value of po can typically be accomplished using 
the same approach as the calculation of Pj from pj. 

^^^^°°^r^m£iatical model for the behavior of the penetrator 
is a rigid-plastic, instantaneously eroding rod model. As a result, the 
penetrator enters the target with some impact engineering strain ep 
that expands to ei during the transient. The impact pressure po is 
usually very high relative to the steady state pressure pj. Although 
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this BKtnire sleereaies rapidly during muthrooni femMlMi In ih* 
gtuMrtent phase, ihs valuei for m on be ilpilflcMit. The mudiroom 
diuneier grow$ from ihe time or Impsd Ihrou^ ihe tranileni phaie, 
nd ceuef M ihe beginning of rt>8 iMKiy sate portion of ihe event. 
The AosWImpart iuje inkej place In ■ period or« few mlcrot^ondi 
(IUvid.ei«l(IWO)). , . ..       ., 

The in««nt«neou» erosion «$$umpuon prevems Ihe moael 
from Mcountlng for tny addiiionid eroilon of the larpt • which 
oceur$ in •cwalonwiice. Thwe is typically «pprKiabl8 change In 
urge! geometry aue to peneimtor and target muerial ejection from 
the ciaar. As a consKjuenee, ihe recovered targets will i^pcar lo 
have more eylindrlcal-type crateri dwn the model would predict. 
Figure 2 illusinwei ttie crater predicted by the mathematical model, 
ud Figure I indicates how the actual geomeiry frequently n>pean. 

p^ffBtratlon An^lvalt 
moiamgp ,,»«,wMng penetration depths from ttte above model Is 

mKle possible through rt>e use of a aomewhat empirical approach. 
For a number of yews, researchers have observed a rignlflcant 
correlation between cr«er volume in Ihe t«cov^cd twgctj wd 
impact kinetic ener». eg. Murphy (1987). Tlils relattondilp appears 
to oe linear for impact c^es of sufliclent, but not excessively, high 
ener^' and can be expressed In the foim 

V,=aE, + b (21) 

where V5 is the crater volume, EQ is the impact kinetic energy and Is 

equal to — p AjL Vj   , and the variable a and b are regression 

conaants detennined from the available experimental data.   The 
linear fit is pcrfonned for each ^ot combination. 

"rtese water volume/kinetlc energy relationships are 
computed from data points for a particular shot combination. The 
reliability of the linear fit is, of course, a fcnction of the number of 
data points available. Since roost experimental tests we quite 
Ktpensive, frequently the data is spwK and/or somewhat scattered. 
When ttie linear fit predicts craterini at zero impact kinetic energy, 
or In some other way reflects erroneous trends, the useflilness of toe 

Figure 2. Idealixed Crater Geometry 
Aj and Aj are the cross-sectional areas at impact and at steady 
state respectively, z is the penetration depth. 

puileular ea^ Is signlflcMtly reduced. This phenomenon Is 
typically avoided 1^ a nifflcimi number of otp^iimMal poiMs. The 
accura^ of the penetration ivedictlon is ectmnely dependent on tlie 
mm volume^lneUe energy relatlondilp wrived at using this 
le^nique. 

nguraS. Actual Oater Geomefty 
A| it the observea crater cross-teetional area. The crater is 
attumed eyilndrleal widi altitude z. 

By tMlopting tfie cylindrical a|q>roximation for flie crater 
geometty discus&l above, we can eenKBte predictions for the 
penetration depths. Becau» of die qectlon 01 mateiM from the 
craw, the cross-secllonal area of the recovKcd target hole, Aj, will 
be 

A,=- 

The crater volume can be expressed as 

V =A,z 

(22) 

(23) 

where E is flje penetration depth, The penetration depUi can be 
predicted by applying the crater volomertclnetlc ene^ relatlonriiip 
toVc. From (21) and (23), z is given by 

z=-L(l+e,)V, =~-0+e,)(aEo+b) 
Aj Aj 

(24) 

Thus, fte penetration dqith can be expressed as m algebraic (unction 
of knovim material properties mid Impact conditions, and as a 
function of the average pressure on Ihe penetretor tip « steady state. 

CURRENT PRESSURE PROFILE ANALYSIS 
In the previous work outlined d>ove, it was noted that one 

of the primary difficulties in achieving good predictions for the crater 
diaracteristics was Ihe manner in which the modified BeraoulU 
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Eauation (A) predicted proisun u • ftinctlon of u ihd v. TTw 
pvabolic nature of (4) tended to over-predlct penetntlon depihi for 
the higher velocity cases (3 - 6 Icm/i). Wrllcr lucccisej. jwtlcu arlv 
in the intemediate velocity range (l - 3 •«>/»).««••')«,'«»"''<}; 
preiaure dliiribuiions that tended to reduce the effect of (4). In U>i« 
paper, additional pressure distribution analysis Is performed to 
address this problem. 

^^''^^'"Jl'aX&^oini for the attempt to improve .he 
one^imensional analysis and extend it into the hypervelodty range 
was to begin with the previous pressure distributions. A great body 
of additional experimental data became available in Andcrson.ct al 
(1992) that expanded the range of materials, greatly Increased the 
number of shot combinations accessible for analysis, and provided 
dau In the hypervelocity range. The pressure profiles deuiled In (7) 
end (9) were examined for possible opplicailon in these new cases. 

The distribution in (7) was unable to compensate for the 
parabolic nature of (4) while maintaining accuracy iii the 
intermediate velocity ranges if n was considered a constant as t was 
in Cinnamon, et al (l992a,b). Attempts to model n as a ftjnet on of 
material properties or Impact conditions were not succcMf^l. In 
general. It was observed that n needed to increase with Impact 
velocity to essentially cancel the effects of the modlfled Bernoulli 
Equation. The distribution in (9) followed the same trend. Although 
the results improved, the net effect was to choose n and q to counter 
the dramatic pressure increase dictated by equation (4). 

New Ptaaaure Distribution .   ... 
pvTT ri 't'o ;^^pt'io iind a solution to this dilemma, a new. more 
general, pressure distribution was proposed, The pressure profile 
lakes the form 

p = q + (p.-q)(l-(^r)" (23) 

This profile is a more complex and versatile one. A great deal of 
additional control over the shape of die pressure distribution was 
provided by (23). The average pressure then is given by 

r(-)r(i+n) 
P = q+2(p.-q)—Si—  

mr(l+—+n) 
m 

(26) 

where T is the well known mathematical gamma function. 
As a significant number of cases were examined, it became 

increasingly clear that in order to achieve the desired trends in the 
theoretical penetration curves, n and m were chosen in such a way as 
to essentially eliminate the effect of the second term in (26). TJat is, 
an average pressure comprised of a single value, q, which was 
unvarying over the range of impact velocities, achieved the best 
results. This discovery matched our previous expenence with (7) 
and (9). Apparently, the magnitude and trends in the prwsures 
predicted by the modified Bernoulli Equation were not leading to 
acceptable results. All previous successes were based on choices that 
reduced or eliminated the contribution of the velocity dependent 
axial pressure in (4) to the value of Pj. 

RnuisnH AuBraoe Pressure Approach 
°^^^ With the results dcscnbedWove, another approach was 
required. It became clear that the previous calculation of the average 

pressure at steady state, Pi. wu not acceptable.   To «lmpliiy the 
UMlysIs, the connection of P| to a particular pressure distribution is 

Ignored. _^   ^^^^ ^^ ^^^^ .impimed by the fact that the 
desired trends in the penetration depths result fVom a constant value 
for PI over the entire velocity range.      ..... .. „ 

This approach does not Imply that the pressure 
disttibutions have the same shape for differing velociilej, or that Pa 
is equivalent for all velocities, simply that the value of P| Is constant 
for a particular shot combination over ail impact velocitlei 

RESULTS 
When Pi was assumed to be some constant average 

pressure on the peneirator tip independent of VQ, defined here to be 
Q for all Impact velocities in a particular shot combination, the 
resulu of this model improved tremendously. The peneuauon depth 
theoretical curves adopted thetrends present in the experimental data 
(i.e. penetration depths leveling ofT as velocity increases toward 6 
km/s). In addition, the values for Q that yielded the best results 
correlated strongly to target strength. 

In order to esublish the most credible and most complete 
correlation possible, all available data were employed. As a 
consequence; this paper Includes a large number of representative 
figures. In order for this theow to be applied effectively, 
exoerimentnl data sets must have included crater diameiers. A 
number of die cases In Anderson, et al (1992) did not provide this 
information. In addition, a minimum of two data po nts was required 
to construct the crater-volume/kineiic energy relationship. Hence, 
some other cases could not be evaluated. With those limitations in 
mind, the author applied all readily available cases to this model and 
reports the results. ,        ,. ., , 

Table 1 summarizes all the cases and provides essential 
dau about each shot combination. The figure numbers referred to 
can be found in this paper. The figures shown are representative of 
the entire body of data. One figure number is assigned to each shot 
combination shown. The crater volume/kinelic enerw relationship 
used to generate the penetration depths appears in Table 2. In some 
cases (M indicated in Table 2\ the relationship was modified by 
removing certain data points diat appear erroneous or that skewed the 
neneral trend. When these points are removed, the relationship 
changes - which modifies the resuhing penetration curve. Of course 
diis does not alter the strain curve in any way. The entire data set, 
with both modified and unmodified curves for all cases, appears in 
Cinnamon (1992 a,b). . j       ^  „„ 

The figures show theoretical curves superimposed on 
discrete experimental points. The upper curve in the strain vs. 
impact velocity figures represents the esumate for eo. 

When these cases were evaluated, a certain value for Q 
could be chosen to match the experimental data. This Q was found 
to strongly correlate to target strength. Table 3 reports each of the 
different targets present in the daU and their corresponding Q value. 

With this information, it was immediately evident that 
some strong relationship existed between Q and target strength. 
Figure 4 depicts the values for Q chosen to allow the model to 
predict penetration depths and crater diameters accurately against R,. 
A curve is fit through the data to both illustrate the correlation and 
provide a functional relationship between Q and Rt. The best fit is 

Q = 3.8(l-e^^«""'''^)-0.8 (27) 

With Q as a direct (unction of target strength, this one- 
dimensional penetration model can be expressed in terms of known 
material properties and impact conditions. The crater volume/kinetic 
energy curve is still needed to allow for the calculation of penetration 
depths, however. 
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Tibto 2. Cr«ter Volume/Kinetic Energy 
ReUtionihip Used in Figures 

Fig.# a T,"    -- ■Modined? 

■7  Am Y 
n ■10205J -354'5-' N 
y T.51916~ :240   ■ N 
10 0.39881 --850 Y 
11 0.7345V- .291"" Y 
12 ■0.17109 ■^538 N 
13 ■0.90932 .199J8 N 
14 0.50125 ■=5403 ■ Y 
15 '0.22431' -S4 Y 
16 0.12627 ■764 N 
17 ■0.30299 ■ -884 N 
!» 0,39147 -2525 N 

19 ■0.22845 -.730 ■ N 
20    ■ 0.22259" "190 N 
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Talila 3. Corrtlalloa of Q M Targat Strangtb 

largat 

Material (MI>«) (GPa) 
m 6,128 

"1100.0 Al 250 0.2g 
imi-'n Al 400 0.6 
7073-lOAl 600 1.05'    ■■ 
(;iU15 «. ■800   ■ ' 1.05    ~ 
6U61-IMI Al 600     '■ 1.05 
2024-T3AI 675 1,3 

■304 Si. Su  675 1,3 
mi 75U 1.4 

■St32 S5a 1.7 
HaiJ.A iJSU 1.7 
RHA TOOO    ■ 2.2 

■ws lOM 2.2 
Oer RHA 1000 2.2 
Uer AimSt 1100 2.275 
Oer St 1200 1:35     ■ 
5ioh4340 1263  2.4 
4340bieel 1600 2.5 
Hard434U 1B26' 2.6 
U17 12500 2.» 

strain vs. Impoct Velocity 
IMifWMW Wt «i MM 

It Is clear from the comparative figvires (l.e. 5 & 6) that 
each subsequent theory lowered the average pressure In such a way 
as to lower fl»e penetration and strain curves. This particular case 
that appears in Figures 5 and 6 was chosen for Its hi^er velocity 
data and its presentation In Jones, et al (1993). 

Titan 5, Comparative Case: Strata vi. Impact Velodty (km/i) 
(a)  Indicates mulls from Cinnamon, ct al (1992a,b). 

(b)   indicates rauitt from Jones, et al (1993). 
(e) Indicates eyrrent model. 

a • J.I • 11 - rt-o«( wto) - M 
Penatrotion Depth vs. Impact Velocity 

ttmeiisM in in DM 

tonggt tmnjlli WM 
W(UlWgl«l^(lra/k) 

Figure 4. Average Pressure vs. Target Strength 
Q Is the average pressure. 

ngure 6. Comparative Cases Penetration Deptt (mm) vs. 
Impact Vclod^ (km/s) 

(a)  indicates results from ICinnamon, et al (1992a,b). 
(b)  Indicates results from Jones, et al (1993). (c) Indicates 

current model 

T-9 



MMMDAbyMlJM 

MmtwnMByMUM 

kiipoctWKily(ln/>) 

Figure 7a. Strain v» Impact Velocity (km/i) 

Amulld M40 StB4 m 30]t'T« Al 

lmp9ct\M«ll|r(l<m/t) 

Figure 8a. Strain vs Impact Velocity (km/s) 

Figure 7b. Penetration Deptli (mm) vi Impact Vel, (km/s) 
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Figure 8b. Penetration Depth (mm) vs Impact Vel. (km/s) 
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Figure 9«. Strain vi Impact Velocity (km/i) 
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Figure 9b, Penetration Depth (mm) vt Impact Vel. (km/s) 

entwi M wt mwnmsm 

Figure 10a. Strain vs Impact Veloci^ (km/s) Figure 10b. Penetration Depth (mm) vs Impact Vel.(km/s) 
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Figure Ua. Strain vi Impact Velocity (km/s) 
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Figure 12a. Strain v$ Impact Velocity (km/s) 

? 

5 a 
2 

Figure 12b. Penetration Depth (mm) vs Impact Vel.(km/s) 
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Figure 13». Strain vi Impact Vriocl^ (km/i) Pigvrc 13b. Penetration Depth (mm) vi Impact Vel (km/i) 
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F^ure 14a. Strata vi Impact Velocity (km/s) 
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Figure 14b. Penetration Deptli(mm) vs Impact Vei.(km/$) 

T-13 



OIIMI«0«AnnlM 
CllOffi mVrtmVmt 

tt^A WK»i (jm/t) 

Figure 15a. Strain vi Impact Velocity (km/i) 

7075-n Al «B AdnMlcrl OW SM     ^ 
• • 

-M- 

-O.J- 

-0.3' 

S 
e   -M 
8 

-o.< 

-0.7 

-0.1 

-M- 

-I 

ImDSd vWKlly (m/i) 

Figure 16a. Strain v» Impact Velocity (km/s) 
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Figure 15b. Penetration Depth (mm) v» Impact Vel.(km/«) 
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Figure 16b. Penetration Depth (mm) vs Impact Vel.(km/$) 
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Figure 19a. Strain vs Impact Velocity (km/i) 
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CONCLUSION 
In ihit piper, a MW one^dimuMionat model for the 

peneiTMion of trnil-inflnlie Urgeu by long rods wu devdop^. Itt 
Usit was the revision of the i^evious teehniquet employed to 
ealmlue the average pressure at steady state. The modified 
Bernoulli Equation appears to result in values for I»| that are simply 
IM high for the Impaet cases in the hypcrvelocity range. 

By correluins a new appr^uh to a great body of data, it 
was discov^ed that a single value ta die average piesnire on the 
penatrator tip at steady state, Q, could tucccsnully represent the 
fmire at steady state over dte impact veloci^ ran^ of I to 6 km/s. 

Is formulation for Q allowed the model to improve its accuracy 
uid its Mnds at higher velocities. In addition, this vidue Q was 
i^iwR to have a strong correlation to target strength. This i^imiBch 
has resulted in a completely algebr^c solution OM relies only on 
known test puunetCTS and the well-established crater volumeAcineilc 
am^ relationship. 

Future woA will Involve an effort to revise or teplme Ac 
modifled Bernoulli Equation's estimate for pressure at steady state. 
Additional analysis also needs to be conducted to ascerttin tiie form 
of ttte pressure distribution that leads to a constant Q over M impact 
velocities. 

The aim of this paper was to eKtend the one^dimenslonal 
penetnnion analysts into the hypcrvelocity range. The resulting 
model offers reasonable accurate for a on^imensional description 
of the penetration event. 
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CONCLUSION 
In thi» paper. • new one-dlmensionat model for the 

penemion of leml-innnlte ureeu by long rods wu developed. Its 
^is w«s the revision of the previous techniques employed to 
calculue the average pressure at steady state. The modified 
Bemoulll Equation appears to result in values for I'l that are simply 
too high for the impact cases in the hypcrvelocity range. 

By correlating a new approach to a great Dody of data, it 
was diKovered that a single value for the aveivge pressure on the 
penetraior tip at steady sute, Q, could successfully represent the 
piessure at steady state over the impact velocity range of 1 to 6 km/s. 
liiis fomulation for Q allowed the model to improve iu accuracy 
Hid iu trends at higher velocities. In addition, this viUue Q was 
shown to have a strong cotrelation to target strength. This approach 
has resulted ia a completely algebraic solution that relics only on 
known test parameters and the well-established crater volume/kinetic 
energy relationship. 

Future work will involve an eflbrt to revise or replace the 
modined Bernoulli Equation's estimate for pressure at steady state. 
Additional analysis also needs to be conducted to ascertain the form 
of the pressure dinribution that leads to a constant Q over all impact 
velocities. 

The aim of this paper was to extend the oneodimensional 
penetration analysis into the hypcrvelocity range. The resulting 
model offers reasonable accurat^ for a one-dimensional description 
of the penetration event. 
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