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Abstract

This research analyzed  trends in Internet security through an investigation of 4,299 security-

related incidents on the Internet reported to the CER’I?  Coordination Center (CER’I?/CC)  from

1989 to 1995. Prior to this research, our knowledge of security problems on the Internet was

limited and primarily anecdotal. This information could not be effectively used to determine what

government policies and programs should be, or to determine the effectiveness of current policies

and programs. This research accomplished the following 1) development of a taxonomy for the

classification of Internet attacks and incidents, 2) organization,  classification, and analysis of incident

records available at the CER’I@/CC,  and 3) development of recommendations to improve Internet

security, and to gather and distribute information about Internet security.

.

With the exception of denial-of-service attacks, security incidents were generally found to be

decreasing relative to the size of the Internet. The probability of any severe incident not being

reported to the CERTa’/CC  was estimated to be between 0% and 4%. The probability that an

incident would be reported if it was above average in terms of duration and number of sites, was

around 1 out of 2.6. Estimates based on this research indicated that a typical Internet domain was

involved in no more than around one incident per year, and a typical Internet host in around one

incident every 45 years.

The taxonomy of computer and network attacks developed for this research was used to

present a summary of the relative frequency of various methods of operation and corrective

actions. This was followed by an analysis of three subgroups: 1) a case study of one site that

reported all incidents, 2) 22 incidents that were identified by various measures as being the most

severe in the records, and 3) denial-of-service incidents. Data from all incidents and these three

subgroups were used to estimate the total Internet incident activity during the period of the

research. This was followed by a critical evaluation of the utility of the taxonomy developed for this

research. The analysis concludes with recommendations for Internet users, Internet suppliers,

response teams, and the U.S. government.

Keywords: Internet, computer, network, computer security, hacker, public policy, taxonomy, Unix, CERF
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Chapter 1

Introduction

. . . &spite our greater reliance on network computing, the Internet isn’t a safer
place today than it was in 1991. If anything,  the Internet is quickly becoming
the Wild West of qberspace. Although academics and industry leaders have
long known about fundamental vulnerabilities of computers connected to the
Internet, these flaws have been accommodated rather than corrected. As a
result,  we have seen many cases within the past few years of wide-scale security
infractions throughout the network.

Simson Garfiikel  and Gene Spafford in Practical UNIX &Internet  Semity  [Gas96:ti]

At one point, if not already, you will be the victim of Information Warfare. I f
not you, then a member of your family or a close friend. Your company will
become a designated target of Information Warfare. If not yesterday or today,
then definitely tomorrow. You will be hit.

Wii Schwartau in Infonnatn Warfan: Chaos  on the Electnmic  Superhighway [Sch94:1  l]

1.1. A Scary Place?

The Internet is a scary place. At least that’s what we’ve been told by numerous authors --

scholars and sensationalists alike. In the Spring of 1994, I visited with Richard Pethia and Tom

Longstaff at the CERT@ Coordination Center (CERT@/CC’),  Carnegie Mellon University (CMU).

As part of my growing interest in the Internet and Information Warfare, I was in search of some

information on just what had been happening on the Internet in terms of security. It was a

fortuitous meeting - not because they were able to answer my question, but because they wanted to

know the answer to that question also.

Security is a problem on the Internet. The thousands of successf51  break-ins over the years are

a testimony to that. But just how much of a problem is it? The answer to this question is

important for two reasons. First, with information about Internet security problems, we could

determine to what extent, and in what areas, government programs and policies should be instituted

to devote society’s resources to protecting the Internet. Second, trends over time could be used to

determine the effectiveness of these policies and resources.

1.2. Contributions of this Research

Prior to this research, our knowledge of security problems on the Internet was &omplete and

primarily anecdotal. Despite our increasing reliance on the computer networks, there had been no

’ CJXP is a registered  trade ma& of Carnegie  Mellon University. The origid n-e of be CER-I-Q  nonagon
Center was the Computer Emergency Response Team &&in&on &nter.
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systematic and coordinated program for gathering and distributing information about Internet

security incidents. As a result, the limited information available could not be effectively used to

determine either what government policies and programs should be, or the effectiveness of current

policies and programs. This research brings us toward improved Internet security through:

1) development of a taxonomy for the classification of Internet attacks and Internet incidents

2) organization,  classification (using the taxonomy), and analysis of the records available at the
CERT@/CC  concerning Internet security incidents

3) development of recommendations to improve Internet security and to gather and distribute
useful information concerning Internet security

1.3. Recommended Actions

The following actions were recommended based on this research:

Recommendations for alI Internet users are as follows:

1. Back up important files.

2. Use a good password for network access controls.

3. Ensure permissions are set properly on files that can be accessed by others.

4. Encrypt, or store off-line, files that are particularly sensitive.

5. Do not send sensitive user identifications, such as a social security number, address, phone
number, personal data, or credit card number across the Internet unless it is encrypted at
the source (prior to being sent across the Internet).

6. Use an encryption program, such as Pretty Good Privacy (PGP), if you want e-mail to be
private.

An additional recommendation for commercial Internet users is as follows:

7. Conduct some form of risk analysis to determine the cost effective level of security.

Recommendations for Internet suppliers are as follows:

1. Provide protocols and software that encrypt user name, password and IP address
combinations at the source, or provide an alternative to system that does not require
passwords to be sent in the clear across the Internet.

2. Provide protocols and software that prevent access to files of encrypted passwords, or
provide an alternative system that does not require encrypted passwords to be stored in files
on systems accessible across the Internet.

3. Deliver systems to customers in a secure state.

4. Develop protocols and programs with reasonable protections against denial-of-service
attacks.

5. Accelerate development of protocols and programs that provide reasonable privacy for such
user programs as e-mail.
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Recommendations for the U.S. government are as follows:

1. Increase funding for incident response, particularly the CERTI@/CC.

2. Encourage Internet users to take simple security precautions.

3. Encourage Internet suppliers to improve Internet security.

4. Require government employees to take reasonable security precautions to protect sensitive
data.

Recommendations for Internet response teams are as fOhwS:

1. Do not disclose sites names reported to response teams (the status quo).

2. Disclose incident data based on a taxonomy.

3. Reexa,mine policies on the release of vulnerability information with the objective of seeing
the degree to which more disclosure would benefit the Internet community.

4. Evaluate the taxonomy for computer and network attacks developed for this research.

Recommendations for the CERl?/CC are as follows:

1. Maintain  only one internal incident summary for each incident, open or closed.

2. Record a standard set of keywords and phrases that are defined, systematic and consistent, in
each summary, such as reporting date, starting date, ending date, number of reporting sites,
reporting sites, number of other sites, other sites, number of messages, attackers, tools,
vulnerabilities, level, results, objectives, and corrective actions.

3. Classify each incident according to the worst level of unauthorized access or use.

4. Post the data set used in this research on line at www.cert.org.

5. Evaluate the taxonomy for computer and network attacks developed for this research.

6. Develop and implement a program to better estimate total Internet incident activity. Such a
program should involve the voluntary reporting of all incident activity at representative
Internet sites. This program should include coordination and/or participation from other
response teams and related organizations,  such as DISA and AFIWC.

7. Estimate average number of attackers per incident, and their typical activity, in cooperation
with personnel from DIM, AFTlWC,  and other response teams, in order to improve
estimates of total Internet incident activity.

8. DO not disclose sites names that appear in the CERT@/CC  records or are otherwise
reported to the CERT@/CC  (this is the status quo).

9. Disclose incident data based on a taxonomy. Suggested steps are as follows:

1. Methodology deve&$ment  at the CERT@/  CC

2. Trial inqV.ementation  at the CER7@/ CC

3. Metbodolog  development  with other fesponse teams

4. Eial inphmentation  at other reqonse  teams

5. Ptibh n&a.se  andforma&n$on
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10. Reexamine pol&s toward the release of vulnerability information with the objective of
seeing the degree to which more disclosure would benefit the Internet community.

1.4. my Comprehensive Information Was Not Available on Internet Incidents

mile CERT@/CC  pe~0nt-d were exposed to numerous incidents during the period of time

studied in this research, their perspective and understanding was mission oriented -- a perspective

mat was naturally myopic.  Their primary mission was to provide real-time incident response to the

Internet. The information they accumulated and distributed was tailored for this. For example, the

records of the CER’l?/CC  were maintained on-line for personnel to search during an incident.

Each incident recorded contained only the information necessary for Incident response. When an

incident was closed, the record was marked closed, with no further action to gather or analyze the

information.

The “big picture” has been difficult for CERp/CC personnel to see from this perspective.

This is a case of seeing the individual trees (incidents) in the forest, but having difficulty seeing the

pattern of the forest (the overall state of Internet security). CER’I?/CC  personnel conducted

research, but it was primarily a technical focus on current security problems. Their focus was also

not policy-oriented, such as toward determining the effectiveness of Internet security policies. This

is most likely the reason that, when asked for a sense of the overall Internet security activity,

CERYl?‘/CC  personnel were not able to provide comprehensive information.

1.5. Overview

This research project analyzed trends in Internet security, primarily through an investigation of

security-related incidents on the Internet from 1989 to 1995, as reported to the CERT@/CC.  The

CERT@/CC  has been responsible for Internet-related incident response since November, 1988

[ISV95:14].2  T his research also produced recommendations to improve Internet security.

This dissertation begins with a description of relevant Internet characteristics (Chapter  4, and

then proceeds in the next chapter (Chapter 3) to present a history of the CERT@/CC,  along with a

description of their policies. This is followed in Chapter 4 by a discussion of the evolution of

CERT@/CC  incident response, the characteristics of the CERT@/CC  records, the methods used to

construct the individual incident records, and the categories of data extracted from these

constructed incident records.

2 References  in this  paper are placed  within  brackets at the end  of the referenced passage. The reference  starts with
three letters that  identify the author(s),  followed by a two digit  number for the year, a colon,  and  specific page
number(s).
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The next seven chapters  of the dissertation involve the classification and analysis of the .

CERT@/CC  incidents. This begins with the development of a formal definition of computer

security (Chapter 5), followed in the next chapter with a development of a taxonomy for computer

and network security (Chapter 6). The development of a comprehensive taxonomy in the field of

computer security has been a relatively intractable problem of increased interest [Amo94:31]. It is,

however, a necessary prerequisite for systematic studies of computer and network attacks and

incidents.

An attack is a single unauthorized access attempt, or unauthorized use attempt, regardless of

success. An incidenl, on the other hand, involves a group of attacks that can be distinguished from

other incidents because of the distinctiveness of the attackers, and the degree of similarity of sites, ,

techniques, and timing. The taxonomy developed for this research was to classify attacks. Along

with other measures of severity, this taxonomy was used in Chapter 7 to classify Internet inti&nt~.

Chapter 7 also used the taxonomy to present a history of the incidents in the CERT@/CC  records.

This research was concerned primarily with an analysis of Internet incidents and not Internet

vdnerabih’ies,  which is a related field of inquiry. More specifically, an attacker exploits vulnerabilities

in order to conduct unauthorized actions. As such, vulnerability information was, to an extent, part

of this research. This was, however, limited to the existence and frequency of use of vulnerabilities,

and not further details concerning the vulnerabilities themselves. This was considered to be beyond

the scope of this research.

The taxonomy of computer and network attacks is used in Chapter 8 to present a summary of

the relative frequency that various methods of operation and corrective actions appear in the

CER’I?/CC  incident records. More detailed data are presented in Appendix A and B. Chapter  8

also discusses some of the things the CERT@/CC  records do not include.

Nearly 10% of all incidents in the CERT@/CC  records examined for this research involved one

Internet site, which was termed Site A. Chapter 9 presents an analysis of the subgroup of incidents

reported to the CERT@/CC  that involved Site A. This is followed in Chapter 10 by a more &tied

description of a different subgroup: 22 incidents that were identified by various meaures as being

the most severe in the CERT@/CC  records. A third subgroup is examined in Chapter 11: deni&

of-service incidents.

The data from all incidents and the three subgroups were used to estimate the total  Internet

incident activity during the period of the research. This is presented in Chapter 12, followed in

Chapter 13 by a critical evaluation of the utility of the taxonomy developed for this research.
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The dissertation concludes with a discussion of the implications of this research, (Chapter 14),

with recommendations for future research (Chapter 15), and with a summq of conclusions and

recommendations (Chapter 15),
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Chapter 2

Internet Characteristics

The CERT@  Coordination Center (CER’I@/CC) was responsible for incident response on the

Internet during the period of this research. As such, it was important, as part of this research, to

understand the extent and characteristics of the rapidly growing and changing Internet. These will

be described in this chapter. This chapter also explains why the organizational level at which the

analysis  was conducted of the CERT@/CC  records was the site level, which is the level where the

CERT@/CC could expect  to be working with the site administrator or other authority with

responsibility for the computers and networks at that site.

In addition, the growth of the Internet will be quantified for comparison to the trends in

Internet incidents described in later chapters. The growth in the Internet has not been uniform

across the top-level domains. While the number of hosts is growing in all of these domains, the

growth in the commercial domains (.co~, .neo is more rapid than the growth in those domains

associated with education and government (.e& .gov,  .o% .m&

2.1. Description and Origins of the Internet

AXI internetwork,  or internet,  is a network of networks which has established methods of

communication. The Internet is the “world’s largest collection of networks that reaches universities,

government labs, commercial enterprises, and military installations in many countries [Hug95:348].”

Although the Internet connects large networks, such as those belonging to large communications

companies, the Internet consists primarily of local area networks (IAM) [GaS96:456].  The

principle method of communication on the Internet is the TCP/IP  protocol suite (Transmission

Control/Internet Protocol). The Internet, however, is increasingly becoming an environment *&th

multiple protocols [Cer93:80].

The Internet is rapidly growing and evolving, which makes it difficult to define. Lynch and

Rose describe it this way:

The Internet community spans every continent across the globe. The Internet is so large
that its size can only be estimated, and it is evolving so quickly that  its rate of growth can
only be guessed. It is SO diverse that it uses hundreds of different technologies, and is so
decentrakzed  that its administrators don’t even know each other. The Internet is an
electronic infrastructure that enables intense communications between colleagues,
competitors, and disciplines. Despite these extremes, the Internet community is bound
together by a framework of computer communications networking protocols and
infrastructure [LyR93:xiiii.
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The basis for the Internet was an experiment begun in 1968 by the Defense Department’s

Information Processing Techniques Office (ARPA/IPTO)  to connect computers over a network in

order to ensure command and control communications in the event of a nuclear war. The original

network was known as the ARPAnet, and the project quickly became a “straight research project

without a specific application pyn93:5].” In the 198Os,  the number of local area networks increased

significantly and this stimulated rapid growth of interconnections to the ARPAnet  and other

networks. These networks and interconnections are known today as the Internet [Til96:168].

2.2. Internet Hosts and Domains

Computers that communicate across the Internet are known as a host computers, or simply

hosts [GaS96:455].’  A host’s connection to the Internet can be continuous or part-time, and it can

be through dialup or direct connections [Lot96:defs.html]. Each host computer is identified by

both a unique 32-bit P auS& (Internet Protocol address) and a unique domain name. Each of these

has two parts, one part that specifies the host computer, and a second part that specifies the

location (either physical or organizational)  of the host computer [ABH96:7].

2.2.1. IP addresses - IP addresses are generally written as four decimal numbers WV, www, m,

and_yyy, each between 0 and 255, and each representing an 8-bit octet of the address. The numbers

are grouped together separated by “dots” (periods) in the form MWWW.~~,  with the most

significant (leftmost) digits representing.the physical network, and the least significant digits (the

rightmost ) representing the individual host. An example is 192.2.200.34.

There are two predominant methods currently used to divide the 32 bits of an IP address into

the host and network portions [CaS96:456].  The original addressing scheme was to use the first

octet to identify the network and then to use the other 3 octets to identify the host. This limited

the Internet to 256 networks. With the rapid growth in the number of LANs,  this ad&-essing

scheme was abandoned in favor of an addressing scheme with three primary clzws. ‘This rema,hs

the most widely used addressing scheme [Cer93:91-921.  In this “classical” &lr&ng scheme, the

division between the network bits and the host bits are as shown in Table 2.1.

1 The term hart has  sometimes been used  specifically  to refer computers  that  communicate  or are “visible” outside the
local  network. I have  found, however,  that  authors  generally  call all computers with Internet communications
capability hosts  The computers visible to the Internet may be further differentiated as routers,  g&wuys,  etc. [C&)3:81].
The term host has also changed in recent years to include “virtual hosts,” where “a sin@e  machine acts like multiple
systems (and has  multiple  domain  names  and IP addresses). Ideally,  a virtual  host will act and  look exactly  like  a
regular  host.. . [Lot96:notes.html].”  In this  research,  we count  virtual  hosts  equally  with other  hosts.
2 Some hosts  have  more than one connection to the Internet, each of which must have a unique IP address, and
therefore, these hosts have more than one II? address  [GaS96:455].
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Table 2.1.  Internet Network  Classes  [Cer93:92]

A newer Internet addressing scheme, the Classless InterDomain  Routing (CIDR) method, has

recently come into use. Using CIDR,  the most significant k: bits of each address specifies the

network, and the remaining (32 - k) bits specify the host. The size of k: is unrestricted [GaS96:458].

2.2.2. Domain Names - Each host computer’s domain name is a group of labels (words or

letters) separated by dots. Domain names are assigned because users find it easier to work with

symbolic names rather than IP addresses [Cer93:95].  Similar to IP addresses, domain names are

divided into a host portion and a location portion. The leftmost label or group of labels identifies

the host [Sob95:150],  and the rest usually refer to the location. An example is hotuardtppmrnnuedu,

which is a fily qua&$ed domain name because it has complete host and domain portions.

2.2.3. Domains - The network portion of IP addresses and domain names identify a partition

of host computers. Both of these partitions are sometimes referred to as the dokin of the host.

This domain distinction was originally intended to separate the protocols in the Internet into two

parts: an interdomain  protocol between domains, and an intmdomtin protocol within domains

per93:161].  This separation of protocols is not a universal distinction, which is part of the reason

there is no generally accepted definition of domain. For some, the domain is the entire network

portion of an IP address or domain name. For others, the domain refers only to the highest

partition of the Internet into educational (.edu), commercial (.com), military (.mil), etc., networks.

These are sometimes called the top-level domain names. Perlman states, however, that none of

these definitions are particularly intelligible or accurate per93:180].“3  He suggests instead using a

definitiqn  based more on functionality: a domain is a partition of networks “that  is administrated

by a single administrative plan /?er93:180].”

A typical university or company illustrates the confusion between the terms II? address, domain

name, domain, host, and network. An example is my computer at CMU,  which was assigned  an Ip

3 Pedman  goes on to say, “It would be an interesting denial-of-service threat on the networking community to lock a
bunch  of us in a room until  we came  up with a deli&ion we all ageed on [I)er93:180].”

9

Class 
Leftmost 

(class) Bits 
Number of 

Network Bits 
Maximum Number 

of Networks 
Octets for 

Hosts 
Maximum Number of 

Hosts per Network 

A 0 7 127 wanvxioc.jff!) 16,777,216 

B 10 14 16,384 XXX.J0 65,536 

C 110 21 2,097,152 W 256 

D (multicast) 1110 N/A N/A N/A N/A 

E (experimental) 1111 N/A N/A N/A N/A 



address of W8.2.19.200”  and a domain name of “howard.epp.cmu.edu.”  As is usually the case,

there is a direct correspondence between the host portions of both the II’ address (“200”) and

domain name (“howard”). There is usually not, however, a one-to-one correspondence between

the network portions of the IP address and domain. In this example, “128.2” indicates a large (class

B) network at CMU and the “19” indicates a subnetwork within this large network. This is the

most common IP address arrangement [Sob95:150]. In the domain name, “cmu.edu” indicates the

host is on the CMU network, and “epp” indicates the host is administered by the EPP Department.

This does not mean, though, that “128.2” = “cmu.edu” or “19” = “epp”. While the “128.2”

network is the largest network partition at CMU, “cmu.edu” identifies hosts on both this network

and on 15 other networks. The “128.2.19” subnetwork contains most of the EPP department’s

computers, but “epp” computers are located on other subnetworks, and at least one other

department has computers on the “128.2.19” subnetwork. In addition, CMU uses potions of each

domain name to identify thejmtionaf  location of the host computers. For example, the “128.2.19”

subnetwork has computers that are identified as being in campus “clusters” for student use (such as

“pc.cc.cmu.edu” or “mac.cc.cmu.edu” computers), in campus-wide functional networks (such as the

“andrew.cmu.edu”  UNIX network), or part of the campus “backbone” network (“net.cmu.edu”).

CMU IP addresses and domain names also illustrate three other sources of confusion. First,

many hosts on the Internet have multiple connections, and therefore one host can have multiple IP

addresses, often on different networks.’ Second, different domain names can be assigned to the

same host computer, and even the same IP address. Finally, a single domain name can refer to

more than one IP address [GaS96:459;  Lot96:notes.htmlJ

IP addresses and domain names are related by keeping a list. At the local level, the /etc/hosts file

on UNIX systems associate IF’ addresses and domain names for routing within networks.

Specifically, this file lists the II? addresses, domain names and aliases for the computers authotized

’ to be within a network. The Domain Name System (DNS), which consists of name servers on

thousands of computers throughout all levels of the Internet, provides a hierarchically organized

distributed database relating IP addresses and domain names for routing on the Internet.

As shown in Table 2.2, the /e&/hosts file at CMU on September 7, 1996, listed a total of 19,888

II’ addresses distributed among 16 large networks and 206 subnetworks. ‘Ihe actual number of

4 Hosts that  connect  between networks  must have  multiple  IP addresses - Up to nearly 40 for routers  at CMU.
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computers at CMU is less than the 19,888 II? addresses because many of the computers  have

multiple IP addresses, and not all the computers are connected to the network at any one time.

bio.cmu.edu, cc.cmu.edu, ce.cmu.edu,  cec.cmu.edu, cfa.cmu.edu,
chem.cmu.edu,  cheme.cmu.edu,  citcmu.edu.  cmri.cmu.edu.  cnbc.cmu.edu,
csw.cmu.edu, ece.cmu.edu,  epp.cmu.edu,  erdc.cmu.edu,  gsiacmu.edu,
heinz.cmu.edu,  hss.cmu.edu,  ini.cmu.edu,  itc.cmu.edu.  libraq.cmu.edu,
math.cmu.edu,  mcs.cmu.edu,  me.cmu.edu, mems.cmu.edu,  netcmu.edu,

res.cmu.edu  ri.cm

Table 22. Summary of /erc/bosrs  file at Carnegie Mellon University, September 7,1996

The data in Table 2.2 puts this discussion in perspective by illustrating a fundamental distinction

between IP addresses and domain names: the location portion of IP addresses correspond in

general to the physical location of a host computer, while the location portion of domain names

correspond to the organi~atimtd  location. An example is the CMIJ campus-wide network of UNIX

computers known as the Andrew System. These host computers can be found all over the Ch4U

campus. The IP addresses of these computers reflect the subnetwork that they are physically

connected to. As such, the Andrew System hosts near the EPP Department have subnetwork  Ip

addresses of either 128.2.19 or 128.2.58. If they are connected to a different subnetwork  in a

different location, then their IP addresses have a different subnetwork  number. In other words, the

IP addresses of the Andrew hosts is based on their physical location. With respect to their domain

names, however, every one o f  t h e  A n d r e w  h o s t s  h a v e  a  d o m a i n  n a m e  o f  t h e  f o r m

,

11

Large 
Network 

No. of IP 
Addresses 

No. of 
Subnets Organizations Identified in Domain name 

128.2 19,105 170 acs.ctnu.edu, andrew.cmu.edu, arc.cmu.edu, as.cmu.edu, bap.cmu.edu, 

phil.cmu.edu, phys.cmu.edu, psy.cmu.eduv                                      , 
statcmu.edu, stc.cmu.edu 

128.119 1 1 cs.cmu.edu 
128.182 14 7 cs.cmu.edu, stc.cmu.edu, psc.edu 
128.237 631 14 sei.cmu.edu 
129.13 1 cs.cmu.edu 
129.105 2 cs.cmu.edu 
129.250 2 cs.cmu.edu 
167.231 2 cs.cmu.edu 
192.5 4 tartan.com 
192.17 5 netcmu.edu, uiuc.edu, evo.org 
192.58 30 sei.cmu.edu 
192.70 27 cs.cmu.edu 
192.77 1 netcmu.edu 
192.80 43 cs.cmu.edu 
192.88 1 netcmu.edu 
204.194 18 3 netcmu.edu, netbill.com 
Totals: 

44 total organizations: 39 in cmu.edu, 2 others in .edu, 2 in .com, and 1 in .org| 16 19,888 206 



hos~.and~~.cmu.e&,  This reflects their organizational location within the Andrew System and not

their physical location?

Another interesting example is the entry for the II’ addresses beginning with 192.17 in Table

2.2. These hosts are physically located at CMU, but are functionally part of two other

organizations: The Evolution Group (evo.org)  located elsewhere in Pittsburgh, and the University

of Illinois at Urbana-Champaign, Illinois (uiuc.edu). Shown also are two connections to the

commercial part of the Internet: tartancorn  and netbill.com.

The network, subnetwork and host pattern described above is typical of large Internet sites.

2.3. Domain Name System (DNS) Terminology

Returning to the question of what a domain is, Sobell defines domain to be a “name associated

with an organization, or part of an organization, to help identify systems uniquely [Sob95:772].”

This relates to the location portion of a domain name and not to an II’ address. This is consistent

with the Domain Name System (DNS)  which identifies all of the domain name that is not the name

of the host itself as the domain. In other words, the location portion of the domain name is defmed

to be the domain. Using the previous example, in the domain name howard.@p..nnu.eah,  the domain

is epp..rmu.edu.  In the domain name like pcb.mac.cc.andrew..ne&  the domain is mac.ccandrrw.nnu.e&

tartan emu cert

anclrew  c s e p p  h s s cc

/I I i- I I
twstl host2 w e h  howardhost4 mat

I
host.5

Figure 2.1. Typical Internet Domain Name Tree

The DNS database is arranged in a hierarchy, which is a name-space tree such as shown in

Figure 2.1. Each node in the tree is identified with a Ibbe(!  and the domain name at each node is the

ordered list of the label for that node, plus the label for every node on the path back to the to the

top or root node of the tree (separated by dots) [Moc93:478]. For example, ho& in Figure 2.1 has a

domain name of mac.cc.nnu.e&,  which makes the fully qualified domain name bostl.mac.cc.cmu.edu.

* IP addresses  are becoming less associated with physical  locations  with the increase  in mobile systems  and systems
which dynamically  allocate  IP addresses.
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Mockapetris defines a domain to be the subtree that is included under a domain name. For

example, the cmuedu domain is all the hosts located in the subtree under the emu node as shown in

Figure 2.1. Therefore, each node in the tree corresponds to a domain name (the path back to the

root of the tree), and a domain (the subtree under the node). The concept in structuring the tree is

that any portion of the tree “should parallel the administrative organization using it [Moc93:478].”

The DNS terms  host, &main, and domain name will be used for domain names in this research.

The term domain will not refer to IP addresses. Instead, the terminology for IP addresses will be

network, szhetwork,  and host. For example, as stated earlier, my computer at CMU (with the IP

address of 128.2.19.200), is on the “128.2” network, and the “128.2.19” subnetwork, and has the

host number “200.” This same computer (with the fully qualified domain name bowardepp..nnuedu),

is the host howard,  in the @p.nnu.edu domain.

Each of the nodes in the hierarchy of the DNS tree is also referred to as being at a specific level

of the tree, with the domains at the highest level in the tree referred to as top-.h~i  domains. As of

July, 1996, the DNS had 183 top-level domains. Of these top-level domains, one had a fqur-letter

label (nato), and seven had three-letter labels: commercial (cbm), educational (e&),  network (net),

military (mio, government (‘go+ organization (o@, and intemationai  (in& With the exception of int,

these three-letter, top-level domains contained hosts primarily located in the United States. The

remaining 175 top-level domain labels were the International Standards Organizations  (ISO) two-

letter country codes [Lot96:dist-bynum.html].

A point to be emphasized is that domain names do not necessarily indicate the physical location

of the host (unlike IP addresses?. Lottor gives the following caution regarding domain names and

the location of the host:

Note, there is not necessarily any correlation between a host’s domain name and where it is
actually located. A host with a .NL domain name [the Netherlands] could easily be located
in the U.S. or any other country. I n  a d d i t i o n ,  h o s t s  u n d e r  d o m a i n s
EDU/ORG/NET/COM/INT could be located anywhere. There is no way to determine
where a h&t is without asking its administrator pt96:notes.html].

The level of the tree where particular organizations  are placed also varies, and therefore, this

does not indicate the size of the organization. As an example, assume there is a commercial

company called widgets  that has a host computer &led@. If this company is located in the United

States, its domain name might be pcl.tidget.r.com, and if it were located in Canada, it might be

6 Again,  IP addresses are becoming less associated with physical locations with the increase in mobile systems and
systems which dynamically allocate IP addresses.
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pcl.widgets.ca,  both at the second level of the DNS tree. If the company were in the United

I&g&m, a similar commercial domain name would be pcl.widgets.co.uk,  one level further down in

he tree. The host could be even further down in the tree, such ;1s pcl.dept5.tiwidgets.denverxo.trs,  which

would indicate that the host m&,5t  be located in Widget’s Departrnent 5 in Denver, Colorado. This

illustrates that the level of a domain name does not necessarily indicate the size of the domain.

2.4. Site Names

During  the preliminary  analysis  of the CERT@/CC records,’ an attempt was made to conduct

the analysis at the level of individual host computers. It was felt that, had this been possible, it

would have provided  the most detailed and useful information for analysis. This proved infeasible

for several reasons. First, information on individual hosts was incomplete. The records for many

incidents did not provide any information on individual hosts. When records had host information,

it could generally not be determined if the list of hosts was complete. Attempts to estimate the data

at the host level were also not successul.

Second, even if the data were available at the host level, analysis at this level would have been

very difficult. Take for example, CMU.  As was previously discussed, CMU had nearly 20,000 IP

addresses in 1996. This number alone illustrates that keeping track of incidents at the host level

would be several orders of magnitude more difficult than keeping track of incidents at a higher

level, such as the “CMU” organizational level.

Finally, CERT@/CC  personnel did not track incidents at the host level. They instead recorded

information at an organizational level that matched their interactions with the organization involved

in the incident. If a host computer at CMU were involved in an incident, then an incident record

was opened in the CERT@/CC  files for &VU and not for the individual host, nor for the specific

organization where the host was located (such as “EPP”).

The organizational level used to track incidents was genedy  referred to in the CERT@/CC

records as a site. This is the level at which the analysis  m conducted of he CERp/CC  reco&.

More specifically, a site name was &fined to be the domain name for the orw&tion  involved  in

the incident, and site referred to the domain under that site name. For sites in the United States and

Canada,  site names were generally at the second level of the DNS tree. Examples would  be mu.&

Or w$gets.com. In other countries, the site name was the third or lower level of the DNS tree, such

as ~d&tJ-.co.u~.  A site was aho the organizational level where the CERT@/CC  could expect  to be

’ See Chapter 4 for a description  of the CERTQ/CC  records.
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working  tith  he site administrator or other authority with responsibility for the computers ad

networks at that site.

Some organizations, such as larger  universities and companies, were large enough to be

physically divided into more than one location, with separate administration. This separation could

not be determined from. CERT@/CC  records, because these different locations generally had the

same site name. Therefore, different locations with the same site name were treated as one site.

For some incidents, site names were not listed for all of the sites involved (around 6% of sites).

These were typically not reporting sites, but other sites known to be involved. In these incidents,

IP addresses of the other sites were often available instead. As discussed earlier, IP addresses do

not have a direct correlation with domain names, and therefore they may have limited relationship

to site names. However, for many organizations, there is a level of agreement between the network

portion of the IP address and the site name. For example, IP addresses beginning with “128.2”

were generally part of the “cmu.edu” domain. As such, it was assumed that the first two octets of

an IP address corresponded to a site name when the actual site name was not available.

2.5. The Internet Domain Survey

Lottor has estimated the growth in the number of hosts and domains on the Internet from

1981 through the period of this research. Between 1981 and 1986, this estimate was taken from the

host table maintained at the Internet’s Network Information Center (SRI-NIC) [Lot92:1]. After

1986, estimates were made using the ZONE (Zealot of Name Edification) program. The ZONE

program gathered information by “walking’ through the DNS tree as it recorded domain names

and IP addresses, creating a table of hosts. The ZONE program repeated this process until the

program had cycled through the entire list of domains without receiving any new information

pt92:2-31.

Counting hosts that have multiple domain names or II’ addresses more than once is prevented

by the groupings in the DNS. The number of domains is determined by including all domains

referenced by a record in the DNS pt92:4]. This process is assumed to z&en.&&  the number

of hosts. This is primarily because not all hosts on the Internet are registered in a domain server.

On the other hand, errors and duplicates (under different names) in the DNS cause the results of

ZONE to be higher. The former effect (underestimate) is seen by Lottor  to be the larger  effect.

Manual scanning of the data indicates that the additional entries are insignificant compared
to the missing entries. . . . ZONE data GUI thus be viewed as the minimum number of
Internet hosts, and not the actual figures [Lot92:3].
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Lottor’s evaluation of the accuracy of the ZONE program and it’s ability to estimate the

number of hosts and domains is as follows:

We consider the numbers presented in the domain survey to be fairly good estimates of the
minimum size of the Internet. We cannot tell if there  are hosts or domains we could not Locate. In
summary, it is not possible to determine the exact size of the Internet, [or] where hosts are
located.. . . [Lot96:notes.html]

At the time of this research, the Internet Domain Survey was produced by Network WEards.

The datz was available on the Internet at h t tp : / /www.nw.com/ pt96:report.html].  Statistics prior

to 1992 were found in Request for Comments (RFC)  1296, published by SRI International, and also

available at the same Network Wizards Web site Dt92].

2.6. Estimated Growth of the Internet

As of July, 1996, the Internet connected together a minimum of approximately 13 million host

computers P;ot96:reporthtml].  The Internet’s current growth rate, shown in Figure 2.2, results in

its size doubling every 12 to 15 months [Lot96:notes.html].
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Figure 2.2. Growth in Internet Hosts &x92; Lot96)

If this current trend continues, this would result in the Internet having around 200 million host

computers at the turn of the century (January, 2001),  as shown in Figure 2.3. A common method

of estimating the number ofpeoph that use the Internet host computers is to multiply the number of

hosts by a factor of 10 [Mer95:history.hosts]sl.
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Projected values -

Jan-91 Jan-93 Jan-95 Jan-97 Jan-99 Jma1

Figure 2.3. Projected Internet Growth mt92;  Lot%]

Ihis seems to be a high estimate, particularly considering the reduced percentage of Internet

hosts that are found at educational institutions (discussed later in this section). This is because

students would tend to share hosts computers more than other classes of users, such as users at

commercial sites or in private homes. In any case, the number of users would certainly be greater

than one user per host computer, and therefore, it is possible that between 200 million to 2 billion

people will be using the Internet by the turn of the century.
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Figure 2.4. Growth of Top-Level Domains with Predominantly US. Hosts p&16]

The growth in the Internet has not been uniform across the top-level domains. For example,

most of the three-letter, top-level domains contain hosts predominantly in the United States.

Figure 2.4 shows the growth of these domains. While the number of hosts is going in all of these
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domains, the growth in the commercial domains (.com, . neo appears more rapid than those domains

associated with education and government (.edu, .g~, .oa .mjJ.
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Figure 2.5. Growth of Top-Level Domains with Predominantly U.S. Hosts (Lot961

Figure 2.5 shows the natural logarithm of the same data in Figure 2.4. Table 2.3 shows the

estimates for the slope ‘of these lines obtained from linear regression, and the percentage these

slopes are greater than the slope for the .edu domain. The growth in the .com domain was about

30% greater than in the .eak domain, but the most significant growth was in the .net domain, which

was 144% greater.

Top-Level Domain

.cdrc

.gou,  .ot& .?ml

.cotn

.n&?s

Slope Percentage Greater than .edu domain

.001322 - - -

.001501 + 14%

.001722 + 30%

.003227 + 144%

Table 23. Linear Regression Slopes of Growth Rates of Top-Level Internet Domains

These trends can also be seen in the entire Internet. Figure 2.6 shows the size of all of the top-

level domains as a percentage of the entire Internet. The domains with predominantly U.S.

government hosts (.gov,  .og .mzJ  have declined as a percentage of the total Internet from about 13%

in 1991, to 9% in 1996. The trend is even more pronounced in the U.S. educational institutions

which have declined as a percentage of the total Internet from about 36% in 1991, to 16% in 1996.

Growth has been experienced in the top-level domains that contain primarily North American

I’ commercial hosts (.com, .net,  AS, A) which have grown from approximately 29% to 42%, and in the

18



other domains located outside of North America, which have grown from 22% to 33%. These last

two domain groups now represent 75% of the Internet.

0%
Jm-91 Jan-92 3m-93 Jan-94 Jan-95 Jan-96 Jan-97

Figure 2.6. Top-Level Domains as a Percentage of the Internet (Lot961

As discussed previously, CERTe’/CC incidents were analyzed at the site level. The Domain

Survey estimates both the number of hosts and the number of domains. The site level is between

the top-level domains and the lowest-level domains in the DNS system, both of which were

estimated by the Domain Survey. The trends in both Internet hosts and Internet domains as

estimated by the Domain Survey will be compared to the trends in incidents at the site level in later

chapters. As such, it is appropriate to examine the trends in Internet domains.

, I /I
I I I / I i

0 7

Jul-87 J.&l-89 Jul-91 &l-93 &I-95

Figure 2.7. Growth in DNS domains [Lot92;  Lot961
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Figure 2.7 shows the growth in the number of Internet Domains in the DNS system. As of

July, 1996, there were estimated to be 488,000 of these domains. The average growth rate in

domains was 36% per year, but in the first half of 1995, it was 69% per year, and during both the

second half of 1995 and the first half of 1996, the growth rate was 100% per year. The trend in

domains looks similar to the trend in hosts (Figure 2.2),  but there are significant differences.

The number of hosts per DNS domain has declined in the last three years as shown in Figure

2.8. Perhaps this trend reflects the increased growth in the .com and .net Internet domains. A new

commercial site is more likely to have less hosts per site than either an established commercial or

educational site. This may also reflect an increase in domain names that was not accompanied by

an increase in IP addresses (recall that an IP address may have more than one domain name). For

example, several organizations  may share a host computer and its access to the Internet, while

appearing to be separate sites, and also appearing in DNS servers as separate domains.

Jul-87 Jul-89 Jul-91 &I-93 Jul-95 Jul-97

Figure 2.8. Trends in Internet Hosts per DNS domain [Lot92;  Lot961

One final trend of interest is the change in the World Wide Web, an Internet service that has

grown rapidly in the last few years. The Web has its origins in research by Bemers-Lee at the

European Physics Laboratory (CERN) b gie nning in 1989. He created client-server software for

conveniently publishing and retrieving formatted documents on the Internet. The client portion of

this software is commonly called a Web browser. Documents are published at sites with Web

server software and are retrieved using one of these Web browsers [Ti196:140].
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A Web site is not the same as an Internet site. An Internet site was defined previously to be a

network of computers under the administrative control of an organization.  A Web site is instead a

set of files on a host computer that can be linked to over the Internet using a Web browser. There

may be numerous Web sites on a single network or on the same host computer.

Table 2.4. Growth of the World Wide Web (Gra96;  Lot96;  Ti196:140]

The growth in the World Wide Web was estimated by Matthew Gray of the Massachusetts

Insdtute of Technology as shown in Table 2.4 and Figure 2.9 [Gra96]. The World Wide Web grew

significantly faster than the Internet, although that trend had been slowing. In the second half of

1993, the Web was doubling in less than three months. The 1995 growth rate resulted in doubling

in under 6 months, which was more than twice the growth rate of the Internet [Gra96].
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Figure 2.9. Growth of tbe World Wide Web [Cra96;  Ti196:140]Figure 2.9. Growth of tbe World Wide Web [Cra96;  Ti196:140]

2.7. Summary of Internet Characteristics

The Internet is the world’s largest network of networks. It consists primarily of local area
.

networks that communicate with each other using the TCP/Il?  protocol suite. Computers that
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Date Number of Web Sites % .com sites Internet Hosts per Web Site 

Jan-93 50 0.0% 28,205 

jun-93 130 1.5% 12,282 

Dec-93 623 4.6% 3,576 

Jun-94 2,738 13.5% 1,178 

Dec-94 10,022 18.3% 484 

fun-95 23,500 31.3% 283 

Jan-96 100,000 50.0% 95 

Jun-96 230,000 -- 56 
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communicate across the Internet are known as a host computers, or simply hosts.  Each host

computer  is identified by both a unique 32-bit Tp uddnxr (generally written as four decimal numbers

wv, I~~~~, w, and m, each between 0 and 255) and a unique domain name (a group  of labels

separated  by dots). IP addresses and domain names are both divided into a portion identifying the

host, and podon  identifying a partition of host computers. For IP addresses, this partition is

known as a network. For domain names, it is known as the domain.

Ihe Domain Name System (DNS)  provides .a,n Internet service that relates domain names to II?

addresses. ‘I’he DNS terms host, domain, and domain name will be used for domain names in this

research. I’he terminology for IP addresses will be network, strbnetlvork,  and host.  As of July, 1996,

the DNS had 183 top-level domains. Of these top-level domains, one had a four-letter label (nato>,

and seven had three-letter labels: commercial (corn>, educational (edu), network (neo, military (m&

government (god),  organization (oI;s),  and international (jng. With the exception of int, these three-

letter, top-level domains contained hosts primarily located in the United States. The remaining 175

top-level domain labels were the International Standards Organizations  (ISO) two-letter country

codes.

The organizational level at which the analysis was conducted of the CERp/CC records was at

the site level, which is the level where the CERT@/CC  could expect to be working with the site

administrator or other authority with responsibility for the computers and networks at that site.

The analysis of the CER’I?/CC records was not conducted at the level of host computers for three

reasons: information on individual hosts was incomplete, an analysis at this level would have been

very difficult, and CERT@/CC  personnel did not track incidents at the host level.

Lottor has estimated the growth in the number of hosts and domains on the Internet since

1981. Since 1986, estimates were made using the ZONE (Zealot of Name Edification) program.

As of July, 1996, the Internet connected together a rninirnum of appro&ately 13 m&on host

computers. The Internet’s current growth rate results in it’s size doubling every 12 to 15 months.

Ii this current trend continues, this would result in the Intemet having  around 200 million host

computers at the turn of the century (January, 2001).

The growth in the Internet has not been uniform across the top-level domains. For example,

most of the three-letter, top-level domains contain hosts predominantly  in he United States.

Figure 2.4 shows the growth of these domains. While the number of hosts is growing  in all of these

domains, the growth in the commercial domains (.com, .neo appears more rapid  &an hose domains
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associated with education and government (.edu,  .gov, .oq~,  .m;r3:  These trends can also be seen in the

entire Internet. The various Internet growth rates are summarized in Table 2.5.

1.410.243 32’
1.923.304 36%(1 2(

n-94 2.227.730 16%j 30,000~

Table 2.5. Summary of Internet Growth Rates Over Six-Month Intervals
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Date Hosts % Change | Domains % Change!  WebSites % Change 

l-Jul-88 33,000   900 1 
l-Jan-89 80,000 142% 2,600 189% 

l-lul-89 130,000 63% 3,900 50% 

l-lan-90 203,200 56% 6,100 56% 

l-Jul-90 276,400 36% 8,200 34% -- 

l-Jan-91 376,000 20% 11,200 20% 

l-Iul-91 569373 51% 16,000 43% 

l-|an-92 727,000 28% 17,000 6% -- 

l-lul-92 j   1,067,588 47% 16,300 -4% 
>/o 21,000 29% 50 

" 3,000 24%I                 150 200% 
*sono/_ 

l-lul-94   I   3,225.177 
l-lan-95   I   4,851,843 
l-Jul-95   j   6.641,541 
l-lan-96  |   9,472,224 
l-lul-96   I 12,880,699 

45% 
50%| 
37%l 
43%| 
36%l 

46,000 
71,000 

120,000 
240,000 
488,000 

53%| 
54%l 
69% 

100%| 
103% 

3,140 
11,400 
28,200 

100,000 
230,000 

336Vo 

263% 
147% 
255% 
130% 
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Chapter 3

CERT@/CC  History and Policies

The CERT@/CC,  located at CMU’s  Software Engineering Institute (SEI), has been on the

“front lines” in defense of the Internet since November, 1988. This chapter presents a history of

CERT@‘/CC  and a description of their policies, particularly regarding advisories and the disclosure

of other information. This also includes a brief discussion of other CERT@-like  organizations.

3.1. Origins of the CERT@/CC

In November, 1988, a graduate student at Cornell University released a self-replicating

computer program on the Internet. This program, which has come to be known as the “Internet

Worm,” exploited several software bugs in the UNIX operating system to penetrate host computers

across the network. [RuG91:4]. At the time, the Internet consisted of approximately 60,000

computers [Lot92].  Although not programmed to damage computers or their files, apparently due

to an error in the program, the Internet Worm replicated rapidly within host computers. Infected

computers were rendered useless because their processing capability was absorbed by multiple

copies of the worm program. While only 2,100 to 2,600 host computers were infected,’ this

effectively “shut down” the Internet for several days as defensive measures were taken (which

included many sites disconnecting from the network) puG91:4,  Hug95:142].

In order to eliminate the Internet Worm, an ad hoc response team was created consisting of

experts at MIT, Berkeley, Purdue and other sites. The Worm code was reverse engineered and fures

for the software bugs and procedures for eradication of the Worm were developed and

disseminated [RuG91:4]. Following this incident, the Defense Advanced Research Projects Agency

@ARPA), sponsors of the Internet, decided to institutionalise  the concept of an Internet

emergency response team. The CERT@ Coordination Center (CERT@/CC) was therefore

established at CMU’?  Software Engineering Institute (SEI), near the end of November, 1988

pSV95:14; RuG91:5].

3.2. CER’I?‘/CC Purpose

The purpose of the CERT@/CC  is to provide the Internet community a single organization that

can coordinate responses to security incidents on the Internet. CERT@/CC  accomplishes this

during a security incident by establishing and maintaining communication with the affected sites,

and with experts who can diagnose and solve ‘security problems [HoR91:25].

1 The original and  most  common  estimate  is 6,000  hosts,  but  later research indicates  this  is incorrect  [RuG91:4].
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The CERT@ charter is to work with the Internet community to facilitate its response to
computer security events involving Internet hosts, to take proactive steps to raise the
community’s awareness of computer security issues, and to conduct research targeted at
improving the security of existing systems [CER96:1].

The CERT@/CC  organization is made up of three closely related groups, each providing related

products and services for the Internet community:

1) Operations  - a single point of contact for system and network security

a) 24hour technical assistance hot-line for responding to computer security incidents

b) advisories of Internet vulnerabilities through the CER‘l? Advisories mailing list,
as well as through an anonymous FTP  server and a Web site

c) additional product vulnerability assistance through a database of vulnerabilities

d) vendor relations

2) Education and Twining - help organizations form response teams, train users, improve security

a) security-related technical documents, summaries, and vendor-initiated bulletins

b) security-related seminars and workshops

3) Research and Development - to stimulate the development of trustworthy systems

a) security research and engineering

b) security-related tools [CER92:2; CER96:1-51

3.3. Operating Procedures and Policies’

The CER’l?/CC  currently consists of approximately 35 people who work in an isolated area of

the SEI. To conduct operations as outlined above, CERT@/CC  personnel perform the following:

a) Incident Response - The CERT@/CC  hot-line is manned for incident response Monday

through Friday during normal business hours. At other times, CERT@/CC  personnel assigned to

incident response are “on call,” and can be reached through the hot-line. CERT@/CC  personnel

currently respond to an average of 15 incident reports a day. Most incidents are limited, and

involve the use of known techniques. These can be handled by CERp/CC personnel. If

necessary, CERT@/CC  personnel will coordinate by adding volunteer experts within the Internet

community to form a larger response team.

b) Vulnerabilities Database - The CER’I@/CC maintains a database consisting of known

Internet software security v&et-abilities,  along with fties for these vulnerabilities.  Vulnerability

reports are collected from the Internet community at large and then, if confirmed by CERT@/CC

personnel, they are entered into the database.

2 The infoormation  in this section was gathered  primadly through interviews with CERT@/CC  personnel in 1995-96.
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c) Information Response - A large percentage of CER’I?/CC  inquiries have been for

information.  Many of these inquiries involve neither incident response nor vulnembilities, and are

more properly  handled by software or hardware vendors. This CER’I@/CC service is, therefore,

being phased out.

Since its inception, CERl?/CC has maintained strict rules of confidentiality. Information

provided by the CERl?/CC to the Internet community is limited to advisories about

vulnerabilities. These advisories give general information about the nature of the vulnerabilities and

specific details of how these vulnerabilities may be eliminated or mitigated. The CERl?/CC does

not publish information on the specific details of vulnerabilities or on how these vulnerabilities may

be exploited. In order to prevent aiding attackers in exploiting these vulnerabilities, this

information is only given to the appropriate vendors and individuals requiring the information in

order to correct the vulnerabilities.

Information about actual incidents, particularly the sites involved and the techniques used, are

strictly confidential. CERT@/CC  rules require that site confidentiality be maintained for two

reasons. First, if sites were to be identified, particulariy  during an incident, they may become targets

for additional attacks. In addition, the CERT@/CC  may receive fewer reports if confidentiality were

not guaranteed. Sites reporting to the CERT@/CC  desire this confidentiality not only to prevent

additional attacks, but also to prevent adverse effects from publicity. Because of this policy,

CERP/CC personnel will generally 1) not acknowledge the existence of an incident outside of the

response team and the sites involved, and 2) not inform sites involved in an incident of the

involvement of other sites, unless those sites give specific permission. Occasionally, the

CERT@/CC  issued advisories warning about significant Internet intruder activity, but with no details

about the incidents themselves.

3.4. Other Incident Response and Security Teams

The Internet is a diverse community of cultures, needs, policies, and technologies. There are a

variety of constituencies for incident response and security ranging from the Internet, to military

services, other government agencies, other networks, and commercial companies - all of which may

be located in foreign countries. As a result, since the CERT@/CC  was established, a variety of

computer security incident response teams have been established in various government,

commercial and academic organizations  around the world. The CER’I?/CC  continues to be the

largest and best known of these organizations. Also, since the Internet has become ubiquitous, it is
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unlikely that any large incident response effort would be outside the responsibility of the

CER’l?/CC.

Some coordination takes place between these incident response and security teams, pt-knarily

through informal arrangements. The Forum of Incident Response and Security Teams (FIRST)

provides an avenue for more formal interaction between these organizations. FIRST is a non-profit

corporation that was established to exchange information and coordinate response activities. As of

October, 1996, FIRST had 57 members. These are shown in Table 3.1 through Table 3.7.

As can be seen in these tables, the CERT@/CC  has a considerably larger responsibility than the

other organizations that are part of FIRST. In addition, the responsibilities of the CERT@/CC

overlaps most of these organizations. This is further evidence that we should expect that most

large incidents that took place on the Internet should appear in the CERT@/CC  records. This may

not be the case, however, with smaller incidents that fall within the more limited responsibility of

one of the other organizations.

3.5. Summary of CERT@/CC History and Policies

Following the Internet Worm incident in November, 1988, the Defense Advanced Research

Projects Agency (DARPA), established the CER’I@’  Coordination Center (CERT@/CC) at CMU’s

Software Engineering Institute (SEI) in order to provide the Internet community a single

organization that can coordinate responses to security incidents on the Internet.

The CERT@/CC  maintains strict rules of confidentiality. Information provided by the

CERT@/CC  to the Internet community is limited to advisories about vulnerabilities. Information

about actual incidents, particularly sites involved and techniques used, are strictly confidential.

Throughout the CERT@/CC  history, this high level of confidentiality has been controversial.

A variety of computer security incident response teams have been established in various

government, commercial and academic organizations around the world, although the CERT@/CC

continues to be the largest and best known of these organizations. These response teams

coordinate informally, and through the Forum of Incident Response and Security  Teams (FIRST).
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Internet and Other Network Response Teams in FIRST

Organization Constituency

AUSCERT  (Australian  Computer  Emergency  Resp. Team) Australia

CARNet-CERT met connected  sites

CER?  Coordination  Center The Internet

CERT-IT,  Computer  Emergency  Response  Team  Italian0 Italian  Internet

CERT-NL sumnet connected  sites

DFN CERT Germany

Israeli  Academic  Network Israeli  University  users

JANET-CERT All UK organizations  connected  to JANET  network

MxCERT  (Mexican CERT) Mexico  (.mx domain)

NORDUnet NORDUnet

SWITCH-CERT Sites  connected  to SWITCH

Table 3.1. Internet and Other Network Response Teams in FIRST, and their Constituencies FIR961

Other U.S. Government Agency Response Teams in FIRST

Organization

Department  of Energy’s  CIAC

Goddard Space fight  Center

Constituency

U.S. Department  of Energy  (DOE)  and DOE Contractor
sites.  plus the Energy  Science Network (ESnet)
Goddard Space Flight  tinter

NASA (Ames  Research Center) NASA  (Ames Research  Center)

NASA  Auto.  Sys.  Incid. Resp. Capability  (NASIRC) NASA  & the  International  Aerospace  &run.

NCSA-IRST  (National  Center for Supercomputing  National  Supercomputing  Community,  in particular  our
Applications  IRS’I) Industrial  Partners, Collaborators,  the State  of Illinois,

and  K-12 Illinois  Learning  Mosaic  community
U. S. National  Institutes  of Health Employees  of the U.S. National  Institutes  of Health

NIST/CSRC 1 NIST  and  civilian  U.S. agencies  (guidance  only)

U.S. Social  Security Administration

Small  Business  Administration  (SBACER’T)

Vet Health  Admin.  Forum of Incid.  Resp. Sec. Team

U.S.  Social  Security  Administration

Small  Business  Community  Nationwide

Veteran’s  Health  Administration

Table 32. Other U.S. Government Agency Response Teams in FIRST, and their Constituencies m96]

i: 
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U.S. Military Incident Response Teams in FIRST

Organization Constituency

AFCERT  (Air  Force  CERT) Air Force  Users

Department  of Defense ASSIST DOD - Interest  systems

Defense  Information  Systems  Agency MILNET

NAVCIRT  (Naval  Computer  Incident  Response  Team) U. S. Department  of Navy

Table 3.3. U.S. Military Response Teams in FIRST, and their Constituencies [FIR961

U.S. Educational Response Teams in FIRST

Organization Constituency

Northwestern  University Northwestern University  Faculty/Staff/Students

Ohio State  University  Incident  Response  Team(OSU-IRT) The Ohio State  University

Pennsylvania  State  University Pennsylvania  State  University

Purdue Computer  Emergency Resp. Team (PCERT) Purdue  University

Stanford University  Network Security  Team Stanford  University  Networks  and Systems

Table 3.4. U.S. Educational Response Teams in FIRST, with Constituencies [FIR961

Foreign Government Response Teams in FIRST
,

Organization Constituency

BSI/GISA Gemun Government  Institutions

CCTA All UK Government  and Agencies

Defence  Research Agency,  Malvern Defense  Research Agency

Renater Minister  of Research & Education,  France

Table 3.5. Foreign Government Response Teams in FIRST, with Constituencies pR96]
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Computer and Communications Vendor Response Teams in FIRST

Organization Constituency

Apple  Computer Apple  Computer  (worldwide)

Cisco  Systems Cisco  Systems  (employees/contractors)

Digital  Equipment  Corporation  (SSRT) DEC and  customers

FreeBSD,  Inc.

Hewlett-Packard  Company

I
users  of FmeBSD  or other UNIX  operating  systems

All HP-UX  and  MPE Customers

IBM-ERS
I

IBM internal  and  external customers I

MCI

Micro-BIT  Virus  Center

MCI  Employees,  Contractors  and AIIiance  Partners

Anyone  CaUing

Motorola  Comp. Emergency Resp. Team

Silicon  Graphics Inc.

SUN Microsystems,  Inc.

UNISYS  Computer  Emer.  Response Team (UCER’I)

Motorola

Silicon  Graphics’  User  Community

Customers  of Sun  Microsystems

Unisys  Internal/External  Users

sprint
I

1 Sprint Net (X.25) and  Sprint Link  (T,CP/IP) I

Table 3.6. Computer and Communications Vendor Response Teams in FIRST, with ConstiNencies FIR961

Other Commercial Response Teams in FIRST

1 Organization

ANS CO+RE  Systems,  Inc.

Bellcore

ANS Customers

Bellcore

1 Boeing  CERT  (BCERT)

EDS

General  Electric  Company

Goldman,  Sachs  and  Company

P Morgan

SAIC Security  Emergency Response  Center

TRW  Inc.

Westinghouse  Electric  Corporation

EDS and  EDS Customers

Thirteen  GE businesses

Goldman,  Sachs  offices worldwide

JP Morgan Employees/Consultants

Commercial  and  government  customers

TRW  Network and  System  Administrators

Entire  Corporation

Table 3.7. Other Commercial Response Teams in FIRST, with ConstiNencies  FIR961
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Chapter 4

CERT@/CC  Records

‘I’his chapter begins with a discussion of the evolution of CERT@/CC  incident response. This

is followed by a discussion of the characteristics of the CERT@/CC  records, and the methods used

to construct the individual incident records. The categories of data extracted from these

constructed incident records is then presented.’

4.1. CERT@/CC Incident Response

The org-ar&ation  and operation of the CER’I?/CC  appears to have gone roughly through three

periods: 1) an early,  informal period from November, 1988 to around January, 1992, 2) a

transitional  period for the next year and a half, and 3) a more formal period beginning in the,

summer of 1993. CERT@/CC  records reflect these changes in organization and operation.

4.1.1. Early, Informal Period -- November, 1988 to January, 1992 - After the Internet

Worm incident in November, 1988, DARPA quickly moved to establish the CER’I?‘/CC  in order

to institutionake  the incident response capability that was spontaneously formed during the

incident. Within weeks, the CERT@/CC was functioning at the Software Engineering Institute

(SEI) of Carnegie Mellon University, Pittsburgh. Beginning in these early weeks, and continuing for

this early period, the CERT@/CC responded to incidents in an ad hoc, informal manner.

Communications were primarily through electronic-mail (e-mail), supplemented by the telephone.

Records during this early period reflect resistance from CERT@/CC  personnel to efforts to

formalize incident responses, although there were continuous efforts to formal&e  the process of

forz~zfLztin~  responses. The rationale was to maintain the greatest flexibility for CERT@/CC

personnel, who could then use their own judgment in determining the correct course of action

during any incident. This system remained in place throughout the period studied in this research.

CERT@/CC  personnel have never formalized the rules of incident response beyond &at

necessary for a very basic training in incident response. Instead, CER’I@/CC  personnel r&d on m

extensive and lengthy apprenticeship training program, as well as p&r experience, for new

personnel to learn incident response.

Consensus was achieved in the early period in some areas of the incident response  process.

The ground rules for confidentiality discussed in Chapter 3 and 14 were established f&-ly  quickly.

Patterns  were ~SO developed for personnel scheduling, as the number of people  responding  to

1 Information  for this  chapter  was obtained  from the CERP/CC  records and  from discussions with CERTQ/CC
personnel  during  1995.

33



incidents increased in the first year from the initial two to around a half dozen. Incidents were

responded  to by personnel who were assigned to the hot-line position for one to two weeks at a

rime. men “on point” at the hot-line, CERp/CC personnel handled all aspects of all the open

incidents. At the end of their period on point at the hot-line, they would brief the incoming

personnel on the open incidents and then hand over the incident response function. As a result,

during this period, all incidents were handled by different people every one to two weeks.

Incident response was the initial motivation to establish the CERT@/CC.  This is a reactive role

with CERP/CC  personnel waiting for an incident to be reported before taking action. From the

beginning, however, the CER’I?/CC  charter also included the more proactive role of providing

security information to the Internet community. As a result, CER’I?/CC  quickly became a

repository for information on vulnerabilities in Internet systems.

Information on possible vulnerabilities came into the CERT@‘/CC  from both the Internet user

community, and from hardware and software suppliers. CERT@‘/CC  personnel would then test the

reported vulnerabilities to see if they were real. CERT@/CC  personnel maintained records of these

vulnerabilities. These records evolved into a vulnerability database that was maintained throughout

the period studied in this research. CERT@/CC  personnel included both the vulnerabilities, and the

“f=es”  or ‘Lwork-arounds”  that were developed either by CERPICC  personnel, by the software

and hardware suppliers, or by others in the Internet community.

This established the position of the CERT@/CC  as a single point of contact for system and

network security as described in Chapter 3. CERT@/CC  p ersonnel on point at the hot-line were,

therefore, responsible for three types of contacts from Internet constituents: 1) requests for

assistance during an incident (incident response), 2) informationfrom  Internet users and vendors on

vulnerabilities, and 3) requests from Internet users& information on how to reduce vulnerabilities

and to increase security.

4.1.2. Transition Period --January, 1992 to September, 1993 - By the beginning of 1992,  the

number ofincidents grew to where the ad hoc process of incident response was not satisfactory.

CERP/CC  personnel were overwhelmed in two ways. First,  the method of keeping track of

incidents was informal, involving handwritten notes and electronic mail (e-mail). Incident-s were

not tracked by numbers, nor by specific sites. As the number of incidents increased, CER’I?/CC

personnel had ir=-ing difficulty  keeping track of information and responding effectively.

Second, passing  the responsibility for all incidents to the incoming team was increasingly  difficult,

time-consuming and confusing.
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The first adjustment for CERT@/CC  personnel was to begin tracking incidents by site. As

discussed below, this primarily involved manually summarizing  e-mail into one file under a site

name. Also, CERT@/CC  personnel began numbering e-mail messages to aid in referring to them.

This procedure was continued through 1992. However, the adjustment proved to be inadequate,

and in the beginning of 1993, the CER’l?/CC  began tracking incidents by assigning a single,

random number, such as CERT@#1234, to each incident, in addition to continuing the assigning of

other numbers to individual messages. Inquiries for information were assigned information

numbers (example: INFO#45612),  and information involving vulnerabilities was assigned a

vulnerability number (example: VUL#789).  During the first half of 1993, an automatic e-mail

sorting and summa&ring system was developed based on these numbers. This was an improved

system, although the summaries were terse and generally required CERT@/CC  personnel to refer

frequently back to the original messages.

The second adjustment made by the CERT@/CC  during this period was to transition the

response team away from handing off incidents to different people every week or two. Instead,

each incident was assigned to one person in the CERT@/CC  to handle comprehensively from the

beginning until the incident was closed. This helped to ensure continuity in incident response. The

assignments were made according to the workload of CERT@/CC  personnel.

4.1.3. Formal Period -- September, 1993 to December, 1995 - By the end of the transition

period, incident response was formalized. CERp/CC personnel responding to the hot-line and e-

mail inquiries were now known as technical coordinators. One change that was made during 1994

was to improve the program used to sort and summa&e  e-mail. This included having the program

copy more of the body of each message into the summary file for that incident number. This

significantly reduced the need to refer to the original messages.

4.2. CERT@/CC Record Characteristics and Methods of Analysis

The CER’l?/CC  records reflect the purpose of the CERT@/CC  to respond to Internet

incidents, investigate vulnerabilities, and disseminate information. As discussed, this required the

development of a vulnerability database that could be accessed by CERT@/CC  personnel during an

incident, and when information was requested. CERT@/CC  also disseminated information through

the CERl?’ Advisories mailing list (e-mail listserver), through an anonymous FIT (file transfer

protocol) site, and later through a World Wide Web site.
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For incident response, all CERT@/CC  records were maintained “on-line” in the CERT@/CC

local area network. These records could be searched for key words in order to fmd similar events.

In addition, as discussed above, beginning in 1992, each message that arrived at the CERT@/CC  was

assigned a unique’ number in the incident summary file. This number could be used to view the

original message.

While the CERT@/CC records were useful for the “real-time” CERT@/CC  operation, the

records did not represent a source of information valuable for analysis. For example, the actual

number of incidents reported to the CER’I?/CC  could not easily be determined. This was because,

even in the period after the transition, multiple records could be opened for the same incident, if it

was reported by more than one site. The records themselves usually indicated the relationship

between these records, but this required reading the individual incident summaries.

4.2.1. Early Period Records -- November, 1988 to May, 1992 - Records from the early

period and the beginning months of the transition period consist primarily of the e-mail and other

files sent to the CERT@/CC.  These messages and files were archived together in chronological

order, without any other organization. For the first two years, the records also include a limited

number of DARPA-requested periodic summaries. These summaries proved to be of limited use.

In order to gather data about incidents during this period, I had to create the incident records

from the more than 10,000 messages in the CERT@/CC  archive. Since there was no organization

to the file, I read each message in chronological order, and then processed it as follows:

1) If the message did not contain information about an incident, it was eliminated from
consideration. Examples of eliminated messages include information from a user or
vendor about a vulnerability, or a request for information from a user.

2) Unix search tools, such as the g@ utility, were used to relate key words and phrases to
the incidents already created. The primary key word used was the site name, but
searches were also conducted using other distinctive words or phrases, such as the
method of attack, or the name or location of the attacker.

3) If a match of key words or phrases was found, the message was compared to the
incident it matched with in order to judge whether it was part of the same incident. I f
the message was determined to be part of that incident:

a) The message was appended to the end of the incident’s file.

b) Keywords in the message were then used to search the remaining CER’I?/CC
records near this time frame for further matches. If other messages were found
to be related, they were also appended to the incident’s file.

4) If a match of key words or phrases was not found for a message, a new incident file was
created and the message was copied into it. The file was assigned a unique number that
indicated the reporting date of the incident. For example, the incident file 90-054-06
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would indicate the incident was first reported to the CERT@‘/CC  on the 54h  day of 1990
(February 239. The last number, 06, indicates that it was the bth incident reported to
the CERT@/CC  that day.

4.2.2. Later Period Records -- May, 1992 to December, 1995 - Starting in May, 1992,

summaries were available for the incidents reported to the CER’I’@/CC.  These summaries were

originated or “opened” when CERT@/CC  personnel determined that an incident had probably

begun or taken place. These summaries were kept on-line in a large file of open incidents that

could be accessed by all CERT@‘/CC  personnel. YUhen it was determined that an incident was

completed, it was marked “closed.” Once a week, the CERT@/CC  archived records as follows:

1) All closed incidents were removed from the open file and placed in a separate file of
closed incidents for that week.

2) Ihe file with the remaining open incidents was then copied into a separate archived file.

In 1992,  the summaries were created and maintained through manual entries by CERT@/CC

personnel. These entries included notes and excerpts from e-mail and other files sent to the

CER’I?‘/CC.  The completeness of these summaries depended upon who created and maintained

them, with some being relatively detailed in their entries, which meant the summary could be used

without reference to the original e-mail. Other CERT@/CC  personnel were less detailed in their

entries, which made the summary shorter, but also required more frequent references to the original

messages. These summaries were sometimes an incomplete record of an incident.

In 1993, the CERT@/CC incident summaries were changed to include the CERT@, INFO, and

VUL numbers. This allowed the summaries to be initiated and maintained through an automated e-

mail sorting program. Unfortunately, until the middle of 1994, this program appeared to excerpt

very little from the incoming e-mail - often only the subject line. This probably required

CERT@/CC  personnel to reference the original e-mail frequently.  This also made the summaries a

relatively incomplete record during this year.

In the summer of 1994, the summaries became more extensive. Throughout the remaining

records, the summaries generally contained the bodies of the e-mails sent to the CER’I@/CC.

Response personnel could probably use these summaries without reference to the o+ina~

messages. In this last period, the summaries represent a relatively complete incident record.

As stated earlier, the correspondence between incidents and summaries was not one-to-one.

An incident summary was opened when an incident report was received by the CERT@/CC. Many

of these summaries later proved to be related to each other. Once CERT@/CC  personnel

determined that two or more summaries were related, the usual course of action was to indicate this
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relationship in the summaries, but to keep all the summaries open. As such, the number of

summaries in the CERT@/CC  records is greater than the number of actual incidents. Occasionally,

a summary was closed and the information from that summary was copied to a related summary.

In order to gather data about incidents during this period, I had to create the incident records

from the CERT@/CC summaries. Because there was more organization to the summaries than to

the e-mail, it was easier to reconstruct the incidents using the summaries. I processed each CER’I?,

INFO and WL summary as follows:

1) If the summary did not contain information about an incident, it was eliminated from
consideration.

2) Unix search tools, such as the gn?p  utility, were used to relate key words and phrases to
the incidents already created. For the early summaries, the primary key word used was
the site name, with searches also conducted using other distinctive words or phrases,
such as the method of attack, or the name or location of the attacker. After CER’I?,
INFO, and WL numbers were assigned to the summaries beginning in 1993, these
numbers became the primary key words for searching.

3) If a match of key words or phrases was found, the summary was compared to the
incident it matched in order to judge whether it was part of the same incident. In this
process, any notes in the summary relating to other summaries were used to aid in
determining the relationship. The judgment of CERT@/CC  personnel was given strong
weight. For example, a common phrase was “related to CER’I@#XXX.”  This usually
resulted in the summaries being combined into one incident. The phrases “may be
related to CERT@#XXX,”  or “possibly related to CERT@#XXX”  were given less
weight. If the summary was determined to be part of the same incident:

a) The summary was appended to the end of the incident’s file.

b) Keywords in the summary were then used to search the remaining CERT@‘/CC
records near this time frame for further matches. If other summaries were
found to be related, they were also appended to the incident’s file.

4) If a match of key words or phrases was not found for a summary, a new incident file was
created and the summary was copied into it. The file was assigned a unique number that
indicated the reporting date of the incident. For example, the incident file 93-035-05
would indicate the incident was reported to the CERT@/CC  on the 35” day of 1993
(February 49. The last number, 05, indicates that it was the 5* incident reported to the
CER‘I@/CC  that day.

As noted earlier, the incident summaries from the Spring of 1993 to the Summer of 1994 were

incomplete. Because of the number of incidents in this period (over 1,400),  time did not allow

extracting information from the original messages for these incidents. As such, for this period, the

incident records created as part of this research did not give complete  de&s.
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4.3. Data Extraction

After the incidents were reconstructed from the CER’I?/CC  records, I examined each of the

incidents 1) to ensure that the incident was reconstructed correctly, and 2) to extract data from each

incident. The following fields of data were then placed in a summary file:

1) Reportkg  Date - me first field in the summary file was the incident file identifier, which

indicated the date the incident was reported to the CERTI@/CC.  The field contained three numbers

separated by the letter “i” and two dashes. Using the example file name cited earlier, an example of

an entry in this data field is “i93-035-05,” which indicates the incident was reported to the

CERT@/CC  on the 35* day of 1993 (February 47. The last number, 05, indicates that it was the 5&

incident reported to the CERT@/CC  that day.

2) Starting Date (SD) - The starting date was assumed to be the same as the reporting date,

unless there was some other information in the file to indicate the incident actually began at an

earlier date. If there was such information, this was used to determine the starting date. This field

in the file contained two numbers separated by a dash. An example is “92-015,” which indicates the

incident began on the 15” day of 1992 (January 157.

3) Ending Date (ED) - The ending date of an incident was more difficult to determine,

particularly in the later files. Some preference was given to the date the incident was closed, but

closing the incident in the CERTl?/CC  summaries was an administrative function that was not

necessarily related to the actual ending date of the incident. Other possibilities were to use the date

of the last activity recorded in the file, or to use a date discussed in the narrative of the file. These

possibilities were examined in each of the incident fries to make a judgment as to the ending date.

This field was also entered as two numbers separated by a dash.

4) Number ofsites  (ZVSJ  - This field listed the total number of sites involved in the incident.

This included both the sites that reported the incident, and the other sites involved. The majority

of incidents involved two sites (60.2’): the attacking site and the attacked site. Some incidents (91

incidents, 2.1”/0 involved only one site, which meant the attacker was located at the site being

attacked. The remaining 1,699 incidents (37.7 /)O o involved more than two sites. More than 100 sites

were involved in 31 of the incidents, and the largest incident involved more than 1,500 sites. ‘I’his

field was recorded as a positive integer.

5) Number ofMessages  (NM] - The number of messages received by the CERT@/CC  may

give some indication of the CERT@/CC  workload. In some instances, the CERl?/CC was

involved in an incident only to a limited degree, even if the incident was large. For  example,  m
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incident that involved 100 sites, but only two messages to the CERT@/CC  may indicate limited

CER’I?/CC  involvement or workload. This field was recorded as a positive integer.

6) Reporting Sites (RS) -The site name was recorded for each site that reported the incident.

In the records after 1992, this generally corresponded to the sites that were assigned a CER’I?

number for the incident. The site names listed were as discussed in Chapter 2, such as nnu.edu  or

tidgets.co.uk. For some of the sites, the site name was not available, but the IP address was. In

these cases, the fmt two octets of the II? address were recorded instead of the site name. For

example, for an II? address of “111222.333444,” the octets “111.222” would be recorded. All of

the reporting sites were listed in this field of the summary file. After the data for all incidents were

extracted from the records, the site names were replaced with numbers and top-level domain

names. For example, nidgets.co.trA:  might have been replaced with 123.~fz.  IP addresses were

replaced with a “z” domain, such as 123.q

7) Other Sites (OS) - The incident file was examined to determine if there were other sites

involved that had not reported the incident. If there were other sites that could be determined,

they were listed in this field. If site names were not available, and the II’ address was, then the first

two octets of the IT address were entered in the field. As with reporting sites, after the data for all

incidents were extracted from the records, the other site names were replaced with numbers and

top-level domain names.

8) Level (Lv - Each incident was classified as discussed in Chapter 7. This was recorded as a

single integer as follows:

1 root break-in 5 access attempt
2 account break-in 6 disclosure of information incident
3 denial-of-service incident 7 false alarm
4 corruption of information incident

9) Method’s of Operation (MO) - CERp/CC  personnel began recording a field of

information in the CERT@/CC  incidents in 1992 called “MO.” CER’I@/CC  personnel used this

field for two types of information. First, they recorded their judgment as to the severity of the

attack. This was the level of attack which, for this research, was separated out into the Level (LV)

field (discussed above). Second, CERT@/CC  personnel recorded in this field the tools and

vulnerabilities used for access as depicted in Figure 6.9 in Chapter 6. If information was available in

this field of the record, or in the text of the record, regarding the methods of operation used in the

incident, they were recorded in the MO field of the summary file in the form of key words. In

addition, the level of attack was written in key words in this MO field. Finally, a limited amount of
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information about attackers, results and objectives (defined in Chapter 6, and shown in Figure 6.9)

were also recorded in this field. The keywords used and their frequency of occurrence are discussed

in Chapter 8.

10) Corrective Actions (CA) - CERT@/CC records gave little information as to the corrective

action taken in each incident. If information was available on corrective actions taken, it was

recorded in the form, of key words in this field of the summary. The keywords used and their

frequency of occurrence are discussed in Chapter 8.

11) CE’p N,ber (CN) - The last field of data extracted from the incidents was the

number or numbers assigned to the incident by CERT@/CC  personnel. As discussed earlier,

assignment  of these numbers began  in 1993. If an incident was reported by multiple sites, typically

there were multiple CER’I@  numbers assigned to the incident. In addition, incidents sometimes

also had WI. (vulnerability) or INFO (information) numbers assigned to them. All numbers that

were assigned by CERT@/CC personnel to the incident were listed in this field of the summary.

For incidents prior to 1993, this field in the summary record is blank.

in example of a record in the summary file is shown below. This is an incident that was

reported to the CERT@/CC toward the end of 1995. The incident began four days before it was

reported and it ended 40 days into 1996. Three sites reported the incident, which caused

CERT@/CC  personnel to assign three CERT@  numbers to the incident. An additional 18 sites were

involved. This incident was a level 3, denial-of-service incident, with methods of operation and

corrective actions as shown. The example incident record is as follows:

i95-362-01  SD:  95-358 ED: 96-040  NS:  0021 NM:  0042 Rs: OOb.edu,  468.net.  192.net  OS:  775com, 595com,
316.com,  348.com,  945.com.  bOO.com,  405.com.  1763.com,  347.com,  150.com,  Oll.fi,  1764.com,  815.com,
1309.com,  OSS.net,  097.com,  1765.com,  772com LV 3 MO:  dos attack,  mail spoofing, mad subscribing,
majordomo CA: notify site, titer, police, close account  CN: CERT#6995,  CERT#16821,  CERT#16470

4.4. Summary of CERT@/CC  Records

The organization  and operation of the CERTa’/CC  appears to have gone roughly through three

periods: 1) an early, informal period from November 1988 to around January 1992,2)  a transitional

period for the next year and a half, and 3) a more formal period beginning  in the summer of 1993.

CER’T@/CC  records reflect these changes in organization and operation.

For incident response, all CER’I?/CC records were maintained “on-line” in the CERTa’/CC

local area network. While the CER’I?/CC  records were useful  for &e “re&he”  CERT@/CC

operation,  the records did not represent a source of information valuable for analysis. For this

research, 1 had to construct the incident records from these records. In the early period,  he
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records consisted primarily of the e-mail and other files sent to the CERT@/CC  archived together

in chronological order, without any other organization. Starting in May 1992, summaries were

manually created for each site reporting an incident to the CER’I@/CC.  Since multiple sites could

report the same incident, multiple summaries could be open for a single incident. In 1993, the

CERT@/CC incident summaries were changed to include the CERT@, INFO, and WL numbers.

This allowed the summaries to be initiated and maintained through an automated e-mail sorting

program.

Data were extracted from each incident after the incidents were reconstructed from the

CERT@/CC  records. These data included reporting date, starting date, ending date, number of

sites, number of messages, reporting sites, other sites, level of attack, methods of operation,

corrective actions, and CER’I?  number.

The next chapter develops a definition of computer security. This is followed by the

development of a taxonomy of attacks in Chapter 6. In the remaining chapters, the incident

records described in this chapter (Chapter 4) will be analyzed.
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Chapter 5

A Formal Definition of Computer Security

Development of agreed upon terminologies and principles of classification (a taxonomy) are

two of the necessary prerequisites to systematic studies in any field of inquiry pcK82:3].  The

development of a comprehensive taxonomy in the field of computer security has been an

intractable problem of increasing interest [Amo94:31]. Even the potential for partial success in this

area makes this effort valuable.’

‘Ihe first step in the development of a comprehensive taxonomy for the classifKation  of

computer and network security attacks and incidents was to define co@z&r se&& This was done

by first examining alternative definitions of computer security and then narrowing the definitions

toward the following formal definition: Conpter sea&y is preventing attackers from achieving

objectives through unauthorized access or unauthorized  use of computers and networks. This

formal definition provided a boundary to the computer and network security field that was then

expanded into the taxonomy described in thapter 6.

5.1. Simple Computer Security Definitions

In the early days of computing, computer security was of little concern. The number of

computers and the number of people with access to those computers was limited [GaS96:11;

Amo94:1].  The first computer security problems, however, emerged as early as the 1950’s, when

computers began to be used for classified information. Cont&ntiaL~  (also termed secrecy) was the

primary security concern l$~G91:9],  and the primary threats were espionage and the invasion ofpbacy.

At that time, and up until recently, computer security was primarily a military problem, which was

viewed as essentially being synonymous with infomahm  sea&y. From this perspective, security is

obtained by protecting the information itself.

By the late 1960’s,  the sharing of computer resources and information, both within a computer

and across networks, presented additional security problems. Computer systems with multiple

users required operating systems that could keep users from intentionally or inadvertently

interfering with each other [G&96:15].  Network connections also provided additional potential

avenues of attack that could not generally be secured physically. Disclosure of information was no

longer the only security concern. Added to this was concern over maintaining the integrity of the

information. Conventional wisdom dating from this period was that governments are primarily

’ Personal communication &rn Dr. Thomas k Longstaff,  CERT@/CC.
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concern with preventing the disclosure of information, while businesses are primarily concerned

with protecting the integrity of the information, although this is becoming less the case [Am094:4].

In their popular  text on Internet security and firewalls, Cheswick and Bellovin define computer

security to be “keeping anyone from doing things you do not want them to do to, with, on, or from

your computers or any peripheral devices [ChB94:3].” Using this definition, computers are seen to

be targets that can be attacked (“do to”), or tools that can be used (“do . . . with, on, or from”).

From this perstiective, computer security is distinguished from information security. “Computer

security is n.ot a goal, it is a means toward a goal: information security [ChB94:4].”

A more operational definition is presented by Garfinkel and Spafford in their text on Unix and

Internet security: “A computer is secure if you can depend on it and its software to behave as you

expect . . . . This concept is often called tnrst  you trust the system to preserve and protect your

data [GaS96:6].” The authors intend for this definition to include natural disasters and buggy

software as security concerns, but to exclude software development and testing issues.

These definitions are relatively informal, and as a result, they are not adequate to the

development of a taxonomy of computer security problems. Ideally, a definition would

unambiguously demarcate the boundaries of the field of concern. For example, natural disasters

and buggy software both can result in damage to computer files, and, therefore, a very broad

definition of computer security would include both of these. As a practical matter, however, the

computer security field is not usually considered to be this inclusive. Garfinkel and Spafford

include these concerns in their definition of computer security, but they narrow their focus on

“techniques to help keep your system safe from other people - including both insiders and

outsiders, those bent on destruction, and those who are simply ignorant or untrained [&S96:7J.”

5.2. Narrowing the Defiition of Computer Security

There are many events that could result in damage to of loss of computer files that are included

in the broad, informal definitions of computer security, but they are more appropriately considered

part of related security fields. Theft of computer equipment would certainly result in the loss of

computer files,  but this type of theft is similar to the theft of the copy machine, telephone, jewelry,

or any other physical object. Methods to provide security for physical objects are well-developed,

and are not unique to computer equipment.2 Environmental threats, such as earthquakes, floods,

2 I do not consider physical security as part of “computer secudy”  unless it concerns access control. The distinction
intended  here  is between the  physical  security  of the hardware and  physical  security  that  protects  computer and
network  processes,  files, and  data  in transit  The physical  security  of the hardware from theft,  vandalism,  etc. is not



lightning, power fluctuations, humidity, dust, varying temperatures, and fire, can also result in

damage to computer files, but they also can cause damage to other property. It seems customary

for authors to include these threats within their broad computer security definitions, but they then

proceed to exclude discussions of these problems in their texts or papers on computer security.

The definition of computer security developed here is intended to explicitly exclude these areas.

Another similar area involves software. “Buggy” software is certainly a threat to computer files.

Improperly implemented software could cause files to be ,damaged or lost. But this does not, of

course, mean that we should include software development as a subset of the computer security

field. Most software development issues, instead, fall outside of the computer security field.

Software errors, however, clearly lead to security problems: they sometimes create v&ret-abilities

that can then be exploited. In fact, software that operates correctly can also be a security problem

when it is operated in a manner which was not intended. Software problems will be included in the

taxonomy developed in Chapter 6 as a method for the introduction of system vulnerabilities that

could be exploited to breach computer security.

A common method to narroiv the definition of computer security is to concentrate on the

three categories of computer security: confidentiality, integrity, and availability pIuG91:9,

Lan81:251].3

Confidentiality requires that information be accessible only to those authorized for it,
integrity requires that information remain unaltered by accidents or malicious attempts, and
availability means that the computer system remains working without degradation of access
and provides resources to authorized users when they need it l&m95:1].

This concentration focuses computer security on the protection of computer files, and ensuring

the availability of the computer and network system. This focus is too narrow for at least two

reasons. First, as will be shown in Chapters 7 and 10, the most common type of attack seen on the

Internet appears to be motivated by the objective to gain access to a supmser or root account on a

Unix-based computer system.4 More specifically, the access sought is to a command interpreter or

sbeJ which has full access to the computer. In other words, the access sought is to a process that is

unique to computer  equipment,  and  is similar  to the physical  security  needs  relative  to all  high-value  equipment,  and,
therefore,  it is a general  law-enforcement  problem. Physical  security  required  to prevent  access to computer  and
network  processes and files, on the other  hand, rj unique  to computers  and  networks.  I, therefore,  separate  these
physical  security  needs  and  include  only  the second in the deli&ion of computer  security.
3 As discussed  earlier,  different authors  use different terms  for these  three categories,  some using  “opposite”  terms.
4 Computers  using  the Unix  operating  system or using  an operating  system  derived  from Unix  form the basis  of the
infrastructure  of the Internet  Internet  incidents  during  the  period of this  study  almost  exclusively involved  Unix-
based systems.  For those who are unfamiliar  with Unix,  there are numerous  texts available  that  describe  the  system.
Examples  include  [Gi.l92]  for Unix  System V and its derivatives,  and  [Sob951  for BSD  and  its derivatives.
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operating (the shell) and not necessarily to me&s. Many attackers indeed are attempting to use the

process  access to gain access to the files, but many are simply after the process access helf.

Ihe other reason this focus is too narrow is found in the security architecture of Unix-based

computer  systems, where security is based on protection of obects,  which includes both processes

and files. Access to processes is commonly restricted by accounts to which the user must log in,

such as by entering the correct user name and password. Once an attacker gains access to a

process, then the process must be used to gain access to files. In other words, access to a file

system  requires  two steps: access to a process, then access to the file. This is illustrated by a typical

Unix process, such as the /bin/@  utility (used to copy files). A user gets access to this utility upon

successfully logging into an account. Access to the /bin/@ utility, however, does not mean that the

user can now use this process to copy any file. When a process runs, it may access only a limited

collection of files that are associate with the user pan92:193].  The user may, therefore, use the

/bin/p utility only to copy files for which that user has the appropriate permission.

In addition to using processes to access files, processes may also be used to access data that is in

transit across a network. In this case, these data are not contained in files which would be located

in primary memory (the computer’s volatile random-access memory), or in secondary memory

(storage disks). They are instead a stream of data packets in transit. These can be accessed by

processes operating at the origin host for the data transmissions, at the destination host, or at hosts

in between through which the data pass.

In summary, concept&zing computer security as being based on providing confidentiality,

integrity, and availability in a computer system Fum95:1]  narrows the focus to thejfes in a system.

Confidentiality and integrity specifically refer to the prevention of disclosure, alteration or deletion

of the information contained in computer files [RuG91:9-101.  As discussed above, however, this is

only one of the levels of access in a typical computer security system. Access controls are used to

restrict access to processes, files, and data in transit.

5.3. Toward a More Formal Definition

With these criticisms in mind, I used the following two questions as a sting point for

developing a more formal definition of computer security:

1. What resources are we trying to protect?

2. Against what must the computer systems be defended?

’ The first  of these  questions came from the three questions that Cheswick  ad B&e used  to attempt  to de&e
computer  security [ChB94:4]:  The second of their questions, “A@rist  whom must the computer systems tx
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5.3.1. mat resources are we trying to protect? - As the previous discussion suggests, the .

resources that we want to protect are the processes, JUTS and data in transit, on computers and

networks. As stated by Tanenbaum,

A process is basically a program in execution. It consists of the executable program, the
program’s data and stack, its program counter, stack pointer, and other registers, and all
other information needed to run the program van92:12].

A@ is “a collection of records or data designated by name and considered as a unit by the user

~96:441].”  These-are  usually stored in secondary memory (disks). Data in transit are packets of

data that are being transmitted across a network.

Some  authors suggest including other objects, such as ah&bases, or semaphorer pan92:193].6  At

the level of abstraction required for this research, it seemed unnecessary to make these distinctions.

As such, processes were assumed to include their variables (such as semaphores) and the temporary

files in volatile memory, and files were assumed to include databases, directories, etc. that are stored

in secondary memory.

From the operational  viewpoint,  processes, files, and data in transit are not independent

categories. While processes can be targeted separately, files and data in transit can only be reached

through processes. On the other hand, before a process is activated, it is stored as a file. The

important point, however, is that processes, files, and data in transit are secured separately. Because

of this, it is appropriate to include all three separately as the “resources we are trying to protect.”

The exception to this is physical attacks. In these cases, files or data in transit could be reached

without first accessing a process. An example of this would be stealing floppy disks, hard disks or

entire computers. As stated earlier, methods to provide security for physical objects are well-

developed, and are not unique to computer equipment. As such, theft of hardware will not be

included in this definition of computer security. Another possibility, however, would be the use of

a a&a t@ where a cable carrying network traffic is “listened” to by a device external to the network.

Even the electromagnetic emanations surrounding a computer, sometimes called Van Eck raufation

[Sch94:141], can be “listened” to for data being processed on the computer. These types of

defended?,”  is not addressed  as part  of this  research,  primarily  because  there is little  information  in the CER’l’a’  records
about  the identity  of attackers.  The third of the Cheswick  and Bellovin questions,  “‘How  much  security  can  you
afford?,” brings up the important  problem  of the affordability  of security. Ueady,  tradeoffs  must be made between
securitv and  cost It is widely claimed  that  greater security  results in greater cost.  The research reported here,
however,  was concerned with identifying  security  problems  rather  than  defenses, pa&duly witi respect to he

Internet  and  national  security.  As such,  the subject  of the affordability  of defensive  measures  was not researched.
6 A database is a “collection of interrelated  data  files or libraries,  or a data  bank,  organized  for ease  of access,  update
and  retrieval  [LaL36:438].” A semaphore is an example of a variable  in a software  program,  particularly  an operating
system. In this  case,  it is an integer  variable  used for counting pan9241].
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physical  attacks ;LTe of concern in this research, although later chapters show that  there is no

example of such attacks in any of the CER’l?/CC  records. Of course, they would be hard to detect

if they had occurred.

5.3.2. Against what? - This question could be interpreted in several ways. One way is as a

question about what is being used to perform an attack. For example, an attacker could use a self-

replicating computer code, such as a virus or worm, or the attacker could run a shell script that

exploits a software bug to defeat access controls on a process. These are all “tools” that the

attacker may use to accomplish an objective (discussed in Chapter 6). From the operational

viewpoint, this interpretation is on the “means” portion of “means, ways, and ends,” which is a

common paradigm in military strategy that “defines objectives, identifies courses of action to

achieve them, and provides the resources to support each course of action [Gue93:xv].“7

The somewhat opposite perspective is to interpret “against what?” to mean the “ends” part of

“means, ways, and ends.” Computers must, therefore, be protected against the “ultimate

objective,” “purpose” or “target” of an attack. From this perspective, computer security is about

preventing such crimes such as theft, fraud, espionage, extortion, vandalism, and terrorism.

A third interpretation, also from the “ends” part of “means, ways, and ends,” has already been

discussed: computer and network files and data in transit must be protected from being read,

altered or deleted (Section 5.2). In addition, computers and networks must be available when we

want them [Amo94:3].  Cohen presents this viewpoint as follows:

I have taken the perspective that, regardless of the cause of a protection failure, there are
three and only three sorts of things that can result:

1. Otherwise defect-free information can become corrupt,

2. Services that should be available can be denied, and/or

3. Information can get to places it should not go. [Coh95:54]

Cohen terms each of these results as u?~~~~tions,  which he specifically calls comrptio~n,  d&ad and

leakage [Coh95:54-551.  Steps taken to prevent disruption, which we can termp~~~&o~~,  have &-ady

been discussed as inte&y,  avkhbihy,  and cony%ientia&y.

Each of these interpretations has its conceptual advantages, as well as its limitations. Computer

and network processes, files, and data in transit must be protected from the “means” of am&, such

;1s computer  viruses, the exploitation of system vulnerabilities, etc. They must also be protected

7 It is my feeling that  such  a process-odented  approach yields  a satisfactory  taxonomy  because it tries to follow the
thought process of the attacker. I did not use this approach because  of its military  connection.
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from the “ends” of attack:  crimes, including theft, fraud, espionage, extortion, vandalism, and

terrorism. Files and data in transit must be protected from corruption or leakage, and computers

and networks must be available for use. In short, all of these interpretations of “what” computer

and network processes and files must be protected against should be included in the definition of

computer security.

In order to provide such a comprehensive definition of computer security, I adopted an

interpretation of “against what” as being against the “ways ” of attacks. This perspective is between

the “means” and “ends” perspectives presented above. Two example attacks will illustrate this

interpretation. In the first example, an attacker copies a password file from the target system using

TFI’I? (trivial file transfer protocol). The password cracking program crack is used on this password

file to obtain the password of a user’s account. The attacker then uses telnet to sign into this

account. Once in this account, the attacker runs a shell script to exploit a vulnerability and gain

root privileges which the attacker uses to copy sensitive files and software. In the second example,

an attacker floods the target system with nuisance electronic mail (e-mail), which causes the target

system’s hard disk to reach its storage limits and the system to stop processing.

As shown in Table 5.1, in the first example, the “means” of attack include tftp, cm& telnet, a

shell script, and the exploitation of vulnerabilities in the system, The “ends” of the attack are the

leakage of sensitive files and software. In the second example, the “means” of attack is a flood of

e-mail, with the “ends” being a denial-of-service shutdown of the system.

Example Attack “means” ‘Lways” “ends”

copies password file, gains tftp, CA?, telnet, shell unauthorized access
access to user account, then script, vulnerabilities
root privileges

copy files, software

sends e-mail to flood system e-mail program unauthorized use

Table 5.1 Example Attacks

denial-of-service
I

Table 5.1 also shows the “ways” of each of the example attacks. In the first example, tftp, CT&,

telnet, etc., are all used to defeat the access controls on the system in order to accomplish the ends

of the attack: to copy files and software. Here the attacker is not authorized for the access. This is

different from the second attack where the access to the e-mail program and even the target system

ir authorized. The access, however, is used in an unauthorized manner in order to flood the target

system with e-mail and cause it to shut down. This is the perspective taken in my definition of
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computer security: on the “ways” of computer and network attacks. The two “ways” possible are

either to gain unauthorized access, or, given an authorized access, to use that access. in an

unauthorized manner.

This separation of the “ways” into mazhoti~ed  access and unauthotixed  use is not mutually

exclusive, and using one or the other term is not exhaustive. More specifically, actess  and use are not

the same concept, although they are related in an attack. For example, when an attacker bypasses

access controls (unauthorized access) in order to accomplish an objective, the attacker is also

making inappropriate use of computers and networks (unauthorized use). An alternative would be

to use the two terms unauthorised  access and authorixed  access. 8 The problem with this combination is

the use of the word “authorized” which implies not only the access but also the action (use) is

authorized. Because I felt that it was more important to emphasize the unautholi~ed  nature of an

attackers activities, I chose to use the first pair of terms (unauthorixed  access and unauthorixed  tise>,  but it

should be understood that unauthorised  use implies authorized  access. In addition, it should be

understood that unaulhorixed  access implies that this access will result in an unauthori?ed  use.

i

5.4. A Fomd Definition of Computer hxrity

The choice of perspectives is not a neutral process. There is a dependence on the questions

being answered and on the purpose of the investigation. As stated by Landwehr, et al.,

A taxonomy is not simply a neutral structure for categorizing  specimens. It implicitly
embodies a theory of the universe from which those specimens are drawn. It defines what
data are to be recorded and how like and unlike specimens are to be distinguished. In
creating a taxonomy of computer program security flaws, we are in this way creating a
theory of such flaws, and if we seek answers to particular questions from a collection of flaw
instances, we must organize the taxonomy accordingly [LBM94:214].

The taxonomy presented as part of this research was influenced by wanting to describe, classify

and analyze the observed Internet security incidents. That is one of the primary reasons that a

taxonomy of ati& is being developed. It is also influenced by viewing attacks as processes that,

when successful, lead attackers to their desired objectives. This influence, and the above discussions

leads to a definition of computer security using the common characteristic of all attacks: the

attacker is trying to achieve an objective. The definition used for this research is as follows:

Co~z&- seti is preventing attackers from achieving objectives through unauthorised
access or unauthorized use of computers and networks.

8 Suggested  by Dr. Thomas  A. Longstaff  at the CERT@/CC.
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This definition provides the desired demarcation of the computer security held. Concerns

about computer equipment theft and environmental threats are excluded. Sofmare  flaws are

included, but only if they result in vulnerabilities to the system that could be exploited to provide

unauthorized access or use. Both the means used to gain unauthorized access or use (virus, Trojan

horse, telnet, etc.), as well as the ends of attacks (corruption, disclosure, or denial-of-service leading

to theft, espionage, fraud, etc.), are included because they require unauthorized access or

unauthorized use. The definition also excludes unintentional events [Amo94:2].
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Chapter 6 ’

A Taxonomy of Computer and Network Attacks

‘Ihis chapter  presents  a brief discussion of the desired characteristics of a taxonomy. This is

followed by a critique of current taxonomies in the computer and network security field. These

current taxonomies include lists of terms, lists of categories, results categories, empirical lists and

matrices. A proposed  ~onomy for computer and network ahizcks  is then presented. This

taxonomy  was developed from the criticisms of the current taxonomies, from the definition of

computer security presented in Chapter 5, and from a pfllcess or opemtional viewpoint of means, ways,

and en&. From this viewpoint, an attacker on computers or networks attempts to reach or “link” to

ultimate objectives.  This link is established through an operational sequence of tools,  access, and EM!D

that connects these attackers to their objectives. The next chapter uses this attack taxonomy, along

with other parameters to classify Internet incident.5 (groups of attacks).

6.1. Characteristics of Satisfactory Taxonomies

A taxonomy should have classification categories with the following characteristics [Amo94:34]:

1) mutually exclusive - classifying in one category excludes all others because categories do not overlap,

2) exhaustive - taken together, the categories include ail possibilities,

3) unambiguous - clear and precise so that classification is not uncertain, regardless of who is classifying,

4) repeatable - repeated applications result in the same classification, regardless of who is classifying,

5) accepted - logical and intuitive so that they could become generally approved,

6) useful - can be used to gain insight into the field of inquiry.

These characteristics can be used to evaluate possible taxonomies. It should be expected,

however, for a satisfactory taxonomy to be limited in some of these characteristics. A taxonomy is

an approximation of reality that is used to gain greater understanding in a field of study. Because it

is an approximation, it will fall short in some characteristics. This may be particularly the case when

the characteristics of the data being classified are imprecise and uncertain, as was the data for this

study. Nevertheless, classification is an important and necessary process for systematic study.

6.2. Toward a Taxonomy of Computer and Network Attacks

As presented in Chapter 1, an atick is a single unauthorized access attempt, or unauthorized use

attempt, regardless of success. An incident, on the other hand, involves a group of attacks that can

be distinguished from other incidents because of the distinctiveness of the attackers, and the degree

of similarity of sites, techniques, and timing. Since incidents are made up of attacks, it is

appropriate  to develop a taxonomy for atbacks  which can then be used within a broader



classification of incidents. A taxonomy of attacks is, however, useful by itself. Such an attack

taxonomy may facilitate the development of policy recommendations for increasing Internet

security. An attack taxonomy is also useful both in the development of new systems, and in

evaluating existing systems.

By comparing possible categories of attack against the details of the target system of
interest, one establishes a means for determining how well that system is likely to stand up
to potential security attacks . . . [Amo94:33]

Finally, an attack taxonomy can be used to evaluate the effectiveness of mitigation efforts, such as

law enforcement, investigation, disclosure of vulnerability information, incident response, etc.

For this research, the taxonomy will be used to determine the relative frequency of various

attack activity. This is presented in Chapter 8.

6.3. Current Computer and Network Security Taxonomies

Computer and network security taxonomies do not necessarily focus on attacks, as will be done

in the taxonomy developed for this research. For example, some authors focus more narrowly on

security flaws or vulnerabilities, which could be used for attacks. Landwehr uses such an approach

(to be discussed later). Regardless of whether the taxonomy focuses on attacks or not, they

generally all attempt to classify attacks, which is the common element of these taxonomies. For

purposes of being complete in this discussion, the focus will be on taxonomies involving computer

and network  security with the assumption that this will include attacks.

6.3.1. Lists of Terms - A popular and simple taxonomy of computer and network security

attacks is a list of single, deftned terms .* An example is the following from Cohen [Coh95:40-541:

T?yh horses Tolfmud networks Ficti2ous  peopk Inyhzstructuun  observation E -mai?  ove@w
Time bombs Get a job Protech Lmit poking Infiartntu  fe intefemcz Human engineering
Briber Dumpster diving Sympathetic  vibrafhn Pas.nwrd guesting Packet insertion
Data diddhg Computer viruses Invahd  vales  on cat% Van Eck bug$zg Packet watching
PBX bug@g Sboukier  sqfing Open mitrvpbone  htening O/d dhk i+mat.ion Video viewing
Backup z&i Data aggngation Use or conditibn  bombs Plvcars  bJba&g Fahe update diskr
Input ove$%w Hang-up booking Caljnvarding fakev ILlegai  vahe insertion E-mai?  Jpoofng
Logit;  JP+% Induced stnss  f2hs Network  se&w at&,& Combined attach

Another list from Icove, et al. [TSV95:31-521:

Wimtapping Dumpster diving Eaverdmpping  on Emanations DeniaLofservice
Masquerading SoJwan  pirag Unautbon’Td  data Copvg
Trap doon

Degradation of servh
Covert  cbanneh Vimses  and n~mts

Tunnehzg
Sm-zim  b+&ing

Troj,, bones Ip rpoof;ng
Sakamis

Logic  bombs
Passn& sn@ng Excess pn’vi.!eges Scanning

Harasment
Tra@c ana&>
Timing attacks
Dab diddhg

* See the  Glossary  for some common  de&Sons  of these  terms.
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Lists of terms generally fail to have most of the characteristics of a satisfactory taxonomy. First,

the terms tend not to be mutually exclusive. For example, the terms vin/s and L@ bomb are generally

found on these lists, but a virus may contain a logic bomb, so the categories overlap. Actual

attackers also generally use multiple methods. This was confirmed by this research. As a result,

developing a comprehensive list of methods for attack would not provide a classification scheme

that yields mutually, exclusive categories (even if the individual terms were mutually exclusive),

because actual attacks would have to be classified into multiple categories. This serves  to make the

classification ambiguous and difficult to repeat.

A more fundamental problem is that, assuming an exhaustive list could be developed, the

taxonomy would be unmanageably long and difficult to apply. It would also not indicate any

relationship between different types of attacks. As stated by Cohen,

. . .a complete list of the things that can go wrong with information systems is impossible to
create. People have tried to make comprehensive lists, and in some cases have produced
encyclopedic  volumes on the subject, but there are a potentially infinite number of different
problems that can be encountered, so any list can only serve a limited purpose [Coh95:54].

None of these lists has become widely accepted. Part of the reason is that the definitions of

individual terms is difficult to agree on. For example, even such widely used terms as cozqbder  tims

have no accepted definition [Amo94:2]. In fact, it is cornmon to find many different definitions.

Finally, this classification scheme provides no structure to the categories. This, combined with

the above criticisms, limits its usefulness.

Because of these reasons, lists of terms with definitions are not satisfactory taxonomies for

classifying actual atracks.

6.3.2. Lists of Categories - A variation of the list of terms with definitions is to list categories.

An example of one of the more thoughtful lists of categories is given by Cheswick and Bellovin in

their text on firewalls [ChB94:159-1661.  They classify attacks into seven categories as follows:

1. Stealing passwords - methods used to obtain other users’ passwords,

2. Social engineering - talking your way into information that you should not have,

3. Bugs and backdoors - taking advantage of systems that do not meet their specifications, or replacing
software with compromised versions,

4. Authentication failures - defeating of mechanisms used for authentication,

5. Protocol failures - protocols themselves are improperly designed or implemented,

6. hformation  Mage - using systems such asjngeror the DNS to obtain information that is necessary
to administrators and the proper operation of the network, but could also be used by attackers,

7. Denial-of-service - efforts to prevent users from being able to use their systems.
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Lists of categories are an improvement because some structure is provided, but this type of

taxonomy suffers from many of the same problems as one large list of terms. Authors also tend to

make lists within these lists, which makes the approach even more similar to the previous type.

6.3.3. Results Categories - Another variation of the list method is to group all attacks into

basic categories that describe the results of an attack. An example is a list, such as cormpton,  Leakage,

and denia4  as used by Cohen [Coh95:54; RuG91:10-Ill, where ‘corruption is the unauthorized

modification of information, leakage is when information ends up where it should not be, and

denial is when computer or network services are not available for use [Coh95:55]. Russell and

Gangemi use similar categories but define them using opposite terms: 1) secrecy and conjdentia,$~,  2)

accuracy, integr&  and authentiti&,  and 3) a~&!2+&  [RuG91:9-101.  Other authors use other terms, or

use these terms differently.

This type of classification scheme has proven to be a useful framework because most individual

attacks can be associated uniquely with one of these categories. However, this is not always the

case. An example is an intruder who uses computer or network resources without degrading the

service of others [Amo94:31].  This example could not be easily associated with one of the three

typical categories.

6.3.4. Empirical Lists - A variation of the three-category taxonomy of results is to develop a

longer list of categories based upon a classification of empirical data. An example of this is the

taxonomy developed by Neumann and Parker to classify accounts of actual attacks sent to

Neumann at SRI International as part of its Risks Forum (“Risks to the Public in Computers and

Related Systems”) [NeP89].  Neumann and Parker use eight categories to classify their data. One

advantage of this approach is that attacks that would not logically fit into one of the three

traditional categories can now be classified. The Neumann and Parker list is as follows (with

examples by Amoroso [Amo94:37]):

l External Information Theft (glancing at someone’s terminal)
l External Abuse of Resources (smashing a disk drive)
l Masquerading (recording and playing back network transmission)
l Pest Programs (installing a malicious program)
l Bypassing Authentication or Authority (password cracking)
l Authority Abuse (falsifying records)
l Abuse Through Inaction (intentionally bad administration)
l Indirect Abuse (using another system to create a malicious program) [Arno94:3T]

Amoroso critiques this list as follows:
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A drawback of this attack taxonomy that should be mentioned is that the eight attack types
are less intuitive and harder to remember than the three simple threat types in the simple
threat categorization. This is unfortunate, but since the more complex list of attacks is
based on actual occurrences, it is hard to dispute its suitability [Amo94:37J.

Such a list appears to be suitable because it can classify a large number of actual attacks. I f

carefully constructed, such a list would have categories with the first four desired characteristics:

mutually exclusive, exhaustive, unambiguous, and repeatable. However, simply being able to put all

of the attacks into a category is not sufficient. As Amoroso notes, since the resulting list is not

logical and intuitive, and there is no additional structure showing the relationship of the categories,

its acceptance would be difficult and its use limited.

6.3.5. Matrices - Perry and Wallich present a classification scheme based on two dimensions:

vulnerabilities and potential perpetrators. This allows categorization of incidents into a simple

matrix as shown in Figure 6.1, where the individual cells of the matrix represent combinations of

potential pepetraton: operators, programmers, data entry clerks, internal users, outside users, and

intruders, and the potential eficts : physical destruction, information destruction, data diddling, theft

of services, browsing, and theft of information (vulnerabilities) peW84,  Amo94:35].

Operators

Physical
Destruction

Bombing
Short  cirn/itJ

Information
Destruction

Data
Diddling

Theft of
Services

Browsing

Theft of
Information

Tb$ oj
media

t-

Programmers Data Entry Internal

Ma&our
sojwan

Makious
sojwaan

Tbej as tLIcr

FaLc data

me

Unauthorip-d
action

Outside Intruders

Mahious
sofitan

Via modem

Via modem

Via modem

Figure 6.1. Example  Two-Dimensional Attack Matrix [Pew841

The two dimensions of this matrix are an improvement over the single dimension of the results

categories presented previously. The two dimensions appear to have mutually exclusive and
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Erasing 
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perhaps exhaustive categories. The use of the term vulnerability to describe the terms on the left is

not generally accepted, and these might better be termed the results from exploiting vulnerabilities.

Perhaps more importantly, the terms inside the matrix do not appear to be logical or intuitive.

For example, an outside  tlser causing information destmction  is labeled as using malici0t.r sofwam  This is a

term generally assumed to mean computer viruses, worms or Trojan horses. An outside user,

however, could use a variety of other methods to attack, such as commands at the user interface.

The other terms inside the matrix have similar problems.

The connection of results to perpetrators is a useful concept which has simikities to a process

approach which will be used for the development of a taxonomy in this chapter. The problem in

this matrix is that the connection between the two is not properly made.

Perhaps the most ambitious matrix approach to a taxonomy is found in Landwehr et al.

[LBM94].  They present a taxonomy of computer security flaws (conditions that can result in

denial-of-service, or the unauthorized access to data [LBM94:211])  based on three dimensions:

Genesis (how a security flaw finds its way into a program), Time of Introduction (in the life-cycle of the

software or hardware), and Location (in software or hardware). The first of these three dimensions,

Genesis, is shown in Figure 6.2. In this dimension, security flaws are divided into two broad

categories. On the top of the figure are the flaws that are “intentionally” introduced into the

software, either “maliciously,” such as through a Trojan horse, trapdoor, logic/time bomb, or “non-

maliciously,” through a covert channel. The bottom of the figure shows the other broad category:

“inadvertent” software programming errors.

The Landwehr, et al., taxonomy includes numerous terms, such as Trojan horse, virus,

trapdoor, and logic/time bomb for which there are no accepted definitions. As a result, the

taxonomy suffers from some of the same problems in ambiguity and repeatability found in the

simpler taxonomies described earlier. For example, classifying a virus as a Trojan horse is not

universally accepted. In fact, some authors view the terms as mutually exclusive. The taxonomy

also includes several “other” categories, which means the flaws that are identified may not represent

an exhaustive list. An example of an exploitable flaw would be a design error which is implemented

correctly in the code. This does not appear to have a place in the taxonomy.

Th e procedure for classification using the Landwehr, et al., taxonomy is not unat-&i~ous  when

actual attacks are classified. This can be seen by attempting to classify the Internet worn+ using the

2 The Internet Worm is the common  name  given  to a self-replicating  program released  on the  Internet  by a graduate
‘student, Robert  Morris,  from Cornell  University  on November  2,1988.
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Genesis dimension shown in Figure 6.2. The Internet Worm program was self-replicating so it

would logically be classified as Intentional, Malicious, Trojan Horse and Replicating. However, the

code took advantage of several known software bugs in the UNIX and VAX operating systems to

bypass system security. The attack could, therefore, also be classified in several of the Inadvertent

categories. In addition, the worm had provisions for a Logic Bomb (although one was not present),

which is a different classification. Finally, the worm used a password cracking routine to bypass

security which would be difficult to classify in this taxonomy [RuG91:3-51.

Figure 6.2. Security flaw taxonomy: Flaws by Genesis fLBM94:251]

It is likely that Landwehr, et al., would not recommend that an entire attack be classified in the

manner just shown. Instead, the approach should be to classify the individual parts of the attack.

Again,using the Internet Worm as an example, each individual part should be classified. The Worm

itself would be classified the same as above (intentional, malicious, Trojan horse, replicating), but

the vulnerabilities exploited would be classified in other parts of the matrix. This means an attack

would generally be classified in multiple categories. This problem is difficult, if not impossible, to

eliminate. The reality of Internet attacks is that multiple methods are used. This same problem is

found in the taxonomy developed for this research (Section 6.4). To help with this problem, the

59

TrrtPTrtinnd 

MaGdous 

Trojan Hase 

Non-Rerjbuirg 

Replratirg (virus) 

Trapdoor 

Logjc/TaneBomb 

Non-MaEoous 
Covert Qiannd 

Sceage 

Tiering 

Geneas Olher 

Inadvertnt 

Vi 
, - ,              ,T                      1 /1                                 ■> idalionEncr^rKiiipee/niQorisislenp 

Domi mFjnx^idiKirgObjectRfruse.Residuak, 
aurLxjjubcuJAcjjioauiujLiii- A***;  

Serialization/aliasing 

I 

BoundatyGonditioaVkialian^dudE^Besauice 
Fxhayaim anH VirfcHpO iNtram! Prims) 

OfcerEjfkAaüeLpgcEiiDr 



taxonomy for this research is in two parts or levels: a taxonomy for individual attacks (this

chapter), and a classification of incidents (groups of attacks) which uses the attack taxonomy along

with other parameters.

Perhaps the most significant limitation of the Landwehr, et al., taxonomy is one of its basic

logic. When dealing strictly with software errors (bugs), the taxonomy seems logical and intuitive

(the Inadverten[  part of Figure 6.2). The categories in the Intentiona portion of Figure 6.2, however,

are not so obvious. In this case, the logic that was apparently used was that various types of

software can introduce flaws in the system which could then be exploited. The logic is not

intuitive. For example, it does not logically follow that the introduction of a virus into a computer

system results in the creation of a flaw in the system.

The last problem with the Landwehr, et al., taxonomy is a matter of usefulness. It appears

perhaps to be limited to determining the rates at which each flaw occurs. This results from the

limited logical connection between the various categories. For all of its complication, this means

the Landwehr, et al., taxonomy is primarily a sophisticated list, which has the problems and

limitations of the lists discussed earlier.

6.3.6. A Process-Based Taxonomy - The taxonomy developed as part of this research is

broader in scope than Landwher, et al., because it does not attempt to enumerate all computer

security flaws, or to enumerate all possible methods of attack, but rather attempts to provide a

broad, inclusive framework. The intention was to reorient the focus of the taxonomy toward a

process, rather than a single classification category, in order to provide both an adequate

classification scheme for Internet attacks, and also a taxonomy that would aid in thinking about

computer and network security.

Stallings presents a simple process model that classifies security threats [Sta95:7J.  The model is

narrowly focused on information in transit, but it is instructive to examine. Stallings defines four

categories of attack as follows:

1. Interruption - An asset of the system is destroyed or becomes unavailable or unusable

2. Interception - An unauthorized party gains access to an asset

3. Modification - An unauthorized party not only gains access to, but tampers with an asset

4. Fabrication - An unauthorized party inserts counterfeit objects into the system [Sta95:7]

Interception is viewed by Stallings as a passive  attack, and interruption, modification and

fabrication are viewed as active attacks. These four categories are illustrated in Figure 6.3. While  this

is a simplified view with limited utility, its emphasis on the pnxess of attack is useful. The approach
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used in Section 6.4 to develop a more comprehensive taxonomy was to classify an attack based on

the broader process or operational perspective of “means, ways, and ends,” discussed in Chapter 5.

In the following discussion, I refer to this perspective as an “operational” viewpoint or approach.

Information
Source

Information
Destination

(a) Normal  f l o w 1 .
(b)  Interruption (c) Interception

(d) Modification (e) Fabrication

Figure 6.3. Security Attacks [Sta95:8]

6.4. A Taxonomy of Computer and Network Attacks

From an operational viewpoint, an attacker on computers or networks attempts to reach or

“link” to ultimate objectives or motivations. This link is established through an operational

sequence of “means, ways, and ends” that connects attackers to objectives. For the computer

security field it is appropriate to use different, more descriptive, terms instead of “means, ways, and

ends.” For this taxonomy, the terms will be “tools, access, and results.” These link together

attackers and objectives in the process of computer and network attacks as shown in Figure 6.4.

Figure 6.4. Operational Sequence of Computer and Network Attack
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This operational sequence will be expanded in this section to provide a taxonomy that will then

be used to classify Internet attacks.

6.4.1. Attackers and Their Objectives - People attack computers. They do so through a

variety of methods and for a variety of objectives. As stated by Icove, et al.,

At one extreme there are the teenage “joyriders,” playing around with their computers and
modems. At the other extreme are ulna-dangerous criminals who break into classified
military systems or corporate databases, for reasons of terrorism or military or corporate
espionage. In the middle are disgruntled or fired employees, looking to wreak revenge on
an employer, as well as hired [hackers] who break into systems under contract [ISV95:61].

Attackers are the obvious beginning point, the originators, for computer and network attacks.

They could be identified by who they are and where they come from, such as being a high school

student from a certain city, a former employee of a company, or a foreign national. They could also

be identified by their capabilities, such as was done by Tiley, who states the “people you need to

guard your data and hardware from fall into four basic categories:” thieves, the merely curious with

low technical competence, the curious with high technical competence, and the determined hacker

with high technical competence [Ti196:49].

Russell and Gangemi present two broad categories of attackers (which they call “threats”):

insiders and oz.&den. Insiders include employees, former employees, students, etc. Outsiders consist

of foreign intelligence agents, terrorists, criminals, corporate raiders and hackers [R&91:14-151.

Cohen identities 26 categories of “disrupters”3 [Coh95:57-711.  Similar lists are presented by

Schwartau [Sch94:215-2481  and others.

An alternative approach, and the one taken here, is to identify attackers by what they typically

do. Icove, et al., present a simple classification based on three categories: hackers, criminals, and

vandals. They differentiate these categories as follows:

To some extent, they are best differentiated by motivation: The main motivation of a
packer] is access to a system or data; the main motivation of a criminal is gain; the main
motivation of a vandal is ahmage  [ISV95:62].

Hackers are distinguished because they are more interested in the challenge of defeating a

system’s security rather than by the potential for personal gain. Corporate raiders and professional

criminals, on the other hand, are motivated by the potential for fLnancia.l gain. Spies and terrorists

3 Insiders,  private  detectives  and  reporters, consultants,  whistle  blowers, hackers,  club initiates,  crackers, tiger teams,
competitors, maintenance  people,  professional  thieves,  hoods,  vandals,  activists,  crackers  for hire,  deranged  people,
organized  crime,  drug  cartels, terrorists, spies,  police, government  agencies,  infrastructure  warriors, nation  states  and
economic  rivals, military organizations, and  information  warriors.
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seek political gain [RuG91:15], although terrorists are distinguished because they seek to gain

politically by creating fear through provocative acts. Finally, vandals are characterized by anger

directed “most often at a particular organization, but sometimes life in general pSV95:64].”

One problem with classifying attackers motivations into these three categories (hackers,

criminals, and vandals) is that, regardless of the motivation, all of these categories describe criminal

behavior. As such, separating hackers and vandals from criminals is not consistent. I have avoided

this inconsistency by not using the term criminal in the taxonomy. Instead, I have divided attackers

into the following six categories:

1. Hackers - break into computers primarily for the challenge and status of obtaining access

2. Spies - break into computers primarily for information which can be used for political gain

3. Terrorists  - break into computers primarily to cause fear which will aid in achieving political g$n

4. Corporate raiders - employees of one company break into computers of competitors for financial gain

5. Professional Criminals - break into computers for personal financial gain (not as a corporate raider)

6. Vandals - break into computers primarily to cause damage

Objectives

Challenge,  Status

Corporate Raiders

*~I*~*~[*  ’ Political  Gain

Financial  Gain

Professional Criminals

Vandals

Figure 6.5. Attackers and their Primary Motivations4

These six categories of attackers and their four categories of primary motivations or objectives

are shown in Figure 6.5. These categories of attackers and objectives serve as the two ends of the

operational sequence of computer and network attacks. In between are the “tools, access, and

results” which link attackers to their ultimate objectives, or motivations.

4 I have  elected to use the term “hackei’  in this  taxonomy  because  it is the most  common  and widely-understood term.
I realize  the  term used  to have  a positive  connotation.
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6.4.2. Access - The definition of computer security (Chapter 5) leads directly to the center of

the connection between attackers and their objectives in this taxonomy: unauthorized access or

unaumorized  use. This is shown in Figure 6.6, which is an expansion of the access block in Figure

6.5. The arrows show that all attackers must either obtain unauthorized access, or use a system in

an unauthorized way, in order to make the connection to their objective. As was discussed in

Chapter 5, the unauthorized access or use is to processes, or to files or data in transit tbr~gb processes.

These are depicted in Figure 6.6. CERT@/CC  incidents were all classified according to the highest

“level” of access the attacker achieved (see Chapter 5). The two highest levels were to superuser or

root privileges, and to a user account.

It is important to include both unauthorized access and unauthorized use in the “ways” of

attack. The most widely known Internet security incidents involve unauthorized access, but abusing

author&d  access may also be a widespread problem. Russell and Gangemi estimate that “as many

as 80 percent of system penetrations are by fully authorized  users who abuse their access.”

[RuG91:16]. T h e  CER’I?/CC incident records presented in Chapter 7, however, do not reflect

this, although they do show it has been a problem, and it has the potential to be a greater problem.

I Configuration
Vulnerability

Access

. Files

Processes * Data in
Transit

/

Figure 6.6. Access for Attack

In order to reach the desired process, an attacker must take advantage of a computer or

network tndntxabili~,  which is a flaw allowing the unauthorized access or use [Amo94:2]. A

vulnerability may arise in three ways. The most well-known way is through a software bug, which is

an implementation problem where the design is satisfactory, but an error has been made in its

implementation in software or hardware. Numerous examples have occurred in the Unix systems

which have formed the basis of the Internet, such as the many problems in the sen&&  program

which often could be used to gain unauthorized access to host computers [GaS96:497].

The second way a vulnerability may arise is from the design itself, which is potentially more

serious and difficult to correct. In this case, the vulnerability is inherent in the design and therefore
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even a perfect implementation of the design in software or hardware will result in a vulnerability.

The Internet  ~~nahzd  program is also an example  of this. Even when it has no software errors,

electronic mail generated by sen&aL!  can be used in an unauthorized manner to attack a system,

such as through  repetitive mailings (mair Spam which cause a denial-of-service (see Chapter 1 1).5

The third way a vulnerability may arise is through a configuration error. These are very

common occurrences. Many vendors ship their software in a “trusted” state which is convenient

for users, but may also be highly vulnerable to attack. Configuration errors could include such

security problems as system accounts with default (and well known) passwords, with default “world

write” permission for new files, and with vulnerable services enabled [ABH96:196].

6.4.3. Results - Between obtaining access and the attacker’s objectives, we conceptualize the

restrlts  of attack. At this point in the sequence of an attack, the attacker has access to the desired

processes, files, or data in transit. The attacker is now free to exploit this access to alter files, deny

service, obtain information, or use the available services. Figure 6.7 depicts these results of attack,

which includes the three traditional categories of corruption, disclosure and denial, but also includes

a fourth category: theft of service [Amo94:3-4,31; RuG91:9-10;  Coh95:55-561.

1
Results

Corruption  of Information

I) Disclosure of Information *

Theft of Service

I Denial-of-service

Figure 6.7.  Results of Attack

The results  of attack categories are defined as follows:

Comdption of Infomafion  - any unauthorized alteration of fdes stored on a host computer
or data in transit across a network [Amo94:4].

Disclosure of Information - the dissemination of information to anyone who is not authorized  to

Tbt$? 0fSenice -

Denial-ofsemke -

access that information [RuG91:9].

the unauthorized use of computer or network services without degrading the
service to other users [Amo94:31].

the intentional degradation or blocking of computer or network
resources [Coh95:55].

s It could be argued  that  this  example  is a bounds  checking problem  that  would therefore  be classified  as a
implementation  vulnerability.  The point is, however,  that  if bounds  checking were not part  of the  design,  then this
should  be considered  a design  vulnerability.
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6.4.4. Tools - The final connection to be made in the operational sequence that leads attackers

to their objectives is the ~00.~5  of attack. This is also the most difficult connection to make because

of the wide variety of methods available to exploit vulnerabilities in computers and networks.

When authors make lists of methods, they often are making lists of tools. As discussed earlier,

these lists have limited utility. The approach taken here was to established the following categories

(see Figure 69:

User Command - the attacker enters commands at a command line or graphical user interface.

Snipt or Prrpam  - scripts and programs initiated at the user interface to exploit vulnerabilities.

Autonomous Agent - the attacker initiates a program, or program fragment, which operates
independently from the user to exploit vulnerabilities.

Tookit  - the attacker uses a software package which contains scripts, programs, or autonomous
agents that exploit vulnerabilities.

Distribuled  Tool- the attacker distributes tools to multiple hosts, which are then coordinated
to perform an attack on the target host simultaneously after some time delay.

Data tap  - where the electromagnetic radiation from a cable carrying network traffic, or from a
host computer is “listened” to by a device external to the network or computer.

User  Command

Script or Program

Autonomous Agent

Toolkit

Distributed  Tool

Data Tap

Figure 6.8. Tools of Attack

t.G.4.1  User Command - Until recently, the most corm-non means of attack was for the

attacker to simply enter commands at the keyboard. An example is opening a t&et session to a

target computer and attempting to log in to a user or the superuser account. Access could be

gained by such widely-varying techniques as guessing passwords, or entering long strings of

characters to take advantage of a software bug.

6.442 Script or Program - At the user command interface, attackers can also make use of

scripts or programs for the automation of commands, The simplest way to automate commands is
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to use a fm$t, which is a series of commands entered into a file which can be executed by a Unix

shell, An example of a program in common use is crack, which is used by system administrators to

check for bad passwords, but is also used by attackers to crack passwords on targeted hosts.

An additional type of tool often employed at the user command interface is known as a Trojan

hone, which is a program that an attacker may copy over another program on the target system.

Analogous to the wooden horse at the battle of Troy, a Trojan horse program performs like a real

program a user may wish to run, such as @in, a game, a spreadsheet, or an editor. In addition to

performing as the user expects, however, the .Trojan horse program also performs unauthorized

actions, such erasing files, copying information, or logging user passwords in a file [ISV95:45].

64.4.3 Autonomous Agent - Autonomous agents are the most widely publicited  of the

means of attack. What distinguishes an autonomous agent from other scripts or programs is that

the program selects target systems on its own. For example, a Trojan horse program that has been

placed on a target system may operate independently to say, record passwords, but it was placed on

the host by a user. In contrast, an autonomous agent contains program logic to make an

independent choice of what host to attack.

The most well-known autonomous agent is the computer tim [I)a190:544].  Although there is no

agreed upon definition, the general consensus is summarized by Spafford, et al.:

. . .a computer virus is a segment of machine code (typically 200-4,OOO  bytes) that will copy
its code into one or more larger “host” programs when it is activated. When these infected
programs are run, the viral code is executed and the virus spreads further. Viruses cannot
spread by infecting pure data; pure data is not executed. However, some data, such as files
with spreadsheet input or text files for editing, may be interpreted by application programs.
For instance, text fies may contain special sequences of characters that are executed as
editor commands when the file is first read into the editor. Under these circumstances, the
data is “executed” and may spread a virus. Data files may also contain “hidden” code that is
executed when the data is used by an application, and this too may be infected, Technically
speaking however, pure data cannot itself be infected [SHF90:316]:

An alternative type of autonomous agent does not insert itself into other programs. It is called

a worm, which operates separately as described by Spafford, et al.:

Unlike viruses, worms are programs that can run independently and travel from machine to
machine across network connections; worms may have portions of themselves running on
many different machines. Worms do not change other programs, although they may carry
other code that does, such as a true virus [SHF90:3l7$

6.4.4.4 Toolkit - In recent years, attackers have made increasing use of software packages

commonly referred to as “toolkits.” Toolkits  group scripts,  programs and autonomous agents

together, often with a user-friendly graphical user interface. What distinguishes toolkits from user
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commands, scripts or programs (the previous classifications) is that these are grouped together in a

toolkit - a toolkit contains a group of tools. A widely used Internet toolkit is motkit,  which contains

a sniffer and Trojan horse programs that can be used to hide activity and provide backdoors for

later use.

6.4.4.5 Distributed Tool 6 - A distributed tool is used to attack a host simultaneously from

multiple hosts. An attack using a distributed tool is prepared by copying attack tools to surro@e

sites distributed across the Internet. The attack itself begins with the synchronization  of the clocks

used by each of the surrogate attack tools. The timers are set so that each tool will attack a single

victim site at a pre-defined time.

It is difficult to determine the origin of an attack that is the result of using a distributed tool,

The site initiating the attack typically severs any connection to the surrogate sites before the attack

begins. As a result, tracing the packets backwards through the routers to find the source of the

attack will fail because the attack has multiple physical sources (not just multiple source IP

addresses), and is not part of any intruder activity at the sites sending the attack packets.

The difference between a coordinated attack tool and other attack tools is the distributed
and time-delayed nature of the attack. It represents a meta-attack  tool category that can be
used to thwart corm-non security mechanisms that rely on straight-forward attack strategies.
Of course, new strategies can attempt to trace to the coordinated attack source, but that is
much more difficult and the coordinated attacker has the advantage in the number of
indirections that can be set up. It is also possible to spoof the source address of the
coordination tool to prevent tracing from the mid-points to the actual origination point -
and since that is not an active connection at the time of the attack, no active tracing is
possible. The only response is to maintain a history of packet traces on the network, which
is prohibitively exp&sive.’

A typical defense against attack is to trace incoming packets to their origin and then to block

incoming attempts from that subnetwork. This creates a chance for an additional, denial-of-service

form of attack. This is accomplished by the attacker using surrogate sites that correspond to clients

of the attacked site. When the attacked site blocks the surrogate sites, legitimate clients are denied

their service also.

6.4.4.6 Data Tap - Electromagnetic devices such as host computers and network cables

generate magnetic fields that can be exploited to reveal the information in the memory of the

computer (particularly data displayed on the terminal), or to reveal data in transit. This is different

6 This  discussion relies heavily  on information  provided  by Dr. Thomas A. Longstaff,  CERTQ/CC
’ Taken  from e-mail  by Dr. Thomas  A. Longstaff,  CERT@/CC,  February 20,1997.
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from the other tools because it is a “physical” form of attack instead on an attack using software

over a network. It is necessary to include this category for completeness, but as was stated earlier,

the CERT@/CC  records do not contain any evidence of such attacks.

There are numerous other tools that could be discussed, but they generally all fit into the

categories shown in Figure 6.8. Admittedly, this takes what many authors have as a very long list of

means and reduces it to five categories; however, it is hoped that this will be a more useful

approach which may lead to some insights into computer security.

6.4.5. The Complete Taxonomy of Computer and Network Attacks - Figure 6.9 presents

the complete taxonomy. This taxonomy depicts a simplification of the path an attacker must take

in order to accomplish the attacker’s objectives. To be successful, an attacker must find one or

more paths that can be connected, perhaps simultaneously. As the formal definition presented

earlier indicates, computer security is preventing attackers from achieving objectives by making any

complete connections through the steps depicted. More specifically, computer security efforts are

aimed at the six blocks of the taxonomy.

Aiming at the first block, attackers-, law enforcement agencies, system administrators and others

attempt to determine who the attackers are and where they are located. Once this is determined,

the attackers could be subjected to investigation, prosecution and punishment. Other efforts can

be made to prevent attackers from using computer and network resources, such as through closing

of accounts or preventing access to network connections.

When tooh are found in use they can be removed. For example, users and system

administrators are encouraged to use vinrs-checking  software to detect and eliminate autonomous

agents. Systems can be monitored closely to detect the presence of Trojan horses, or other

unauthorized tiles. Processing can be monitored for unauthorized operation of software, such as

password crackers or sniffers. User commands can be monitored and logged. Such monitoring

could be used to warn of attack, and logging could be used to investigate after an attack. Systems

can also be monitored and filtered for the use of specific forms of attack. Examples of these are II?

^.

spoofing packets, mail span-r, and attack tools found in common toolkits.

Access to systems can be prevented in two ways. First is by a vigorous program to discover and

eliminate design, implementation and configuration vulnerabilities. Systems administrators are key

to this effort. They must keep current on the latest problems that are discovered. They must

ensure the system and all its files are configured correctly, that software bugs are patched, and

insecure software is eliminated or restricted. The second method to prevent access is to ensure
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access controls on files and processes are properly implemented. This includes a wide range of

controls, from strong passwords and secure password files, to correct default permissions on files.

Unauthorized  access can also be reduced by narrowing the number of processes that do not have

access controls, and by monitoring how processes are being used.

The TWU~S of an attack can be mitigated by limiting what a successful attack could accomplish.

For example, sensitive files could be encrypted so, even if an attacker succeeds in accessing these

files, information will not be disclosed -- although this may not provide any protection from the

files being corrupted. Files can also be backed up, mitigating any corruption of information, and

systems can be carefully monitored for any signs of theft or denial-of-service. Mitigation efforts

can also be used in the last block, o&ectiMf.

6.5. Summary of the Taxonomy of Computer and Network Attacks

A taxonomy of computer  and network attacks was developed for this research in order to

classify Internet security incidents. The complete taxonomy is summarized in Figure 6.9.

A monomy is an approximation of reality that is used to gain greater understanding of a field

of study. A taxonomy should have classification categories with the following characteristics:

1) mutuaIly exclusive - classifying in one category excludes all others because categories do not overlap,

2) exhaustive - taken together, the categories include all possibilities,

3) unambiguous - clear and precise so that rlassification  is not uncertain, regardless of who is classifying

4) repearable - repeated applications result in the same classification, regardless of who is classifying,

5) accepted - logical and intuitive so that they could become generally approved,

6) useful - can be used to gain insight in to the field of inquiry.

A popular and simple taxonomy of computer and network security attacks is a list of single,

defined terms. Variations of this approach include lists of categories. There are several problems

that limit the usefulness of these approaches including 1) the terms not being mutually exclusive, 2)

an exhaustive list being difficult to develop and unmanageably long, 3) the definitions of individual

terms being difficult to agree on, and 4) there being no structure to the categories.

An alternate categorization method is to structure the categories into a matrix. The procedure

for classification using these taxonomies, however, is not unambiguous when actual attacks are

classified. In addition, the logic is not intuitive, and the classifications are limited in their usefulness.

The taxonomy developed as part of this research does not attempt to enumerate all computer

security flaws, or to enumerate all possible methods of attack, but rather to reorient the focus of the

taxonomy  toward a process, rather than a single classification category.
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The final taxonomy presented was developed from the specific definition of computer security

(Chapter S), from the criticisms of the current taxonomies, and from a process or operational

viewpoint. From this viewpoint, an attacker on computers or networks attempts to link to ultimate

objectiyes  or motivations. This link is established through an operational sequence of tools, access, and

r~trlts  that connects these attackers to their objectives as shown in Figure 6.9.
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Chapter 7

Classification of Internet Incidents and Internet Activity

As stated in Chapter 1, an attack is a single unauthorized access attempt, or unauthorized use

attempt, regardless of success. A taxonomy of such attacks was presented in the previous chapter.

An incident, on the other hand, involves a group of attacks that can be distinguished from other

incidents because of the distinctiveness of the attackers, and the degree of similarity of sites,

techniques, and timing. Because of these differences, a taxonomy of attacks is inadequate to classify

actual Internet incidents, although it can be used to classify the attacks that are within an incident.

What we are really interested in, however, is even broader in scope: total Internet incident

act&y. A taxonomy of attacks is also inadequate to classify this total Internet act&$.  In some

sense, the classification of an attack indicates something about the type or qtia@y  of an incident.

What is also needed is some measure of quantig  or severity that distinguishes incidents from one

another, and when accumulated, gives an indication of overall Internet security.

This chapter discusses several alternative methods of classifying incidents both by using the

taxonomy of attacks to give some indication of the type or quality of the incident, and with

quantitative measures that indicate the severity of an incident, and of total Internet activity. At the

most basic level, Internet activity is indicated by the number of incidents reported. Reporting date,

however, is an inaccurate representation of total activity because of the lack of information about

quality, time, duration, number of sites, and severity. One improvement is to classify each incident

according to the type of unauthorized access or unauthorized use characteristic of the incident.

Norma&zing  the number of incidents to the size of the Internet also gives some indication of

whether security is becoming relatively more or less of a problem. Sites per day is an alternative

measure that includes duration and number of sites for an improved indication of Internet activity.

7.1. Number of CERT@/CC  Incidents

‘>I[
The number of incidents per year in the reconstructed CER’I?/CC  incident records is shown in

Figure 7.1. The 8 incidents shown in 1988 all took place in December. Figure 7.1 therefore shows

a total of 4,567 incidents over a 7 year period. These incidents range from false alarms to large

incidents involving break-ins at the root level.

The low number of incidents reported to the CERT@/CC  in 1989 perhaps indicates that the

CERl@/CC  took some period of time to become established and well known. After this time, the

number of incidents increased each year at a rate between 41% (1991 to 1992) and 62% (1993 to
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1994). The exception to this took place between 1994 and 1995 when the number of incidents

actually decreased slightly.

1989 1989 1990 1991 1992 1993 1994 1995
Yepr

Figure 7.1. CERT@/CC  Incidents per Year

The change in the number of incidents over this period is seen more clearly in Figure 7.2, which

shows the number of incidents by month. This figure shows a relatively steady increase through

1989 and 1990, a leveling off during 1991, and sharp increases at the beginning of 1992 and at the

end of 1993. The monthly incident rate peaks in the early part of 1994 at around 140 incidents per

month. This drops off to an average of around 100 per month by the middle of 1995. Beginning

in 1992, Figure 7.2 also appears to show some indication of seasonal variation, with apparent peaks

in the winters and lower rates in the summers.

25

0
Jm-89 Jm-90 Jm-91 Jpn-92 Jan-93 Jsn-94 Jm-95 Jm-%

Month

Figure 7.2. CERT@/CC  Incidents by Month, 1989 - 1995
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Although they use common approaches to reporting the numbers of incidents,* neither Figure

7.1 nor Figure 7.2 is a good indication of the activity at the CERl?/CC,  or of security incidents on

the Internet. There are several problems. First, the incidents were plotted according to the date

they were reported to the CER’I?/CC.  But the reporting date to the CERT@/CC  was often not

the same date as the start of the actual incident. Sometimes an incident began on the same day it

was discovered and reported. For other incidents, however, the actual beginning was well before it

was discovered or resorted. This could range from a few days to many months. This means that

Figures 7.1 and 7.2 are an inaccurate representation of the incidents in time.

The other problems are more serious in that Figures 7.1 and 7.2 are based on the assumption

that all the incidents are comparable - that they are all similar. This was in fact not the case. There

were wide variations in duration, in the number of sites involved, and in the severity or success of

the attack. With respect to duration;the  incidents in the CERT@/CC  records varied considerably.

Many lasted only a day or two, while others lasted weeks or months. In fact, the longest incident in

the CERT@/CC records lasted nearly two years. Although more than 60% of incidents involved

only two sites (the attacking site and the attacked site),2 there was considerable variation in the

number of sites involved in the other incidents, with the largest incident actually involving more

than 1,500 sites. Finally, and perhaps most importantly, the severity of the incidents ranged widely,

from false alarms, through unsuccessful attempts, to successful attacks at the account level, or

successful attacks at a level with system privileges (the root level). This means that Figures 7.1 and

7.2 are an inaccurate representation of the incidents in duration, nt/mber of s&.r,  and seve+y.

7.2. Classification of Incidents

Chapter 6, Figure 6.9, presents the taxonomy developed as part of this research. This

taxonomy was used as a guideline to classify each incident (discussed in this section), and to extract

data from each incident (discussed in Chapter 8). The information in the CERT@/CC records was

limited and, therefore, only a limited classification could be done. However, in 1992, CERT@/CC

personnel began to classify the incidents according to “Method of Operation” (MO).  This aided

significantly in the classification process. This MO field was a list of terms entered into all summary

* A typical example of this approach is Icove, et al., who report that  “Since  the CERP was first established,  the
organization  has  reported more  computer security  incidents  each year  - less than  200  in 1989,  about  400  in 1991,1,400
in 1993,  and  around 2,000  in 1994.  And  those  sites reporting  break-ins  are  only a small  percentage  of those  affected
[ISV95:14].”
2 A little  more than  2% of the incidents  reported to the  CERP/CC  actt&Iy involved  only one site - where  the  target
site  was also the location of the  attacker.
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files which could be related to the taxonomy in two ways. First, it was generally used to describe

the level to which unauthorized access was obtained at the site (along with the methods used to

gain such access), or to describe the unauthorized use of the site (also along with methods used).

As part of this research, incidents previous to 1992 were also classified using the same CERT@/CC

MO terms. The remainder of this section divides the total Internet activity reported to the

CERT’@/CC  into categories within the access block of the taxonomy (see Figure 6.9).

7.2.1. False Alarms  - The broadest classiftcation  of CERT@/CC  incidents was into “actual”

incidents, and “false alarms.” Of the 4,567 incidents reconstructed from the CERTs’/CC  records,

268 (5.9’) were determined to be false alarms. Typically in these false alarm incidents, a site

reported some activity or anomaly that later proved not to be a security incident. Examples are a

series of login attempts initially thought to be unauthorized, or anomalous system operation that

later proved to be a local software bug or configuration error. Figures 7.1 and 7.2 included these

false alarms, but they are plotted separately in Figure 7.3, which shows how small the number of

false alarms was. They were, however, numerous enough (5%) to make the reduction in the

number of actual incidents between 1994 and 1995 more pronounced, because the number of false

alarms increased during this time, both in absolute numbers and as a percentage of total incidents.

1400

1988 1989 1990 1991 1992 1993 1994 199.5
Year

Figure 7.3. CERP/CC  Incidents and False Alarms per Year

Figure 7.4 shows the false alarms for each year as a percentage of total incidents. Unless

otherwise noted, no false alarms are in any statistics or discussions in the remainder of this paper.
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Figure 7.4. False Alarms as a Percentage of CERl?/CC  Incidents

7.2.2. Unauthorized Access Incidents

As stated in Chapter 6, the center of the connection between attackers and their objectives is

the attacker’s requirement for unauthorized access or unauthorized use. This is shown in Figure

6.6, which is expanded in Figure 7.5 to show the two types of successful unauthorized access: root-

level, and account-level. Most of the 4,299 CERT@/CC incidents were classified by CERT@/CC

personnel as either being an unauthorized access incident, or as being an unauthorized use incident

(discussed in the next section). Incidents that were not classified by CER’I?/CC  personnel were

classified by reference to the text in the fdes for each incident.

Access

Implementation Unauthorized Access:
Vulnerability Root  break-in

Design
Vulnerability

Configuration
Vulnerability

Account  Break-in r)

Unauthorized Use

I

Processes

Files

Datain I)4Transit

Figure 7.5. Access for Attack

The unauthorized access incidents were classified into their degree of success in obtaining

access. The category ‘describing the highest level of access is rvot beak-in,  which indicated that

unauthorized privileged access was successfully obtained through at least one attack during the

incident (i.e., root-level access was obtained on at least one host involved). The next level of
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classification is account break-in,  which indicated that unauthorized  access to an account without

privileged access was obtained through at least one attack during the incident (i.e., account-level

access was obtained on at least one host involved). The final level of classification is access attempt,

which indicated that access was attempted on at least one host, but no attempts were successful.

This last category is not depicted in Figure 7.5 because it does not represent a successful path

through the process.

These classifications have a wide variation in that a break-in or attempt could involve anywhere

from one host to thousands of hosts, and from one site to hundreds of sites. But the classifications

do give some indication of severity. An incident involving a root break-in was generally more

severe than one that did not, and an incident that involved successful break-ins would certainly be

considered more severe than one that involved only attempts.

Most of the CERT@/CC  incidents (89.30/)o were classified in these access categories. Of these,

1,189 (27.7% of total incidents, 31.0% of access incidents) were classified as mot break-ins, 1,034

(24.1% of total, 26.9% of access incidents) were classified as account break-ins,  and 1,618 (37.6% of

total, 42.1% of access incidents) were unsuccessful access atteqts.

,--I
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I I
II

- - - -ACCESS  Attempts
1

I
. . . . . . . . . . . .._.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .._

-Aaxnmt  Break-Ins .  .  .  ..““““.“““‘.....~  -c
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I _____.______.,______......................

- R o o t  Bd-Ins 1 I I

Jim-89 Jm-90 Jm-91 Jan-92 Jm-93 Jan-94
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Jan-95

Figure 7.6. CERP/CC  Access Incidents by Month Averaged Over Quarters

Jm-96

Figure 7.6 shows the average number of incidents per quarter for each of the three access

categories. The number of mot ha,&ins  per month reported to the CERp/CC showed a steady

increase until it peaked in the first quarter of 1994. In 1994 and 1995, the average number of root

80

I    I — 



break-ins  per month reported the CER’l?/CC was around 30. The rate at which lower-level accomt

bnakins  were reported was roughly the same as for root break-ins. Account break-ins, however,

didn’t reach a peak until the first quarter on 1995. The average during 1994 and 1995 was around

20 account break-ins per month reported to CER’T@/CC.  Although there are some similarities for

attempts,  there are interesting differences. Between the second quarter of 1990 to the third quarter

of 1991, there is a significant peak, and the peak at the beginning of 1994 is significantly larger.

Perhaps these indicate periods of increased “amateur” activity (but this is only speculation).

.
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Figure 7.7. CERP/CC Access Incidents per 100,000 Domains by Month Averaged Over Quarters

A comparison to the size of the Internet presents a different picture as shown in Figures 7.7

and Figure 7.8. For Figure 7.7, the growth in Internet domains (discussed in Chapter 2) was used to

determine the average incidents per month per 100,000 Internet domains (averaged over quarters).

If the rate of attacks matched the growth of Internet domains, we would expect to see a steady

average. Instead, peaks occurred in 1990-1991, and 1993-1994, and there was a steady decline after

the beginning of 1994.

-Root Break-Ins

-Amount Break-Ins

----Ac~~sAtt.znpu
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Figure 7.8. CER’P/CC  Access Incidents per 10,000,000  Hosts by Month Averaged Over Quarters
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A simple linear least squares fit to these data can determine whether, relative to the size of the

Internet, the frequency of incidents in these categories are increasing or decreasing. Regressions of

the three curves in Figure 7.8 reveal that, relative to the growth in Internet domains, each of these

access categories is increasing. All of the slopes were found to be statistically greater than zero (a =

17’0).  Root-level break-ins were found to be increasing at a rate around 36% greater than the

increase in Internet domains (R2 = 90.1%). Account-level break-ins were increasing at a rate around

28% greater (R2 = 75.8%), and access attempts at a rate around 29% greater (JR2 = 63.6%).

The pattern shown in Figure 7.7 may, however, have been influenced by the reduction in the

number of Internet Hosts per Internet domain after 1993 (shown in Figure 2.7). For Figure 7.8,

the growth in Internet hosts (see Chapter 2) was used to determine the average incidents per month

per 10,000,000  Internet hosts. Again, if the rate of attacks matched the growth of Internet hosts,

we would expect to see a steady average. Instead, we see a steady, although gradual, decrease  in

break-ins and access attempts from 1990 through 1995, with a large peak in attempts in 1990.

Simple linear regressions of the three curves in Figure 7.8 reveal that, relative to the growth in

Internet hosts, each of these access categories was decreaing.  AI1 of the slopes were found to be less

than zero (a = 1%). Root-level break-ins were found to be decreasing at a rate around 19% less

than the increase in Internet hosts (R’ = 16.1%). Account-level break-ins were decreasing at a rate

around 11% less (R2 = 14.3%), and access attempts at a rate around 17% less (R2 = 24.2%).

Jm-89 Jm-90 p-91 Jm-92 JSI-93 Jm-94 Jm-95
Yepr

Jm-96

Figure 7.9. CERT@/CC Successful Access Incidents by Month Averaged Over Quarters

Figure 7.8, therefore, indicates that, relative to the number of hosts on the Internet, access

incidents reported to the CERT@/CC  gradually decreased over the period of this research. The
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relative increases compared to the number of domains shown in Figure 7.8 were probably the result

of the decrease in the average number of hosts in each domain (see Chapter 2).

The successful root-level and account-level break-ins are combined in Figure 7.9, which shows

steady increases in successful access attacks through the beginning of 1994. In 4 of the 7 years,

there appears to be a seasonal pattern, with apparent peaks during the winter months. The actual

correlation between the month and the number of incidents, however, was only 7%.
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Figure 7.10. CERT@‘/CC Successful Access Incidents per 10,000,000  Hosts by Mootb Averaged Over Quarters

The pattern looks significantly different when norrnalized to the number of Internet hosts as

shown in Figure 7.10. This shows that the number of incidents with successful attacks declined

from 1990 through 1995. A simple linear least squares fit revealed the growth in successful access

incidents to be around 14% less than the growth rate of Internet hosts (a = l%, R2 = 22.0%).

7.2.3. Unauthorized  Use Incidents - As stated above, the majority of the 4,299 CERT@/CC

incidents were classified by CER’I?/CC  personnel as being unauthorized access incidents. As

shown in Figure 7.5, and discussed in Chapter 6, attackers may also be able to obtain their

objectives through the unauthorized use of systems which they have access to. Of the 4,299 actual

incidents reported to the CERT@/CC,  458 (10.70/)o were classified as unauthorized use incidents.

In order to gain further insight, the unauthorized use incidents were further classified into three

other categories under the results block of the taxonomy (see Figure 6.9). The first of these

categories is denial-o@&e  attacks. There were 104 denial-of-service incidents reported to the

CERp/CC, which represented 22.7% of unauthorized use incidents, and 2.4% of all incidents.

Chapter 11 discusses these denial-of-service incidents in more detail.
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The second classification of unauthorized use incidents is conzrption  of information. There were

135 unauthorized use incidents reported to the CERT@/CC  having results in this category, which

represented  29.5% of unauthorized use incidents, and 3.1% of all incidents. Most of these incidents

(127) involved mail spoojil?&  where the “from” address was falsified in an e-mail message, or more

often in a series of messages. An additional 8 incidents involved disguising the source of other

types of Internet packets.

These 135 corruption of information incidents could all be categorized as Tp spoofing  attacks. IP

spoofing is a broad classification of techniques that are used to falsify the Internet Protocol (II’)

address of Internet packets. IP spoofing can be used in two categories of attacks. First, IP

spoofing can be used simply to disguise the source of an otherwise atrthotixed  tlSe of Internet

resources. When this was the case, these incidents were classified as unautborixed  me incidents

(compion  ofinfomation).  On the other hand, IP spoofing is also a method which can be used to gain

unauthorz’xed  access. When this was the case, these incidents were classified as unaulbotixed  access

incidents, which were discussed in the previous sections.

One additional source of confusion might be between mail .rpam and mail spoofhg. Mail spam is

the most common form of denial-of-service attack, as discussed in Chapter 11. One way this is

accomplished is by sending repeated messages to a mail server with the intent of exceeding the

capacity of the system. Attackers will often also use mail spoofing to falsify the “from” address

when sending mail spam. Such incidents were classified as denial-of-service attacks. Mail spoofing

incidents that did not involve denial-of-service attacks were classified as conrrption  of information

incidents.

The final category of unauthorized use incidents is 219 at’schure  of information incidents that were

reported to the CERT@/CC.  These represented 47.8% of unauthorized use incidents, and 5.1% of

all incidents. Nearly 80% (171) of these incidents involved the use of anonymous fJe transfer

protocol (FIT’)  sites to deposit and transfer pirated software. CERp/CC personnel did not

consider software piracy a security incident. They recorded the incidents that were sent to them,

but they did not pursue these incidents in the same way that other security incidents were handled.

Beginning in 1993, they generally handled these incidents by recording the incident, sending the

reporting site a standard e-mail letter giving suggestions, and then closing the incident in the

CERT@/CC  records.

The corruption of information incidents were categorized by CERp/CC personnel as follows:
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171 software piracy, FTP abuse
17 mail abuse
12 chain letter

6 FSP abuse
5 IRC abuse

4 FTP abuse (no software piracy)
2 account abuse/sharing
1 credit card fraud
1 mail fraud

t

. . . . . . .

...:...

. . .I. ..........................

219 Total abuse incidents

r
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Figure 7.11. CERP/CC Total Unauthorized Use Incidents by Month Averaged Over QuartersFigure 7.11. CERT@/CC  Total Unauthorized Use Incidents by Month Averaged Over Quarters

The distribution of the unauthorized use incidents over time is somewhat different from theThe distribution of the unauthorized use incidents over time is somewhat different from the

distribution of unauthorized access incidents.distribution of unauthorized access incidents. This can be seen in Figure 7.11, which shows theThis can be seen in Figure 7.11, which shows the

total unauthorized use incidents report to the CER’I@/CC.  The unauthorized use incidentstotal unauthorized use incidents report to the CER’I@/CC.  The unauthorized use incidents

increased steadily until they peaked at the beginning of 1995.increased steadily until they peaked at the beginning of 1995.

J&39 Jm-90 Jan-91 Jan-92 Jan-93 Jan-94 Jm-95 Jan-96
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Figure 7.12. CERT@/CC  Disclosure of Information Incidents by Month Averaged Over Quarters

This peak at the beginning of 1995 in Figure 7.11 is primarily the result of a significant peak in

disclosure of information incidents at that time as shown in Figure 7.12. When normalized  to the
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size of the Internet, however, the data in Figures 7.11 and 7.12 do not show this peak. Figure 7.13

shows the unauthorized use incidents per 10,000,000  hosts. Their frequency appears relatively

constant. A simple linear least squares fit showed, however, that the slope of these data were

positive (for CX = 5%, but not for a = 1Yo). The growth in total unauthorized use incidents was

around 9% per year greater than the growth in Internet hosts (R2 = 11.5%/o).
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Figure 7.U. CERT@/CC  Total Unauthorized  Use Incidents per 10,000,000  Hosts by Month Averaged Over Quarters

The growth was more significant when the disclosure of information incidents are examined by

themselves as shown in Figure 7.14, although it is interesting to note that these disclosure of

information incidents appear more predominant in 1992 through 1994, than in 1995. A simple

linear least squares fit did not show the slope of these data to be statistically different from zero.
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Figure 7.14. CER’P/CC  Disclosure of Information Incidents per 10,000,000  Hosts by Month
Averaged Over Quarters
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Figure 7.15. CERP/CC Denial-of-service Incidents by Month Averaged Over Quarters

A peak also occurred in denial-of-service incidents at the end of 1994 (Figure 7.15),  although

the decline in denial-of-service incidents in 1995 is less significant.

0*

J.z.39 JUl-9il Jut-91 JUl-92 Jan-93 Jan-94 Jan-95 Jut-96
YeU

Figure 7.16. CERT@/CC  Denial-of-service Incideots per 10,000,000  Hosts by Month Avenged Over Quarters

The 1994 peak is again less significant when the denial-of-service incidents are normalized for

the size of the Internet (Figure 7.16). The frequency of denial-of-service incidents was also

significantly higher in 1990. Simple linear regression did not show the slope of the curve in Figure

7.16 to be significantly different from zero. Denial-of-service incidents are discussed more fully in

Chapter 11. In Figures 7.15 and 7.16, only the 104 incidents that were classified as “denial-of-

service” incidents were used. Denial-of-service methodr were recorded, however, in an additional 39

incidents that were classified as root- or account-level break-ins. These additional incidents were

included in the analysis in Chapter 11, which provided a statistically significant slope that showed an

increase of around 50% per year. See Chapter 11 for more information.

Corruption of information incidents show the most unusual pattern. They were the only one

of the six categories of incidents that showed an increase continuing through 1995, as shown in

Figure 7.17. Figure 7.18 shows a slight increase in these incidents in relative terms from 1993

through 1995 when normahzed  to the size of the Internet. However, the most significant feature of

Figure 7.18 is the relatively larger number of incidents from the end of 1989 through 1991.
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Figure 7.17. CERP/CC  Corruption of information Incidents by Month Averaged Over Quarters

A simple linear least squares fit did not show the slope of the curve for corruption of

information incidents in Figure 7.18 to be significantly different from zero.
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Figure 7.18. CERT@/CC Corruption of Information Incidents per 10,000,000  Hosts by Month
Averaged Over Quarters

7.2.4. Inadequacies of this Classification - The incidents shown in Figures 7.1 and 7.2 were

classified into types in Figures 7.6 through 7.18, which gives some indication of their severity. The

other problems noted earlier, however, remain: 1) the incidents were plotted according the date

they were reported to the CERp/CC,  which was often not when they actually began, 2) the

incidents were of variable duration, and 3) the incidents involved different numbers of sites. This

problem is discussed further in Section 7.3, where an alternate measure of severity is presented.

7.3. Au Alternate Measure of Severity

An alternative method of presenting the CER’I?/CC incident information was developed for

this research. For each incident, the average sites per day were calculated using the starting date,

ending date and the total number of sites involved. These were then combined through the use of

a custom computer program to find the total average sites per day for each classification of attack.

Using sites per day to present the CERT@/CC incident information takes into consideration the

beginning and the end of an incident, as well as the number of sites involved. The classification of

the incidents can be taken into consideration by examining separate groups of incidents. One
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inaccuracy with this approach is introduced by averaging the number of sites involved over the

number of days in the incident. For this to be accurate, the involvement of all attackers and all sites

must have been constant over the duration of the incident. This was generally not the case. Both

in terms of the attackers and the sites, the involvement generally appeared much greater toward the

beginning of an incident than it is toward the end. There was not, however, enough information in

the CER’l?‘/CC records to either determine the extent of this inaccuracy, or to compensate for it.

7.4. Sites per Day Recorded in the CER’I@/CC  Incidents

Figure 7.19 plots the sites per day for all incidents reported to the CERT@/CC.  The most

pronounced feature of this figure is the large “spike” in sites per day near the beginning of 1994.

There are also smaller, but obvious spikes in 1995.
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Figure 7.19. CERP/CC Sites per Day - All Incidents

With the spikes in Figure 7.19 it is difficult to determine trends in the remaining data. These

data can be smoothed by averaging over each month (Figure 7.20) or over each quarter (Figure

7.21). Even with this smoothing however, there remains a large spike in the number of sites per

day in February, 1994. This will be investigated further in Chapter 8, which discusses large

incidents. It appears that the large spike in February, 1994 may explain the drop in incidents seen

between 1994 and 1995. Other than this spike, both Figure 7.20 and 7.21 show smooth increases in

sites per day through the first half of 1995.
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Figure 7.20. CERT@/CC  Sites per Day - All Incidents, Averaged Over Months

Figures 7.20 and 7.21, however, appear to indicate a significant drop in the number of sites per

day during the last half of 1995. This drop is less pronounced when only the successful access

attacks are included (root and account-level break-ins). This is the case in Figures 7.22 and 7.23. In

these Figures there are large spikes in February, 1994 and June, 1995. There is also a relatively

smooth increase in sites per day in the rest of the data. There was not, however, much of a drop-

off in incidents until the last quarter of 1995.
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Figure 7.21. CERT@/CC  Sites per Day - All Incidents, Averaged Over Quarters

One interesting thing to note in Figures 7.20 to 7.23 is that there is very little evidence of

seasonality. Earlier figures present the reporting dates of incidents to the CER’I@/CC,  which

match or are near the starting date of the incidents. The differences between these Figures seem to

indicate that initiation of incidents may have slight seasonality, with more incidents starting after the
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beginning of the calendar year. The total activity, measured by the sites involved in security

incidents each day, seems to show little or no seasonal variation.
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Figure 722. CERl?/CC  Sites per Day - Root and Account Break-ins, Averaged Over Months

The final two figures of this chapter show the data from Figures 7.21 and 7.23 (the sites per day

data averaged over quarters) normalized for the size of the Internet. Figures 7.24 and 7.25 show a

steady decline in security activity reported to the CER’I?/CC,  compared to the size of the Internet,

since peaking in 1990. The decline is not as pronounced in Figure 7.25 which shows the sites per

day for successful root- and account-level break-ins. This may reflect a decline in the reporting of

t/nstrccessfk?  attacks compared to succes.sfU  attacks. This is discussed further in Chapter 12 which

estimates the total number of Internet incidents.
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Figure 7.23. CERP/CC  Sites per Day - Root and Account Break-ins, Averaged Over Quarters

91

40- 

30-- 

a 
20-- 

r 



0,0,
II tt

Jan-89Jan-89 Jan-90Jan-90 Jan-91Jan-91 Jan-92Jan-92 Jan-93Jan-93 Jan-94Jan-94 Jan-95Jan-95 Jm-96Jm-96
YeaYear

Figure 7.24. CERT”/CC  Sites per Day per 10,000,000  Hosts - All Incidents, Averaged Over QuartersFigure 7.24. CERT”/CC  Sites per Day per 10,000,000  Hosts - All Incidents, Averaged Over Quarters

It is interesting to note that all presentations of sites per day, including Figures 7.24 and 7.25

show the large peak in the first quarter of 1994. This appears to involve one or more large

incidents. This is discussed further in Chapter 10 which examines severe incidents.

It is interesting to note that all presentations of sites per day, including Figures 7.24 and 7.25

show the large peak in the first quarter of 1994. This appears to involve one or more large

incidents. This is discussed further in Chapter 10 which examines severe incidents.

Jan-90 Jan-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-96
Year

Figure 7.25. CER’I@/CC  Sites per Day per 10,000,000  Hosts - Root and Account Break-ins, Averaged Over Quarters

A simple linear least squares fit showed the slope of the growth in all sites per day for all

incidents (Figure 7.24) and for successful break-ins (Figure 7.25) were both around 7% less than the

growth rate of Internet hosts (CZ = l%, R2 = 7.66% Figure 7.24, Rz = 9.39% Figure 7.24).3

3 It should  be noted that  the  process  of smoothing  the data  by quarters  may increase  the statistical  significance  of the
linear least  squares  fit over a fit of the data  by month, or by day.  This  was not examined  because  the size  of the
Internet per month, or per day,  was not available,  and  because  the large  size  of the data  set indicated  that  this  should
not be a problem.
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7.5. Summary of the Classification of Internet Incidents and Internet Activity

A total of 4,567 incidents over this 7 year period were reconstructed from the CERT@/CC

records. This included 268 false alarms (5.90/o), and 4,299 actual incidents (94.1’/0) ranging from

login attempts  to large incidents involving break-ins at the root level. The number of incidents

increased each year at a rate between 41% (1991 to 1992) and 62% (1993 to 1994). The exception

to this took place between 1994 and 1995 when the number of incidents decreased slightly.

The number of rncidents reported to the CERT@/CC  was not a good indication of either the

activity at the CERT@/CC,  nor of security incidents on the Internet because 1) the incidents were

presented according to reporting date, which is an inaccurate representation of the incidents in time,

and 2) the incidents were not comparable due to wide variations in duration, in the number of sites

involved, and in the severity or success of the attack.

As stated in Chapter 6, the center of the connection between attackers and their objectives is

the attacker’s requirement for unauthorized access or unauthorized use. Most of the CERT@/CC

incidents (89.3%> were unauthorized access incidents, which were further classified into their degree

of success in obtaining access: root break-in  (27.7’/0),  account break-in (24.1’),  and access attenpts

(37.6%). Relative to the growth in Internet hosts, each of these access categories was found to be

decreasing over the period of this research: root-level break-ins at a rate around 19% less than the

increase in Internet hosts, account-level break-ins at a rate around 11% less, and access attempts at

a rate around 17% less.

Of the 4,299 actual incidents reported to the CER’I?/CC,  458 (10.7%) were classified as

unauthorized use incidents. These were further classified into denial-of-s&ce  a&z&s (2.4%), compion

of infomation  incidents (3.10/o),  and &cosUre  of infomation  incidents (5.1%). The growth in total

unauthorized use incidents was around 9% per year greater than the growth in Internet hosts.

An alternative method of presenting the CER’I@/CC  incident information was developed for

this research. For each incident, the average sites per day were calculated using the starting date,

ending date and the total number of sites involved. These were then combined &rough the use of

a custom computer  program to find the total average sites per day for each classification of attack.

The sites per day data showed there was a steady a!xJne  in security activity reported to the

CERT@/CC,  co~md to the  sixe of the  Internet, since peaking in 1990. The slope of the growth in all

sites per day for all incidents, and for root and account-level break-ins were both around 7% h,-.t

than the growth rate in the number of Internet hosts.
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Chapter 8

Methods of Operation and Corrective  Actions

As discussed in Chapter 5, one of the ways to use a taxonomy is to determine the relative

frequency of occurrences in the taxonomy categories. In this chapter, the taxonomy of computer

and network attacks is used to determine the relative frequency of various kinds of attack activity.

This activity was recorded in the methods of operation (MO) and corrective actions (CA) fields in

the CERT@/CC rezrds (see Chapter 4).

Recording df the method of operation and corrective action data was not systematic or

complete. As a result, this information is incomplete. Some valuable information, however, can be

obtained by determining the relative frequency that various methods of operation and corrective

actions appear in the CERT@/CC  incident records. This chapter presents a summary of the

classification of key words describing the methods of operation found in the CERT@/CC  records.

This classification uses the taxonomy developed in Chapter 6 (Figure 6.9). The complete methods

of operation data are given in Appendix A. This chapter also includes a summary of corrective

actions found in the CERT@/CC  incident records (with the complete data in Appendix B). An

additional section discusses some of the things the CERT@/CC  records do not include, such as

information about computer viruses.

8.1. Methods of Operation

As discussed in Chapter 4, the data extracted from the CERT@/CC  incident records included a

field for methods of operation. In this field, key words were placed that described the various

methods recorded. These key words also are instances in the categories of the attack taxonomy

(Figure 6.9). In each category shown in Figure 6.9, the total occurrences was determined, along

with the average starting date for the incidents involved. For example, the well-known toolkit called

TVOL&  was recorded in 68 incidents beginning at the end of January, 1994. The mean starting date

for these 68 incidents was March 19, 1995. This contrasts with the mean starting date of October

24, 1993 for all incidents, which is a year and a half earlier. This indicates that, in terms of the

CERT@/CC  incident records, ruot,&t  was a relatively new tool.

This type of information is interesting in several respects. First,  it gives some indication of the

relative importance of the method. In the above example, ruo& appeared in 1.6% of the incidents,

which  makes  it relatively more important than the chasin or ginme tools , which appeared in 1.0%

and 0.3% of the incidents respectively. Second, some indication can be seen of the placement of

the method in time relative to other methods. For example, incidents in which c,&.rin  was recorded
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had an mean starting date of September, 1994, which indicates chasin  is an older problem than

root& The gimme tool is even earlier, with a mean starting date in December, 1993. Finally, some

indication of a trend may be found in the relationship of the mean of the start dates for the

incidents which include a particular method, and the mean starting date for all incidents. For

example, a mean starting date prior to October, 1993 (the mean starting date for all incidents), may

indicate the prevalence of that particular method has been reduced over time.

In the CERP/CC records, more information was found about TOOLS  and Access (see Figure 6.9),

than the other categories. Very little information was in the records about the beginning and

ending categories, Attackers  and Obj,ctives. The following sections give a summary of the methods

of operation information available in the CERl?/CC records in each of the Figure 6.9 categories.

More detailed information is given in Appendix A. It should be remembered that incidents

typically included multiple attacks and therefore multiple methods of operation and corrective

actions. In other words, the categories were not mutually exclusive when multiple attacks were

considered. More specifically, in the figures presented in the remainder of this chapter and in

Appendices A and B, the frequencies in the figures (number of occurrences) do not necessarily add

up between categories and sub-categories.
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Figure 8.1. Range and Mean Incident Reporting Dates for Methods of Operation - Attackers

line.
squares indicate the mean  reporting date of the incidents in that  category. ?he  first and lost reporting dates M indicated by the vcrticll

The number of incident records which record the particular corrective action arc given by the numbers nt  the bottom of each column in the
chart Tbe  lettcn and numbers at the bottom of the chart indicate the specific methods of operation  or groups  as follows:

A - AU Incidents B - All Attackers 1 - Hackers 2 - Vandals - former employees

8.1.1. Attackers - Very little information is found in the CERT@/CC  records about who the

attackers have been. Usually references in the records were not specific. Examples are “the
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intruder was identified,” “the attackers were found at w,” or “the system administrator has

talked to the intruder.” Only 35 (0.8%) of CERT@‘/CC  incident records are more specific. These

incidents are shown in column B of Figure 8.1 which shows the range of reporting dates for the

incident reports that contain information about attackers. This figure (and other similar figures in

&is chapter and Appendices A and B) plots vertical lines showing the initial reporting date and the

final reporting date in each of the categories. The large black squares indicate the mean reporting

date in that categorj? For comparison purposes, all of these figures plot the range for all incidents

in he far left coliimn. The data for all figures are listed in Table 8.1 at the end of this section.

Half of he 35 incidents in Figure 8.1 mention specific individuals (the 18 incidents in column

1). Most of these intruders were identified by location (D&h, Danish, Awtraban,  Potikznd hackers),

or the by the intruder’s nickname. One of the “Dutch” hackers in an incident beginning in 1989

was identified by name, and three incidents beginning in 1993 mention Kevin Mimick.’  The

incidents that mention specific individuals (column 1 in Figure 8.1) generally occurred earlier than

either the average of all incidents with attacker information (column B), or the average of all

incidents. This is not the same for the 17 incidents which mention that the intruder was a former

employee. These incidents occurred, on average, later in the data as shown in column 2 of Figure

8.1. The incidents involving former employees were classified in the taxonomy as vanahir.

There are several possible reasons the CER’l?/CC  records do not contain more information

about attackers. One possibility is that the attackers are rarely identified. This may not be the case

because many of the incidents make reference to intruders being identified. A more likely

possibility is related to the method of operation of the CERp/CC itself. The CER’I@/CC

provides Internet users “real time” assistance with security incidents. Once an incident is under

control, the interaction with the CERT@/CC  and the sites involved is reduced. Less information is

recorded toward the end of the incident, perhaps because this is not needed in order for the

CERT@/CC  to perform its duties. This may also be the same reason that little information is found

in the CERT@/CC  recofds on corrective actions as discussed in Section 8.2.

8.1.2.  TOOIS - The second block in the taxonomy of Figure 6.9 is Took In Chapter 6, six

categories of tools were described. Figure 8.2 shows the first, mean and last reporting date for

CERT@/CC  incident reports containing keywords referring to tools. A total of 778 incidents

(18.1% of all incidents) reported the use of some tool.

’ The medim reporting  date tended to be sl&htly  later in time by an average  of around 55 days.
’ For a description of incidents involving Kevin hG&.k,  see reference  vsM.g6].
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‘,

horses). See Appendix A for further details.

From these records, the largest category of tools was scripts or programs (661 incidents, 15.4%

of all incidents, 85.0% of tools). These consisted primarily of Tyht holses (450 incidents, 10.5% of

total, 57.8% of tools) and si$en (245 incidents, 5.7% of total, 31.2% of took). As can be seen in

F&-e 8.2, Trojan horses were used throughout the period of this research. The average reporting

date was near the average for all incidents. Sniffers, on the other hand, were first reported in the

second haIf of 1990, and their average reporting date was around a year later. Trojan horses were
“r

recorded in the CERT@/CC  records as occurring in at least 45 different programs. The most

common’program was k&in which accounted for 56% of the Trojan horses recorded (in 251

incidents, 5.8% of total). Two other common programs for Trojan horses were telnet (70 incidents,

1.6% of incidents, 15.6% of Trojan horses), andps  (53 incidents, 1.2% of incidents, 11.8% of Trojan
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Figure 8.2. Range and Mean Incident Reporting Dates for Methods of Operation - Tools
Lygc  bLck  squprrs indica the mean reporting date of the incidents in that category. The first and last eporting  dates M indicated by  the VC&P~
tine.
chart.

The  nunher  of incident ALCOA  which record the pnrdculnr corrective action  sue  given by the numben  at the bottom of cnch column  in &
The  le*rs and gibers  at the bottom of the chart indicate the specik methods of operation or groups PI fouows:

A - All Incidents
B - AI1 Tools

2 - keystroke logging
3 - Trojan horse

6 - denial-of-service tools 9 - to get mot
7 - sniffer

C - All User commands 4 - password cracker
F - All Autonomous Agents

E - All toolkits 10 - worm
D - All Scripts or Programs 5 - to get root 8 - scannera 11 - virus
1 - logic bomb

It is interesting to note that the CERT@/CC records contain very few references to

autonomous agents such as wonn~, and z&uses.  This may indicate these agents were of little use on

the hemet  during this pehd. This also may reflect that reports of these agents were not generally

sent to the CERT@/CC.  Th’IS is discussed further in Section 8.3.
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Another tool that was found on average later in the CERT@/CC  records was tooLU.  As Figure

8.2 shows, toolkits were found generally in the same time frame as sniffers, which may indicate that

toolkits and sniffers were generally used together. Some toolkits are known to contain sniffers and

other tools such as Trojan horses.

Keywords describing toolkits (185 incidents, 4.3% of total, 23.8% of tools) were slightly less

frequent than sniffers. The two general categories of toolkits were tools designed to exploit

privileged or root a&ess (such as rr~ot,@),  which were mentioned in 77 incidents (1.2% of total,

9.9% of tools), atid scanners (such as ISS, and SAT’, mentioned in 111 incidents (2.6% of total,

14.3% of tools). These tools appeared relatively late in the CER’I@/CC records. Toolkits to exploit

root were not mentioned in the records until the middle of 1992, and scanners did not appear until

1993. One other category of tools worth noting is password cracking programs (such as crack)

which were first recorded in the CER’I?/CC records at the beginning of 1992 (52 incidents, 1.2%).

Only 3 incidents in the CER’I@/CC records make specific references to intruders using user

commands. This is clearly not a reflection of their frequency of use. For example, Chapter 7

indicated that 1,618 incidents were classified as access atteqbts. Of these, 1,080 incidents were more

specifically classified as login  atiezvpts  (see Appendix A), which is assumed to be initiated by user

commands. It appears that CERT@/CC  personnel did not usually record when intruders were

using user commands, and that it is likely that user commands actually were the most common tool.

Intruders, after all, must use some tool, and only 775 of the incidents (18.0%) mention other tools.

If we assume the intruders in the remaining incidents used user commands, they were then used in

a minimum of more than 80% of the incidents.

There was no mention in any of the CERT@/CC  records of the use of the other two categories

of tools: Data tap,  or Disttibuted  took Data taps are physical taps and not attacks across the

Internet, which makes them much less likely to be reported to the CERp/CC.  Distributed tools

do not appear in the CERT@/CC  records until after the period of this research.

8.1.3.  Access - The majority of method of operation information in the CERp/CC records

concerned the access block of the taxonomy. Most incidents (4,078 incidents, 94.9%) recorded some

information about access. Referring to Figure 6.9 in Chapter 6, the access block has three parts.

The middle part classifies incidents as either being unauthoti~ed access, or unauthotixed  use, which was

already discussed in Chapter 7. Some information is contained in the records as to which type of

account was accessed. They are discussed at the end of this section. The type of account accessed

may give some indication of the files that were accessed, but other than this, the CERP/CC

99



records contain littde direct information about which processes and files were involved in the

CERp/CC incidents. Which processes and files were involved in an incident were, to a certain

extent, implied by the other information about the incident. For example, information that a telnet

vulnerability was exploited for an attack would perhaps indicate that a telnet process was involved.

The use of sniffers would indicate that data in transit was accessed. Trying to determine the

processes and files involved in the incidents using this implicit information was not attempted as

part of this rzsearch.
.

A B C 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Figure 83. Range and Mean Incident Reporting Dates for Methods of Operation - Access - Part 1
Lprgc black squires  indicate the mean  reporting date of the incidents in that category. The first and last reporting &ta M indicated by the verticPl
line. The number of incident records which record the particular  comctive  action M given by the numbers at the bottom of each column in the
chart. The letters and numbers at the bottom of the chart indicate the specific methods of operation or groups  as follows:

A - All Incidents 4 - netfind 10 - uucp 16 - mem
B - All Access 5 - motd 11 - chfn/chsh 17 - history
C - AU Vulnerabilities 6 - shutdown 12 - bin/shell
1 - install

18 - password vulnerability
7 - -forward 13 - configuration 19 - mult

2 - q 8 - emacs 14 - ijxlrel 20 - trusted hosts
3 - autofinder 9-&p 15 - ftp

The fist of the three parts in the access block of the taxonomy concerns vulnerabilities.

Figures 8.3 through 8.6 present these vulnerabilities in order according to the average reporting  date

of the incidents which recorded those vulnerabilities. Nearly half of the incidents in the

CERT@/CC  records mention specific vulnerabilities (1,948 incidents, 45.3%). There was generally

not enough information to determine whether the vulnerabilities were due to design or

implementation problems, as divided in Figure 6.9. Some information on vulnembiknes due to

configuration errors was available and is discussed in Section 8.1.3.5.

8.1.3.1  Password VuLnerabiBiks - The most frequently recorded vulnerability involved various

problems with passwords, which were mentioned in 938 incidents (21.8%, column 18, Figure 8.3).
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There were 16 different combinations of keywords that indicated password problems. Most of the

password vulnerabilities were in three categories: passwordjh, generally indicating that a password

file had been copied (592 incidents, 13.8%,  63.1% of password vulnerabilities), pa.ssword cracking,

which indicated that passwords had been determined by the operation of a password cracking tool

(448 incidents, 10.4%,  47.8% of password vulnerabilities), and weak password,  which could be easily

guessed (156 incidents, 3.6%, 16.6% of password vulnerabilities). It is interesting to note that

password cracking &s recorded as an exploited vulnerability in nearly an order of magnitude mofe

incidents than the tools used for the cracking (448 incidents mentioning password cracking,

compared to 52 incidents mentioning password cracking too/~).  See Appendix A for further details.
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Figure 8.4. Range and Mean Incident Reporting Dates for Methods of Operation - Access - Part 2
Lugs  black squat-es indicate the mean  reporting date of the incidents in that category. The first and last rcpo&ng  dates M indicated by the vertical
hne. The number of incident records which record the particular corrective action & given by the numbers at the bottom of each column in the
chart.  ‘Ihe letters and numbers at the bottom of the chwt  indicate the specific methods of operation  or groups  as follows:

A - All Incidents 4 - crontab 10 - misc/unknown 15 - news
B - AU Access 5-rwall ll-rdist 16 - yp
C - AU vulnerabilities 6-dev l2-rexd 17 - modload
1 - decode, uudecode 7 - expreseme 13-x 18 - gopher
2 - telnet 8 - ping 14-dns 19 - smtp
3 - bugs 9-libc

8.1.3.2 SM31,  - SMTP (Simple Mail Transfer Protocol), is the TCP/IP  transport protocol for

transferring mail messages between Mail Transfer Agents (MTAs) FyR93:186].  The most well-

known MTA is the sena!miL program originally included in the Berkeley distribution of UNIX.

Sendmail  has the reputation of being the mailer that is the “most plagued with security problems”

[GaS96:497J  This was confirmed  in the CERp/CC incident records which contain 447 incidents

with references to senahail  (Figure 8.5 column 8, 10.4% of all incidents, 22.9% of vulnerabilities),
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and an additional 15 incidents with references to 5J47’P  (Figure 8.4 column 19, 0.4% of all incidents,

0.8% of vulnerabilities).

8.1.3.3  Mail  - Related closely to the SMTP and sendmail vulnerabilities are those vulnerabilities

associated with the keyword mail, which were recorded in 333 incidents (Figure 8.5 column 5, 7.7%

of all incidents, 17.1%  of vulnerabilities). This category includes mail Spoojng (210  incidents), mad

bombs  (44 incidents), &nz-+z&L  (39 incidents), mailrace  (36 incidents), and mail abuse (28 incidents).

Further information is given in Appendix A.

8.1.3.i Trusted hosts - Trusted host is described by Garfinkel and Spafford as follows:

Trusted host is a term that was invented by the people who developed the Berkeley  UNIX
networking software. If one host trusts another host, then any user who has the same
username on both hosts can log in from the trusted host to the other computer without
typing a password [GaS96:516]:

The CERp/CC records indicate there were 249 incidents where a problem with an

implementation of trusted hosts was recorded (Figure 8.3 column 20, 5.8% of all incidents, 12.8%

of vulnerabilities). Appendix A indicates these problems primarily involved the use of the two files

that are used to designate the trusted hosts. On a network basis, this is done in the hosts.eqtriv  file,

which was mentioned in 52 incidents (1.2% of all incidents, 2.7% of vulnerabilities). Individual

users can establish trust for their usemame through the .rhosts  file, which was mentioned in 210

incidents (4.9% of all incidents, 10.8% of vulnerabilities).

8.1.3.5 Confipration - Network software must be configured properly in order for it to be

secure. Some investigators have concluded that improper configuration may be the cause of most

UNIX security problems [GaS96:273].  Although configuration problems appear significant, they

were not identified in the majority of CERT@/CC incident records. Configuration was identified as

a problem in a total of 244 incidents (Figure 8.3 column 13, 5.7% of all incidents, 12.5% of

vulnerabilities). Of these, 158 incident records identify this problem through the keyword

conJ%gt/ration,  but an additional 96 incidents stated the configuration problem was specifically an open

serverwhich  did not have proper access controls implemented to prevent its use (see Appendix  A).

8.lJ.6  TPYZJ - Many early versions of TFTP,  the trivial fde transfer protocol, did not restrict

access to mta.h directories [GaS96:506].  These insecure versions of TFTP  could then be used by

anyone On the hm-net to transfer critical files, such as the system’s password file. Figure 8.3

column 9 depicts the reporting dates of the 238 incidents which recorded the exploitation  of TFTp

vulnerabilmes (5.5% of all incidents, 12.2% of vulnerabilities). It is interesting  to note that the
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average reporting date for these incidents is nearly a year prior to the average for all incidents.

Perhaps this indicates this vulnerability became less of a problem over time.
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Figure 8.5. Range and Mean Incident Reporting Dates for Methods of Operation - Access - Part 3
w black s-s indicate the mean reporting datz of the incidents in that category.  The first end last reporting dates M indicated by the vertical
line. The number of incident records which record the particular  corrective action are given by the numbers at the bottom of each column in the
chart- The letters and numben  at the bottom of the chat  indicate the specific methods of operation or groups as follows:

A - All Incidents 4 - ire 10 - time 15 - rsh/rlogin
B - All Access 5-mail 11 - finger 16 - snmp
C - All vulnerabilities 6-nis l2-lpC 17 - autoreply
1 - inetd 7 - dump l3 - suid 18-q
2 - icmp 8 - sendmail 14 - source hiding 19-talk
3 - nfs 9 - lp
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8.1.3.7 NIS - The Network Information Se&e (BUS) is a client/server system developed by Sun

Microsystems to simplify the administration of network system files [Sob95:163].  On networks

using NIS,  important information, such as user names and passwords are maintained in a

centralized database shared within the network. Exploitation of NIS was recorded as a method of

operation in 103 of the CERT@/CC incidents (Figure 8.5 column 6, 2.4% of all incidents, 5.3% of

vulnerabilities). An additional 69 incidents recorded YP as a vulnerability (Figure 8.4 column 16,

1.6% of all incidents, 3.5% of vulnerabilities). YP was the name of the early version of the ND.

See Appendix A for additional details.

8.1.3.8 FTP - The File Tran.$r  Protocol  FTp) has more security features than ZYFTP.  It was still

identified in 170 of the CERp/CC incident records (Figure 8.3 column 15, 4.0% of all incidents,

8.7% of vulnerabilities).
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Figure 8.6. Range and Mean Incident Reporting Dates for Methods of Operation - Access - Part 4
Large  black squarer  indicate the mean  reporting date of the incidents in that category. The fint  and last reporting  dates M indicated by the vertical
line. The number of incident records which record the particular  convective  action axe  given by the numben  at the bottom of each COIUINI in the
chart ‘Ibe letters and numbers at the bottom of the chart indicate the specific methods of operation or groups  as follows:

A - Au Incidents 4 - login 10 - pipe 15 - domain
B - All Access 5-utmp 11 - traceroute 16-ps
C - All vulnerabilities 6-udp 12-http 17 - fork
1-nntp 7 - majordomo 13 - ident 18 - syslog
2 - loadmodule 8 - mouse 14 - rexec 19 - windows nt
3 - portmap 9-kemal

8.1.3.9 lVFS - Appendix A shows that a variety of Network: -File Sysstem @VES) commands were

used by intruders in 138 attacks on the Internet summarized in the CERT@/CC  records (Figure 8.3

column 3, 3.2% of all incidents, 7.1% of vulnerabilities).

8.2.3.10 Other vuherabilities - Appendix A gives details of other vulnerabilities identified in

the CERT@/CC  records.

8.2.3.11.  Tfles of Accoun ts - Figure 8.7 summarizes information in the CER’I@/CC  records

about the types of accounts attacked. As would be expected, user accounts were the most frequently

identified (121 incidents, 2.8% of all incidents, 54.3% of identified accounts). Other accounts that

were identified in multiple incidents included system  accounts, (53 incidents, 1.2% of all incidents,

23.8% of identified accounts), 9~ accounts (38 incidents, 0.9% of all incidents, 17.0% of identified

accounts), and guest accotintf (35 incidents, 8.1% of all incidents, 15.7% of identified accounts). S_ync

and guest accounts became well-known vulnerabilities early in the period of the CER’I?/CC  records

[Ga596:228].  While both of these accounts continued to be problems throughout the period, the

average reporting dates were well prior to the average for. all incidents, which may indicate these

vulnerabilities were being corrected.
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Figure 8.7. Range and Mean Incident Start for Methods of Operation - Access  - Type,of Account
Large black s~uar.~ indicate the mean  reporting  date of the incidents in that cntcgoq.  ‘l’k first and lprt  repoting  dntcs M YtdtCatCd  by the  Bert&
lme. The number of incident records which record the particular  connective  don M given by the numben at the bottom of cnch column in the
chart. The  letters and numbers  at the bottom of the chart indiurte the specific methods of operation  or groups ps follows:

A - All Incidents 2 - demo account 6 - me account 10 - user account
B - All Access 3 - guest account 7 - system account 11 - uucp account
C - All Type of account 4 - sync, sync account 8 - lp account 12 - nobody account
1 - parity account 5 - field, field account 9 - bin account

8.1.4. Results - The CERp/CC incident records contain 419 incidents with some information

about the n~.&s category of the taxonomy (Figure 8.8, 9.7’). The largest category of these results

was tbeJ of senke (Figure 8.3 column 3, 290 incidents, 6.7% of all incidents, 69.2% of results), which

primarily consisted of FT?’ abuse (263 incidents, 6.1% of all incidents, 62.8% of results).

Interestingly, a?schure  of information was another large category of results (252 incidents, 5.9% of

all incidents, 60.1% of results), which consisted primarily of soJwmpiray (221 incidents, 5.1% of all

incidents, 52.7% of results), and the nickname for pirate software, wan~x (73 incidents, 1.7% of all

incidents, 17.4% of results). FTP  abuse, soJmznpiracy,  and JPQTF~  are all related, so it makes sense that

they were recorded in a similar number of incidents. Software piracy was not considered a security

incident by the CER’I?/CC,  and their reporting was not encouraged. As such, this category may be

underreported in the CERT@/CC  records. In addition, very few other incidents reported anything

else in the disclosure of information category.

There were 170 incidents in the CERT@/CC  records that gave information about the comrpton

of information (4.0% of all incidents, 40.6% of results), which primarily consisted of mod$ng  of de.k?i~g

fogs (103 incidents, 2.4% of all incidents, 24.6% of results), or of &.ktingj&s  (71 incidents, 1.7% of all

incidents, 17.0% of results).
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Figure 8.8. Range and Mean Incident Reporting Dates for Methods of Operation - Results
Large  black squares  mdicatc  the mean reporting date of the incidents in that  cntegory.  The first and hut reporting dates arc indicated by the veticnl
line. The number of incident records which record the particular corrective action  M given by the numbers at the bottom of each column in the
chart The  letters and numbers at the bottom of the chart indicate the specific methods of operation or groups  as follows:

A - All Incidents 1 - corruption of information 3 - theft of service 4 - denial-of-service
B - All Results 2 - disclosure of information

Figure 8.8 shows only 6 incidents in the denial-of-service category. As stated in Chapter 7 and 11,

the number of denial-ofstice  incidents, or incidents in which denial-of-service was mentioned in the

CERT@/CC  records, was actually 143. The difference between these two numbers shows the lack

of information in the CERp/CC records about actual results. In other words, the CERT@/CC

records recorded 143 denial-of-service attacks or attezps,  but indicated actual denial-of-service

resulted in only 6 incidents. It is not to say that the others did not result in successful denial-of-service,

just that this information was not recorded in the CERp/CC records.

8.1.5. Objectives - The last figure in this series, Figure 8.9 shows the information available in

the CER’I@/CC records concerning obj,ctives.  As with the attacker catego y on the opposite end of

the taxonomy (Figure 6.9),  little information was found in the CERT@/CC  records concerning

objectives. Only 56 incident records (1.3%) mention the achievement of objectives. Of these, 44

incidents mentionedfinancialgain  (1.0% of all incidents, 78.6% of objectives), which was primarily

creak cardfraud (27 incidents, 0.6% of all incidents, 48.2% of objectives). The other 12 incidents

mentioned ahzage (0.3% of all incidents, 21.4% of objectives).

8.1.6. Summary of Methods of Operation - This research revealed the CER’I?/CC  records to

be inconsistent in the amount of information in the categories in the taxonomy for this research

(Figure 6.9). TooLr and Access had the most information, while the TWZ.& category information was
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limited to only one type of attack, and little information was recorded about the beginning and

ending blocks of the taxonomy, attacken and objectives.
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Figure 8.9. Range and Mean Incident Reporting Dates for Methods of Operation - Objectives
Large black squares indicate the mean  reporting date of the incidents in that c~tcgoly.  The  6rst and last reporting dates M indicated by the vertical
line. The number of incident records which record the puticular  cormct.ive  action are given by the numben  at the bottom of each column in the
chart. The letters and numbers at the bottom of the chart indicate the specific methods of operation or groups as follows:

A - AU Incidents B - All Objectives 1 - financial gain 2-damage

The data plotted above are given in numerical form in Table 8.1. More detailed information on

the methods of operation is given in Appendix A. (NOTE: The “Delta” column indicates the

differences between the mean report for that category and the mean report for all incidents).

I Table 8.1. Methods of Oneration Ia 1

First Report 1 Mean Report 1 Last Report Incidents Delta

l-Ott-88 1 24-Ott-93 1 30-Dee-95 4299 0.0

lCOct-89 1 19-Feb-93 1 15-Ott-95 35 -246.9

hackers 14-Ott-89 I 29-May-92 I 6-,ul-95 18 1 -513.1

vandals 19-Dee-90 1 28-Nov-93 1 15-Ott-95 17 I 34.9

user command 1 14Apr-93  1 lo-May-93 1 25-,un-93  1 3 1 -167.4 1

-- --- _-

2-Sep-93 2 -_ .-.
-Feb-92 27-Feb-92 1 28.3

.Nov-93  1 24-Dee-95  1 450 1 3 6 5 . 7

toolkit 24-b-92 1 3-Feb-95 I 24-Dee-95 I 185 1 466.6
to get root 24-bdJ2 1 19-Feb-95 1 8-Dee-95 I 77 I 459.2
scanners 24-IFeb-93  I 26-Tan-95  I 24-Dee-95  I 111 I 482.6 1
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all 

JAttackers 

|     13-Sep-90     |    ll-Oct-94    |    24-Dec-95    |      778      |    352l2~l 

|     scripts or programs 4-Dec-88 10-Feb-94 24-Dec-95 661 109.0    1 
to get root 13-Sep-90 28-|un-94 20-TVr.9S SO .fin1; A   1 
keystroke logging 
logic bomb 

10-Mar-93 
27-Feb-92 

6-Tun-93 
27- 

denial-of-service tools 4-]an-92 9-Sep-94 6-Dec-95 29 113.6 
password cracker 14-Tan-92 15-Feb-94 19-Dec-95 52 247.2 
sniffer 7-Sep-90 25-Oct-94 8-Dec-95 245 319.7 



I Table 8.1. Methods of Operation (continued) I

vulnerability 1 l-Ott-88  1 15-&c-93  1 30-Dee-95  1 1948 1 52.4
inStall 5-Dee-88 5-k-88 5-Dee-88 1 -1784.4
rep 29-,un-89 29-,un-89 29-,un-89 1 -1578.4
autofinder 2-Apr-90 2-Apr-90 2-Apr-90 1 -1301.4
netfind
motd

1 3 - A p r - 9 2  I 13-Apr-92113-&J-92  1 1 ~ l - 5 5 9 . 4 1

history 24-May-93 I 24-May-93 I

bugs
crontab

1 2-Aug-90 j
1 2:Feb-90 I 3-Aupl

dev
expreserve

I
1 2-Sep90 1 24-F+-

P
modload
opher

icmp

m a i l I
lliS 1 4-l

Jlp
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First Report Mean Report Last Report Incidents Delta 
(autonomous agent 22-Dec-88 30-Mar-93 20-May-95 7 -208.3 

worm 2-NOV-88 2-Jan-91 12-Jan-93 2 119.0 
viruses 14-May-91 20-Feb-94 20-May-95 5 -1026.4 

Access I      l-Oct-88      I    13-Oct-93    |    30-Dec-9S 4078 -11.0 

ii!! 

shutdown 9-Mar-92 4-Auj>-92 30-Dec-92 2 -446.4 
forward 15-Mar-90 20-Oct-92 13-Jan-95 6 -369.4 
emacs 30-NOV-92 30-NOV-92 30-NOV-92 1 -328.4 
tftp l-Oct-88 5-Dec-92 25-NOV-9S 238 -322.7 
uucp 27-Sep-90 9-Dec-92 23-Oct-95 9 -319.3 
chfh/chsh l-Apr-90 4-Jan-93 10-Oct-95 2 -293.4 
bin/shell 29-Jun-90 12-Jan-93 23-Oct-9S 15 -285.1 
configuration 5-Dec-88 6-Feb-93 28-Dec-95 244 -259.9 
fparel 16-Feb-93 16-Feb-93 16-Feb-93 1 -250.4 
ftp l-Oct-88 7-Mar-93 24-Dec-95 170 -230.7 
mem 18-Jul-90 17-Apr-93 l-May-95 3 -190.1 

password vulnerability l-Oct-88 15-Jun-93 28-Dec-95 938 -131.1 
mult 14-Jun-92 l-Jul-93 20-May-94 10 -114.8 
trusted hosts 5-Dec-88 4-Jul-93 24-Dec-95 249 -112.2 
decode, uudecode 15-Mar-90 6-Jul-93 17-NOV-95 16 -110.0 
telnet l-Sep-89 14-Jul-93 20-Dec-95 

25-Tun-95 
32 -102.2 

30-Iul-93 4 -85.6 

Irwall                                                 |     14-Mar-90 17-Aug-93 ll-Jan-95     |         5 -68.2 
20-Dec-91 2-Sep-93 18-May-95    |        2 -51.9 

«i'l1 

pinR l-Oct-88 10-Oct-93 31-Oct-95 14 -14.2 
libc 13-Apr-92 23-Oct-93 28-]un-95 6 -0.9 
misc/unknown 20-Sep-89 8-NOV-93 8-Dec-95 26 15.3 
rdist 8-NOV-91 23-NOV-93 27-NOV-95 81 30.1 
rexd 13-Mar-92 16-Dec-93 31-Jan-95 8 53.1 
X 13-Jan-91 26-Dec-93 23-NOV-95 11 62.6 
dns 14-Jun-92 10-Tan-94 5-Tun-95 5 78.4 
news 22-Feb-93 25-Jan-94 4-NOV-94 3 93.3 

v-jviar-vz Z/-|an-y4 19-Dec-95 69 94.8 
30-Jan-94 16-Feb-94 28-Feb-94 . 3 115.3 
14-Dec-92 18-Mar-94 27-Tan-95 9 145.0 

|smtp 15-Feb-90 22-Apr-94 25-Au«-95 ^ 15 180.3 
|inetd 21-Aug-93 3-May-94 14-}an-95 2 191.1 

24-Mar-92 9-]un-94 26-Dec-95 33 228.3 
nfs 20-Sep-90 10-Jun-94 20-Dec-95 138 229.5 
ire 12-Mar-91 16-Jun-94 

26-|un-94 
23-Dec-95 
28-Dec-95 

72 2349 
14-Nov-89 333 245.2 

May-90 29-Tun-94 19-Dec-95 103 248.0 
|dump 7-Jul-94 24-]ul-94 10-Au«-94 2 272.6 
[sen dm ail l-Sep-89 25-Iul-94 26-Dec-95 447 274.3 > 15-Apr-91 8-Auj>-94 17-Dec-95 25 288.2 
[time 14-Jun-94 12-Aug-94 23-Sep-94 3 292.3 

■I'm 

HL 



Ifinger 1 4-Apr-Yl

sep-94 19-uec-95 40 329.8
- ^. 9-sep-95 5 342.8

autoreply )-Mar-Y4 1 IU-UCPY+ 27-Nov-95 13 350.7
I II-act-94 19-,ml-95 4 352.4
’ - ‘Jov-94 IS-Ott-95 19 373.1

I 2 382.6

1 23-May-94
--- a-

udp
majordomo

1 23-May-94
1 14-,un-94

ipe 19-May-95  1

ident

1 6-Sep-95 /
I 27-act-95  I

windows nt 1 21-Dee-95 24

-Aug-95 1 668.6
&p-95 1 681.6
-Nov-95 2 741.1
-Nnv-95 1 748.6

-nPc-9s I 30-Dee-95  I 3 1 790.6 1

1 5-Dee-88  1 22:-,ul-93 24-Dee-95 223 -94.4
1 31-Tan-90 1 31-Tan-90 31-Tall-90 1 -1362.4
1 28-May-90 I 28-May-90 28-May-90 1 -1245.4

ESUltS I 2-Aup
comption  of information 2Au~89
disclosure of information I-Apr-90
theft of service 6-Dee-88
denial-of-service IO-Mar-90

S-May-94 26-Dee-95 419 193.2
3-Tall-94 26-Dee-95 170 71.2
20-,ul-94 22-Dee-95 252 269.5

29-Mar-94 22-Dee-95 290 155.9
17-Mar-94 IS-act-95 6 144.1

objectives 17-Apr-91
17-Apr-91

13-h&u-94 16-Nov-95 56 140.2
IS-Mar-94 16-Nov-95 44 141.7

I    Table 8.1. Methods of Operation (continued)    | 

[vulnerability (continued) 

First Report 
l-Oct-88 

Mean Report 
15-Dec-93 

Last Report 
30-Dec-95 

Incidents 
1948 

Delta 
52.4 

rpc 25-Jul-91 16-Aug-94 13-Dec-95 35 2kJ5.y 

suid 17-Aug-94 17-Aug-94 17-Aug-94 1 296.6 

source hiding 29-Aug-91 19-Aug-94 27-Dec-95 36 298.7 

rsh/rloein 26-Mar-90 19- 

sump 2-Sep-93 Z-Uct-94 

Itco I    17-Mar-94 

 . » 
uuip 22-Qct-94 11.Mr.Tr.04 urw-94 _ _   _ _. . 
loadmodule 4-Apr-93 25-NOV-94 23-NOV-95 41 396.7 

portmap 13-Nov-90 22-Dec-94 13-Dec-95 44 424.5 

login ~\ 4-|an-95 23-Oct-95 4 437.4 

utmp 27-|an-95 27-Jan-95 27-Jan-95 1 459.6 

\ ll-Mar-95 22-Oct-95 8 503.5 
22-Mar-95 28-Dec-95 2 513.6 

|mouse 23-Sep-94 2-Apr-95 ll-Oct-95 2 524.6 

|kemal 4-May-95 4-May-95 4-May-95 1 556.6 

27-May-95 
19-May-95 19-May-95 1 571.6 

Itraceroute 27-May-95 27-May-95 1 579.6 

Ihttp 14-Sep-94 lO-Jun-95 28-Dec-95 7 594.5 

3-Jul-95 3-Jul-95 3-]ul-95 1 616.6 

rexec 31-]an-95 7-]ul-95 22-Oct-95 7 620.9 

domain 24-Auj»-95 24-Aug-95 24 

ps 

12-NOV-95 12-NOV-95 l_J2 
fork 
syslog 

Type of account 

13-NOV-95 35 

parity account 
demo account 
guest account 25-Aug-89 15-]un-91 -861.5 

sync, sync account 5-Dec-88 21-May-92 24-Dec-95 38 -520.9 

field account, field 7-Dec-90 10-Aug-92 15-Apr-94 2 -439.9 

me account 26-Feb-93 10-Apr-93 24-May-93 2 -196.9 

system account 5-Dec-88 23-Iun-93 21-Dec-95 53 -123.0 

lp account 13-Tun-93 29-Jan-94 25-May-94 3 97.3 

bin account 25-May-94 25-May-94 25-May-94 1 212.6 

user account l-Apr-90 6-|ul-94 20-Dec-95 121 254.7 

uucp account 21-Dec-94 21-Dec-94 21-Dec-94 1 422.6 

nobody 27-Oct-95 27-Oct-95 27-Oct-95 1 732.6 

|     7-Oct-93     |      7-Tan-95      |     9-Nov-95     | | damage 12 439.9 



8.2. Corrective Actions

As was stated earlier, the records of the CERT@/CC are incomplete with respect to corrective

actions taken during incidents. Of the 4,299 incidents, 63 incident records (14.70/o)  have no

information on corrective actions. In another 2,848 incident records (66.2%/o),  the only corrective

action in the records, or that can be inferred from the records, is that the site or sites involved were

n o t i f i e d .  *

Figure. 8.10 and Table 8.2 summarizes the information about corrective actions from the 1,388

incidents (32.3%)  that reported adaWonal corrective actions. Appendix B presents these data in

more detail. These corrective actions were classified into two broad categories: internal  actions, and

external actions.  Internal actions are those actions that a system administrator might take to make a

site or host more secure, such as restricting configuring, or upgrading hardware or software, or by

various preventive measures. External actions are those actions taken outside the organization,

such as actions against the intruder, or actions involving law enforcement.
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Figure 8.10. Range and Mean Incident Reporting Dates for Corrective Actions
Large  black squmzr indicate the mean  repotting date of the incidents in that category. The first and last reporting dates M indicated by the vertical
line.
&U-L

The number of incident records which record the particular corrective action M given by the numbers at the bottom of each column in the
The letters and numbers at the bottom of the chart indicate the specific methods of operation or groups as follows:

A - All Incidents
B - All Corrective Actions

3 - Upgrade system hardware/software
4 - Preventive Measures

C - All Internal Actions D - All External Actions
1 - Restrict system hardware/software
2 - Configure system hardware/software

5 - Take action against intruders
6 - Law enforcement
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8.2.1. Internal Actions - Figure 8.10, columns C and 1 to 4 summarize the 1,137 CERp/CC

incidents which recorded internal actions (26.4%  of all incidents, 81.9% of corrective actions). The

most frequently mentioned corrective action was to mttict  hardwan/ro$wan  (674 incidents, 15.7% of

all incidents, 48.6% of corrective actions). This included actions such as closing accounts (460

incidents, 10.7% of all incidents, 33.1% of corrective actions), jbeting network trajic (162 incidents,

3.8% of all incidents, 11.7% of corrective actions), and akconnecting  @z?z the network (124 incidents,

2.9% of all incidents;‘89.3%  of corrective actions).

Related to restricting systems were actions to cony&m system harduarzlsojwm  (447 incidents,

10.4% of all incidents, 32.2% of corrective actions). These actions primarily involved changing

passwordf (310 incidents, 7.2% of all incidents, 22.3% of corrective actions), senrring sm/rvuters  (140

incidents,  3.3% of all incidents, 10.1% of corrective actions), and restricting  servers (38 incidents, 0.9%

of all incidents, 2.7% of corrective actions).

‘Ihe third category of actions to correct or improve systems were actions to z@pa’e  system

bardtvar/soJwarz  (367 incidents, 8.5% of all incidents, 26.4% of corrective actions). The primary

actions were to patch sojware  (200 incidents, 4.7% of all incidents, 14.4% of corrective actions), reload

sojwarz  (161 incidents, 3.7% of all incidents, 11.6% of corrective actions), and Upgrade  soJttuare  (81

incidents, 1.9% of all incidents, 5.8% of corrective actions).

The final category of internal actions were preventive mearures  (245 incidents, 5.7% of all incidents,

17.7% of corrective actions). The primary action was to increase monitoring (143 incidents, 3.3% of all

incidents, 10.3% of corrective actions). Sol&are  programs were also used, such as cops (75

incidents, 1.7% of all incidents, 5.4% of corrective actions), crack (28 incidents, 0.7% of all incidents,

2.0% of corrective actions), and tn@in (26 incidents, 0.6% of all incidents, 1.9% of corrective

actions).

8.2.2. External Actions - Figure 8.10, coIumns D, 5 and 6 sun-mar&e  the 478 CERT@/CC

incidents which recorded Rxternal actions (11.1% of all incidents, 34.4% of corrective actions). These

external actions were placed in two categories: actions against intmakr (295 incidents, 6.9% of all

incidents, 48.6% of corrective actions), and ,kw enfomment (237 incidents,  5.5% of alI &identq

17.1% of corrective actions).

Actions agm’nst  intmabs included taking to intndm (273 incidents, 6.4% of all incidents, 19.7% of

corrective actions), punishment (23 incidents, 0.5% of all incidents, 1.7% of corrective actions), and

arrest  (27 incidents, 0.6% of all incidents, 1.9% of corrective actions).
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Law enforcement organizations identified included the poke (141 incidents, 3.3% of all incidents,

10.2% of corrective actions), the FBI (110 incidents, 2.6% of all incidents, 10.2% of corrective

actions), and the Semt Stice (19 incidents, 0.4% of all incidents, 1.4% of corrective actions).

These data are summarized in Table 8.2. Further information about corrective actions can be

found in Appendix B. (NOTE: The “Delta” column indicates the differences between the mean

report for thz category and the mean report for all incidents).

c Table 8.2. Corrective Actions I
First Report IMean  Report1  Last  Report  1 Incidents  1 Delta

All Incidents 1 l-Ott-88 1 24-Ott-93 1 30-Dee-95 1 4299 1 0.0

All Corrective Actions I l-Ott-88 1 lo-Ott-93 1 30-Dee-95 1 1388 1 -13.9

Internal Actions 1 30-Nov-88 1 4-Ott-93 1 30-Dee-95 1 1137 1 -20.3

Restrict System Hardware/Software I 5-k-88 30-k-93 1 30-Dee-95 674 1 66.6

+@urc  System Hardware/Software 1 30-Nov-89 8- Jun-93 24-Dee-95 447 1 -137.5

Upgrade System Hardware/Software 1 30-Nov-88 11-act-93 28-Dee-95 367 1 -13.0

Preventive Measures 1 5-Dee-88 22-Mar-93 1 19-Dee-95 245 1 -215.9

External Actions 1 l-Ott-88 1 23-Ott-93 1 30-Dee-95 1 478 1 -0.9

Take Action Against Intmder 1 5-Dee-88 1 14-Nov-93 30-Dee-95 1 295 1 20.7

Law Enforcanent 1 l-Ott-88 1 30-Aug-93 28-Dee-95 1 237 1 -55.4

8.3. Some Things the CERT@/CC Incidents Do Not Include

Chapter 7 and the previous sections of this Chapter have shown that the CERT@/CC  records

are inconsistent in completeness with respect to the taxonomy of Figure 6.9. For some parts of the

taxonomy, the CERT@/CC records provided significant information. Very little information was

found in the CERTs’/CC  records for some of the other categories of the taxonomy.

Reasons for this disparity vary. One likely cause was the relationship between the information

and the mission of the CER’I?/CC.  As discussed previously, the CERT@/CC  has been responsible

for incident response on the Internet. In order to properly respond to incidents, CERT@/CC

personnel needed to have access to information on current and past incidents. This did not mean,

however, that recording information on all aspects of the incidents was necessary.

An example of information that would be important for incident response would be the

Sxnmion  in the access category of the taxonomy, such as vu(nerz&kties  and access leveL This

information would be necessary for CERT@/CC personnel to provide assistance in a timely

manner. On the other hand, information in other categories such as atickers,  T-ES&~,  and o&e&q is

not as important for the CERT@/CC mission. In addition, information in these categories tends
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not to be available either as soon or as often. This may explain, to some extent, why little

information was found in the CERT@/CC  records in these three categories.

Another possible reason for the inconsistency of the information in the CERT@/CC  records is

that the information was assumed. An example of this, discussed in section 8.1.2, may be the lack

of information about intruders using user command-. In that case, CERp/CC  may have generally

made the assumption that intruders routinely used user commands, and therefore they only needed
-3

to record less universal tools, such as tookds or autonomous agents.

A final possible  reason for the inconsistency in the information in the CERT@/CC records may

be that the CERT@/CC  does not view itself as actually being responsible for all security problems

on the Internet. For example, a well publicized autonomous agent used by intruders is tirzses,  but they

were mentioned in only 5 of the 4,299 incidents in the CERT@/CC  records. One possible

explanation is that there were other avenues available to exchange information about computer

viruses. An example was the K’RUS-L moderated mailing list which had a focus on computer virus

issues. This list was begun in 1988, around the time the CERp/CC was formed. Because this list

was available, this may have made it less likely virus information was given to the CERl?/CC.  As

stated by the CERTa’/CC:

The CER’I?  Coordination Center focuses primarily on vulnerabilities in networked systems
that intruders can exploit. Viruses, though they may be transmitted over a network, are
generally outside the current scope of our work. However, we are interested in hearing
reports of UNIX or other mainframe viruses and about worms that could propagate via the
Internet. [CER96:6-7J

8.4. Summary of Methods of Operation and Corrective Actions

Recording of methods of operation and corrective actions in the CER’I?/CC records was not

systematic or complete. As a result, this information is incomplete. Some valuable information,

however, GUI be obtained by determining the relative frequency that various methods of opedon

and corrective actions appear in the CERTa’/CC incident records. In the CERT@/CC  records,

more information was found about Tooh and Access, than the other categories of the taxonomy.

Very little information was in the records about the beginning and ending categories, &~LXTT  and

Objective

A total of 778 incidents (18.1% of all incidents) reported the use of some tool. From these

1: records, the largest category of tools was scripts or programs (15.4’). These consisted primarily of

db
Trojan hones (10.5%) and sn@m (5.7%). The two general categories of toolkits were tools designed

to exploit privileged or root access (1.2%), and scannm (2.6%). These tools appeared relatively late
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in the CERT@/CC  records. The CERT@/CC  records contain very few references to autonomous

agents such as worms, and vinrses. There was no mention in any of the CER’I@/CC  records of the

use of the other two categories of tools: Data taps,  or Dihhted tooh.  Data raps are physical taps

and not attacks across the Internet, which makes them much less likely to be reported to the

CERT@/CC.  Distributed tools do not appear in the CERT@/CC  records until after the period of

this research-

Nearly half of the incidents in the CERl?‘/CC records mention specific vulnerabilities (45.3%).

The most frequently recorded vulnerability involved various problems with passwords (21.8%).

Most of the password vulnerabilities were in three categories: passwordjh, which indicated that a

password file had been copied (13.8%),  password crac&J  generally indicating that passwords had

been determined by the operation of a password cracking tool (10.4%), and weak parswordr,  which

could be easily guessed (3.6%).

The reputation of sendmail  and other mail transfer agents for being “plagued with security

problems” was confirmed in the CERT@/CC incident records, which contain numerous references

to sen&aA!  (10.4%), .S&f7P  (0.40/)o an mail (7.7O/o).  Problems with implementation of trusted hostsd

(such as the hosts.equiu  of .r?~osts  file) was recorded in a significant number of incidents (5.8%), as was

conyfgtiration  (5.7%),  72TP (5.5%),  NE and YP (4.00/o),  F?? (4.00/o),  and NFS  (3.2%).

The CERT@/CC  incident records contained 419 incidents with some information about the

restrltr  category of the taxonomy (9.7%). The largest category of these results was fhe$!  ofsen&

(6.7’/0),  which primarily consisted of FIP abuse (6.1Oh). Discimm of infOrmation  was a.nother large

category of resz4.0~  (5.9%), which consisted primarily of sojwar~ phy (5.10/o). K!‘P abuse, so&vare

piray,  and wafez are all related, so it makes sense that they were recorded in a similar number of

incidents.

There were 170 incidents in the CERT@/CC  records that gave information about comrpton  oJ

information (4.0%), which primarily

(1.7%).

consisted of modi&ng or dehting  hgs (2.4%),  or of deleting  jhs

With regard to comztiti actions,

information on corrective actions.

action in the records, or that can be

notified.

of the 4,299 incidents, 63 incident records (14.7O/o)  had no

In another 2,848 incident records (66.2%), the only corrective

inferred from the records, is that the site or sites involved were

The corrective actions reported in the CERT@/CC  records were classified into two broad

categories: internal actions (actions to make a site or host more secure, 26.4’),  and timal actions
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(actions taken outside the organization). The most frequently mentioned internal actions were to

r~ttict  hardware/sojwa?E  (15.7’/0). O t h e r  i n t e r n a l  a c t i o n s  w e r e  a c t i o n s  t o  conjgz4re  System

hardware/soJwanz  (10.4%),  actions to ztpgrade  system hardwarz/soJwarz  (8.5%),  and preventive meastires

(5.7’0). CERT@/CC incidents which recorded txtetial  actions (1 l.l”/o) included actions against intrudelv

(6.9%/o),  and hw enforcement (5.5’).

For some parts of the taxonomy, the CERT@/CC  records provided significant information.

Very little informad&  was found in the CERT@/CC  records for some of the other categories of

the taxonomy. dne likely cause was that only certain categories of information were necessary for

the mission of the CERT@/CC,  such as vulnerabihies  and access Level. Other possible reasons were

that the information was assumed and that the CER’I?/CC  does not view itself as actually being

responsible for a.L? security problems on the Internet. For example, the WRUJ-L  moderated

mailing list had a focus on computer virus issues, which may explain the lack of virus information in

the CERT@/CC records.
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Chapter 9

Case Study - Site A

Nearly 10% of all incidents in the CERT@/CC  records from November, 1988 through

December, 1995 involved one Internet site, which was termed Site A. This Chapter presents an

analysis of CER’T@/CC  incidents reported to have involved Site A. The analysis proceeded in a

parallel manner with%the analysis presented in Chapter 7. This allowed comparisons between the

incidents at Site A, and all incidents. The chapter begins with a description of Site ,4.
.

9.1. Description of Site A

Site A is a university located in the United States. It has around 30,000 users at its main

campus. The number of hosts at Site A from 1989 through 1995 was not available in the

CERT@/CC  records, but it could be estimated using information from the current system

administrator. Site A is a class B Internet network divided into subnetworks. At the end of 1996

the site administrator indicated that half of the subnetworks were near maximum capacity for IP

addresses. If we assume these subnetworks, have 90% of the addresses assigned in half the

subnetworks, and 25% in the remaining, this would indicate approximately 38,000 assigned

addresses near the end of 1996. The actual number of hosts on the network was probably less than

that number (see Chapter 2), but the number is an approximation to the upper limit.

The system administrator was able to indicate how the number of router/gateway hosts

changed over the period of interest. This was used for estimating the change in the number of

hosts. These estimates are given in Table 9.1. The upper limits were determined by starting with

38,000 as the number of hosts in 1996, and then using the number of router/gateway hosts to

project this number to the earlier years. The assumption was made that the number of hosts was

proportional to the number of router/gateway hosts. The lower limits in Table 9.1 represent

approximately 75% of the upper limit.

Table 9.1. Estimated Number of Hosts at Site A

i

Year Upper Limit Lower Limit 
1989 500 350 
1990 1,000 750 
1991 2,000 1,500 
1992 11,000 8,000 
1993 21,000 15,000 
1994 30,000 22,000 
1995 35,000 26,000 



9.2. Site A Reporting Criteria

Since their first contact with the CERT@“/CC  in 1989, the systems administrators at Site A

routinely reported all security incidents involving the Internet. Site administrators made it a practice

to contact sites that were the source of intrusions or intrusion attempts. These messages were

copied to the CERT’@/CC. Security  incidents that were internal to Site A were not reported to the

CERT@/CC.+

Somepf the criteria Site A used for determining whether an incident would be reported to the

CERT@/CC  included:

a) repeated login attempts (5 or more),

b) root login attempts,

c) attempts to exploit known vulnerabilities.

The CER’I?/CC  records show that until around 1992, several sites apparently were routinely

reporting all incidents to the CERl?/CC.  Site A was the only Internet site that continued to report

all Internet security incidents to CERTs’/CC  after 1992.

9.3. Classifkation  of Site A Incidents

As stated earlier, including false alarms, there were 4,567 incidents reconstructed from the

CERT@/CC  records. Of these, 443 incidents (9.7Y)o were either reported by Site & or otherwise

involved Site A.

9.3.1. False Alarms - The Site A incidents represent nearly 10% of the CER’I?‘/CC  incidents.

Of these incidents, 6 (1.40/)o were determined to be false alarms. This was well below the average of

5.9% for all incidents. .The relationship of false alarms to incidents is shown in Figure 9.1. This

shows peaks in the number of in 1990 and 1994.

Figure 9.1. Site A Incidents and False Alarms per Year
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The percentage of false  aIarms at Site A matched the rate for ail incidents in 1991 (see Figure

7.4). In later years, the rate of false  alarms at Site A was significantly lower than for all incidents.

For example, in 1995, the rate of false alarms for all incidents was 8.5%, but only 2.5% at Site A.

The correlation between the rate of false  a.Iarms at Site A and for aII sites was only 20%. The small

number of false alarms at Site A indicate their administrators either learned from experience, or

were otherwise better able to distinguish between actual incidents and false aIarms. False alarms
.h

were not included in the remaining analysis of Site A, unless otherwise indicated.
.
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Figure 9.2. False Alarms as a Percentage of Site A Incidents

Figure 9.3. plots incidents per month for at Site A. This figure shows considerable difference

with Figure 7.2, which plots the same information for aU incidents. Like Figure 7.2, the Site A

incidents peak in 1994. But Site A incidents do not show a sharp increase in 1992, nor a level off

near the 1994 peak, as Figure 7.2 shows for a.U incidents. The correlation between incidents per

month for Site A and all incidents was 76%. It is interesting, however, to note that the correlation

is higher for incidents from 1988 through 1993 (73”/0>  than for incidents from 1994 through 1995

(57%).

i
Jan-91 Jm-92 Jet-93 Jam-94 Jan-95 IpI-%

Figure 93. Site A Incidents per Month
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9.3.2. Unauthorized  Access Incidents at Site A

Most of the Site A incidents (412 incidents, 94.3% of Site A incidents) were &ssified  as access

incidents. Of these, 30 (6.9% of Site A incidents, 7.3% of access incidents) were classified as ruot

bna.k-ins,  61 (14.0% of Site A total, 14.8% of access incidents) were classified as account hati-ins,  and

321 (73.5% of total, 77.9% of access incidents) were unsuccessful access attenqts  (see Table 9.2).

Site A Incidents
.

# of Incidents % of Total

I TotaI  Incidents 437 100.0%

r Total Access Incidents I 412 I 94.3% I

Root break-ins 30 6.9%

Account  break-ins 61 14.0%

Access  attempts 321 73.5%

Table 9.2. Access Incidents at Site A

Figure 9.4 shows the average number of incidents per quarter at Site A for each of the three

access categories. Unlike Figure 7.6, which shows the data for all incidents, the frequency of

account and root level break-ins does not appear to show a steady increase. Access attempts,

however, have a similar pattern in both figures. They both show significant peaks in activity in

1990-1991 and the fust  half of 1994. The correlation between the occurrence of access attempts at

Site A and the occurrence for all incidents was 80%, while the correlations for root break-ins (49%)

and account break-ins (53O/) were considerably less;
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Figure 9.4. Site A Access Incidents by Month  Averaged Over Qumers
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Figure 9.5. Site A Access Incidents per 100,000 domains by Month Averaged Over Quarters

In Figure 9.5, as in Figure 7.7, the frequency of access incidents was normalized to the growth

of Internet domains. If the frequency of access incidents matched the growth of Internet domains,

we would expect to see a steady average. Instead, we see significant variation in root and account

level break-ins. For access attempts, peaks occur in 1990-1991, the end of 1992, and the beginning

of 1994. The most notable difference between Figures 9.5 and 7.7 is that in Figure 7.7, the peak in

access attempts from 1990-1991 is higher than the 1994 peak, which is not the case in Figure 9.5. A

simple linear least squares fit showed none of the curves in Figure 9.5 had slopes statistically

different from zero.
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Figure 9.6. Site A Access Incidents per 10,000,000  Hosts by Month Averaged Over Quarters

As noted in Chapter 7, the patterns shown in Figures 7.7 and 9.5 may be influenced by the

reduction in the number of Internet hosts per Internet domain after 1993. In Figures 7.8 and 9.6,

the growth in Internet hosts was used to determine the average incidents per month per 10,000,000

Internet hosts. Again, if the rate of attacks matched the growth of Internet hosts, we would expect
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to see a steady average. In Figure 9.6 we instead see what appears to be a steady decline in root and

account level break-ins from peaks in 1990. Access attempts show peaks in 1990 and 1994. These

are similar to those found in Figure 7.8. A simple linear least squares fit showed that the slope for

neither the access attempts nor the root break-ins were statistically different from zero. The slope

for account break-ins was statistically significant (a = 5O>, showing that account break-ins at Site A

grew over thilsperiod  at a rate around 23% less than the growth of Internet hosts (R2 = 6.83%).

.

. . .,_ . . . . . . . i. ._ . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . -..& . . . . . . ~~~
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Figure 9.7. Site A Successful Access Incidents by Month Averaged Over Quarters

The successful root and account level break-ins are combined in Figure 9.7, as was done in

Figure 7.9. Figure 9.7 shows more variation than Figure 7.9, as well as stronger seasonal variation.

Five of the seven years’ in Figure 9.7 show more incidents in the first half of the year than in the

second half. All the incidents (Figure 7.9),  however, only showed a 7% correlation with month.

The correlation was higher for Site A at 23%, although the effect was still not very large. The

increase may result from the fact that Site A is a university with less students in the summer.

The overall pattern of access incidents looks different in Figure 9.8, which has the same data

normalized  to the number of hosts on the Internet (comparable to Figure 7.10). There was a

strong peak when Site A first began reporting to the CERp/CC, which was followed by a steady

decline. A simple linear least squares fit showed that successful access incidents at Site A increased

at a rate around 20% less than the growth of Internet hosts (01 = l%, R2 = 20.3%).
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Figure 9.8. Site A Successful Access Incidents per lO,OOO,OOO  Hosts by Month Averaged Over Quarters

9.3.3. Unauthorized Use Incidents at Site A

Only a few of the Site A incidents (25 incidents, 5.7% of Site A total) were classified as

unauthorixed  use incidents. Of these, 13 (3.0% of Site A totaI,  52.0% of use incidents) were classified

as a?sclosure  of infomath  incidents, 6 (1.4% of Site A total, 24.0% of use incidents) were classified as

denial-ofsemke  incidents, and 6 (1.4% of Site A total,  24.0% of use incidents) were classified as

coqtion ofinfomatim  incidents. Table 9.3 summa&es  the Site A unauthorized use incidents.

Site A Incidents

# of Incidents % of Total

Total  Incidents 437 100.0%

Total  Unauthorized  Use Incidents 2.5 5.7%

‘Disclosure  Incidents 13 3.0%

Denial-of-semice  Incidents 6 1.4%

Cormp  tion Incidents 6 1.4%

Table 93. Unauthorized Use Incidents at Site A

The small number of unauthorized use incidents makes accurate comparisons difficult between

Site A and all incidents. It is still useful, however, to make the comparisons in order to see if there

are significant, or important differences. The distribution of unautboripd  use incidents at Site A was

highly variable as shown in Figure 9.9, as compared to Figure 7.11 for all incidents. Both Figures,

however, show increases in absolute numbers over the period.
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Figure 9.9. Site A Total Unauthorized  Use Incidents by Month Averaged &r Quarters

When these data are norrnalized for the number of Internet hosts, a significant difference does

emerge. For all incidents, as shown in Figure 7.13; the frequency of unauthorized use incidents was

relatively constant. This was not the case with similar incidents at Site A, which Figure 9.10 shows

decreased steadily over the period relative to the size of the Internet. This difference is reflected in

a relatively low correlation between the frequency of incidents at Site A and for all incidents (45%).

A simple linear least squares fit did not show the slope of the curve in Figure 9.10 to be

significantly different from zero. This would be expected with the small sample size.
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Fbre 9.10. Site  A Tad Unaahotizcd  Use Incidenti per 10,000,000 Hoam by ~~,,tl.,  Avenged over Quartem

The 13 unauthorized use incidents that were classified as G%-ch.sun  of infomation  incidents are

shown in Figure 9.11. The rate in this Figure appears to be relatively constant after they began in

1992. This should indicate that, relative to the size of the Internet, these incidents have decreased.
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Figure 9.11. Site A Disclosure of Information Incidents by Month Averaged Over Quarters

This is confirmed in Figure 9.12. The sample size was small and the slope was not statistically

different from zero. What patterns are seen in Figures 9.12 and 9.13 seem to differ from the

pattern in Figures 7.12 and 7.14. These earlier figures show that, for all incidents, in absolute terms,

there was a steady increase, and a relatively constant frequency compared to the size of the Internet.

Jan%9 JUI-90 Jan-91 JM-92 JM-93 J-94 h-95 Jan-%
Ym

Figure 9.12. Site A Disclosure of Information Incidents per 10,000,000  Hosts by Month
Averaged Over Quarters

There were only 6 denial-oflservice  incidents at Site A, which are plotted in absolute terms in

Figure 9.13, and relative to the size of the Internet in Figure 9.14. These figures, along with figures

7.15 and 7.16 for all incidents, indicate the highest relative period for denial-of-service incidents was

1990. The small sample size, however, meant that the slope of the curve in Figure 9.14 was not

statistically different from zero. At Site A, generally, denial-of-service did not appear to have been a

significant problem during the period of this study.
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Jan%9 JSCI-90 Jam-91 JM.92 Jm-93 Jut-94 Jur-95 J--W
Yff

$ure 9.13.  Site A Denial-of-service Incidents by Month Averaged Over Quarters

Of these six denial-of-service incidents at Site A, the first incident involved an attack against an

Internet application. This was the same method used in once incident in 1995.

Ma9 JM-90 b-91 JM-9!2 JM-93 Jam-94 Jan-95 M-W
YW

Figure 9.14. Site A Denial-of-service Incidents per 10,000,000  Hosts by Month Averaged Over Quarters

The second incident at Site A involved the use of mail ~QZV,  which indicates multiple e-mail

messages were used in order to try to overwhelm a system’s disk storage capacity. The 1993

incident, as well as the last incident at Site A (1995) both involved X&P bombs, which overwhelm

the network’s control message protocol. The method of artack  for &e incident at the beginning of

1995 was a &% bomb, which is used to send ANSI escape sequences to a system in order to modify

the fde controlling the monitor display on a host computer. The final category of unauthorized use

incidents is comrption  of infomatio~. There were only 6 of these incidents at Site A as plotted in

Figure 9.15. This shows some similarity to Figure 7.17 because of the increase in incidents in 1995.

Figure 9.15. Site A Corruption of Information Incidents  by Month Averaged Over Quarters
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The corruption of information incidents are normalized  for the size of the Internet in Figure

9.16, which showed these type of incidents were not a significant problem at Site A for this period.

Ju1%9 ],a,-W J.n.91 JUJ-92 JaQ.93 Jan.94 Jan-95 J.m.96
YeU

Figure 9.16. Site A Corruption of Information Incidents per 10,000,000  Hosts by Month
Averaged Over Quarters

9.4. Sites per Day

Chapter 7 presented riterper G@  as an alternative measure of the severity of security incidents.

Unlike the simple frequency of incidents, the sites per day measure of severity considers not only

the number of incidents, but also the duration and number of sites involved. This measure still has

significance when considering the activity at one site, because it indicates the severity of the

incidents that the site was involved in. This can be used as a surrogate to give some indication of

the severity of the incidents at that site.
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Figure 9.17. Site A Sites per Day - All Incidents
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Figure 9.17 plots the sites per day for all incidents at Site A report to the CERl?/CC.  This

appears similar to all incidents as presented in Figure 7.19, particularly the large “spike” in sites per

day in 1994. The correlation between the sites per day for all incidents and sites per day for Site A

was 58%. Given the considerable variability of the data, this is a relatively high correlation.
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Figure 9.18. Site A Sites per Day - All Incidents, Averaged Over Months

Jan-96

As was done in Chapter 7, these data were smoothed by months and by quarter in order to

more easily determine the trend in the data as shown in Figures 9.18 and 9.19. These figures look

similar to the corresponding figures for all incidents, Figures 7.20 and 7.21. These all show similar

spikes at the beginning of 1994, but Site A does not show a drop off in 1995. As expected, when

the data are smoothed, the correlations between Site A and all incidents increase. For the monthly

smoothing, the correlation was 81%, and this increased to 87% for smoothing by quarters.
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Figure 9.19. Site A Sites per Day - All Incidents, Averaged Over Quarters
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Figure 9.20 shows the sites per day for all incidents at Site A, normalized  for the size of the

Internet. This shows the same pattern as Figure 7.24 for all incidents. A simple linear least squares

fit showed that the growth rate of sites per day for all incidents at Site A was around 6% less than

the growth rate for all Internet hosts (a = l%, R2 = 11.5%).

10

0L
Jan-89 p-90 p-91 h - 9 2  yeu h - 9 3 Jan-94 Jan-95 Jm-96

Figure 9.20. Site A Sites per Day per 10,000,000  Hosts - All Incidents, Averaged Over Quarters

The last three Figures of this chapter present this same information for root and account level

break-ins at Site A. These correspond to the figures for all incidents (Figures 7.22,7.23 and 7.25).

40

30 I
.

b-89 Jan-90 Jim-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-96

Ye-U

Figure 9.21. Site A Sites per Day - Root and Account Break-ins, Averaged Over Months

Figure 9.21 presents the Site A root and account level break-ins smoothed by month, and

Figure 9.22 presents the data smoothed by quarter. These data show significant differences with

the Figures in Chapter 7. The biggest difference is the lack of a “spike” in the early part of 1994.

This indicates that the increased activity at this time in Figures 9.18 and 9.19 were primarily access

attempts and not root or account level break-ins. This is reflected in the correlations between the
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Site A data for root and account break-in incidents compared to the data for all incidents: 24% for

data by days, 38% when smoothed by month, and 50% when smoothed by quarter. For the first

two, these are less than half of the correlations presented earlier for all the incidents.
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-

0.0 7
Jan-89

k
Jan-92 Jim-93 Jan-94 Jan-95 Jan-96
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Figure 9.22. Site A Sites per Day - Root and Account Break-ins, Averaged Over Quarters

Figure 9.23 presents the data smoothed by quarters, but also normalized for the size of the

Internet. These data show root and account level break-ins were the most significant problem in

1990, with another peak of activity in 1992. These successful intrusions were less significant relative

to the size of the Internet in the years after that. A simple linear least squares fit of the curve in

Figure 9.23 shows the rate of growth of sites per day for root and account level break-ins was

around 12% less than the rate of growth of Internet hosts (a = l%, R’ = 2.99%).

These data from Site A presented in this chapter will be discussed further in Chapter 12, which

will examine how representative the CERT@/CC records are of the total Internet intruder activity.

..:.. . ..__.......................  .__........._...__..........  i

h-89 &I-90 *-91 Jan-92 Jm-93 J!m-94
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Figure 9.23. Site A Sites per Day per 10,000,000 Hosts - Root and Account Break-km, Averaged Over Quarters
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9.5. Summary of Case Study - Site A

Nearly 10% of all incidents in the CERl?/CC records from November, 1988 through

December, 1995 involved one Internet site, which was termed Site A. Site A is a university located

in the United States. It has around 30,000 users at its main campus. Since their first contact with

the  CERp/CC in 1989, the systems administrators at Site A routinely reported all security

incidents involving the Internet. Some of the criteria Site A used for determining whether an

incident would be rplorted to the CERl?/CC  included 1) repeated login attempts (5 or more), 2)

root login attempts, and 3) attempts to exploit known vulnerabilities.

Of the 4,567 incidents reconstructed from the CER’T@/CC  records, 443 incidents (9.7%) were

either reported’ by Site A, or otherwise involved Site A. Of these incidents, 6 (1.4’) were

determined to be false alarms. Most of the Site A incidents (94.3%) were classified as access

incidents: rvot beak-ins  (6.9% of Site A total), accotltlt  beak-ins  (14.0% of Site A total), and access

attempts (77.9 1)O 0 were unsuccessful . The correlation between the occurrence of access attempts at

Site A and the occurrence for all incidents was 80%, while the correlations for root break-ins (49’Yo)

and account break-ins (53%/o) were considerably less. As with all incidents, incidents in the three

categories of access incidents at Site A grew at a rate less than the growth of Internet hosts,

although this could only be shown statistically for account break-ins which grew over this period at

a rate around 23% less than the growth of Internet hosts. Only a few of the Site A incidents (5.7%

of Site A total) were classified as unauthotixed use incidents.

Using sites per day as the measure of incident severity, the correlation between site per day for

all incidents and for Site A was 58%. When the data were smoothed by month, the correlation

increased to 81%, and this increased to 87% for smoothing by quarters. The growth rate of sites

per day for all incidents at Site A was around 9% less than the growth rate for all Internet  hose.

For root and account level break-ins it was around 12% less than the rate of growth of Internet

hosts.
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Chapter 10

Severe Incidents

In previous chapters, CERT@/CC incidents were examined statistically with the populations

being either all incidents, a subgroup of all incidents, all incidents at Site A, or a subgroup of the

incidents at Site A. This chapter provides a more detailed description of a small number of the

most severe incidents. This is preceded by a discussion of various measures of severity that might

be used to determine which are the most “severe” incidents.

10.1 Selection of the Severe Incidents

As was discussed in Chapter 7, there is not one obvious measure of the severity of an Internet

security incident. Two examples will make this point more clearly. In one incident reported to the

CERT’@/CC,  the number of sites involved was 1,563. This incident also involved root break-ins.

Using these measures, this was the most severe incident in the CERT@/CC  records. Closer

examination reveals, however, that this incident was actually relatively minor. The incident’s

duration was only 8 days, while the average duration for all CERTe’/CC incidents was 16.5 days.

The 23 messages to and from the CERT@/CC  for this incident was only slightly above the average

for all incidents (and well within the 54.4 standard deviation). The primary reason for this unusual

set of numbers was that this incident involved a sniffer and the sites involved were recorded in the

sniffer logs, but apparently not actually attacked. The incident was also quickly resolved.

A second example illustrates a more severe incident. This incident was characterized by the

following dataz 712 days duration, 383 sites, 158 messages to/from the CERl?/CC,  and root-level

break-ins. This incident had the longest duration of any incident in the CERT@/CC  records, but all

of the measures for this incident were also more than one standard deviation above their respective

means. The intruders used numerous methods of operation including password cracking, Trojan

horse login programs, deleting files, exploitation of open servers, social engineering, trusted hosts

attacks, exploitation of sendmail bugs, mail spoofing and software piracy. It is the combination of

all of these measures that makes this incident more severe than the frost  example given.

: ,
I.

Figures 10.1 and 10.2 illustrate another difficulty with the individual measures of severity. In

these plots, the number of sites for each incident are plotted from the greatest to the smallest

number. Figure 10.1 plots the first 4,000 incidents. It is not clear from this Figure where the logical

separation would be between the “severe” and “non-so-severe” incidents, based on the number of
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Figure 10.t Number of Sites versus Number of Incidents

The “knee” of the plot in Figure 10.1 is expanded in Figure 10.2. Again this does not give an

obvious separation point between severe and non-severe incidents. The center of the knee occurs

when the incident number approximately equals the number of sites. This criteria identifies the first

62 incidents, but examination of these incident records shows that this includes many incidents that

were not severe. Of these 62 incidents, 50 @lo/)o involved root break-ins, but 7 (llO/o)  involved

only account break-ins, 1 (2”/0>  involved only access attempts, and 4 (7?/0)  involved only FIT abuse

and software piracy. One alternative to using the number of sites as the single criteria would be to

also restrict the incidents to only those involving root break-ins.

200

0 7
0 50 100 150 200 250 300 350 400 450 500

Number of Incidenta

Figure 10.2. Number of Sites ~crsus Number of Incidentn (Less  ho 200 rites and lera than 500 Incidenta)
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Figure 10.3. Incident Duration versus Number of Incidents

A similar approach can be taken with the duration of incidents as shown in Figure 10.3. The

“knee” of this curve is expanded in Figure 10.4.

. . .
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Figure 10.4. Incident Duration versus Number of Incidents (200 or Less Days and less than 1000 Incidents)

The center of the knee for incident duration occurs at 99 incidents, although only 74 involved

root break-ins. Another 20 incidents involved account break-ins, three incidents involved access

attempts, one incident involved source spoofing and one incident involved FI’I? abuse and

software piracy. Again, one alternative would be to also restrict these incidents to root break-ins.

Another dimension that may give some indication of severity is the number of messages to and

from the CER’I@/CC.  As stated in Chapter 4, this may reflect CER’l?/CC  workload.
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Figure 10.5. Number of Messages versus Number of Incidents

Figure 10.5 plots the number of messages sent to the CERT@/CC  relative to the number of

incidents. These data show the same distribution as the corresponding plots for duration and

number of sites. Figure 10.6 isolates and expands the “knee” of Figure 10.5.
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Number of Incident8

350 4clo 450 500

Figure 10.6. Number of Messages versus Number of Incidents (Less than 200 messages and less than 500 Incidents.)

The center of the knee in Figures 10.5 and 10.6 occurred at the 87” incident. Of these

incidents, 74 incidents (85.1%) were root break-ins, 9 incidents (10.3%) were account break-ins, 1

incident (1.1%) was an access attempt, 1 incident (1.1%) was a denial-of-service attack, and 2

incidents (2.3”/0>  involved FIT abuse and software piracy.
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None of these measures individually appears to be able to consistently isolate the most severe

incidents. Combining these measures has the potential to improve the selection. There were 20

incidents (0.5%)  that involved root break-ins and were also above the “knee” of all three

dimensions.

An alternative to using the knee of these graphs to determine the severe incidents is to use the

mean and standard deviations of the measurements. As shown in Table 10.1, if the standard

deviation is added to $e mean of each of the measurements, the resulting values are less than the

respective values u&g the knee of the curves. There were 42 incidents with these minimum values.

easuremen

Table 10.E Mean and Standard Deviations of Measurementa

Even if we go to two standard deviations above the mean, one of the measurements, duration,

is still below the value determined from the graphs. Only 19 incidents met this criteria Of these

19,17 were also’ in the 20 incidents identified Tom the graphs (199 days duration, 2 62 sites, and 2

87 messages). If three standard deviations is chosen, all of the measurements are above the criteria

from the graphs, but only 11 incidents meet this more restrictive criteria The criteria from the

knee of the graphs for duration (99 days) is 2.64 standard deviations above the mean, for the

number of sites (62 sites) it is 1.45 standard deviations above the mean, and for the number of

messages (87 messages) it is 1.34 standard deviations above the mean.

It is not clear which of these criteria would be the most appropriate to use to identify the severe

incidents. Since this chapter is intended to be desniptiMe  and not s&Wic~  accuracy is not strictly

critical. As such, we could use the Lower of the values for the measurements from either criteria.

Using the criteria from the graphs (the “knees”), along with two standard deviations above the

mean, the lower values yield the following criteria 1 79 days duration, 1 62 sites, and 2 87

messages. This selects 22 incidents as shown in Table 10.2. The average measurements of these 22

incidents were 203 days duration, 169 sites, and 466 messages.
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1 .. 
Mean (\i) Standard Deviation (O) \L + G \L + 2G \i + 3a 

Duration 16.5 31.2 47.7 78.9 110.1 

Number of Sites 6.5 31.8 38.3 70.1 101.9 

Number of Messages 14.2 54.4 68.6 123.0 177.4 

Number of Incidents with These Minimum Values: 42 19 11 



I 3 1 16-Jun-92  1 12-Ju

1 2-Mar-93 ! l-Feb-93 i

Table 10.2. Summary of Root BreaI-in  Iocideots With 2 79 Days Duntioo,  2 62 Sites, 2 87 Messages

10.2. Description of the Severe Incidents Chosen

Figure 10.7 presents how these incidents are distributed over time in the CERT@/CC  records

(using the year from the middle dates of Table 10.2). It is important to emphasize that thir should not

be taken as a statistid  samph of the CERT@/CC  ina’dentr. There was a lot of variability in these data

and the selection of these particular incidents as the most “severe” incidents was, at best, merely an

approximation. Nevertheless, it is likely that a description of these incidents will provide valuable

insight into the incidents reported to the CERp/CC.

7,
6

1991 1992 1993 1994 1995
YCrr

Figure 10.7. Distribution of Root Break-in Incidents With 2 79 Days Duration, 2 62 Sites, 2 87 Messages

The distribution of these incidents over time is further broken down in Figure 10.8 which plots

a rectangle representing each incident. The horizontal dimension of each incident corresponds to

the duration, and the height corresponds to the average sites per day as listed in Table 10.2.
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Incident #i Reporting Datei Start Date Middle Date Ending Date| Duration(Days) # Sites Sites/Day # Messages 

1        |     2-Apr-90 2-Apr-90 24-Mar-91 14-Mar-92 1          713 383 0.54 158 

2        1     18-Jun-92 9-Jun-92 19-Jul-92 28-Aug-92 I           81 162 2.00 227 

|        4        fl     28-H-92 
in-92 16-Sep-92 21-Dec-92 1          193 107 0.55 458 

|   28-JuI-92 25-Oct-92 22-Jan-93  1          179 66 0.37 229 

6 29-May-93 5-Mar-93 22-Jul-93 9-Dec-93 280 93 0.33 476 

7 12-Jul-93 12-Jul-93 ll-Sep-93 ll-Nov-93 123 141 1.15 288 

8 UrAug-93 25-Jun-93 12-Oct-93 29-Jan-94 219 113 0.52 141 

9 13-Aug-93 12-Aug-93 31-Oct-93 19-Jan-94 161 164 1.02 918 

10 .   20-Oct-93 20-Oct-93 ll-Dec-93 l-Feb-94 105 248 2.36 648 

11 27-May-94 27-May-94 22-Jul-94 17-Sep-94 114 62 0.54 167 

12 3-May-94 3-May-94 28-Aug-94 24-Dec-94 236 103 0.44 367 

13 16-Jul-94 28-Jun-94 25-Sep-94 23-Dec-94 179 130 0.73 394 

14 18-May-94 l-May-94 ll-Oct-94 24-Mar-95 328 112 0.34 118 

15 2-Sep-94 2-Sep-94 28-Nov-94 24-Feb-95 176 100 0.57 192 

16 15-Sep-94 15-Sep-94 4-Jan-95 26-Apr-95 224 515 2.30 1907 

17 7-Dec-94 7-Dec-94 22-Jan-95 9-Mar-95 93 85 0.91 215 

18 19-Jan-95 19-Jan-95 17-Apr-95 15-Jul-95 178 166 0.93 548 

19 27-Jan-95 26-Jan-95 19-Apr-95 ll-Jul-95 167 108 0.65 340 

20 7-May-95 7-May-95 28-Jul-95 18-Oct-95 165 267 1.62 909 

21 ll-Oct-95 20-Aug-95 l-Dec-95 14-Mar-96 208 237 1.14 741 

22 29-Sep-95 29-Sep-95 31-Dec-95 2-Apr-96 187 81 0.43 320 

r - 
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Figure 10.8. Sites per Day versus Duratioo for 22 ‘?kere” Iocideots
(Note: Numbers in each block indicate the order of the incident according to middle day as shown in Table 10.2,

and the vertical dimension is average sites per day, one division = one site/day)

Figure 10.8 gives a preliminary classification of the 22 severe incidents according to the

predominant techniques intruders used during the incidents. Three classifications make up the bulk

of the incidents (19 of the 22). In the early years, intruders in these severe incidents used primarily

“manual” techniques through a command line interface. These techniques included individual user

commands, simple shell scripts, and password cracking programs. Beginning  in 1993, intruders

became more sophisticated by gaining access to host computers using sniffers and then in 1994,

they also used toolkits (such as ruotk$). Three incidents did not fit into these categories. In the first

half of 1993 there was a large incident that, although it involved some root break-ins, was primarily

an incident of FTI? abuse and software piracy. In the latter half of 1993, one severe incident

primarily involved the use of a TFTI? vulnerability which allowed an intruder to obtain a site’s

password file. Finally, one severe incident in 1995 involved primarily the use of sophisticated IT

spoofing techniques.
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In addition to this trend in intruder techniques, the 22 incidents show two other underlying

trends. The fist of these is that in the early incidents, the attackers tended to be a few individuals,

tended to be confined to a specific location or group of locations, and as a consequence, tended to

be easily identifiable. The later severe incidents tended to have more attackers operating  in many

different locations. This, combined with the more sophisticated techniques used by intruders,
-‘>

resulted in the intruders being harder to identify in the later incidents.

The o&er underlying  characteristic of these severe incidents was the consistent use of a three-

phase process of attack [ABH96:436-4381.  In the first phase, the goal was to gain access to an

account on the target system. For this, the intruder could obtain a user ID and password

combination in a variety of ways, such as through various methods to crack passwords or in later

incidents, through the use of a sniffer program. In the second phase, the intruder exploited

vulnerabilities in the host system to gain privileged or root access on that system. In the final

phase, the intruder often used this privileged access to attack other systems across the network.

For these 22 severe incidents, this pattern of attack was consistent. Later incidents used more

sophisticated tools, but the three phases were generally followed. The exception to this was the

one incident of these 22 which was primarily characterized by Ip spoofing. Using this method of

attack, the intruder does not need to break into an account before gaining privileged access.

The following sections present more details about these 22 incidents.

10.2.1. Incident #l - Dutch Hackers - The longest incident in the CER~/CC records began

April 1, 1990 with attempted penetrations at a U.S. .Imil site. The attacks appeared to come from a

U.S. .edu site, but this proved to be compromised. This was the beginning of an odyssey that lasted

nearly two years, occupied countless hours of site administrator, law enforcement, and incident

response personnel time, and caused damage and frustration for people using computers and

networks on at least 383 commercial, educational, and military sites all over the world.

TWO other characteristics combined to make this incident pa&ddy unique. I%%, records

show these attacks were carried out by a group of 4 young hackers operating out of their homes in

a small area of the Netherlands. The later severe incidents generally involved more attackers

located in many different areas. Also unlike later incidents, when it became increasingly difficult to

identify intruders, in this incident the intruders were identified early in the incident - yet they were

not arrested  for nearly  two years. The primary reason for this was the lack of Dutch laws against

computer crime.
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This Dutch hacker incident was one of the few CER??/CC  incidents to be widely reported in

the press and in books. For example, Tsutomu Shimomura, a senior fellow at the San Diego

Supercomputer Center, and John Markoff  of the Neul York Times, wrote a book in 1996 giving an

account of “the pursuit and capture of Kevin Mitnick,”  a well known hacker.* In this book and in

an April 21, 1991 Times article, they describe hacking activity at Stanford University through an

account with user ID of adtian and at Bell Labs in Murray Hill, New Jersey, through an account with
:>

user ID of be@d [ShM96:96-1011. These 1991 attacks were part of this CERT@/CC  incident.

Unknown to*Shimomura and Markoff,  however, the hackers and this incident had been known

to CERT@/CC  since the previous year. CERl?/CC personnel and Wietse Venema*,  a systems

administrator at one of the Dutch Universities, had been monitoring the hacker’s activities. Their

efforts were recorded in over 2,500 pages of text in the CER’l?/CC  record for this incident. Table

10.3 shows the top level domains for the reporting sites and other sites involved in the Dutch

hacker incident. The majority of the attacked sites were in the U.S.

.fi 5 1 1.4%
_ _^,1 .no 1 5 1 1.4%  1 .US 1 1 0 . 3 %

Table 103. Reporting and Other Sites for Severe Incident Number 1 (See Table 10.2 and Figure 10.8)

Throughout this incident, the intruders followed a specific pattern for their attacks. First they

would compromise a site, usually in the U.S., which would be used for attacks on other sites. Every

few months they would move this base of operations to another site. During the initial months of

1 Interestingly,  the incident that  Shimomura  and Markoff  wrote about  in their  1996 book  T&down was not one of the
severe  incidents  recorded  in the CERP/CC  records. Instead,  both  Shimomura  and Ma&off’s  book  and  the
CERT@/CC  CIXOI& both  show that,  although  the  incident was of long duration,  it involved  onlp  a small  number  of
sites. Perhaps this  indicates  the limitation  of what could be done at that  t&e by one irxI,ividud  hacker.
’ During  this incident,  Wietse  Venema wrote  the we&known  and  widely-used rcpwapper  program for logging and
intercepting TCP  services  started  by in&d (tit veeision ix~ May,  19%))  [G&96:67~.  He was ak.0 co-author  of the
SATAN  automated network vulnerability search and  re.port  tool  [A.BH’X$%g].
3 Note, however,  that  the majori  of&Internet  sites at the  time  wee in the U.S.
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Reporting Sites 
domain # sites % sites 

.edu 19 63.3% 
.nl 3 10.0% 

.mil 2 6.7% 
.com 3.3% 
org 3.3% 

•gov 3.3% 

•ip 3.3% 
.us 3.3% 
.fr 3.3% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 126 35.7% .& 4 1.1% 

.com 93 26.3% .se 3 0.8% 

.mil 48 13.6% .net 2 0.6% 

.ca 12 3.4% .ch 1 0.3% 

.gov 10 2.8% .es 1 0.3% 

.de 9 2.5% •gr 1 0.3% 

.uk 9 2.5% .ie 1 0.3% 

.nl 7 2.0% .Ü 1 0.3% 

•org 6 1.7% .it 1 0.3% 

.au 5 1.4% IP 1 0.3% 
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the incident, security was limited at most sites. The intruders were often able to find accounts with

default, weak, or missing passwords. Tracing of the attacks was relatively easy, and by May, 1990,

both the FBI and local law enforcement agencies were actively investigating the incident.

The keywords used in the CERT@/CC  record of this incident (Incident #l) to describe the

methods of operation were as follows:

weak pass-words, no passwords, password files, password cracking, Trojan login, FTP,
deleted files, open servers, social engineering, user accounts, system accounts, login
attempts, hostsequiv, .rhosts, sendmail attacks, debug, chsh/chfn, mail spoofing rm -rf /,
87 socket, software piracy

These methods were implemented either by typing individual commands, or by using simple

scripts or programs, such as password cracking programs. Most of these were well known

methods. The exception is the “87 socket,” which was unique to this incident. Intruders were

often found to be telneting to socket 87. By the end of May, 1990, it was determined this was

where the intruders placed a process which was a backdoor method for gaining root privileges.

During this incident, the hacking activities of these intruders were not specifically unlawful

according to Dutch law. The intruders were very open about their activities. For example, at the

beginning of May, 1990, one of the hackers gave a demonstration of their techniques by breaking

into sites in France and the U.S. This demonstration included in-band signaling  on the phone lies,

which was a technique used to avoid toll charges. The hackers bragged about their activities on

Usenet  groups, signing their posts with the name aback (the initials “rc” are used in the Netherlands

to mean “computing center”). The hackers talked on-line about their activities with systems

administrators like Wietse  Venema. And finally, in June, 1990, one of the hackers requested a job in

computer security at a U.S. military site in Europe. He sent that site a resume with his correct name

and address.

There was a high level of activity by the Dutch hackers in May and June, 1990. This was

followed by a period of inactivity until a “general wipeout” of all file systems at a Dutch University

computing center toward the end of August. Break-in activity continued at this same Dutch site in

September, and at several French sites and several U.S. .edu and .mil sites in November. This was

followed by another quiet period until near the end of the year.

On December 30, 1990, numerous sites around the Internet received a message from one of

the hackers requesting an account for himself on their system. One of these messages was sent to

t h e  CERTa’/CC, h’ hw K caused response personnel to investigate. This hacker would come to be
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known ~SJ&.JO because this was the user ID of his account on one open U.S. site. He made no

attempt, however, to disguise his identity, so his actual name was also widely known

The period from January through April, 1991, was one of intense activity by the Dutch hackers,

and of intense activity by CER’I@/CC  personnel, systems administrators and law enforcement

agencies. Techniques  used by the hackers became more sophisticated, including “trusted hosts”

attacks involving hosts.eq& and .n5osts  files. sites attacked were military and civilian sites in the US.,
I>

Europe and Japan. This was when Stanford, Bell Labs, Tsutomu Shimomura (SDSC), and John

Markoff  (NY Tit;ter)  became involved.

In this time period Venema worked closely with Dutch law enforcement, but they were of little

help because they “don’t understand what a computer crime is.” The situation in the U.S. was not

much better. For example, the FBI was also unsure of what a computer crime was, and therefore,

the CERT@/CC records indicate they were not very interested. Warrants were difficult to obtain.

One site was reluctant to monitor the intruders within their own network because they were

uncertain if a warrant was required for internal monitoring.

In February, 1991, the Dutch hackers broke into a site that was tracking them, and they found

out the extent to which they had been monitored. They responded with increased attacks at already

compromised sites, and at new sites. Some attacks were destructive. Venema contacted the group

of hackers and tried to “scare” them with information about investigations by CERT@/CC  and law

enforcement agencies. This appeared to have little effect. During this same month, Dutch

television news reported on the hacker group and even showed one member of the group breaking

into what appeared to be a U.S. military  computer lI’&u91].

On April 21’: the Neu, York Trines reported on the Dutch hackers [Manl], and on April 24”,

Stanford was identified as a site by the Stanford D$v [Stagl].  That same day, one of the hackers

exchanged e-mail with a system administrator at a U.S. site frequented by hackers. In it, he detailed

the activities of the Dutch hackers over the previous 18 months.

Attacks continued from this group of intruders at a steady pace through July, 1991. The attacks

resumed in October, 1991 and continued into 1992. During these periods, a debate was-conducted

among the attacked sites regarding selected sites that did not, as a matter of policy, secure their

servers. These insecure servers were used by the intruders. Some applied pressure to have the sites

secured. Others felt that the sites should be left open either because information  and systems

should be “free,” or because it was easier to monitor intruders if hey all funneled through only a

few sites.
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On January 27, 1992, two of the Dutch hackers were arrested by Dutch police. At the time,

Dutch law was still in preparation and therefore, charges against the hackers were based on existing

law: forgery (corrupting systems files in order to obtain root privileges), vandalism (rendering a

computer system unusable), and racketeering (using stolen passwords). Following these arrests,

there was an increase in intruder activity for the next few weeks, perhaps as a response by other

members of the group, or by other hackers.

On February 17, 1992, the CERT@/CC  issued an advisory of “Internet Intruder Activity” based

on this incident (CA-9203). For the next month, sites investigated and reported back to the

CERT@/CC  as to whether they had been attacked. In March, 1992, Wietse Venema sent a message

to the CERT@/CC  summa&zing  his recent interview with the hackers, who indicated the incident

had involved 4 individuals. This is the last entry in the CERT@/CC  record for this incident.

10.2.2. Incident #9 - Danish Hackers - A smaller, but still severe incident began on the

Internet in August, 1993. This incident was similar  to the Dutch hacker incident in that it primarily

consisted of attacks by a small group of individuals in a geographically small area -- Denmark in this

case. Table 10.4 lists the top-level domain names for the sites known to be involved.

Other Sites
domain I# sites 1 % sites 1 domain # sites % sites

.edu 56 1 35.4% 1 -gr 2 1.3%
.is 2 1.3%.com 18 11.4%

nil 15 9.5%
Sk 13 8.2%
.tw 7 4.4%

*O% I 1 1 0.6%
1 .be 1 2 1 1.3%  1 *PI I 1 1 0.6%

.es 1 2 1 1.3% 1

Table 10.4. Reporting and Other Sites for Severe Incident Number 9 (See Table 10.2 and Figure 10.8)

The attack methods consisted of user command and small scripts, and primarily involved

exploiting vulnerabikties in the sendmai/program  as described in CERT@ Advisories in October and

November, 1993 (CA-93:15 and CA-93:16). The keywords used in the CERTs’/CC  record of

4 CERT@ Advisories  are available  from the CERT@/CC  on-line at www.cert.org.
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Rep orting Sites 
domain # sites % sites 

.edu 2 33.3% 
.Ü 1 16.7% 

.com 1 16.7% 
.mil 1 16.7% 
.dk 1 16.7% 

.ca 5 3.2% 
.Ü 5 3.2% 
.br 4 2.5% 
.de 4 2.5% 
.au 3 1.9% 

•gov 3 1.9% 
.uk 3 1.9% 

.net 2 "~1.3%~~ 
.se 2 1.3% 
.us 2 1.3% 
.at 0.6% 
.cs 0.6% 
.fi 0.6% 
.kr 0.6% 
.nl 0.6% 
.no 0.6% 



Incident #9 to describe the methods of operation were as follows: sendmail, ISS attack, password

files, password cracking, files deleted, mail spoofing and Trojans.

Law enforcement agencies became involved early in this incident. Their activities included

phone tracing of the hackers. The hackers were arrested by Danish Police in December, 1993. The

Danish press reported the incident as the “biggest Danish incident ever.”

10.2.3. IncidenJs #2, 3, 4, and 8 - Other Command Line Incidents - There were 4 other

severe incidents with intruders using primarily user commands and small scripts as methods of
.

attack. These incidents were all similar to each other. The sites involved in Incident #2 are listed in

Table 10.5.

Reporting Sites
domain I # sites 1% sites

.edu I 1 I 100.0%

I Other Sites
domain1  # sites 1 % sites domain I # sites I % sites

.edu I 53 I 32.9% .es I 2 I 1.2%

30 1 1 0.6%
1 .org 1 3 1 1.9% 1 % 1 1 0.6%

.iP I 2 1 1.2%
.mil I 2 I 1.2%

I

.cs I 1 1 0.6%  1

Table 1OJ. Reporting and Other Sites for Severe Incident Number 2 (See Table 102 and Figure 10.8)

Attacks during this incident were successful many times because of lax security. In the early

part of the incident, sites attacked were primarily in the U.S. This changed toward the end of the

incident, when attacks concentrated more on overseas military sites and sites in Germany.

.au 1 6 1 6.3%
.mil 1 4 1 4.2%
.ca I 3 I 3.2%

Table 10.6. Reporting and Other Sites for Severe Incident Number 3 (See Table 10.2 and Figure 10.8)
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.tr IV 11.BVO 

.com 15 9.3% 
•gov 13 8.1% 
.de 10 6.2% 
xa 9 5.6% 
.au 5 3.1% 

.br 3 1.9% 
.hk 3 1.9% 
.it 3 1.9% 

•Pt 2 1.2% 
.uk 2 1.2% 
.at 1 0.6% 
.be 1 0.6% 

.dk 1 0.6% 

•gr 1 0.6% 
.net 1 0.6% 

Reporting Sites 
domain # sites % sites 

.edu 4 33.3% 
xa 3 25.0% 

.com 3 25.0% 
•gov 1 8.3% 

Otl ler Sites 
domain # sites % sites domain # sites % sites 

.edu 51 53.7% .il 2 2.1% 
.com 9 9.5% .nl 1.1% 
.de 6 6.3% •org 1.1% 

•gov 2 

jnx 1.1% 
.it 1.1% 
.hk 1.1% 

2.1% .net 1.1% 
.uk 2 2.1% .br 1.1% 
.kr 2 2.1% •gr 1.1% 



The keywords used in the CERT@/CC  record of Incident #2 to describe the methods of

operation were as follows: password cracking, cmc& FIX’ abuse, software piracy, open server, NIS.

In June, 1992, a significant incident began (Incident #3) that used techniques described in

CERTa’  Advisory CA-92:14, “Altered System Binaries Incident.” The top-level domain of the sites

involved are listed in Table 10.6.

Incident #3 activity occurred primarily in the U.S., Australia, and Canada, employing holes in

the Unix rdist utility. One widely used method of exploiting this vulnerability was to use a program

called giz-vzve  which was written by Tsutomu Shimomura, Law enforcement agencies involved in this

incident included the FBI, Secret Service, Australian National Police, Royal Canadian Mounted

Police, and local police. The keywords used in the CERT@/CC  record of Incident #3 to describe

the methods of operation were as follows:

rdist, modify logs, hostsequiv, gimme, TFIl?  attack, NFS attack, Trojan login,  password
cracking, no password, password file, deleted files, Trojan telnet, sendmail

Rdist attacks were also used extensively in Incident #4 to attack the sites listed in Table 10.7.

Table 10.7. Reporting and Other Sites for Severe Incident Number 4 (see  Table 10.2 and Figure 10.8)

The keywords used in the CERT@/CC  record of Incident #4 to describe the methods of

operation were as follows:

rdist, password files,  password cracking, rhosts,  hostsequiv,  configuration, NFS exports,
IRC, weak passwords, no passwords

In the final incident in this category, Incident #8,  the rdist hole was again used against sites with

top-level domains as listed in Table 10.8.

Reporting Sites
domain # sites % sites

.ca 1 50.0%
.com 1 50.0%

I
.mil 7 6.3% .fi 1 0.9%
.fi 2 1.8% .it 1 0.9%

.OlTZ 2 1.8%

Table 10.8. Reporting and Other Sites for Severe Incident Number 8 (See Table 10.2 and Figure 10.8)
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Reporting Sites 
domain # sites % sites 

.edu 4 100.0% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 33 53.2% •org 2 3.2% 
.com 11 17.7% .it 2 3.2% 
.mil 3 4.8% .hk 1 1.6% 
xa 6 9.7% .net 1 1.6% 

•gov 2 3.2% .il 1 1.6% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 63 56.8% -Z 2 1.8% 
•gov 16 14.4% xa 1 0.9% 
.com 15 13.5% .de 1 0.9% 



The FBI and local police were reluctant to get involved Incident #8 until several days into the

incident when the first military site was attacked. The keywords used in the CERT@/CC  record of

Incident #8 to describe the methods of operation were as follows:

NIS attack, NFS attack, Trojan login,  rdist, expreserve, .rhosts, ypserv, password fde,
password cracking, hostsequiv, configuration

10.2.4. Incident #5 - FTP Abuse and Software Piracy - FTP  abuse and software piracy were

not generally considered security problems for the Internet by CERT@/CC  personnel.

Nevertheless, CERT@/CC recorded what information it received about these incidents, and one of

these, Incident #5,  met the criteria for classification as a severe incident. The top-level domains of

the sites involved are listed in Figure 10.9.

Other Sites I
domain # sites % sites

.edu 120 46.5%
.com 23 8.9%

.a 13 5.0% I
.au 12 4.7% .es I 3 I 1.2%

.I& 7 2.7%
*o’g 6 23%
.fi 5 1.9%
.ft 4 1.6%

4PJ 4 1.6%
.nl 4 1.6%

.il I 3 1 1.2%
.dk I 2 1 0.8%

Table 10.9. Reporting and Other Sites for Severe Incident Number 5 (See Table 10.2 and Figure 10.8)

The keywords used in the CERp/CC record of Incident #5 to describe the methods of

operation were as follows: FTI? abuse, software piracy, configuration, wuarchive ftpd, WUTZ~

password cracking, password files. The CERT@/CC  issued advisories on FTI? abuse in April, 1993

(CA-93:06, “wuarchive ftpd Vulnerability”), and in July, 1993 (CA-93:10, “Anonymous FTP

Activity”). Incident #8 began in August, 1993.

10.2.5. Incident #7 - TFTP Attacks - In October, 1991, the CERT@/CC  issued an advisory

on a vulnerability in the AIX TFTP Daemon (CA-91:19). Unless TFIl?  was properly restricted, this

vulnerability allowed attackers to copy tiles, such as /etc/paswd  from the site using TFTP. Nearly

two years later, in July, 1993, Incident #7 began. In this incident, the intruders’ primary method of

attack was to exploit this TFI’P  vulnerability. The top-level domains of sites involved are listed in

Table 10.10.
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Reporting Sites 
domain # sites % sites 

.gov 3 50.0% 

.edu 2 33.3% 
-U 1 16.7% 

.de 12 4.7% 

.ca 10 3.9% 

domain # sites % sites 
.no 4 1.6% 
.se 4 1.6% 
.ch 3 1.2% 

.it 2 0.8% 
.at 0.4% 
.cl 0.4% 

IP 0.4% 
.mil 0.4% 
.nz 0.4% 

•sg 0.4% 



The keywords used in the CER’T@/CC  record of Incident #7 to describe the methods of

operation were as follows: TFTP attack, password files, password cracking, mck, fraud,

configuration. In this incident, the Secret Service became involved, and one of the intruders was

arrested early in the incident (a 17 year old). The incident, however, continued for more than 4

months after that, with attacks from other intruders.

*iP 1 25.0%

_ .gov 1 25.0%

I Other Sites -1
domain # sites % sites domain # sites % sites

.edu 48 35.0% .gr 2 1.5%
corn 17 12.4% .il 2 1.5%
.ca 7 5.1%

.gov 7 5.1%
.au 4 2.9%
.fi 4 2.9%
.it 4 2.9%

.mx 4 2.9%

.net 2 1.5%
.Ch 1 0.7%
.cs 1 0.7%
.es 1 0.7%
.kr 1 0.7%
.nl 1 0.7%

.tw 3 2.2% .si 1 0.7%

.uk 3 2.2% .su 1 0.7%
.at 2 1.5% 2% 1 0.7%
.fr 2 1.5%

Table 10.10. Reporting and Other Sites for Severe Incident Number 7 (See Table 10.2 and Figure 10.8)

10.2.6. Incidents #6, 10, 11, 12, 13, 14, 17 - Sniffer Attacks - All of the remaining severe

incidents used sniffers to attack Internet sites. For seven of these, this was the primary means of

attack. The first of these seven incidents began in March, 1993 and involved sites primarily in the

U.S., Europe, and South America with top-level domains as listed in Table 10.11.

Other Sites
domain I # sites 1% sites I I domain I # sites I % sites

.edu I 44 1 51.8% I

.llO 1 2 1 2.4% .tw 1 1 1.2% 1

Table 10.11. Reporting and Other Sites for Severe Incident Number 6 (See Table 102 and Figure 10.8)
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Reporting Sites 
domain # sites % sites 

.edü 1 25.0% 
xh 1 25.0% 

.no 4 2.9% 
.se 4 2.9% 
.de 3 2.2% 
•Pi 3 2.2% 

.nz 1 0.7% 
•org 1 0.7% 
•Pt 1 0.7% 
•sg 1 0.7% 

Reporting Sites 
domain # sites % sites 

/»Hn =; r-.o WA 

•com            3          37.5% .com 10 11.8% 
.dk 7 8.2% 
.org 3 3.5% 
.se 3 3.5% 
.uk 3 3.5% 
.es 2 2.4% 
.net 2 2.4% 

.cl 1.2% 
.de 1.2% 
.fr 1.2% 

.gov 1.2% 
.Ü 1.2% 
.nl 1.2% 
.su 1.2% 



The keywords used in the CERT@/CC

operation were as follows: Trojan telnet,

passwords, yp, deleted files.

record of Incident #6 to describe the methods of

Trojan login, password cracking sniffer, kc, weak

The next sniffer incident began in October, 1993. This incident (Incident #lo) involved a high

percentage of .com sites as listed in Table 10.12. The keywords used in the CERT@/CC record of

Incident #lO to describe the methods of operation were as follows: sniffer, mail spoofing.

.com 1 1 1 33.3%

Other Sites
domain I# sites 1 % sites I domain 1 # sites 1% sites

.edu I 89 I 36.3%

.CZ 1 0.4%
.fr I 1 0.4%

.se 4 1.6%
.fi 3 1.2%
.nl 3 1.2%

Table 10.12. Reporting and Other Sites for Severe Incident Number 10 (see Table 10.2 and Figure 10.8)

An additional sniffer incident, Incident #ll, began in May, 1994 and continued until

September, 1994, involving the sites with top-level domains as shown in Table 10.13.

Table lO.l.3.  Reporting and Other Sites for Severe Incident Number 11 (See Table 10.2 and Figure 10.8)

The keywords used in the CERT@/CC record of Incident #ll to describe the methods of

operation were as follows: sniffer, password cracking, password files, FI’P abuse, ~arq

Table 10.14 lists the top-level domains of the sites involved in Incident #12. The primary sites

involved in this incident were in Hong Kong, which was relatively new to widespread Internet use.

The keywords used in the CERT@/CC  record of Incident #12 to describe the methods of

operation were as follows: sniffer, ari.nit,  mail spoofing, weak passwords, password cracking Trojan

Reporting Sites 
domain # sites % sites 

.edu 1 33.3% 
ore 1 33.3% 

- 

.com 52 21.2% 

.2 20 8.2% 

.net 12 4.9% 

.gov 10 4.1% 

.au 9 3.7% 

.de 8 3.3% 

org 7 2.9% 

.uk 7 2.9% * 

.ca 6 2.4% 

.ch 2 0.8% 

.tw 2 0.8% 

.us 2 0.8% 

•gr 0.4% 
.hk 0.4% 

.ie 0.4% 
.it 0.4% 

•IP 0.4% 

.mil 0.4% 

.su 0.4% 

Reporting Sites 
domain # sites % sites 

.com 1 33.3% 
.edu l 33.3% 

.it l 33.3% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 32 54.2% .ch 1.7% 

.com 7 11.9% .mil 1.7% 

.ca 4 6.8% .mx 1.7% 

.gov 3 5.1% .net 1.7% 

.fr 2 3.4% •org 1.7% 

■ip 2 3.4% .su 1.7% 

.uk 2 3.4% .z 1.7% 
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crontab, sendmail attack, cba~~&  n-list, crack, ICMP bombs, IRC, crack, telnet, SMTP attack. The use

of the sendmail chasin  script and of ICMP bombs make this incident unusual compared to the other

sniffer incidents.

Reporting Sites
domain # sites % sites

.edu 1 20.0%
.bk 1 20.0%

.com 1 20.0%
nil 1 20.0%

Table 10.14. Reporting and Other Sites for Severe Incident Number 12 (See Table 10.2 and Figure 10.8)

Incident #13 was the fust severe incident to introduce the use of the Internet Security Scanner

(ISS) tool. This software package interrogates all computers within a specified IP address range,

determining the security status of each relative to several common system vulnerabilities, as

described in CERT@ Ad *vtsory CA-93:14, “Internet Security Scanner (ISS).” The top-level domains

of the’sites involved in this incident are listed in Table 10.15.

Table 10.15. Reporting and Other Sites for Severe Incident Number 13 (See Table 10.2 and Figure 10.8)

The keywords used in the CERTa’/CC record of Incident #13 to describe the methods of

operation were as follows:

sniffer, ISS attack, deleted files, modify logs, TFTP  attacks, password cracking, password
file, crack, NIS attack, FTP  attack, sendmail attack, source route spoofing, rpc probes,
mailrace, Trojan login, Trojan ifconfig Trojan ps.
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■gpy 20.0% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 34 34.7% net 2 2.0% 
.com 9 9.2% .no 2 2.0% 
xa 8 8.2% .th 2 2.0% 
.mil 7 7.1% .br 1.0% 
.hk 5 5.1% .cl 1.0% 
.au 4 4.1% .a 1.0% 
•IP 4 4.1% .kr 1.0% 

.gov 3 3.1% .mx 1.0% 
.tw 3 3.1% .nz 1.0% 
xh 2 2.0% .org 1.0% 
.de 2 2.0% •*g 1.0% 
.my 2 2.0% .uk      | 1.0% 

Reporting Sites 
domain # sites % sites 

-edu 6 54.5% 
.com 2 18.2% 
.uk 2 18.2% 
.de 1 9.1% 

Other Sites 
domain # sites % sites domain # sites % sites 

.com 33 27.7% xa 2 1.7% 
.edu 32 26.9% .2 2 1.7% 
.net 13 10.9% .fr 0.8% 
•otg 8 6.7% :a 0.8% 
.br 5 4.2% •jp 0.8% 
.es 5 4.2% .lv 0.8% 
.uk 5 4.2% .nl 0.8% 

. .   ■*  
4 3.4% .si 0.8% 

1      gov 3 2.5% 1 .sk 0.8% 



The last two sniffer incidents were Incident #14 and Incident #17. The top-level domain of

the sites involved in Incident #14 are listed in Table 10.16. The keywords used in the CER’I?/CC

record of Incident #14 to describe the methods of operation were as follows: sniffer, Trojan login,

Trojan telnet, weak password, .rhosts, ypx.

The top-level domain of the sites involved in Incident #17 are listed in Table 10.17. Incident

#17 included the widespread use of techniques to exploit the trusted hosts system of Unix through

the use of the .rhosts and hostsequiv files.

-1

Table 10.16. Reporting and Other Sites for Severe Incident Number 14 (See Table 10.2 and Figure 10.8)

The keywords used in the CERT@/CC  record of Incident #17 to describe the methods of

operation were as follows: sniffer, trusted hosts attack, login attempts, open server, no password,

Trojan login, .rhosts, infrastructure attack, modify Iogs,  hostsequiv, configuration, NFS attack.

Table 10.17. Reporting and Other Sites for Severe Incident Number 17 (See Table 10.2 and Figure 10.8)

10.2.7. Incident #l5, 18, 19, 21, 22 - Toolkit and Sniffer Attacks - The remainder of the

severe incidents not only included the use of sniffers, but user-friendly toolkits. The most

frequently used toolkit according to the CERp/CC records was the program motkit. This program

contains source code for an Ethernet sniffer, for Trojan logn,~s,  L$ du, ifcoon$& and netstit, as well as

tools to alter the dates, permissions and checksums of these Trojan horse files, and to remove

entries from the utmp, wtrnp, and lastlog files [ABH96:438]. Five of these incidents are described
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Reporting Sites 
domain # sites % sites 

.cl 1 100.0% 

Other Sites 
domain # sites % sites domain # sites % sites 

.fr 32 28.8% .ar 0.9% 
.z 14 12.6% .au 0.9% 

.edu 13 11.7% .dk 0.9% 
.br 11 9.9% .es 0.9% 
xa 5 4.5% •gr 0.9% 

-gov 5 4.5% .kr 0.9% 
.com 4 3.6% •It 0.9% 
.net 4 3.6% .se 0.9% 
.ch 3 27% .si 0.9% 
.de 3 27% .tw 0.9% 
.it 3 27% .uk 0.9% 

•org 2 1.8% .ve 0.9% 

Reporting Sites 
domain # sites % sites 

.edu 3 37.5% 
.net 2 25.0% 

.com 2 25.0% 
•gov 1 125% 

Other Sites 
domain # sites % sites domain # sites % sites 

.edu 42 54.5% xa 1 1.3% 
.com 16 20.8% •org 1 1.3% 
•gov 8 10.4% .uk 1 1.3% 
.net 4 5.2% .us 1 1.3% 
.mil 3 3.9% 



in this section. Incident #I6 involved an unusually large number of sites, and Incident #20 was

dominated by the use of II? spoofing, so they are discussed in separate sections.

The first of the severe incidents to record the use of loohit began in the Fall of 1994. While this

incident produced numerous attacks on U.S. sites, it also involved many sites connected to

networks running the X.29 protocol, as well as sites in Italy, Argentina, and on the Tymnet

network. The keywords used in the CERT@/CC  record of Incident #15 to describe the methods

of operation were as follows: rootk&  sniffer, sendmail attack, Trojan login,  Trojan ps, Trojan

netstat,  mailrace, loadmodule.

I Other Sites I
domain # sites % sites

.ca 2 2.2%

.nl 2 2.2%

.se 2 2.2%
I

.at I 1 I 1.1%

Table 10.18. Reporting and Other Sites for Severe Incident Number 15 (See Table 102 and Figure 10.8)

A group of intruders operating out of Brazil played a significant role in Incident #18. The top-

level domains of the sites involved are listed in Table 10.19.

Other Sites
domain I# sites 1 % sites 1 1 domain 1 # sites 1% sites

.com 1 42 1 27.3%
.edu 1 42 1 27.3%

I

.net I 10 I 6.5%  I

+Pv
.br
.cb

4 2.6%
3 1.9%
3 1.9%

.US 1 0.6%

.ve 1 0.6%
I .li I 2 I 1.3%  I

Table 10.19. Reporting and Other Sites for Severe Incident Number 18 (See Table 10.2 and Figure 10.8)

152

Reporting Sites 
domain # sites % sites 

.edu 6 60.0% 
.se 1 10.0% 

.com 1 10.0% 
.fr 1 10.0% 
.at 1 10.0% 

domain # sites % sites 
.edu 27 30.0% 

.it 11 12.2% 
.kr 6 6.7% 

.com 5 5.6% 
.net 5 5.6% 
org 5 5.6% 
xh 4 4.4% 
.gov 4 4.4% 
.de 3 3.3% 

•JP 3 3.3% 
.uk 3 3.3% 

.fi 1.1% 
.fr 1.1% 
.hu 1.1% 
.Ü 1.1% 

.mil 1.1% 
.pi 1.1% 
.z 1.1% 

Rep orting Sites 
domain # sites % sites 

.edu 5 41.7% 
.br 8.3% 

.com 8.3% 
.es 8.3% 

.gov 8.3% 
.mil 8.3% 
.net 8.3% 
•org 8.3% 

.ca 9 5.8% 

.es 5 3.2% 
.uk 5 3.2% 
.de 4 2.6% 

.it 3 1.9% 
.tw 3 1.9% 
.au 2 1.3% 

.il 2 1.3% 
.mil 2 1.3% 
.nl 2 1.3% 

.org 2 1.3% 
.at 0.6% 
.fr 0.6% 

•gr 0.6% 
.in 0.6% 
IP 0.6% 
kr i 0.6% 

.no 1 0.6% 



Incident #18 was unusual in that the some of the intruders were observed to be communicating

on IRC. The incident record contains an IRC conversation where one ‘experienced hacker

convinces a novice to type “r-m  -t-f /&“. Although the conversation was humorous, this

unfortunately resulted in the file system being deleted on a site that was compromised.

The keywords used in the CERT@/CC  record of Incident #18 to describe the methods of

operation were as follows: mot&,  sniffer, credit card fraud, password cracking, crack, weak

passwords, mailrace,  Trojan Is, Trojan finger, rdist, loadmodule, expreserve, IRC, deleted fdes.

There was some speculation by those tracking the intruders in Incident #18 that IP spoofing was

used, but this was not conformed,  and if it actually was used, it was not significant.

I I ~~

.com I 1 I 14.3% 1

Table 10.20. Reporting and Other Sites for Severe Incident Number 19 (See Table 10.2 and Figure 10.8)

The top-level domains of the sites involved in Incident #19 are listed in Table 10.20, and

keywords used in the CERT@/CC record of Incident #19 for the methods of operation were as

follows: rvo&& sniffer, password files, modify logs, LXX,& rdist,  Trojan login,  Trojan ps, Trojan es,

Trojan inrexecd, NFS attack, NIS attack, expreserve, loadmodule, sendmail, deleted files, modify

logs, rexd.

.net 1 1 1 10.0%

Other Sites
domain # sites % sites domain # sites % sites

.edu 79 34.8% .us 3 1.3%
.com 61 26.9% .ch 2 0.9%
.net 24 10.6% .iP 2 0.9%
.!ZOV 13 5.7% .se 2 0.9%”

.fr 1 3 1.3%
.it I 7 tto/,

.ili

.br

Table 10.21. Reporting and Other Sites for Severe Incident Number 21 (See Table 102 and Figure 10.8)

The techniques  used in  Incident  #21 were descr ibed in  CERP Advisory CA-95:18,

“Widespread Attacks on Internet Sites.” Some II? spoofing was noted in the attacks, but the
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Reporting Sites 
domain 

.edu 
# sites % sites 

42.9% 

•gov 1 14.3% 
.net 1 14.3% 
.org 1 14.3% 

Other Sites 
domain # sites % sites domain # sites % sites 

.com 36 35.6% .TOT 5 5.0% 
»Hi.  %A 1% 7% 1 1 C  i  3 0°A 

.de 12 11.9% •org 2 20% 
.net 8 7.9% .au 1 1.0% 

i _           .                         i 
Reporting sites 

domain # sites % sites 
.edu 6 60.0% 
•gov 1 10.0% 
.com 1 10.0% 

m  1 1 n no/. 

i 

•org 6 2.6% 2 0.9% 
.ca 5 2.2% 1 0.4% 
.mil 5 2.2% .es 1 0.4% 
.de 4 1.8% .fi 1 0.4% 

.is 1 0.4% 
— •r- 

4  rt   ^n/  

.kr 3 1.3% .ru 1 0.4% 

.nl 3 1.3% .su 1 0.4% 



incident was dominated by the use of sniffers and toolkits. The keywords used in the CERT@/CC

record of Incident #21 to describe the methods of operation were as follows:

mot,&, sniffer, password file, password cracking, weak passwords, Trojan login, Trojan
ifconftg,  Trojan ps, Trojan netstat,  Trojan time, Trojan Is,  modify logs, watch, FTl? abuse,
software piracy, configuration, mouse, sendmail attack, NFS attack, system accounts,
loadmodule, chfn, IRC, credit card fraud, increase monitoring, NIS attack, II? spoofing IJJ
attack, SATANscans.

Incident #22 was unusual because the majority of sites involved were not in the U.S. This was

primarily an Australian incident. Australian Federal Police investigated the incident and arrested

intruders that were involved. Table 10.22 lists the top-level domains of the sites involved.

Table 10.22. Reporting and Other Sites for Severe Incident Number 22 (See Table 10.2 and Figure 10.8)

The keywords used in the CERp/CC record of Incident #22 to describe the methods of

operation were as follows:

NFS attack, password files, Trojan login, Trojan inetd, nfsbug, sniffer, root,&, deleted files,
.rhosts, FTP  abuse, software piracy, warez, hostsequiv, loadmodule, mailrace, rdist, rlogin,
charin, set-&nail, Trojan rshd, weak passwords, password cracking.

10.2.8.  Incident #16 - Toolkit, Sniffer and IRC - In September, 1994, an incident began

which was unusually large. It involved at least 515 sites and 224 days. The number of messages to

and from the CERT@/CC was over 1,900. The tools used by the intruders primarily were sniffers

and the root,& toolkit. But the incident also included some unusual uses of Internet Relay Chat

(IRC). Several of the intruders spent a lot of time “chatting” with other hackers on IRC. Social

engineering was used on IRC to convince other users on IRC to use an IRC client which had a back

door enabling intruders to obtain access to the user’s account. This method of attack is described

in CERT@ Advisory CA-94:14, “Trojan Horse in IRC Client for UNIX.”

The top-level domains of the sites involved in Incident #16 are listed in Table 10.23. It is

interesting to note that, not only were there a large number of sites involved, but 43 of these sites

reported the incident to the CER‘T@/CC. The number of different methods of operation used was
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Rep orting Sites 
domain # sites % sites 

.au 1 33.3% 

.de 1 33.3% 

.uk 1 33.3% 

Other Sites 
domain # sites % sites domain # sites % sites 

.au 37 47.4% .tr 2 2.6% 
.edu 16 20.5% .uk 2 2.6% 
.com 6 7.7% .de 1 1.3% 
xa 5 6.4% .in 1 1.3% 
•oig 4 5.1% .kr 1 1.3% 
.net 2 2.6% .us 1 1.3% 



also unusually large. The keywords used in the CERT@/CC  record of Incident #16 to describe the

methods of operation were as follows:

root&, sniffer, user accounts, system accounts, nack,  login attempts, NIS attack, rdist, social
engineering systems files deleted, Trojan IRC, Trojan Is,  Trojan ifconfig, Trojan ps, Trojan
login, Trojan mail, weak password, password file, password cracking, TFTP  attack,
uudecode alias, sendmail attack, IRC abuse, IRC flooding, password -f, mail spoofing mail
bombs, DOS attack, guest account, no password, FIT’ abuse, software piracy, telnet
connections, rlogin connections, mailrace, NFS attack, halt system, chain letter, lpr print,
expreserve, SATAN, configuration, gopher, httpd, uucp, rexd attack, war~z open servers.

I ReDortins!  S i t e s  1
domain I # sites 1% sites

.edu 1 24 1 55.8%

.net 1 1 1 2.3%
.US 1 1 1 2.3%

Other Sites
domain I # sites 1 % sites 1 1 domain I # sites 1% sites

.edu 1 151 1 32.0% 1 I .si I 3 1 0.6%

sa 1 36 1 7.6%

de- 1 19 4.0%
.au 1 16 3.4%

t .fi

I I

13 I 2.8%  1

I .it 1 3 1 0.6%
~.

Table 10.23. Reporting and Other Sites for Severe Incident Number 16 (See Table 10.2 and Figure 10.8)

As can be seen in Table 10.23, Incident #16 involved intrusions on systems throughout the

world. Only Incident #l was a more severe incident than this, but the pattern of attack and the

widespread number of intruders in Incident #16 makes the incidents fundamentally different. What

holds Incident #16 together -what makes it one incident instead of many smaller incidents - was a

degree of similarity of techniques, and a degree of similar timing. Ultimately, the judgment of

CERT@/CC  personnel was what related these sites together in their record of the incident.

10.2.9. Incident #20 - IP Spoofmg - The remaining severe CERT@/CC  incident began in

May, 1995. It was dominated by IP spoofing attacks as.described  in CERP Advisory CA-95:01,

“IP Spoofing  Attacks and Hijacked Terminal Connections,” which was released by the CER’I@‘/CC
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.com 8 18.6% 

.org 2 4.7% 
.au 1 2.3% 
.de 1 2.3% 
.U 1 2.3% 

.com 91 19.3% .tw 3 0.6% 

.net 35 7.4% .ch 2 0.4% 
ore 25 5.3% er 2 0.4% 

.hk 2 0.4% 

.nz 2 0.4% 

.su 2 04% 

•gov 7 1.5% .2 2 0.4% 
.fr 6 1.3% .cz 0.2% 
.Ü 6 1.3% .ee 0.2% 

.mil 6 1.3% •ge 0.2% 
.nl 5 1.1% .hr 0.2% 
.no 5 1.1% .kw 0.2% 
.us 5 1.1% .tax 0.2% 
.uk 4 0.8% .sk 0.2% 
.at 3 

3      I 

0.6% 

0.6% 

.th 0.2% 
.tr 

- - 
0.2% 

■  0.2% .pi      1 .za 
.se      | 3 0.6% 



on January 23, 1995 - more than 4 months earlier. Interestingly, the attack method was described

as early as 1989 in a published paper by Steve Bellovin pe189].  The description of the attack

process given in CERP advisory CA-95:Ol  is as follows:

To gain access, intruders create packets with spoofed II’ addresses. This exploits
applications that use authentication based on II? addresses and leads to unauthorized user
and possibly root access on the targeted system. It is possible to route packets through
filtering-router firewalls if they are not configured to filter incoming packets whose source
address is in the local domain.

Most of the attacks in the early part of Incident #20 originated from a “handful” of sites on

U.S. East Coast. The top-level domains of the sites involved are given in Table 10.24. The

keywords used in the CERT@/CC record of Incident #20 to describe the methods of operation

were as follows:

IP spoofing sniffer, Trojan login, Trojan ps, Trojan netstat,  Trojan inetd, Trojan inetd,
Trojan libkvm, Trojan libc, NIS attack, NFS attack, rdist, loadmodule, sendmail, selection
service, .rhosts, hostsequiv,  files deleted, charin, software piracy.

Reporting Sites
domain I # sites I % sites

.edu I 2 I 50.0%

Other Sites
domain I ## sites I % sites I I domain I # sites I % sites

.edu I 131 I 49.8% I I .il I 2 1 0.8%
.com 1 39 1 14.8%  1\
.net 1 29 1 11.0%
.de I 14 I 5.3%

I I

.au I 1 I 0.4% i

1 .gov  1 2 1 0.8% 1

Table 1024. Reporting and Other Sites for Severe Incident Number 20 (See Table 10.2 and Figure.lO.8)

IP spoofing is an attack that is particularly hard to detect. When an attack is discovered, its

origin is even harder to determine. After all, the packets arriving at the attacked site ‘have an

incorrect II’ address. The end result was that CERT@/CC  response personnel theorized  in the

record of Incident #20 that they may only be seeing the “tip of the iceberg” in an attack such as

this. An additional concern is that most of the attacks detected were both successful, and directed

primarily against  systems involved in the operation of the network. One member of the response

team for this incident stated the problem this way in June, 1995:
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.net 1 25.0% 
.gov 1 25.0% 

-org 6 2.3% 
.z 5 1.9% 

.ca 4 1.5% 

.us 4 1.5% 
.uk 3 1.1% 
.at 2 0.8% 
.dk 2 0.8% 

.my 2 0.8% 
.no 2 0.8% 
4P  1 riAOA 

.be 0.4% 

.ch 0.4% 

.kr 0.4% 
.mil 0.4% 
.nl 0.4% 
.se 0.4% 
.ve 0.4% 



. . .over the past few weeks we have been receiving reports of IP spoofing attacks against
Internet sites internationally. The attacks have involved over a hundred sites and have been
largely successful. Of particular concern is that a majority of the attacked sites are
nameservers, routers, and other network operation systems.

On the other hand, this was the only severe incident in the CERT@/CC  records involving IP

spoofing. In addition, very few other incidents reported II? spoofing (see Chapter 7). Prevention

of this type of attack is relatively straight forward. As described in CERl? Advisory CA-95:01,

The best method of preventing the IP spoofing problem is to install a filtering router that
restricts the input to your external interface (known as an input fdter) by not allowing a
packet through if it has a source address from your internal network.

10.3. Summary of Severe Incidents

A criteria was developed for this research in order to identify the most severe incidents in the

CER’l?/CC  records. The criteria developed were as follows: 179 days duration, 2 62 sites, and 2

87 messages. This selected 22 incidents with an average of 203 days duration, which involved an

average of 169 sites, and contained an average of 466 messages in the CERp/CC record.

There were two predominant trends seen in the 22 severe incidents. First, the sophistication of

intruder techniques progressed from simple user commands, scripts and password cracking,

through the use of tools such as sniffers (1993) and toolkits (1994),  and finally to intricate

techniques that fool the basic operation of the Internet Protocol (1995). The second trend was that

intruders became increasingly difficult to locate and identify. In the early incidents, the attackers

tended to be a few individuals confined to a specific location or group of locations, and as a

consequence, tended to be easily identifiable. As intruder tools became more sophisticated and the

size of the Internet grew, the severe incidents involved more attackers operating in many different

locations. The newest and most sophisticated techniques allowed the attackers to obtain nearly

total obscurity.

For these 22 incidents, a three-phase process of attack was consistently used: 1) gain access to

an account on the target system, 2) exploit vulnerabilities to gain p&&g& (root) access  on hat

system, and 3) use this privileged access to attack other systems across the network.
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Chapter 21

Denial-of-Service Incidents

The Internet Worm incident during the first week of November 1988, was the incident that

resulted in the establishment of the CERT@/CC  as discussed in Chapter 3. It was also the first

wide-spread denial-of-service attack on the Internet. Service was denied in two ways. First,

infected hosts were rendered useless because their processing capability was absorbed by multiple

copies of the worm program. Until all copies of the worm were removed, these hosts were not

available for their intended use. Second, although most hosts on the Internet were never infected

by the worm, the fear of infection effectively “shut down” the Internet for several days as many

sites disconnected from the network as a defensive measure pug95:142].

Since the Internet Worm, there has not been another large-scale denial-of-service incident on

the Internet. On the other hand, operating systems for host computers on the Internet provide

few protections from denial-of-service attacks [G&96:759].  It would, therefore, seem possible that

denial-of-service incidents could become widespread on the Internet. As will be shown in this

chapter, however, these type of incidents were apparently not widespread during the period of this

study. This chapter presents the limited denial-of-service incidents that have been reported to the

CERp/CC.

11.1. Denial-of-service Deiinition and Types

The baseline security that every user needs from a computer system is avad&zX~. Hardware and

software must be kept working efficiently or else they become useless jJXuG91:10].  If computer

hardware, software, and data are not kept available, productivity can be degraded, even if nothing

has been damaged [ISV95:20].  Denial-of-service can be conceived to include both intentional and

unintentional assaults on a system’s availability. The most comprehensive perspective would be that

regardless of the cause, if a service is supposed to be available and it is not, then service has been

denied [Coh95:55].

An a&z&, however, is an intentional act. A a!&aLojmzike  a#a&, therefore, is considered to take

place only when access to a computer or network resource is intentiona&  blocked or degraded as a

result of malicious action taken by another user [Amo94:4].  These attacks don’t necessa.t-dy  damage

data directly, or permanently (although they could), but they intentionally compromise the

avazZabi& of the resources [RuG91:10].
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An attacker carries out a denial-of-service attack by making a resource inoperative, by taking up

so much of a shared resource that none of the resource is left for other users, or by degrading the

resource so that it is less valuable to users. Those shared resources are reached through processes

and can include other processes, shared files, disk space, percentage of CPU, modems, etc.

[GaS96:759].

Results

Corruption  of Information

Disclosure of Information

Theft  of Service

Denial-of-service

Destruction:

1 - all disk files

2 - individual Klcs

Process Degradation:

3 -multiple procerscs

4 - CPU overload

5 - nehvort  apphcnwxl

6 - netwo** sc*vIcc

Storage Degradation:

7 - Disk

8 - I-nodes

Process Shutdown:

9 - commands

10 - sofmmc  bug

System Shutdown:

1 1 - commands

12 - softwa  bug

UsersH* Hosts

Networks

Figure 11.1. Denial-of-Service Attack Methods

Denial-of-service attacks over the Internet can be directed against three types of targets: a user,

a host computer, or a network. This is shown in Figure 11.1, which expands a portion of the

taxonomy developed in Chapter 6. Following the process in Figure 6.9, an attacker must begin a

denial-of-service attack by using tools to exploit vulnerabilities and then either obtain unauthorized

access to an appropriate process or group of processes, or to use a process in an unauthorized way.

The attacker then completes the attack by using some method to destroy files, degrade processes,

degrade storage capability, or cause a shutdown of a process or of the system.
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This chapter presents a general discussion of these categories of denial-of-service attack. The

frequency of specific methods of attack are discussed in Chapter 8 and in Appendix A.

11.1.1 Destruction - If an attacker obtains access to user, host, or network files, the attacker

could delete or corrupt some or all of these files. The effect could be to deny the use of these files.

At the user level, an attacker could delete some or all of the account’s files, rendering the account

unusable. At the host level, critical system files could be deleted. On Unix systems, this could be

files such as the /etc/passwd  file, or files containing the system’s programs. All files on the host’s

hard disk could also be removed, or the disk itself could be reformatted [GaS96:760]. This would

make the host computer inaccessible or unusable to all users. At the network level, network files

could be destroyed. The network or some of its services could then be degraded or unavailable.

Computer timfef (self-replicating, autonomous computer code fragments [RuG91:79]), or WOTZW

(self-replicating complete programs) often contain destructive payloads which corrupt or destroy

some or all of a system’s files. When a virus or worm operates in this manner, it would be causing

denial-of-service.

Denial-of-service can be caused in a different way by the&b family of programs occasionally

used on the Internet. These programs are designed to use the talk:  program to send control

characters intended to cause changes in system terminal settings, which can cause the keyboard to

lock, the screen to be unusable, or files to be corrupted [GaS96:333].  Electronic mail can also be

used to send these control characters par90:545].

Another example of a method of denial-of-service through the destruction of files is found in

some types of attacks against Usenet  newsgroups or bulletin board systems. An example of an

attack would be to delete postings by other users. Service to that user and the other users of that

service would then be denied.

Not all cases of file destruction should be considered a denial-of-service attack. For example,

an attacker could delete a user’s data files with the intention of destroying the user’s stored

n-iformation. This would be different than removing the user account itself, which would deny

service to the user. The distinction between these is exact, but its classification also requires some

understanding or speculation about the attacker’s intentions. If the attacker’s objective is to destroy

information, then this would be in the “corruption of information” category. If the attacker’s

intention is to prevent the use of computer or network capabilities, then this would be considered

in “denial-of-service.” This potential problem is discussed in Chapter 13, where the taxonomy’s

utility is evaluated.
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11.1.2  Process Degradation - Instead of destroying files, denial-of-service could be

accomplished through overloading processes on a host computer to such a point that the users’

ability to use the resource is degraded either by reduced performance, or by the resource becoming

unavailable. This can take place in ISVO ways. First, an attacker could connect to a host across the

Internet and then spawn multipepmces.res  on the host to the point where the host could no longer

support any new processes, either for an individual user, or for all the users on the target host

computer. The targeted user, or users, would then not be able to run processes of their own

[GaS96:761].  Programs that accomplish this are sometimes referred to as forA: bombs. A second

method would be to slow the host computer by spawning many processes that consume large

amounts of central processing unit (CPU) time, causing a CPU overload  [GaS96:764].

An attacker does not need to connect directly to a command interface on a host computer to

cause a process degradation. An attacker could instead direct an attack against network processes.

Figure 11.2 shows the layering for the primary Internet protocol suite, Transmission Control

l?rotocol/Intemet Protocol (TCP/IP)  [Cer93:83].’ In the classification shown in Figure 11.1,

attacks against processes conceptualized  at the application layer in a network protocol suite are

classified as attacks directed at a network appkation and attacks against processes conceptualised  to be

at lower layers are considered directed at a netulorz  stice.

Target hY= Examples

Network Application Application HTTP, FTP,  Telnet,  Sh4TP (mail), Finger, X-Wmdows

Transpoa UDP, TCP, TP4, Routing

Internet ICMP, IP, CLNP,  Ping

Network Service ! Subnetwork Ethernet, X25, FDDI, Token  Ring

Link HDLC,  PPP, SLIP

Physical RS232.  V.35.10BaseT.  fiber. etc.

Figure 11.2. Internet Protocol Layering Compared to Network Process Categories

For both network services and network applications, the denial-of-setice attack method is to

send a flood of network requests to a server program (daemon) on a host computer.

These requests can be initiated in a number of ways, many intentional? The result of these
floods can cause [a] system to be so busy servicing interrupt requests and network packets
that it is unable to process regular tasks in a timely fashion [GaS96:775].

l Another  common  protocol  suite is the seven-layer  OS1  protocol  suite  developed  in Europe  [&x93:83]
2 A software  error can result  in a flood of network requests  which may result  in a network  service  being  overwhelmed
and unavailable  to a user.  This  would not be considered a denial-of-service a~& because  it was not an intentional  act
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One type of network attack directed against network services is a bruadcast  storm. Although

broadcast storms usually occur through faulty software or failing hardware, they can be used for

intentional attack [GaS96:7771.  Broadcast storms result when

. . . a host receives a broadcast, decides it needs to be responded to, and then blindly sends
the response back out to the destination address, resulting in another broadcast. A few
hosts doing this, perhaps infinitely as they respond to the new broadcasts with more
broadcasts, can cause the network to freeze up entirely FyR93:452].

The n&e family of programs sometimes used on the Internet, is similar to a broadcast storm in

that it accomplishes denial-of-service at the network service layer by overloading a system with

Internet Control Message Protocol (ICMP) “Echo” or “Destination Unreachable” messages

[GaS96:461].  These are commonly called PingJoodr,  or ICMP bombs.

In some cases, requests for network services only need to be initiated in order to cause denial-

of-service. An attacker could send multiple requests to initiate a connection but then fail to

respond to the network server, which would prevent completing the connection. The network

server would then have multiple half-open connections waiting to time out, which would consume

network resources [G&96:778].

There are even some cases where a single packet could cause system problems and denial-of-

service. This occurs when a process does not properly check for’a packet to be of the correct form

when it is received. In the case of the ping utility, an assumption is often inadvertently made by

programmers implementing this u&y that incoming packets will be small. In some instances, a

large packet sent to the ping utility can cause systems to shut down (the so-called “ping of death”).3

11.1.3  Storage Degradation - A similar, although distinguishable, method of attack is aimed at

consuming disk storage capacity on the target host or network of hosts. Since a disk has finite

capacity, if an attacker ftlls up.a user’s disk quota, or fills up the space available for all users, then the

user’s account or the entire host, will not be available for use until the u?sk fLYcondition  is changed

[GaS96:764].  An attacker can either create too many files for the system, or a few files that are too

large. The same is ttue for a network, where the files may be distributed across multiple computers.

An example of such an attack is “mail bombardment,” or “mail spam.” The attacker

accomplishes this attack by either flooding a user, or group of users, with numerous, perhaps

thousands, of electronic mail (e-mail) messages [ISV95:13],  by flooding the user with very large

messages, or by flooding the user having messages with large attachments. Any of these would

’ As descsibed  by Dr. Thomas  A. Longs&f,  CER’l?/&.
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quickly fill UP a user’s Mailbox, which would then deny the user access to e-mail, and perhaps  all

system services. Depending on how the system is configured, this could cause the system to run

out of storage space and then stop processing for all users on the host or network.  The attacker

could also easily forge the “From:” block in these messages, which would disguise their origin.

A variation on this type of attack would be to create enough eqg files on a disk or network file

service to exceed the I-node capacity of the file system [GaS96:767].  I-nodes (index-nodes) are

special tables associated with each file that list the attributes and disk addresses of the file. For small

files, the I-nodes and all of the file are stored together. For larger files,  the I-nodes contain

addresses that point to other locations on the disk where other parts of the file are stored

[Tan92:165]. If the supply  of available I-nodes is exhausted, an I-nodes fuU condition, then the

operating system cannot create a new file, even if disk space is available [GaS96:766].

Usenet newsgroups and bulletin board systems provide another possible way to degrade

storage. In this case, an attacker makes numerous postings of material that is inappropriate or

otherwise unwanted on one or more newsgroups or bulletin boards. These postings are commonly

referred to as span Sparn may result in more than just the irritation of the users. It takes up

resources, makes systems slower to respond, and may stifle the use of these systems.

11.1.4. Shutdowns - The last two categories of denial-of-service attacks shown in Figure 11.1

areprvcesf shutdown and vstem shuta&  attacks. In these types of attacks, the attacker aims at halting

a process, or all processing, on a host or network. If the attacker has privileged access, this could

be accomplished by issuing the appropriate commands to kill a process or shutdown the system

completely. The AL? command in Unix is an example of a command that could be used to

terminate a process.

A complete system shutdown across a network may not be possible in some systems. On a.

Unix system, for example, a partial shutdown may be accomplished by running a program such as

/etdsbuthw  which brings the system to the single-user mode [Sob95:497j.  This would, however,

result in the loss of network access for all users, including the attacker. An alternative would be to

use the appropriate command to terminate processes on the host. For example, if logged in as a

Unix supen.=r, an attacker could issue a command such as ,&!!  -9 0, which would terminate all

processes and bring the system down [Sob95:624].

As shown in Figure 11.1, process or system shutdown could be caused by exploiting a software

6% that Causes the  process or system to halt. In this case, an attacker has knowledge  of a “silver

bulk” comma4 or set of commands, that will crash the process or system. Just as with software
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bugs that are used to gain access, it is unlikely that such a command would be effective against all

systems, but until the software bug is corrected, all systems of a certain type would be vulnerable.

11.2. History of Internet Denial-of-Service Attacks

11.2.1. Numbers of Attacks - The CERT@/CC  has records of 104 denial-of-service incidents

that took place on the Internet between 1989 and 1995. In addition, 39 other incident reports

classified as either root-level or account-level break-ins also included denial-of-service attacks.’

These 143 incidents represent only 3.3% of the CERp/CC incident reports. Of these 143

incidents, six took place at Site A, the case study site (discussed in Chapter 9). Figure 11.3 shows

the average number of sites per day involved in denial-of-service incidents recorded by the

CERT@/CC  (including Site A). Because there are so few incidents in the CERT@/CC  records, the

incidents shown in Figure 11.3 were averaged over quarters.’

0.0
Jan-90 Jan-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-96

DPac

Figure 113. Sites per Day Involved in Denial-of-service Attacks,
Averaged Over Each Quarter, as Recorded in CER’P/CC  Records

A comparison to the size of the Internet is given in Figures 11.4 and 11.5. For Figure 11.4, the

growth in Internet domains (discussed in Chapter 2) was used to determine the average sites per day

per 100,000 Internet domains. If the rate of denial-of-service attacks matched the growth of

Internet domains, we would expect to see a steady average. Instead, peaks occurred in 1990, 1992

and at the end of 1994. A simple linear least squares fit of the data in Figure 11.4 showed the slope

to be positive, but not statistically different from zero (CC = 5Yo).
.

4 Recall that in Chapter 7, incidents were classified into one of six categories. If the incidents involved root- or
account-level  break-ins,  ad they mentioned denial-of-service attacks  or methods,  then they were classified  as root-  or
account-level break-ins. If they did not involve root- or account-level break-ins, and they mentioned denial-of-service
attacks or methods, they were classified into the denial-of-service category. In other words, actual bnak-ins  took
precedence over denial-of-service for aa overall classification.
S Sites per day for denial-of-service incidents were. calculated in the same manner as in Chapter 7. The number of days
for each incident was divided by the incident’s duration. The sites per day for all incidents in the category were added
together for each day  and  then averaged  over quarters.

.
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Figure 11.4. Sites per Day Involved in Denial-of-service Attacks, per 100,000 Internet Domains
Averaged Over Each Quarter, as Recorded in CERT@/CC Records [Lot92;  Lot961

The pattern shown in Figure 11.4 may be influenced somewhat by the reduction in the number

of Internet hosts per Internet domain after 1993, as shown in Chapter 2 (Figure 2.8). For Figure

11.5, the growth in Internet hosts (discussed in Chapter 2) was used to determine the average sites

per day per 10,000,000  Internet hosts. Again, if the rate of denial-of-service attacks matched the

growth of Internet hosts, we would expect to see a steady average. Instead, a large peak is shown in

1992, and smaller peaks are shown in 1990, and at the end of 1994. With these exceptions,

however, the rate of denial-of-service reports to the CER’I?/CC  relative to the number of Internet

hosts has been relatively constant, and presented this way, the decline in 1995 appears less

significant.

6.0

4.0

2.0

0.0
&n-90 Jan-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-96
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Figure 11.5.  Sites per Day Involved in Denial-of-service Attacks, per 10,000,000  Internet Hosts
Averaged Over Each Quarter, as Recorded in CER’P/CC  Records [Lot92;  Lot961 ,

The data from Figure 11.5 were fitted to a line using simple regression. The slope was found to

be positive (0.13 sires/day/year/l0,000,000  hosts), and statistically  different from zero (OZ  = 1%).

This corresponds to an increase of around 50% per year (R2 = 39.0’/),  which indicates denial-of-
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service was becoming a greater problem for the Internet during this period. The sample size,

however, was small, with the absolute numbers being only 143 incidents (3.3% of all incidents).6

11.2.2. Methods of Attack - Each of the 143 denial-of-service incidents in the CERp/CC

records used at least one of the methods in the categories of Figure 11.1. Five of these incidents

included multiple methods of attack (a total of eight additional methods used were recorded). In

addition, the Internet Worm of November, 1988, was an additional denial-of-service attack not

recorded in the early CER’I?/CC  records. Figure 11.6 shows these 152 instances of a denial-of-

service methods being used, classified according to attack method (Figure 11.1).

Raulo:  Denial  of Suvia Attack Method

Figure 11.6. Denial-of-semice  Attacks by Method, as Recorded in CERT/CC Records
. .m-Process

1. All disk files 3. Multiple processes 7. Disk full 9. commands 11. commands
2. Critical files 4. CPU overload 8. I-nodes till 10. Software bug 12.  Software bug

5. Network application
6. Network service

Aside from the overall low numbers of denial-of-service incidents, perhaps the most interesting

aspect of CERTl?/CC  records of denial-of-service attacks can be seen in Figure 11.6: the small

numbers of denial-of-service attacks resulting in the destruction of files. Even the 27 incidents

shown were primarily minor attacks. First, the majority (15) of these incidents involved the use of

variants of the&.rh  program to send control characters to modify the files controlling the screen

and keyboard of a host computer. The rest of the incidents involved the deletion of files on host

computers, including the deletion of user accounts, the deletion of files on bulletin board systems,

and one incident of the corruption of root name server files. Only one incident resulted in the

deletion of aU fdes on a host computer’s hard drive. This was an incident where an intruder had

6 As shown in Chapter 7, the growth  rate  was not statistically  different from zero if none  of the  root or account  break-
in incidents  are  included.
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broken into a computer at the root level and then found out he was being monitored. He removed

all files on the hard drive before terminating his last connection.

More than 40% of denial-of-service instances in the CERT@/CC  records were in the category

of Process Degradation. Eight of the incidents were characterized by the intruder overloading a

host computer with multiple processes -j&z bombs. An additional incident, the Internet Worm,

became a denial-of-service incident when copies of the worm on host computers spawned multiple

copies, causing processing on these hosts to slow and usually terminate [ISV95:14].  The remaining

process degradations were accomplished by repeated calling of network applications (finger, login,

mail, IRC, talk and inetd), or with floods of ICMP and Ping messages (primarily n&e family

programs).

Date (Middle of Incident)

JP1438 ha9 Jan-90 Jm-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-96

1

2

Figure 11.7. Primary Category of Denial-of-service Attacks,
as Recorded in CERT@/CC  Records within the following categories (see Figure 11.1):

.
--Process.

1. All disk files 3. Multiple processes 7. Disk fulI 9. commands 11. commands
2. Critical files 4. CPU overload 8. X-no&s fill 10. Software bug 12.  Software bug

5. Network application
6. Network service

The largest single method used for denial-of-service attacks as recorded in CERT@/CC  records

was the use of mail spam to degrade storage capacity (49 incidents, 32% of instances). In another

two incidents, this same result was achieved by using the file transfer protocol (FTP) to transfer

large files to the host computer.

Finally, process or systems shutdown was achieved in 11 of the incidents. The methods used

included terminating user connections (3 incidents IRC, 3 inci&n~ t&x$, commm&g host
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computer shutdown (2 incidents), and exploiting software bugs to cause shutdown (3 instances).

There were no instances of attacks directed specifically at overloading the CPU processing

capability (Method 4), or specifically at exceeding the I-node capacity (Method 8).

Figure 11.7 shows these 152 instances of denial-of-service methods, plotted by method over

time. There is some indication in this figure of the peak in sites per day at the end of 1994. The

peak in 1992 is less visible, but it occurred when the Internet was smaller and the incidents at this

time involved more sites per incident.

11.2.3.  Additional Denial-of-service Attack Characteristics - Two additional characteristics

of denial-of-service attacks were shown in CERT@/CC  records. First, the average number of sites

involved in denial-of-service incidents is relatively low compared to root and account level break-

ins. The mean number of sites involved in the 4,299 incidents reported to the CERT@/CC  between

1989 and 1995 was 6.5. On the other hand, the average number of sites per incident in the 104

denial-of-service incidents in this population was 3.7. These were statistically different according to

a two-sample t-test assuming unequal variances p(T I t) one-tail = 0.0007].’

In addition, 70% of these incidents involved only two sites: the attacking site and the target

site. Only three of the incidents involved more than six sites. In fact, none of the denial-of-service

incidents in the CERT@/CC  records is of the order of magnitude of the Internet Worm, which

involved 2,100 to 2,600 host computers, representing around 5% of the entire Internet at the time

puG91:4].’

The other additional characteristic of CERT@/CC  denial-of-service records is that a large

number of the attackers were apparently identified. Although the CER’I@/CC  records do not

confirm that it was “relatively easy to figure out who was responsible” for the attacks, as postulated

by Ritchie [GaS96:759],  the attacker was reported in more than 50% of the denial-of-service

incidents. This is significantly higher than the other incidents reported to CERT@/CC.

Chapter 12 gives an estimate of the total rate of denial-of-service attacks on the Internet using

the information from this chapter and Chapter 9.

7 The distribution  of the number  of sites in an incident wzu lognormal. Because of the large  sample  size, assuming  the
distribution  is normal may be satisfactory. The Wdcoxan  Two-Sample  test for independent samples,  a non-parametric
test,  did not  show the means  to be statistically  different
s The number of hosts  infected with the Internet  Worm  is generally  believed to be 6,000. The actual  number,
however,  appears  to have  been 2,100  to 2,600  [RuG91:4].  The number  of tittxr involved,  around 100 probably,  makes
this the  largest  known denial-of-service  incident
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11.3. Summary of Denial-of-Service Incidents

The Internet Worm incident during the frost  week of November 1988, was a wide-spread denial-

of-service at-tack.  Since the Internet Worm, there has not been another large-scale denial-of-service

incident on the Internet. On the other hand, the CERT?‘/CC  records do not give any indication

that Internet denial-of-service incidents could not become widespread.

A deniaLof-service  a&& is considered to take place only when access to a computer or network

resource is intentionaly blocked or degraded as a result of malicious action taken by another user.

These attacks don’t necessarily damage data directly, or permanently (although they could), but they

intentionally compromise the avaihbihy  of the resources. An attacker carries out a denial-of-service

attack by making a resource inoperative, by taking up so much of a shared resource that none of the

resource is left for other users, or by degraded the resource so that it is less valuable to users.

Those shared resources are reached through processes and can include other processes, shared files,

disk space, percentage of CPU, modems, etc.

Denial-of-service attacks over the Internet can be directed against three types of targets: a user,

a host computer, or a network. An attacker must begin a denial-of-service attack by using tools to

exploit vulnerabilities and then either obtain unauthorized access to an appropriate process or

group of processes, or to use a process in an unauthorized way. The attacker then completes the

attack by using some method to destroy files, degrade processes, degrade storage capability, or cause

a shutdown of a process or of the system.

Unlike other attacks reported to the CER’I?/CC,  denial-of-service incidents grew at a rate

around 50% per year greater than the rate of growth of Internet hosts. This indicates that denial-

of-service was becoming a greater problem for the Internet during this period, although the total

number of denial-of-service incidents was small.

The largest single method used for denial-of-service attacks as recorded in CERTs’/CC  records

was the use of mail spam to degrade storage capacity (49 incidents, 32% of instances). Another

large category was process degradation (40% of the instances).

The average number of sites involved in denial-of-service incidents was found to be relatively

low compared to root and account level break-ins. In addition, a large number of the attackers

were apparently identified, compared to the average for all incidents.
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Chapter I2

Estimates of Total Internet Incident Activity

Estimates of total Internet incident activity vary widely. The actual number of incidents

reported to the CERT@/CC can be considered the minimum estimate. For 1995, 1,168 actual

incidents were reported to the CERp/CC (Figure 7.3). The largest estimate found during this

research for this same year was 900 million attacks [Coh95:40]. Even though the CERT@/CC

estimate is of incidents,  and this largest estimate is of attach, this nearly six order of magnitude

difference reflects how little is actually known about the totaI  Internet activity.

Total Internet security activity could be measured by either the total Internet atick activity or

the total Internet incidenr activity. This chapter examines simple estimates of Internet attack activity

based primarily on projections from vulnerability studies by Defense Department organizations.

The estimated number of attacks per year in 1995 ranged between 40,000 and 2.5 million based on

these studies.

Estimates of total Internet incident activity were made by projecting data from Site A, and from

estimating the percentage of incidents reported based on estimates of attacks per incident and the

probability of an attack being reported. The estimated number of incidents per year in 1995 ranged

between 1,200 and 22,800.

The final sections of this chapter show that a minimum of 96% of severe incidents (defined in

Chapter 10) were reported to the CERT@/CC, and the probability of an above average incident (ii

terms of duration and number of sites) being reported was a minimum of 1 out of 2.6 (and nearly

all of them may have been reported).

12.1. Relationship of Attacks, Incidents and Total Activity

As discussed in Chapter 1, there is a difference between an attuck and an in&.&.  An ana& is a

single unauthorized  access attempt, or unauthorized  use attempt, regardless of success. An incident,

on the other hand, involves a group of attacks that can be distinguished from other incidents

because of the distinctiveness of the attackers, and the degree of similarity of sites, techniques,  and

timing. The CER’I?‘/CC  records were of incidents, which were composed of numerous attacks.

Since attacks make up incidents, tocal  Internet security a&tip  could be measured by either the

total Internet am& activity or the totaI  Internet in&M activity. Unfortunately, very little has been

known about either of these. Consequently, as was stated in Chapter 1, our knowledge about total

Internet security activity prior to this research has been incomplete and primarily anecdotal.
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12.2. Estimates of Total Internet Attack Activity

In order to estimate the number of attacks, some sample of Internet activity is required. ‘This is

primarily  because incidents (not attacks) are generally reported. There are three ways to obtain a

sample of attack activity: 1) a representative site or series of sites could be monitored for attack

activity, 2) a representative site or series of sites could be requested to report all attack activity, and

3) representative  sites could be attacked in some systematic manner to determine the rate of

reporting.  ‘Ihe results of such experiments could be compared to actual attack reports to determine

the total number of attacks. These three approaches will be discussed in the following three

sections.

12.2.1.  Monitoring Sites For Attack Activity - The first approach to determining total

Internet attack activity would be to monitor a site, or several representative sites, for attack activity,

and then to use information about the size of the Internet to project this site activity to totaI

Internet attack activity. It is likely that such monitoring has been conducted at numerous sites, but

by personnel at that site only. This is the type of information that most sites would be reluctant to

have become public and it is unlikely that sites would allow monitoring of their network by outside

agencies. It is also technically difficult to monitor the activity at one site from another site. As

such, this does not appear to be a viable option to obtaining sample attack data In addition, the

results from any such monitoring program do not appear to have been published.

X2.2.2. Reports of Attack Activity From Representative Sites - Instead of monitoring attack

activity, representative sites could monitor for attacks at their own sites and then report all attack

activity either publicly, or to some agency in confidence, such as to the CERT@/CC.  These data

could then be used, along with information about the size of the Internet, to project this site

activity to total Internet attack activity. A search of related literature has not indicated that this has

taken place either spontaneously, nor as part of any scholarly research or program in this area.

Projections from the activity at a single site to the Internet as a whole would be highly

dependent on the accuracy of the site information, and on how typical the site is. In other words,

such a projection would be very sensitive to errors in the site information, and to assumptions

about the size of the site compared to the size of the Internet.

One example  of using the attack activity at a group of sites to estimate the total Internet attack

activity was given by Cohen as follows:

Several authors have reported that ‘once detection was put in place, over one incident per
day was detected against their computers attached to the Internet. Other people have
placed detection systems on the Internet to detect attacks and have privately reported
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similar figures. There are about 2.5 million computers on the Internet, SO simple
multiplication  tells US that something like 900 million attacks per ye= take place on the
Internet alone [Coh95:40].

This projection is in error for several reasons. First, the sites that reported an average of one

attack per day were well-known, attractive sites. In this case, one of the sites was Bell Labs, as

reported  by Cheswick and Bellovin [ChB94].  The data on which the projection is based may,

therefore, not be typical of Internet sites.

The second error is more serious. The reports of “one incident per day”’ are on siter, and not

hosts. As such, the projection should not be done to the host level, but to the site level. An

approximation to the number of sites is the estimate of’ the number of domains as discussed in

Chapter 2. As shown in Table 2.5, the number of domains on the Internet in July, 1995, was

around 120,000. This would indicate around 44 million attacks per year in 1995, not 900 million.

However, given that this projection is based on data from well-known sites, and that the number of

sites is most likely less than the number of domains, this estimate is likely to still be too high. Better

estimates of individual site attack activity, however, do not appear to be published, and logically,

they are unlikely to appear without a research program in this area.

With its position in the Internet community, the CERT@/CC  may be able to enlist the

cooperation of representative sites on the Internet in order to gather these data in the future. This

will be discussed further in Section 12.3.2.

12.2.3.  Vulnerability Studies - A third approach to determining the rate of Internet attacks

would be to estimate the rate of reporting through a program of attacks on Internet sites. Such a

program is called a vulnerability study. The ratio of attacks to reports of these attacks during such a

vulnerability study could be used, along with the total reports of attacks, to estimate the total

Internet attack activity.

In general, however, such vulnerability studies would not be feasible. It would be against

established rules and laws to attack sites without their consent. On the other hand, the repo&g

rate would likely be influenced if the site were notified of an attack ahead of time, which may make

the results invalid. Such attacks have, however, been conducted against one group of hosts on the

Internet: those belonging to the Department of Defense (DOD). In fact, because of these DOD

studies, it appears the most common method used to estimate the number of attacks on the

Internet is to project from vulnerability assessments.

1 Cohen  states  these  are one incident  per day,  but it should be one tik per day.
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12.2.3.1.  DISA Vidnerability  Studies - In order to test the vulnerability of a system, several

methods could be used, such as examining the software on a system to ensure it is properly

configured, or has the correct versions, etc. Sometimes, a vulnerability assessment program

involves attempted penetrations of a system. An example of this is the Vulnerability Analysis and

Assessment Program of the Defense Information Systems Agency @ISA). Under this program,

DISA personnel have attempted to penetrate computer systems at various military service and

Defense agency sites via the Internet since the program’s inception in 1992 [GA096:19].

The results of DISA vulnerability assessments from 1992 through 1995 are depicted in Figure

12.1. Over this period, DISA conducted 38,000 attacks. Protection on the systems attacked

blocked 35% of these attacks. Of the 24,700 successful attacks (65% of all attacks), almost all of

them (23,712, 62.4% of all attacks, 96% of successful attacks) went undetected. Of the relatively

small number that were detected (988, 2.6% of all attacks, 4% of successful attacks), three quarters

were not reported after detection (721, 1.9% of all attacks, 73% of detected attacks). This means

that only 267 of the 38,000 attacks (0.7% of all attacks, 27% of detected attacks) were reported.

This is around 1 out of 140 attacks. Stated another way, given an incident that consists of one

attack only, the probability the incident would be reported is around 0.7%, based on these data.

38,000 Attacks

13,300 Blocked (35%)

IIIm111m-m-II.I-ImI-mIt
protection

24,700 Succeed (65Yo)

988 D e t e c t e d  ( 4 % )  2 3 , 7 1 2  U n d e t e c t e d (96”/0>

267 Reported (27%) 721 Not Reported (73%)

Figure 12.1. Results of DISA Vulnerability Assessments, 1992 - 1995 [GA096201

According to the GAO, DISA estimates that DOD computers may have been attacked as many

as 250,000 times during 1995 [GA096:18].  Assuming the DOD represented 10% or less of the
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Internet during that year (see Figure 2.6), this would correspond with 2.5 million Internet attacks.

Unfortunately, it is not clear where the DISA estimate comes from. The DISA data suggests 1 out

of 140 attacks were reported, and the GAO report indicates that around 500 attacks were reported

in 1995 [GA096:21]. T his would suggest a lower figure, 70,000, for the number of attacks on DOD

systems in 1995, and 700,000 for the number of attacks on the Internet as a whole.

The 500 attacks reported by DISA in 1995, however, actually appear to be intide&,  and not just

attacks. This suggests the actual number of attacks may be higher, depending on the number of

attacks per incident. This points out the fundamental problem with using vulnerability assessments

to estimate total Internet activity: the vulnerability studies show the reporting rate of am&s,  while

the reports from sites are generally of incirients.  More specifically, it is generally unclear whether a

report of attack activity at a site is a report of one attack, or a report of several related attacks (i.e.,

an incident).

l2.2.3.2. AFIWC Sea&y Posture Studies - In a different study during 1995, the “security

posture” of selected systems at 15 Air Force bases was evaluated by the Air Force Information

Warfare Center (AFIWC),  as part of their Computer Security Assistance Program (CSAP)

j?VhK96:slidel9].  T he results of their On-Line Survey during January, 1995 are shown in Figure

12.2. Of the 1,248 hosts attacked, 673 (54%) did not allow access. Access was gained at the root

level on 291 hosts (23%), and to the account level on 284 hosts (23%). Of the 1,248 attacks, 156

were reported (13’), which means that around 1 out of every 8 attacks resulted in a report.

. . . . . . . . . . . . . . . . . . . . . . . . . .

Denied  Access Root  Access Account Access Attsks Reported

Figure  12.2.  On-Line Survey Results from 1,248 Hosts at 15 USAF Bases,
Air Force Information Warfare Center, Jan 95 (whg96:slide20]

There are several potential  reasons for the substantial difference between the DISA vulnerability

~ses~ment (1 Out Of 140 repmed),  and the AFWIC  On-Line Survey (1 out of 8 reported). First,

the AFWIC  survey  was over a small number of systems that could be similar in security posture,
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while the DISA assessment was over a larger, and potentially less homogeneous, number of DOD

systems. Second, the DISA assessments were conducted over a four year period (1992 - 1995),

while the AFW’IC  survey was all in the month of January, 1995. The higher probability of an attack

being reported in the AlTWIC survey may, therefore, reflect improved security during 1995

compared to the other years.

The third possible  reason the two surveys differed so greatly was that the methods of attack

may have been different. This has the potential to make this difference very large. For example,

the more widely-known an attack technique is, the more likely it is to be detected and reported. In

addition, some techniques, such as IP qoojing, are very difficult to detect.

A fourth reason may be a difference in reporting requirements. If the sites selected for the

AFWIC survey had established procedures requiring reports of attacks, then the population they

surveyed may have been more likely to report an incident that was detected than the DISA sites.

This may account for some of the difference. For example, in the DISA assessment, 1 out of 38

sites detected the DISA attacks, which is a rate nearly four times the rate of reporting. Perhaps this

reflects less of a reporting requirement in the DISA study population.

Finally, the large difference between the AWFIC  and DISA studies may reflect a difference in

the motivation or purpose of the studies. The AFWIC program was instituted to aid individual sites

in their security. In fact, the AFWIC team provided technical assistance to the sites attacked in

January, 1995, in order to help site administrators improve site security. This effort was reflected in

a significant improvement shown at these sites when they were surveyed again in April, 1995. In

this later survey, only 2% of attacks were successful at the root level, 10% at the account level, and

25% of the attacks were detected and reported (1 out of 4). On the other hand, the DISA

assessment data were used in Congressional Hearings, reported in a GAO Report [GA096],  and

reported in the Press. It is conceivable that the greater the perceived threat from Internet  am&

reported by DISA the greater the funding for DISA. This is a potential conflict of interest with

respect to the DISA assessments.

If the AFIWC  estimate of the rate of reporting (12.50/)o were used instead of the DISA rate of

reporting (O-7’>  for a simple projection of total Internet attacks per year, the value is considerably

lower. Assuming the 500 attacks reported by DISA in 1995 is correct, the AFIWC  estimate oftoral

Internet attacks per year for 1995 would be
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8 actual attacks x 10 Internet sites
500 attacks reported x

attack reported DOD Internet site
s 40,000 attacks

Again, if the 500 attacks were actually  500 inn’dentr made up of multiple attacks, then the number

of estimated attacks would be higher.

The conclusion we can draw from these two studies is that the rate of reporting of individual

Internet attacks is lik$y to be somewhere between 1 in 8, and 1 in 140. Stated another way, the

probability that a site will report an individual attack is likely to be between approximately 0.7% and

12%. The estimates of the total number of attacks is highly speculative primarily because it is based

on an uncertain estimate of the number of incidents. More specifically, an estimate of the total

number of Internet attacks projected from vulnerability studies depends on accurate reports of

Internet attacks and not incidents. This is information that is generally not available. If the number

of attacks is to be estimated from incident reports, then information about the number of attacks

per incident would be required. This is discussed in Section 123.3.

Table 12.1 summarizes the estimates of total Internet attack activity discussed in this section.

Source of Es timate 1 Estimate of Total Attacks per Year 1

Cohen [Coh95:40] I 900 million I

Cohen (corrected for Internet Domains) I 44 million -1
I DISA [GAO96:18] I 2.5 million I
I DISA (corrected for 500 reported attacks) I 700,000 I

AFIWC (using estimated 500 reported attacks) [whK96] 40,000

Table lZ.1. Estimates of Total Internet Attacks per Year in 1995

12.3.  Estimates of Total Internet IncidentActivity

Unlike attack activity, reports of Internet incidents are known to exist in various organizations.

First, they probably exist at most Internet sites, because most of these sites probably keep records

of security incidents involving that site. It is unlikely, however, that these reports would be publicly

available for the same reasons that individual attacks would not be reported (discussed in the

previous section). Second, some information has been reported publicly. As has been discussed in

this dissertation, this information is limited and anecdotal in nature.

Finally, Internet response teams, particularly the CERT@/CC,  are known to have reports of

incidents (as reported in this dissertation). These reports could be used to estimate total Internet

incident activity if an estimate could be made of the percentage of incidents reported to the
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CERl?/CC.  This could be done in three different ways: 1) a representative site or series of sites

could be monitored for incident activity, 2) a represenmtive  site or series of sites could be requested

to report all incident activity, and 3) estimates of the rate of reporting of attach, and of the number

of attacksperincdent,  could be used to estimate the percentage of incidents reported. The results of

such estimates could be compared to actual incident reports to estimate the total number of

i

Internet incidents. These three approaches will be discussed in the following three sections.

12.3.1.  Monitoring Sites For Incident Activity - The first approach to determining total

Internet incident activity would be to monitor a site, or several representative sites, for incident

activity, and then to use information  about the size of the Internet to project this site activity to

total Internet incident activity. As with monitoring for individual attacks (discussed in Section

12.2.1),  it is likely that such incident monitoring has been conducted at numerous sites, but by

personnel at that site only. This is also the type of information that most sites would be reluctant

to have become public, and it is unlikely that sites would allow monitoring of their network by

outside agencies. It is also technically difficult to monitor incident activity at one site from another

site. As such, this does not appear to be a viable option to obtaining sample incident data. In

addition, the results from any such monitoring program do not appear to have been published.

12.3.2.  Reports of Incident Activity From Representative Sites - Instead of monitoring

incident activity, a representative site or series of sites could be requested to report all incident

activity. As discussed in Chapter 9, Site A riid report all such activity to the CERT@/CC.  Estimates

based on Site A activity are discussed in the following pages.

1989 1990 1991 1992 1993 1994 1995
Yepr

Figure 12.3.  Estimates of the Number of Incidents per Host at Site A
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In Chapter 9, Table 9.1 gives estimates of the number of hosts on the Site A network. Figure

9.1 shows the number of incidents at Site A. These data can be combined to give an estimate of

the number of Internet incidents.

Figure 12.3 shows an estimate of the number of incidents per host per year at Site A. The

average incidents per host for the years 1992 through 1995 was 0.0048, and the range was 0.0033 to

0.0057. Figure 12.4 shows an estimate of the number of Internet incidents based on these Site A

data and the number of Internet hosts (see Chapter 2). Using the total data at Site A, the estimate

for 1989 through 1995 is that the total number of Internet incidents was between 46,000 and

62,000. In other words,  based  on the Site A data,  an average of between  1 out of 14,  and 1 out of

11 of the actual incidents on the Internet were reported to the CERp/CC (see Table 12.2).

25*mo  T-
..--.. -...  :..... ..--  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .._.___.._,_.......................................................,,,.,,.~~~.~,,

l
*0 7 0

i

1991 1992 1993 1994 1995 1996

Figure 12.4.  Estimates of the Number of Internet Incidents based on Site A Data

The number of incidents reported to the CERT@/CC  are also plotted in Figure 12.4. This

appears to show a de&ne in the percentage of incidents reported to the CERT@/CC over this

period. This is also indicated in Table 12.2, which shows the ratio of the number of totaI Internet

incidents to the number reported to the CERT@/CC  over this period. There is, however, a

significant difference between the Site A data and aU of the data reported to the CERT@/CC which

may explain this. These ‘differences are shown in Table 12.3.

Year Lower Estimate Upper Es timate

1992 1 outof 1 outof
1993 1 outof 1 out of 7
1994 1 out of 12 1 outof
1995 1 out of 19 1 of 14out

Average 1 out of 14 1 outof 11

Table  CL Estimate of the Ratio of Total  Internet Incidents to Reported Incidents
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Table 12.3.  Ali CERP/CC  Incidents Compared To Incidents at Site  A
(using  a two-factor ANOVA, the occurrences for all incidents (minus Site A) and Site A

incidents were determined to be statistically different [p = O.Oll])

If we make the assumption  that Site A is representative of sites on the Internet, Table 12.3 may

indicate that the more serious an incident is, the more likely it is to be reported to the CERT@/CC.

This was evident in all three levels of access incidents. In the record of all incidents (minus Site A),

the number of root break-ins exceeded the number of account break-ins (1,159 root break-ins

compared to 973 account break-ins). At Site A, however, the number of root break-ins was only

half that of account break-ins (30 root break-ins compared to 61 account break-ins). In terms of

percentage, access attempts at Site A were reported at more than twice the rate of all incidents

(73.5% access attempts at Site A, compared to 33.6% overall). This may account for the decline in

the ratio of reports to total incidents that was indicated in Figure 12.4. In other words, the

CERT@/CC  may be receiving relatively less reports about attempts, but not necessarily less reports

of successful attacks over time.

Because of its apparent diligence in reporting incidents to the CERT@/CC,  Site A may report

root break-ins to the CERT@/CC  at a rate greater than that of other sites. Let us assume, however,

that the rate of reporting root break-ins was approximately the same. Furthermore, let us assume

the other levels were underreported to the extent that they actually took place in the approximate

percentages reported by Site A. With these assumptions in mind, if all sites were as diligent in

reporting as Site A, in terms of percentages, the approximate number of incidents that would have

been 7% root break-ins, 14% account break-ins, 74% access attempts, and 5% una&o&ed use

incidents. This would correspond to around 1,200 root break-ins, 2,400 account break-ins, 12,700

access attempts, and 900 unauthorized access incidents, for a total of approximately 17,200

incidents. That would be around four times the 4,299 incidents actually reported to the

CERT@/CC  over the period of this research.

The reporting  of 1 out of4 incidents is a rate higher than the values given in Table 12.2. Table

12.4 shows that none of the estimates based on the Site A data falls within the ranges  of Table 12.2.
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All Incidents I minus Site A) Site A Incidents 

# of Incidents % of Total # of Incidents % of Total 

Total Incidents 3,862 100.0% 437 100.0% 

Root break-ins 1,159 30.0% 30 6.9% 

Account break-ins 973 25.2% 61 14.0% 

Access attempts 1,297 33.6% 321 73.5% 

Unauthorized Use Incidents 433 11.2% 25 5.7% 



The most suspicious assumption of Table 12.4 is the assumption that all root break-ins were

reported. This is likely to be inaccurate because 1) not all root break-ins may be detected, either at

Site A, or at all sites, and 2) not all incidents detected involving root break-ins may be reported.

The data ,of Table 12.4 were, therefore, not considered to be a good estimate.

Access Estimated Incidents for 1989-95 Estimated Reporting Rate

root break-ins 1200 loutofl

account break-ins 2,400 1 out of 2.5

access attempts 12,700 loutof

unauthorized use incidents 900 1 out of 2 /
AU Incidents 17JOO 1 outof

Table 12.4. Estimate of Incident Reporting Rates from Site A Data, Assuming AU Root Break-ins Reported

As discussed in Section 12.2.2, with its position in the Internet community, the CER’l?/CC

may be able to enlist the cooperation of representative sites on the Internet in order to generate

these data in the Future. The CERT@/CC  is in a unique position within the Internet community.

As such, the CERT@/CC  should lead the development and implement a program to better estimate

total Internet incident activity. Such a program should involve the voluntary reporting of all

incident activity at representative Internet sites and should include coordination and/or

participation from other response teams and related organizations,  such as DISA and AFIWC.

This is discussed in Chapter 14.

12.33.  Estimates of Attack Reporting Rate and Attacks per Incident - Estimates of the

rate of reporting of attacks, and of the number of attacks per incident, could be used to estimate

the total number of Internet incidents as follows:

N, 3 Nr N,
P(d l- [ 1 -  P(A)Ja

where Nt = the total number of Internet incidents

Nr = the number of Internet incidents reported

P(I) = the probability (percentage) that an incident will be reported

P(A) = the probability that an atick will be reported

a = the number of attacks per incident
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12.3.3.1. Estimates of Attack Reporting Rate - Section 12.2.3 gave two estimates of the

probability of an attack being reported [P(L$)j.  The first, from DISA vulnerability assessments, was

1 out of 140 (0.7%). The second, from the AFIWC surrey,  was 1 out of 8 (12.5’). These

estimates will be used as an upper and lower estimate of the probability of an attack being reported.

lZ.3.3.2. Estiinates of Attacks per Incident Using Au CERT@/CC  Incidents - The

CERl?/CC data gives some limits on an estimate of the number of attacks per incident (a). For a

lower estimate, we could use the number of sites per incident. In this case, we assume that each site

identified in the incident was attacked at least one time during the incident. Figure 12.5 shows the

average number of sites per incident for the CERT@/CC  incidents in each year of this research.

Throughout this period, this average was around six sites per incident. Because of the large number

of incidents in 1994 and 1995, the overall average was higher, at 6.54 sites per incident. We can

then figure the lower limit of the attacks per incident as follows:

1 attack x 654 sites p 654 attacks
site incident incident

If only the data from 1995 were used, the lower estimate would be 7.3 attacks per incident.

Even though this estimate is intended to be the lotuerestimate,  it would be appropriate  to round

this figure up to 10. This is because, even though this estimate comes from incidents that were

reported, there is most likely some at;tacks  in each incident that went unreported..
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Figure 12.5.  Average Sites per Incident by Year

Establishing an estimate of the upper limit of attacks per incident is more difficult. One way

would be to assume each site was attacked once a day. Then, we could use the average duration  of

incidents in the entire CER’I?/CC  data set to make following estimate:
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1 attack x 165 days x 654 sites 108 attacks

day
2

site incident incident
in attacker is capable of making multiple attacks on the same day. In addition, there could be

multiple attackers in an incident. For example,  a 1996 GAO report describes an incident at Rome

Laboratory, New York [GA096:22]  involving two attackers. One attacker was from the U.K. and

was arrested in May, 1994, and the other attacker was unidentified. According to the GAO report,

these attackers made more than 150 intrusions during March and April, 1994.  This is an average of

2.5 attach per day. Using this average, the estimate of attacks per incident increases as follows:

25 attacks x 165 days x 654 sites 270 attacks

day site incident G incident

This particular incident was also recorded in the CERp/CC records. It involved the use of

sniffers and over 1,500 sites.

On any particular day, an attacker is capable of perhaps dozens of attacks.* They would have a

tendency, however, to perform less attacks if they are successful. For example, an attacker would

tend to take time exploring a computer after a successful attack. As stated earlier, there could also

be multiple attackers. On the other hand, it would be unlikely that each attacker would be active on

every day of an incident, and that all of the attackers would be equally active. Let us assume the

following 1) each attacker is capable, on average, of 5 attacks per day, 2) there were, on average, 3

attackers per incident, 3) each attacker was active, on average, 3 days each week, and 4) attackers

were active half of the days the incident was open.

The first assumption was made by assuming that each %ttacker could perform a dozen or more

attacks during a day, but would perform less if one or more attacks was successful. Regarding the

second assumption, as was noted in Chapter 9, the CERT@/CC  incident records contain very little

information about the identity or numbers of attackers. Assuming that each incident had at least

one attacker, the CERl?/CC records would appear to indicate the average number of attackers was

a little more than one. Here we will assume the average is three attackers. The third assumption

above’is  based upon a judgment that an attacker is not likely to be active every day. The last

assumption  comes from experience with the actual incidents in the CERT@/CC  records. These .

records show that attacks came primarily during the early part of an incident. par-t  of the reason for

this is that he CER’I@/CC  records were generally held open past the bulk of attacks in order to

’ This is an estifme based on discussions with several people experienced in the field, such a~ L&I Grtpry  B. w&t,=.,
US  Air Force Academy, Department of Computer Science.
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perform investigations, and administrative actions. In addition, as an incident progressed, sites took

defensive measures which generally prevented some attacks.

Using these assumptions, the approximation for the number of attacks per incident is:

5 attacks
day x attacker

x 3 attackers x 3 active days x I active day 654 sites 350 attacks
site each 7 days 2 total days

x I65 daysx
incident = incident

It should be noted that this estimate is sensitive to the assumed values. For example, if the

average number of attackers involved in each incident is 5 instead of 3, the estimate of attackers per

incident is nearly doubled to around 600.

Another way the upper limit to the number of attacks per incident could be estimated, is to give

some consideration to the types of attacks. We would expect a sin&r answer, because the same

data would be used, but it is interesting to note the distribution of data as shown in Table 12.5. The

values in this table were determined by a judgment based on experience with the CER’I?/CC

records. Using the estimates shown in Table 12.5, this results in an estimate of the number of

attacks per incident as being around 1,000. Again, this estimate is sensitive to the estimates of the

other parameters. For example, if the ratio of active time to duration (active/duration) for root

break-ins is increased from 0.50 to 0.75, this results in the overall estimate  increasing to over 1,500

attacks per incident.

Table  12.5.  Example Weighted Estimates of Attacks per Incident

Using this last estimate (Table 12.5), we have an “order of magnitude” estimate of the number

of attacks per incident as being between 10 and 1,000. My experience with the CERT@/CC  records

suggests that 100 attacks per incident might be a reasonable estimate of the mean.

The number of incidents reported to the CERT@/CC  during 1995 was approximately 1,200.

Based on the number of attacks per incident being between 10 and 1,000, we could use Equation

12.1 to estimate the number of intia%nti  on the Internet. This showed that if we assume the

probability of reporting an attack was 0.7% (DISA estimate), the estimated number of incidents per
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Estimates 

Average of data Incidents #of 

attackers 

Active/ 

week 

Active/ 

duration 

Attacks/ 

day/attacker 

Attacks/ 

incident Type Sites Duration Number Percent 

Root Break-in 13.1 29.4 1,189 27.7% 5 5 0.50 5 3,439 

Account Break-in 5.96 16.6 1,034 24.1% 3 3 0.50 4 254 
Access attempt 2.54 9.48 1,618 37.6% 2 2 0.25 10 34 

Denial-of-service 3.68 7.1 104 24% 2 4 0.25 3 22 
Corruption 272 7.37 135 3.1% 3 3 0.25 3 19 
Disclosure 6.84 7.91 219 5.1% 10 3 0.50 3 348 

Averages: 6.54 16.5 Weighted Avenges: 3.5 3.2 0.39 6.4 1,044 



year in 1995 is estimated to be between 1,200 and 17,350. This would correspond to an estimated

number of attucks between 12,000 and 17.4 million. If we assume the probability of reporting an

attack was 12.5% (AFIWC estimate), the estimated number of incidents per year in 1995 is

estimated to be between 1,200 and 1,630. This would correspond to an estimated number of atfacks

between 12,000 and 1.6 million.

lZ.3.3.3. Estimates of Attacks per Incident Using C..RZl@/CC  Incidents by Typ -

In the previous section, the number of attacks per incident was estimated using all the

CERT@/CC  incidents together. As was discussed in Section 12.3.2, however, the likelihood that an

Internet incident will be reported to the CERT@/CC  is greater the more severe the incident.

Chapter 7 also discussed measures of severity which included the level of access or type of

unauthorized use, number of sites involved, duration, and number of messages to and from the

CERT@/CC.  These measures of severity give some indication of the number of attacks per

incident. If estimates of the number of attacks per incident were made for each of the six

categories of CER’I?/CC incidents (see Table 12.6) were made, perhaps this would yield a better

estimate of the upper Iirnit of attacks per incident. This could be done with the following formula:

attacks sites attacks attackers active days
X

incident = incident
xdaysx

day x attacker
x X

site each 7 days

Table 12.6.  Assumed Values for an Estimate of the Number of Attacks for Each CERP/CC  Incident

As noted in the previous section, the estimate of the number of attacks is very sensitive to the

estimates of the other parameters. The estimated values of the parameters were as shown in Table

12.6 (taken from Table 12.5). Using these assumed values, Equation 12.2 was used to estimate the

number of attacks for each of the incidents in the CERT@/CC  data. The results are shown in Table

12.7, which shows an average number of attacks in an incident as being between 7 and 3,000. This

is a wider range than was estimate in the previous section. Notice that the range depends strongly
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active days 
total days 

(12.2) 

Assum ed Values 
#of 

attackers 

Active/ 
week 

Active/ 
duration 

Attacks/ 
day/attacker Type 

Root Break-in 5 5 0.50 5 
Account Break-in 3 3 0.50 4 

Access attempt 2 2 0.25 10 
Denial-of-service 2 4 0.25 3 

Corruption 3 3 0.25 3 
Disclosure 10 3 0.50 3 

Averages: 3.5 3.2 0.39 6.4 



-

on the type of incident, with a high range of between 13 and 10,220 for root break-ins, and a low

range of between 3 and 24 for denial-of-service attacks.

The estimates in Table 12.7 can be used to estimate the total number of Internet incidents. In

order to do this, the probability of an individual attack being reported must be assumed. Most

likely, this probability is dependent on the severity of an incident. For example, a site administrator

may not be inclined to report to the CER’I@/CC  attacks that were unsuccessful. On the other

hand, this same site administrator might be highly likely to report an attack that resulted in a root

break-in. Unfortunately, the only information available about the probability an attack will be

reported are for overall averages and not for individual types of attack. These were presented in

Section 12.2.3 (the DISA assessment of the probability of an individual attack being reported as

l/140  (0.7’),  and the AFIWC study, with the probability of being reported as l/8 (l2.5%)).

Table 12.7.  Estimate Average Attacks/Incident Derived From Each
CERT@/CC  Incident Using Assumed Parameters

We do, however, have information from Site A that may indicate a difference in the rate of

reporting for each type of incident. Such an adjustment is given in Table 12.8. The middle column

of this table shows the ratio of the percentage of all incidents in a type to the percentage of

incidents in that type at Site A. This ratio was used to adjust the probability of report as shown.

Cormption  Incidents

Disclosure Incidents 3.1% 1.4% 2 2 1.58% 27.68%

Table 12.8. Adjustments to the Probability of Report, Based on Site A Information
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Estimate Average Attacks/Incident 

Type Lower Estimate Upper Estimate 

Root Break-in 13 10,220 

Account Break-in 6 377 

Access attempt 4 31 

Denial-of-semce 3 24 

Corruption 3 38 

Disclosure 7 669 

Averages: 7 2,967 

% of Total Probability of Report 

Type All Incidents Site A Incidents Ratio Low Estimate High Estimate 

Total Incidents 100.0% 100.0% 0.71% 12.50% 

Root break-ins. 27.7% 6.9% 4.0 2.87% 50.18% 

Account break-ins 24.1% 14.0% 1.7 1.23% 21.52% 

Access attempts 37.6% 73.5% 0.5 0.37% 6.39% 

Denial-of-Service Incidents 5.1% 3.0% 1.7 1.21% 21.25% 

2.4% 1.4% 1.7 1.22% 21.43% 



In Table 12.8, he low estimates  of the probability of report were based  on the D&I

assessments, and the high estimates of the probability of report were b=ed on the AFIWC  sumey.3

Table 12.9. Estimates of the Average  Percentage of Reports of Incidents and the Total  Number of
Intemet Incidents  Based on an AFWIC Estimated Average Probability of Report of Attack

The results of using the higher estimated probabilities are given in Table 12.9. Overall, this

process  estimates the total number of Internet incidents for the period of this research to be

between 6,600 and 16,600, and the total number of attacks to be between 53,000 and 133,000.

Recalling that the total number of incidents in the CERT@/CC  records was 4,299, experience with

the CERT@/CC  records seems to indicate these estimates are probably too low. Evidence for this

was seen particularly in the fact that there were generally  far more sites involved in an incident than

sites that reported the incident.

Table 12.10. Estimates of the Average Probability of Report of an Incident Based on an
AFWIC  Estimated Average Probability of Report of Attack

3 The adjusted  probabilities were used for generating  the  data  described  in the rerntig  part  of this  section. The
sme data  were ah gemmed without these  probability  adjustments. In the overall  numbers,  these adjustments  made
little difference-  On the other hand, there were significant  differences in the individual  types. For example, when he
probabilities  were adjusted,  the highest  estimate of the number  of root  break-ins  dropped  from ~5,000  m 14,000,  while
the chest  es&we  of the nmdxr of access attempts nearly doubled,  from 105,000 m 202,000.  These estimates
appeared  to make more sense when  the adjusted  probabilities  we= used.
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Average Probability of Report Estimated Total of Internet Incidents 

Type Low Estimate High Estimate Low Estimate High Estimate 

Total Incidents 48.0% 83.6% 6,597 16,603 

Root break-ins 86.2% 100.0% 1,189 1,408 

Account break-ins 54.4% 95.6% 1,096 2,137 

Access attempts 14.6% 62.3% 3,745 12,099 

Denial-of-Service Incidents 45.0% 76.7% 161 248 

Corruption Incidents 45.8% 81.6% 186 312 

Disclosure incidents 59.9% 99.6% 220 398 

Average Probability of Report 

Type Low Estimate High Estimate 

Total Incidents lout of 2.1 1 out of 1.2 

Root break-ins 1 out of 1.2 1 out of 1.0 

Account break-ins 1 out of 1.8 1 out of 1.1 

Access attempts 1 out of 6.8 1 out of 1.6 

Denial-of-Service Incidents lout of 2.2 1 out of 1.3 

Corruption Incidents 1 out of 2.2 1 out of 1.2 

Disclosure incidents 1 out of 1.7 1 out of 1.0 



This can be seen more clearly in Table 12.10 which shows the average probability of report in a

different form. These probabilities suggest that most incidents were reported to the CERp/CC

during the period of this research, particularly root and account break-ins. Again, experience with

the CERT@/CC records indicates this was probably not the case.

Table l2.11. Estimates of the Average Probability of Report of an Incident and the Total Number of
Internet Incidents Based on an DIM Estimated Average Probability of Report of Attack

The results of using the lower estimated probabilities are given in Table 12.11. Overall, this

process estimates the total number of Internet incidents to be between around 60,000 and 260,000,

and the total number of attacks to be between 8.4 million and 36.4 million.

The lower estimate of the average probability of report in Table 12.12 (1 out of 13) is within the

average range estimate from the Site A (see Table 12.2). The high estimate still seems unrealistic

compared to CERT@/CC records. This may indicate that the number of sites was a poor choice

for a lower limit of attacks per incident. On the other hand, this was a realistic choice because, if a

site was identified as being involved in an incident, it was most likely attacked. The error is

probably that, most likely, on average, sites were attacked more than once during an incident.

Table  12.12. Estimates of the Average Probability of Report of an Incident Based on an
DISA  Estimated Average Probability of Report of Attack
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Average Probability of Report Estimated Total of Internet Incidents 

Type Low Estimate High Estimate Low Estimate High Estimate 

Total Incidents 7.4% 46.3% 59,528 260,000 

Root break-ins 18.2% 91.1% 1,409 13,944 

Account break-ins 6.0% 54.4% 4,497 30,515 

Access attempts 0.9% 10.8% 49,402 201,536 

Denial-of-Service Incidents 4.1% 16.9% 1,813 3,779 

Corruption Incidents 3.3% 17.3% 1,847 4,732 

Disclosure incidents 8.7% 58.5% 562 5,493 

Average Probability of Report 

Type Low Estimate High Estimate 

Total Incidents 1 out of 13 1 out of 2.2 

Root break-ins 1 out of 5.5 1 out of 1.1 

Account break-ins 1 out of 17 lout of 1.8 

Access attempts 1 out of 108 1 out of 9.3 

Denial-of-Service Incidents 1 out of 31 1 out of 5.8 
Corruption Incidents 1 out of 12 1 out of 1.7 
Disclosure incidents 1 out of 25 lout of 5.9 



12.3.4.  Summary of Incident Estimates - Table 12.13 summa&es  the estimates  of total

Internet incident activity made in this section. These  estimates  are for one year in 1995.

Estimates  of Total Internet Incidents per Year  in 19%

Source Low Estimate High Estimate

Based on Incidents per Host estimates at Site A 16,800 22,800

Based on attacks per incident 10 to 1,000, and DISA probabihy 1200 17,350

Based on attacks per incident 10 to 1,000, and AFIWC  probaMity 1200 1,630

Based  on DISA probability Fable 12.11) 2,500 15,800

Based on AFIWC probability Fable  12.9) 1,400 2,400

Table X2.13. Summary of Estimates of Total Internet Incident Activity

12.4.  Severe and Above Average Incidents

The 22 incidents identified in Chapter 10 as being the most severe in the CERT@/CC  records

were given the same analysis as was done for all incidents in the last section. Using the DISA

probability of reporting an attack, the probability of any incident meeting the Chapter 10 criteria not

being reported to the CERT@/CC  was between 0% and 4%. Using the AFIWC  probability of

reporting an attack, the probability of any incident meeting Chapter 10 criteria not being reported to -

the CERT@/CC was essentially zero. This confirms the impression the reports themselves give:

that it is hard to conceive that a severe incident would not be reported to the CERT@/CC.

There were 394 incidents in the CERT@/CC  records (9.2”/o)  that were above average both in .

terms of duration (above 16.5 days) and number of sites (above 6.5). When these incidents were

isolated and analyzed i the same manner as the previous section, it yielded the results of Table

12.14. If we assume the DISA probability of report, then a minimum of around 1 out of 2.6 of the

above average incidents were reported to the CERp/CC (and nearly all of them may have been

reported). If we assume the AJ?IWC  probability, then it was estimated that less than 4% of these

incidents were not reported to the CERT@/CC  (and nearly all of them may have been reported).

Probability of Report - l/140 Probability of Report - l/8

Low Estimate High Estimate Low Estimate High Estimate

Probability of Incident Report 38.5% 99.3% 96.5% 100.0%

Rate of Incident Reports 1 out of 260 1 out of 1.01 1 out of 1.03 1 out of 1.00

Total  Internet Incidents 397 1,866 394 415

Table Kk14. Estimates of the Probability of Incident Report, Rate of Incident Repons,  and Total
Internet incidents for Incidents with Above Average Duration and Number of Sites
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Estimates of attacks per incident, and therefore, estimates of total Internet incident activity,

could be improved with better information about the average number of attackers per incident, and

their typical activity. Estimates of average number of attackers per incident, and their typical

activity, should be made by personnel from DIM, AFIWC, CERT@/CC  and other response teams,

in order to improve estimates of total Internet incident activity. This is discussed in Chapter 14.

12.5. Estimated Number of Internet Denial-of-service Incidents

Tables 12.9 and 12.11 estimate that there were between approximately 160 and 3,800 denial-of-

service incidents on the Internet between 1989 and 1995. There was, however, only one denial-of-

service incident in the CERT@/CC  records that was in the 394 above average incidents identified in

the previous section. This incident involved 21 sites.

There is general acknowledgment that the Internet is relatively defenseless against denial-of-

service attacks [G&96:759]. The small numbers of denial-of-service incidents, and their relatively

small size, however, do not completely confirm this vulnerability. On the one hand, the records

indicate that denial-of-service vulnerabilities have not been mitigated over this period. The same

methods of attack used in the early incidents appear to be successful in the later incidents also. All

of the incidents, however, were localized  and small in scale.

The CERT@/CC  record of denial-of-service incidents show no large-scale incidents whatsoever.

The only large-scale denial-of-service incident known to have occurred on the Internet remains the

Internet Worm of 1988. This is an interesting finding. The CERp/CC was established in

response to a large-scale denial-of-service attack, and yet, no other large-scale denial-of-service

attack is known to have.occurred.

CERT@/CC  records give no indication of why large-scale denial-of-service attacks do not occur

on the Internet. Either potential attackers have not had enough motivation, or the Internet is not

vulnerable to large-scale denial-of-service attack.’

12.6. Summary of the Estimates of Total Internet Incident Activity

Since attacks make up incidents, total Internet security a~7.G~  could be measured by either the

total Internet attack activity or the total Internet incident activity. In order to estimate the number of

ahfads,  some sample of Internet activity is required. Vulnerability studies by Defense Department

agencies can be used for such an estimate. A vulnerability analysis by the Defense Information

Systems Agency @ISA) hs owed that the probability of an individual attack being reported was

4 Conversations with Dr. Thomas A. LongstaK  CERTQ/CC,  indicate that denial-of-service incidents during 1996  and
1997  may indicate increases in frequency and severity. These were not, however, evident in the period of this  research.
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around 1 out of 140 (0.7%). In a different study, the Air Force Information Warfare Center

(AFIWC) estimated this probability to be 1 out of 8 (12.5%). Table 12.15 summa&es the estimates

of total Internet attack activity based on these studies.

I Source of Estimate I Estimate of Total Attacks per Year I

1 DISA [GAO96:  181 I 2.5 million I

I DISA (corrected for 500 reported attacks) I 700,000 I

AF’IWC (using estimated 500 reported attacks) jJVhK96] 40,000

Table 12.15. Estimates of Total Internet Attacks per Year in 1995

Site A was used to estimate total Internet incident activity based on estimates of incidents per

host at this site. This was the only site reporting all incident activity to the CERT@/CC.  Because of

its position in the Internet community, the CERT@/CC  may be able to enlist the cooperation of

other representative sites on the Internet in order to generate these data in the future. As such, the

CERT@/CC  should lead the development and implementation of a program to better estimate total

Internet incident activity. Such a program should involve the voluntary reporting of all incident

activity at representative Internet sites and should include coordination and/or participation from

other response teams and related organizations, such as DISA and AFIWC.

Estimates of the rate of reporting of attacks, and of.the number of attacks per incident, could

be used to estimate the total number of Internet incidents as follows:

N, z Nr
p(I)= I-[1

Nr
- PLUla

(12.1)

where Nt

Nf

= the total number of Internet incidents

= the number of Internet incidents reported

WI = the probability (percentage) that an incident will be reported

P(A) = the probability that an atick will be reported

a = the number of attacks per incident

The DISA and AFIWC studies gave low and high estimates of the probability of an attack being

reported [P(AjJ. The number of attacks per incident was estimated to be between 10 and 1,000

when all CERT@/CC  data was considered together. Better estimates were obtained when the types
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of incidents were considered separately. Table 12.16 summa&es  the estimates of total Internet

incident activity made by estimating attacks per incident, or from Site A projections. These

estimates are for one year in 1995.

Estimates of Total Internet Incidents per Year in 1995

Source Low Estimate High Estimate

Based on Incidents per Host estimates at Site A 16,800 22,800

Based on attacks per incident 10 to 1,000, and DISA probability 1200 17,350

Based on attacks per incident 10 to 1,000, and AFIWC probability 1200 1,630

Based on DISA probability Fable  12.11) 2,500 15,800

Based on AFIWC probability Fable  12.9) 1,400 2,400

Table 12.16. Summary of Estimates of Total Internet Incident Activity

Using the DISA probability of reporting an attack, the probability of any severe incident

meeting the Chapter 10 criteria not being reported to the CERT@/CC  was between 0% and 4%.

Using the AFIWC probability of reporting an attack, the probability of any severe incident meeting

the Chapter 10 criteria not being reported to the CERTs’/CC  was essentially zero. This confirms

the impression the reports themselves give: that it is hard to conceive that a severe incident would

not be reported to the CER’l?/CC.

There were 394 incidents in the CERT@/CC  records (9.2%) that were above average both in

terms of duration (above 16.5 days) and in terms of the number of sites (above 6.5). When these

incidents were isolated and analyzed,  it showed that if we assume the DISA probability of reporr,

then a minimum of around 1 out of 2.6 of the above average incidents were reported to the

CERT@/CC  (and nearly all of them may have been reported). If we assume the AFIWC

probability, then it was estimated that less than 4% of these incidents were not reported to the

CER‘I?/CC  ( dan nearly all of them may have been reported).

Estimates of attacks per incident, and therefore, estimates of total Internet incident activity,

could be improved with better information about the average number of attackers per incident, and

their typical activity. Estimates of average number of attackers per incident, and their typical

activity, should be made by personnel from DISA, AFIWC, CERp/CC  and other response teams,

in order to improve estimates of total Internet incident activity.
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Chapter 23

The Utility of the Taxonomy of Computer and Network Attacks

In Chapter 6, a taxonomy was developed for classifying computer and network attacks. This

taxonomy was used in subsequent chapters to classify and analyze the Internet incidents reported to

the CER’l?/CC from 1998 to 1995. This chapter presents a brief critique of the taxonomy based

on this experience. This is followed by a discussion of how incidents can be classified by using this

taxonomy and other data from the incidents.

l3.1. Review of the Characteristics of Satisfactory Taxonomies

A taxonomy is an approximation of reality that is used to gain greater understanding in a field of

study. Because it is an approximation, it will fall short in some characteristics. This may be

particularly the case when the characteristics of the data being classified are imprecise and uncertain,

as was the data for this study. Nevertheless, classification is an important and necessary process for

systematic study.

:;

As presented in Chapter 6, a taxonomy should have classification categories with the following

characteristics [Amo94:34]:

1) mutually exclusive - classifying in one category excludes all  others because categories do not overlap,

2) exhaustive - taken together, the categories include all possibilities,

3) unambiguous - clear and precise so that classification is not uncertain, regardless of who is classifying,

4) repeatable - repeated applications result in the same classification, regardless of who is classifying,

5) accepted - logical and intuitive so that they could become generally approved,

6) usefkl-  can be used to gain insight into the field of inquiry.

These characteristics can be used to evaluate possible taxonomies. This will be done in the

remaining sections of this chapter.

13.2. Evaluation of the taxonomy relative to the taxonomy criteria

The following sections compare the taxonomy to each of the desired characteristics using the

experience of applying the taxonomy in this research. It should be emphasized, however, that there

is a difference between classifying an incidenr and an ah&k.  The CERT@/CC  records were of

kkW~-, which were composed of numerous a&&s  (a distinction made in Chapters 1,6,7 and 12).

This taxonomy only produces a single classification for single attacks. The remainder of this section

/

evaluates the taxonomy for classifying attacks. Section 13.3 discusses using this taxonomy, along

with other criteria, to classify an incident. This is more difficult since an incident can be made up of

multiple attacks.
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l.3.2.1.  Categories that are Mutually Exclusive - The categories of a taxonomy should be

such that classification into one category excludes classification into all others, because the

taxonomy categories do not overlap. Care was taken in developing the categorks of this taxonomy

to ensure they were mutually exclusive (see Figure 6.9). In general, in applying the taxonomy  for

this research, there were few instances when a single classification was not directly determined.

There were, however, two problems noted with respect to the categories being ,mutually

exclusive. The first problem was that sometimes, when there was limited information, the

determination of a single category was difficult. The second problem was that sometimes, one

attack could theoretically be in two categories.

An example of the first problem came in the vulnerability categories. Generally, the

CERp/CC records reported vulnerabilities in terms of software processes or programs. An

example is the keyword ren&zaZ This key word indicated a vulnerability in sendmail was exploited,

but it did not indicate whether this vulnerability resulted from an implementation, design or

configuration error. More information would generally point to one category, although sometimes

there could be a disagreement when there was not general acceptance of the definition of terms.

This problem will be discussed in Section 13.2.5.

The second problem noted with the categories being mutually exclusive was that one attack

could theoretically be classified into two categories. This was particularly the case when

differentiating between results and objectives. In these cases, the problem was that one attack

could have multiple results, or accomplish multiple objectives. This was generally not a problem for

the application of the; taxonomy for this research, but then there were also few data in the

CERTl?/CC  records about results and objectives (see Chapters 7 and 8).

An example of a possible problem with objectives not being mutually exclusive might be in the

destruction of files by one company on a rival company’s computer system. In this case, damage was

caused, and jnancii gain may be achieved (two possible objectives). On closer examination,

however, the categories are found to be mutually exclusive. In this example, the objective should

be cla&ed as being financial gain. The damage to files should be classified in the coqtiu~ d~h.~

category of R~.v&,  which leads the attacker to the oye&? of@ancialgain.

The greatest potential classification problem was with denial-of-service attacks. For example,  if

selected files in a user’s account are deleted, then an argument could be made that both comq~aon of

&s and a’enial-o@~~e  resulted (two results). In the application of the taxonomy for this research,

an incident like this was classified in the corruption of information category. On the other hand, if
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the only files deleted were systems programs or files, such as the system’s password file, the

system’s login program, or a user’s account, then this incident was classified in the denial-of-service

category.

A more serious problem occurs if an attacker deleted aLfiles on a system. In this case, there are

clearly two results: destruction of data files (corruption of information), and destruction of system

files (denial-of-service). Even knowing the attacker’s motivation may not help to classi+  such an

attack. The attacker’s i-notivation may include both  results (“I’m going to get the company that fired

me by destroying all their records and shutting down their system so nobody can use it.. . ..“). This

ambiguity concerning denial-of-service results was not a problem for this research, because it was

generally obvious what category the attack should be classified in. On the other hand, the

experience with this research showed that it could be a problem. This problem could be mitigated

with more information, which would make the classifications easier.

One final example of possible problems with categories being mutually exclusive was seen in the

tools category (see Figure 6.9). With the exception of the data tap category, each of the tool

categories may contain the other tool categories within them. For example, toolkits contain scripts,

programs, and sometimes autonomous agents. So when a toolkit is used, the scripts and programs

category is also included. User commands also must be used for the initiation of scripts, programs,

autonomous agents, toolkits and distributed tools. In other words; there is an order to the

categories in the tools block, from the simple user command category to the more sophisticated

distributed tools categoy (the last category, data taps, is not related to the other categories). This is

unlike the other blocks of the taxonomy.1 What made these categories in the tools block mutually

exclusive when applied to the CERT@/CC  records was that attacks were classified according to the

highest category of tool used.

W.2.2. Categories that are Exhaustive - Taken together, the categories in a taxonomy should

include all possibilities. In terms of the taxonomy developed for this research, all paths connecting

attackers with objectives (see Figure 6.9) should be included. During the classification of the data

for this research, there was no instance when a category could not be found for the data.

With respect to the classification of the CERp/CC data, the attacken  and objectiNs  blocks were

exhaustive. There were such few data in these blocks, however, that there remains a question as to

whether more categories would be necessary when classifyiig  a larger data set. One question did

1 The exception to this is the ordered list for describing the level of unauthotized  um~~  ob&& by an btn&r. In t,&
case, the highcJtleve1  of access obtained (root, account or attempt) was used to @ve  a dassificadon.
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I arise for those instances when foner eqfoyees were identified in the records as attackers. The

categories in the attackers block were established according the motivations of the attackers and not

who there are. For this research, former employees were classified as vanahh. More questions may

arise when attackers from a larger data set are classified.

Another group of incidents that may lead to further refinements of categories in the taxonomy

is internal attackers, where an attacker is located within the organizadon  being attacked. The

CERT@/CC  incidents primarily involved txtemaL  attackers, where the attackers were outside the

organization being attacked. As such, the taxonomy is largely untested against  incidents involving

i. internal attackers.

There were two adjustments made to the taxonomy during the research to add categories. The

first instance was to add the data  in transit category to the access block of the taxonomy. Originally,

data in transit was considered to be in the&s category, but it made more logical sense to separate it

out because the data are in different forms when they are in a file or in transit across a network. In

addition, the methods used for attack against files and data in transit may be different, which makes

it important to have separate categories in the taxonomy.

The second adjustment made to the taxonomy was to add the httibuted  tool and data  t@

categories to the tools block. As noted in Chapter 8, there were no instances of the use of these

tools being recorded in the CERT@/CC  records during the period of this research. The categories

were added, however, to make sure the tools block was exhaustive.? In the case of distributed tools,

this was because of incidents recorded at the CER’I@/CC  in 1996 and 1997, after the period of this

research. The data tap category is based on theoretical attacks that have not been recorded in any

CERp/CC incidents.

This experience is an example of what we should expect, over time, regarding any taxonomy of

computer and network attacks: the need will arise to add new categories. If nothing else, attackers

will try new tools that may not be able to be classified into the current tools category. Greater

understanding of attackers and their methods, however, may also make changes to other categories.

13.2.3. Categories that are Unambiguous - Categories in a taxonomy should be clear and

precise so that classification is certain, regardless of who is classifying. Only one person did

classifications for this research. As such, no determination was made as to whether classifications

2 The suggestion  to add  the distributed  tool  category  came from Dr. Thomas  A. Longstaff  at the CER’T’@/CC  as a
result of intruder  activity appearing in the CEKP/CC records after 1995. The data  tap category was the result of
tying  to help  one of my students  conceptualize  how law enforcement  could conduct  searches  on networks.

196 



using the taxonomy were unambiguous. On the other hand, there were some difficulties in making

classifications due to ambiguity.  This was primarily the result of the lack of information. A typical

example of this was a narrative description of an attack that did not contain enough information to

classify the incident. If the classifications of attacks were done with more information available,

such as by CERP/CC  personnel during an incident, ambiguity would be reduced. This is one

course of action discussed in Chapter 14.

13.2.4.  Catego&  that are Repeatable - Repeated applications of a taxonomy should result

in the same classification, regardless of who is classifying. For this research, classifications of data

were made only one time. As such, no determination was made as to whether classifications using

the taxonomy were repeatable. On the other hand, it is likely that some of the classifications are, in

fact, not repeatable because of incomplete information as described in the previous section. This is

because, the greater the uncertainty when making a classification, the greater the chance for error or

for disagreement in a classification.

13.2.5. Categories that are Accepted - The categories of a taxonomy should be logical and

intuitive so that they could become generally approved. The taxonomy developed for this research

was based upon a logical process that was intended to be intuitive. How logical and intuitive the

taxonomy is could be investigated by having the taxonomy evaluated by others, such as during use

by response personnel, as recommended in Chapter 14.

One of the ways the taxonomy was designed to be widely accepted was in the use of simple and

accepted terms for the classifications. Terms that were widely used, but which had controversial

definitions were intentionally avoided. For example, the term coq~ertir~~  is widely used, but there

is no accepted definition. One set of terms that has some problems with accepted definitions that

were necessary to include in the taxonomy were the three categories of vulnerabilities. An example

of the problem with these terms is when a program such as sena%azY  is targeted with a m&! spam

attack (repeated mailings). If this causes a system’s storage capacity to be exceeded, then service

may be denied to users. Some would view the failure to check for too many messages as an

iqh*inttion  vulnerability because the person that implemented the sendmd  code did not include

the proper checks. On the other hand, others may view this as a vulnerability resulting from an

improper ah@ if its inclusion was not part of the design.

Such problems were not seen in the application of this taxonomy to the CERp/CC  records.

They can be avoided in the future by having good information about what is being classified, and by

the use of specific definitions for the terms describing each category. As was noted earlier, not
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enough information was generally available for classification into the three categories of

vulnerabilities, so, for this category of the access block, its application is largely untested. For other

categories, however, no problems were indicated concerning the acceptance or the intuitive nature

of any of the terms.

33.2.6.  Categories that are Useful - The final characteristic of a satisfactory taxonomy is that

it can be used to gain insight into the field of inquiry. The conclusions from this research were

largely drawn from analyzing data that had been classified using the taxonomy of attacks presented

in Chapter 6. This showed the usefulness of the taxonomy because the analysis could not have

been conducted without such a taxonomy for classification. As discussed in Chapter 6, previous

taxonomies were inadequate for this classification because they did not meet the criteria for a

satisfactory taxonomy.

As discussed in Chapter 6 (Section 6.2),  the taxonomy is also potentially useful because it can

organize thinking about computer and network security. The taxono.my  emphasizes that, in order

to be successful, an attacker must find one or more paths that connect the attackers to their

objective. As the formal definition presented in Chapter 5 indicates, computer security is

preventing attackers from achieving objectives by preventing them from making any complete

connections through the process depicted in the taxonomy. More specifically, computer security

efforts are aimed at the six blocks of the taxonomy. This is potentially useful because it helps direct

policies and programs against specific targets or events in the attack process. Section 6.4.5

discussed how this might be done for each of the six blocks of the taxonomy.

13.3. Classificatio& of Incidents

Classification of incidents is more difficult than the classification of attacks. First of all,

incidents can be made up of multiple attacks. But it is more complicated than that. These multiple

attacks could not only be classified differently, but could also involve multiple attackers who are

attacking multiple targets. As has been stated previously, what distinguishes one incident from

another is the aXr&z&~ess  of the attackers, and the degree of s~z?z&r$  of sites, techniques, and

timing. It does not mean that attackers, sites, techniques and timing are idmticac!

As such, the determination of the scope and characteristics of an incident, and then its

classification must be accomplished in an atmosphere of uncertainty. Nevertheless, as has been

discussed in this dissertation, it is important to do so. Indeed, this is routinely done by CEKI?/CC

pemmd,  and it was done for this research. However, for both the CERT@/CC  and myself, this
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process was informal and uncertain, particularly with respect to determining the scope of the

incidents. For CERT@/CC personnel, this involved meetings where information was exchanged

and then correlated. In the early years of the CER‘T@/CC,  these were often chance encounters

“around the coffee pot.” In more recent years, information exchange took place in periodic

meetings. For this research, this judgment of CERT@/CC  personnel was combined with

comparisons between the records to determine the scope of each incident.

This ad hoc process will not scale up as the Internet grows exponentially. A more formal

process is required. In addition, unless more personnel can be assigned to incidents response,

automated software tools will be necessary for the more routine incidents, leaving personnel free to

determine the scope of only those incidents with the greatest uncertainty.

The following sections will discuss first, how incidents classification was done at the

CERT@/CC,  second, how it was done for this research, and third, how incident classification

should be accomplished as a result of this research. The three steps for full classification of an

incident are 1) determine the scope, 2) determine the characteristics, and 3) determine the

classifications. Development of a more formal process to determine the scope of incidents, and

software tools to automate part of that process are discussed in Chapter 15.

13.3.1 Classifications at the CERT@/CC  during the period of research - The process of

classification of incidents at the CERT@/CC  during the period of this research was described briefly

in Chapter 4. As noted there, after December, 1993, the process included summaries, and after the

summer of 1994, the summary records were relatively complete records of the incidents. These

summary files represented classifications of the incidents. As Chapter  4 indicates,  these  summa&s

contained the following.

1. A file identification consisting of the key letters CERT%, INFO#, or VUL# followed by a
randomly generated, but unique, number,

2. Reporting date,

3. Notes and excerpts from e-mail and other fdes sent to the CERT@/CC,

4. An identification number for each excerpt that could be used to retrieve the original file,

5. List of sites involved,

6. Lists of keywords describing attacker activity in various categories.

The last item, the lists of keywords, was related to the classifications of the taxonomy for this

research in Chapters 7 and 8.
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CERI@‘/CC  action was initiated when the incident activity, information request, or vulmrability

information was reported. If it was deemed appropriate, a CER’I?,  INFO, or VUL number was

assigned, which then automatically resulted in a summary file being opened. As stated in Chapter 4,

the correspondence between incidents and summaries was not one-to-one. Some of the summaries

initially opened by the CER’I?‘/CC  later proved to be related to each other. Once CERT@/CC

personnel determined that two or more summaries were related, the usual course of action was to

indicate this relationship in the summaries, but to keep all the summaries open. As such, the

number of summaries in the CERT@/CC  records was greater than the number of actual incidents.

Occasionally, a summary was closed and the information from that summary was copied to a

related summary.

CERTa’/CC personnel did not classify the attacks within each incident. Instead, they recorded

keywords as described in Chapters 4,7 and 8. This process was not consistent for several reasons.

First, different terms were used in different incidents to describe the same type of attack. Second,

while most of the summaries contained at least one key word that described the level of access

obtained by the attacker, many of the summaries contained few, if any, other keywords. This

meant the CERT’@/CC summaries often did not contain complete details of the incidents.

13.3.2. Classification of Incidents for this Research - In order to gather data about

incidents during the period of this research, the incidents had to be created from the CERT@/CC

summaries. As described in Chapter 4, this was a difficult and time-consuming process, particularly

since this was done after the incidents were closed. As stated in that chapter, the summary records

were searched first by reading the summary, and then Unix search tools, such as the grep utility, were

used to relate key words and phrases to the incidents already created. The four types of key words

and phrases were:

1) Notes by CERp/CC personnel indicating a relationship with other summaries,

2) Site names,

3) Keywords from the categories of the taxonomy (tools, vulnerabilities, access level, etc.),

4) Unique words, phrases or letters.

As stated in Chapter 4, the first of these categories, the judgment of CERT@/CC  personnel, was

given  sa-ong weight in determining the scope of an incident. Experience with this research found

fiat, when se=hing with the Unix utilities, site names was the best category of words or phaes  to

use. However, unique  words or phrases were a particularly good way to reduce uncertainty.  h

example  of this  was given  in Chapter 10 where the “Dutch hacker” incident vvas  described (Section
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10.2.1).  In this incident, the intruders often installed a backdoor process operating on socket 87.

Therefore, the keywords “socket 87” or “87 socket” were definite indications of a relationship when

they were found in the CERl?/CC records.

Once the incident records were reconstructed, the keywords in the records were used to

determine the following

1) an overall classification of the incident according to either the highest level of access the
intruder obtained (root, account, or attempt), or the type of unauthorized  use (denial-of-
service, disclosure of information, or corruption of information)

2) the presence of keywords from the other categories of the taxonomy, including attackers,
tools, vulnerabilities, results and objectives

There were several difficulties with this approach. First, as discussed in Chapter 8, numerous

categories in the taxonomy (Figure 6.9) had little information in the CERT@/CC  records, and, as

noted above, the use of various terms was inconsistent. Second, inaccuracies were introduced

because the classification was done by someone who had not participated in the response to the

incident (me) ajer the incident was closed . Finally, this process was very labor intensive, making it

essentially unrepeatable.

13.3.3.  Recommended Process for Classifying Incidents - The following sections outline a

recommendation for a process to classifying incidents, based on experience with this research.

13.3.3.1. Determining Incident Scope - In the short term, the process of determining the

scope of an incident could be improved by taking two steps. First, only one incident summary

should be maintained for each incident, open or closed. When a relationship is found between two

summaries indicating they are part of one incident, they should be combined under one summary.

Unfortunately, it would’be difficult to discontinue the use of a particular CERT@  number, because

CER’I?  numbers are used in communications with the affected sites. One possible approach would

be to have each incident summary identified with an incident number for intental CERT@‘/CC  use

on& The CERT@  numbers would continue to be used in communications with affected sites, but

related records would be stored within one summary file under the separate incident number.,

13.3.3.2.  Detemzining  Incident Characten’stiks - The process of searching records for

keywords in order to determine the scope of an incident will work more effectively if a standard set

of keywords and phrases is recorded in each summary. Recording these incident characteristics

during an incident will make the information more timely and accurate. Experience during this

research suggests several fields of data are useful to record. These fields are grouped in the

following categories: time and duration, sites, workload, attacks, and responses.

I
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A) Tie and Duration:

1) Keporthg  Date - the date the incident was reported to the CER’I@/C.C

2) StartingDate  - the earliest date of known intruder activity

3) EndingDate - the latest date of known intruder activity (note, this is not the date the
incident was closed, which is an administrative action unrelated to intruder activity)

B) Sites:

4) Number of Reporting Sites - the total number of sites reporting the incident

5) Reporting Sites - the site names of each site that reported the incident

6) Number of Other Sites - the total number of sites involved, but not reporting the incident

7> Other Sites - the site names of other sites involved, but not reporting the incident

C) Response Workload:

8) Number ofMessages  - the number of messages to/from the CER’I’@/CC  (or some other
appropriate measures of CER’I@/CC workload with respect to the incident)

D) Attack Activitg:

9) Attackers - keywords identifying attackers and their categories (from Figure 6.9)

10) Tools -keywords identifying tools and their categories (from Figure 6.9)

11) Vuherabiiities - keywords identifying vulnerabilities and their categories (from Figure 6.9)

12) Level - keywords identifying the types of unauthorized access or unauthorized use, and the
highest level achieved by the attackers (from Figure 6.9)

13) Results  - keywords identifying results and their categories (from Figure 6.9)

14) Objectives -keywords identifying objectives and their categories (from Figure 6.9)

E) Response to Attacks:

15) Correcrive  Actions - keywords identifying corrective actions taken at the sites involved,
which could be categorized as internal actions (restrict hardware/software, configure
hardware/software, upgrade system, or preventive measures), external actions (actions
against intruders, or law enforcement), or other appropriate categories

Experience with recording of these data will probably show that these categories should be

modified or additional categories should be added. It is important, however, for the data that is

recorded and the keywords that are used, to be defined, systematic and consistent. New keywords

should only be added when intruder activity cannot be described by the existing set of keywords,

and only when accompanied by a detailed description of the keyword.

13.3.3.3. classtication oflncidents  - Implicitly, CERT@‘/CC  assigned an overall classification

to each incident according to the highest level of access obtained by any intruder (root, account or

access) for the unauthorized access incidents (90% of all incidents). For unauthorized use incidents,
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general or average intruder activity was used to determine a category for the incident (denial-of-

service, corruption of information, disclosure of information). This process was also followed for

this research and was found to be a satisfactory overall classification for an incident. It is

recommended this process be continued. Such a classification was useful in determining overall

activity.

The frequency of occurrence of activity in the various categories of the taxonomy could be

determined from the keywords describing the incident. This was done for this research (Chapter

S), and should be improved as these data are recorded more systematically.

13.4. Summary of he Utility of the Taxonomy of Computer and Network Attacks

The taxonomy  developed  for the classification of attacks was found to be satisfactory for

classifying the CERTa’/CC records. It should be expected, however, that a satisfactory taxonomy

would be limited in some of the desired characteristics. This was found in this research also.

In gene&, in applying  the taxonomy for this research to the CERT@/CC  incidents, there were

few instances when a single classification was not directly determined, an indication that taxonomy

categories were mutually exclusive. Two problems were noted. First, when there was limited

information, there was sometimes difficulty in assigning an attack to a single category. Second, one

attack could sometimes, theoretically, be in two categories.

During the classification of the data for this research, there was no instance when a category

could not be found for some data, which was an indication that the taxonomy categories were

exhaustive. Two adjustments to the taxonomy were made during the research to ensure that the

categories were theoretically exhaustive. First, the data in tmnsit  category was added to the access

block. Second, the a&-ttibtiLeed  tooland &fu tap categories were added to the tools block.

The criteria that the categories to be unambiguous, that the classifications to be repeatable, and

that the terms to be intuitive and acceptable could not be tested with the data used in this research,

because classifications were made once by one person. Additional testing by the CERT@/CC,  other

response teams, and other researchers, could be an opportunity for such an evaluation.

The conclusions from this research were largely drawn from analyzing data that had been

classified using the taxonomy of attacks. The analysis could not have been conducted without such

a taxonomy for classification. The taxonomy is also potentially use&l because it can organize

thinking about computer and network security to emphasize  that, in order to be successful, an

attacker must find one or more paths that connect the attackers to their objective. Computer

security efforts can be aimed at the six blocks of the monomy.
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The process of determining the scope of an incident could be improved by maintaining only

one internal incident summary for each incident, open or closed, and by using a formal process of

searching records for keywords and phrases, in addition to other methods to collapse attacks into

incidents.

A standard set of keywords and phrases that are defmed, systematic and consistent, should be

recorded in each summary. New keywords should only be added when intruder activity cannot be

described by the existing set of keywords, and only when accompanied by a detailed description of

the keyword. Suggested fields of information to record are reporting date, starting date, ending

date, number of reporting sites, reporting sites, number of other sites, other sites, number of

messages, attackers, tools, vulnerabilities, level, results, objectives, and corrective actions.

Experience with recording of these data will probably show that these categories should be

modified or additional categories should be added. It is important, however, for the data that is

recorded and the keywords that are used, to be defined, systematic and consistent.

An overall classification should be given to each incident according to the worst level of

unauthorized access or unauthorized use. The frequency of occurrence of activity in the various

categories of the taxonomy could be determined from the keywords describing the incident.
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Chapter 14

Policy Implications and Recommendations

This chapter presents policy implications of this research and recommended actions for

Internet users, suppliers, response teams and the U.S. government. This includes an estimate of the

likelihood an Internet domain or host will be involved in an incident. This chapter also presents an

analysis of the information policies of the U.S. government and Internet incident response teams,

and recommends changes to these policies.

14.1. General Implications of This Research

Security is a problem on the Internet. The thousands of successful break-ins described in this

research are a testimony to that. Numerous authors -- scholars and sensationalists alike -- go even

farther by describing the Internet as a dangerous place in terms of security.

But just how much of a problem does this research say security really is on the Internet? As

stated in Chapter 1, the answer to this question is important for two reasons. First, with

information about Internet security problems, we could determine to what extent, and in what

areas, government programs and policies should be instituted to protect the Internet. Second,

trends over time could indicate the effectiveness of these policies and programs.

Because it shows the state of security on the Intemef this research is also important for

Internet users, suppliers, and response teams. It provides all of these Internet participants

indications of what they should and should not be doing on the Internet because of potential

security problems. It can also indicate whether increased user,awareness, more secure software and

hardware, improved security tools, and increased incident response capacity, lead to desired changes

in incident trends.

What this research shows is a mixed message. On the positive side, this research clearly shows

that the state of Internet security is not as bad as some authors have proposed. Both in terms of

the absolute numbers of incidents, and in the growth of these incidents, the numbers are lower

than reported in popular literature and in the Press. More importantly, response teams and

researchers are not as unaware of Internet security activity as some authors have argued. As shown

in Chapter 12, the most serious incidents on the Internet are reported and successfully dealt with.

In addition, none of the incidents were tremendously destructive.’ In fact, very few instances were

’ In terms of &an&l  impact, hles lost, and  time spent  by personnel,  some incidents  were quite  destructive  locally. In
general,  however,  most  incidents  were not destructive,  and  if they  were destructive,  the destruction  was relatively
limited  and  confined.
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recorded of destructive attacks. Most attacks were in the category of a nuisance (although some

were a big nuisance), and not something more destructive or harmful.

Nevertheless, on the negative side, security incidents were clearly not dropping to zero. As

shown in Chapter 7, the rate of growth of Internet incidents was less than the growth of Internet

hosts by 7%. But, stated another way, this means that the growth of Internet incidents in absolute

terms was nearly at the same pace as the growth of the Internet. If these trends were to continue

indefinitely, the number of Internet incidents may eventually drop in absolute terms, but clearly not

for a ve7y long  time.’

To put this in perspective, we can use the estimates of total Internet incident activity in Chapter

12 to see how likely we are to be involved in an Internet incident. In Table 12.13, the number of

total Internet incidents per year for 1995 was estimated to be between 1,200 and 22,800. The

average number of sites per incident was 6.5, which means an estimate of the number of sites

involved in an incident per year is between 7,800 and 148,000.’ In July, 1995, the number of

Internet domains was estimated to be around 120,000, and the number of Internet hosts to be

around 6.64 million. This yields the very rough estimates in Table 14.1.

Low Estimate High Estimate

Individual Domain Involved ltimein15years ltimein0.8yeats

Individual Host Involved ltimein85Oyears 1 time in 45 years

Table 14.1. Estimated Rate that an Internet Domain or Host was Involved in an Incident in 1995

This table shows that, according to these estimates, a typical Internet domain is involved in t10

more than around one in&&~ peryeaz In terms of hosts, the estimates of Table 14.1 show that a

typical Internet host is involved in no mom than around one inti&nt in every  45yearr. The CERT@/CC

records show that some sites and hosts are apparently more attractive because they were involved

in many incidents each year. This means that for the average, less attractive, domains and hosts, the

probability of being involved in an incident is even lower.

In ‘addition, as shown by this research, many of the Internet incidents are minor and often do

not involve successful break-ins. As such, the rate at which domains and hosts are involved in

z This, of course, raises  the question  of just how long, based on this  research. If the growth rate in Internet  incidents
remains  relatively  constant  at only 7% less  than  the Internet  growth rare, the number  of incidents  would stop growing
near  the time  the  Internet  stops growing. I am not aware of any  predictions of when the Internet  will stop growing.
3 The actual  number of sites involved  each year  in incidents  will probably  be lower than  these figures because  some
sites are involved  in maze  than  one incident,  but  the high  estimate  shown here will yield  the &@J-z estimates  of the
chances  of being involved  in an incident,  which is what I am trying  to estimate.
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serious incidents is even lower. For example, at Site A only 7% of incidents involved root break-ins.

If this were similar throughout the Internet, then the maximum rate that any one domain would be

involved in a root break-in would be around once in 10 years (instead of once in 0.8 years),  and any

individual host around once in 540 years (instead of once in 45 years).

These rates of occurrence are similar to other risks that we take reasonable precautions for.

The following are several examples:

l We may purch&  flood insurance for the possibility of flooding that OCCWS,  on average, only
once in 100 years, or once in 500 years.

l The mean time between failure (MTBF) of new hard drives ranges between 300,000 and
l,OOO,OOO hours @?ik97J.  If a drive is used continuously, failures could be expected to occur
from between once in 34 years to once in 114 years. For such an event, it is prudent for
users to make backups of important hard disk files.

l In 1994, the U.S. Census Bureau estimated there were around 54,000 convenience stores in
the U.S. pSB96:Chat-t  No. 12631.  During that same year, there were around 32,000
robberies at convenience stores lJJSB96:Chart  No. 3181.  This means that the average
convenience store is robbed around once every year and a half. Convenience store owners
and employees can take reasonable precautions to reduce the risks through actions such as
limiting the cash available at night, placing the cashier within a bullet resistant structure, etc.

l In 1993, there were around 16.3 deaths in motor vehicle accidents per 100,000 people (a rate
corresponding to once in 6,250 years for an individual) [USB96:Chart  No. 1381. As a
precaution, drivers and passengers can use seat belts, drive in cars with airbags, and drivers
can drive at safe speeds.

l In 1994, there were around 16.6 deaths due to breast cancer per 100,000 people (once in
6,224 years) [USB96:Chart  No. 1291. As a precaution, women examine themselves and have
regular breast cancer screenings, depending on their age.

l The City of New York, with a 1994 population of more than 7.3 million, has around 800,000
buildings LNyC97b].  In 1995, there were 30,294 known structural fires, of which 3,666 were
determined to be serious [NyC97a]L  This means that each building in New York City has a
serious structural  fue an average of once every 220 years. There were also 2.5 deaths per
100,000 population due to fire (once in 40,000 years). Due to these risks, in 1995, the Fire
Department of the City of New York employed more than 12,000 people and had a budget
of $142.6 million.

Table 14.2 compares these examples with the Internet security risks. The conclusion we can

draw from this is that there is a steady, but relatively small, level of Internet security incidents.

Internet users should take reasonable security precautions, just as they would take for other risks in

their lives. In addition, Internet suppliers should produce and distribute products that provide

users with reasonable  security, and the U.S. government and Internet response teams should

institute programs and procedures to mitigate Internet security problems.
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Table 14.2. Comparison of Estimated Rates That Risks Occur

The following sections discuss these implications in more detail.

14.2. Implications for Internet Users

This yeat you will most likely not be the victim of a violent crime, have your house robbed, or

your car stolen. But  YOU might. Because of this, you are likely to take reasonable precautions to

protect yourself and your property.

This research shows the same is true of the Internet. Unlike what some authors have

proposed,4 if you are an Internet user, this year you are most likely not going to be the victim of an

Internet attack. But you might. Because of this, you should take reasonable precautions to protect

the files on your computer, and to protect your data as it transits the Internet.

Two analogies illustrate this point. Take, for example, convenience stores. They get robbed

sometimes. This could clearly be prevented with a “fortress” security system of physical barriers

and armed guards. But then how convenient would that store be to shop in? Instead of ensuring

no risk of robbery, the convenience store owner typically takes reasonable precautions against

robbery in order reduce that risk, but accepts some risk in order to ensure the store is still

convenient to shoppers.

An Internet user can be perfectly secure from Internet attack by simply disconnecting from the

Internet. But then, this user would no longer be an Internet user. Instead of taking this no risk

strategy, it is pmbably more appropriate to take reasonable precautions and accept a level of risk

that depends on that user’s individual needs.

4 See, for example,  the  quote  from Wm Schwartau at the beginning of Chapter 1.
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Risk Estimated Rate Risk Occurs 

Root Break-In, Internet Domain 1 out of 10 years 

Root Break-In, Internet Host 1 out of 540 years 

Convenience Store Robbery 1 out of 1.5 years 

Hard Disk Failure 1 out of 75 years 

100 Year Flood 1 out of 100 years 

Serious Structural Fire, NY City 1 out of 220 years 

Death Due to Breast Cancer 1 out of 6,224 years 

Death in Motor Vehicle 1 out of 6,250 years 

Death Due to Fire, NY City 1 out of 40,000 years 



A second analogy is the mail system. We view the mail system as generally being secure enough

to send a personal letter, or to send a check to pay a bill. On the other hand, most people  do not

send cash or valuables through the mail unless special precautions are taken. we also don’t usually

send sensitive personal information on a post card, and instead, we enclose it in an envelope.

Sometimes a letter is lost, but not often.

In some ways, the Internet is a less secure system than the U.S. Postal Service @iail mail” in

the computer vernacular). E-mail is sent across the Internet in clear text that could be read by

other users. On the other hand, Internet e-mail is usually a lot quicker, and perhaps more

convenient and inexpensive. & such, users may be willing to accept the higher security risk when

using the Internet in order to have the capabilities.

Prudent users of the Internet, however, should take precautions in two ways. First, they should

take reasonable precautions to protect their files stored on their local computer or stored on the

network. And second, they should take reasonable precautions to protect their data in transit on

the Internet. For each user of the Internet, the rmronabh  level of precautions may be different, and

it depends on that user’s needs.

14.2.1. Basic Precautions All Users Should Take to Protect Files - There are three basic

precautions that all Internet users should take. The ftrst  precaution is to back up important files.

This will not prevent an incident, but it may reduce the impact if a user is involved an incident.

Which files should be backed up can easily be determined if a user imagines losing the original files.

For example, if a user’s files are stored on the local hard drive, what would the user lose that is

important if the hard drive files were lost? Software can usually be reloaded, but a user’s personal

files may be lost permanently if they are not stored elsewhere. How many backups a user should

make and where they should. be stored depends on how important the files .are. The files for this

dissertation were an extreme example, but I was determined not to lose any of the files, so I backed

up all files to hard drives on four different computer systems (in different locations) and three sets

of floppy disks. For most users, one backup to floppy disks or to a hard drive on a separate

computer is probably sufficient.

The second security precaution that all users should take is to have a good password for the

access controls to their network. Unlike backing up files, this action may prevent an incident. Ihis

research showed that 22% of all incidents in the CERT@/CC  records involved problems ti&

p=swords.  Good passwords have the following characteristics: 1) eight or more characters, 2)

both uppercase and lowercase letters, 3) punctuation or other special characters, 4) easily
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remembered (no iced to write down), and 5) can be typed quickly [RuG91:61;  ~96:6311-  Hating

a good password will help protect a user from having his account and files accessed under most

conditions. mat it will not protect against is an intruder who gains access to the root level on the

computer system, which would allow bypassing the account access controls. As shown in this

research, however, this does not happen often.

A good password can also be compromised if it is sent over the Internet in the clear, which may

allow it to be read by sniffer software. One precaution that a user can take to minimize this

problem is to change passwords periodically. This research shows, however, that this is unlikely to

do much good. This is because of a combination of the low likelihood of a user’s password being

sniffed, and that actual incidents are of short duration.

The likelihood that a user’s password is going to be sniffed is low for several reasons. First,

many users do not send their password over the Internet in the clear because they do not sign into

systems over the Internet (they only sign in locally). Second, as Chapter 8 indicated, even though

passwords were identified as a problem in 22% of all incidents, only 245 incident records

mentioned sniffers specifically (5.7%). As was discussed earlier in this chapter, a typical Internet

domain is involved in an incident no more than around once a year. On the other hand, the rate at

which a typical domain is involved in an incident where a sniffer is used is probably significantly

less. Using this criteria, users could safely go years without changing passwords.

If, however, a user’s password is sniffed from the network, then any resulting problems will

occur in a relatively short period of time. The average duration of incidents involving root or

account break-ins was 23.4 days, for incidents recording password problems, 8.6 days, and incidentsI
recording sniffer use, 17.3 days. Using these figures, a user should change passwords every few days

so that ifthe password is compromised, any resulting problems will be minimized. But then, as

stated above, the incidents don’t happen very often.

Some site administrators require users to change passwords every few months. As was

discussed above, this is too long a period to reduce problems if a password is actdy sniffed, and it

is too’ frequent based on the probability of an incident taking place at any particular site. This

research seems to indicate that changing passwords every few months is generally not appropriate.

Instead, site administrators should probably ask users to change passwords only if their site is

compromised, or if the site administrator determines the user has a weak password (such as &rough

the use of a password cracking  program). One caveat is that users who frequently sign in over the
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Internet (send their password in the clear over the Internet) should consider changing their

password frequently.

A third precaution that all users should take is to ensure that permissions on fres that can be

accessed by others are set properly. An example of files that could be accessed by others are files in

a Unix account. The Unix operating system maintains a set of permissions on each file that

establishes permission to read, write, or execute the file by the file owner, a group of users, or all

users. If a user does not want other users to read his files, then the permissions for each file must

be set to prevent this. This is not just a concern for Unix users. As operating systems become

more network capable, such as Windows NT, the same capabilities and concerns arise.

14.2.2. Advanced Precautions to Protect Files - Users may elect to take further precautions

for files that are particularly sensitive. If the concern is unauthorized disclosure, files could be

encypted.5 Another alternative is to store files off-line from the network.

14.2.3. Precautions to Protect Data in Transit - Almost all Internet traffic is sent “in the

clear.” This means that it can be read by software on any host computer through which the

netsvork  packets are routed. This should be of little concern to most Internet users because most

of the packets traveling on the Internet contain data that is not sensitive from the user’s viewpoint,

and is not of interest to Internet attackers. Three types of information traveling across net that CAV

sensitive to users, and of interest to Internet attackers, are discussed in the following paragraphs.

The first type of sensitive information traveling across the Internet is user name, password, and

IP address combinations. These data are the primary targets of sniffer programs operated by

Internet attackers. These are read by the sniffer program and typically recorded in a file intended to

be retrieved later by the attacker. These combinations can then be used to break into the user’s

account. A solution to this problem is to have these data sent across the Internet in a secure

manner, such as by encrypting them first. Currently, an individual user cannot do anything about

this, except, as noted above, to change passwords frequently. What is required is for suppliers to

provide a more secure procedure for logging in across the network, as discussed in the next section.

The two other types of sensitive information traveling across the Internet are sensitive user

identifications, and files sensitive to the user. Users should take one of two precautions, either

encypt the information or don’t send it across the Internet. Examples of sensitive user

’ ‘lh CER’f@/CC  ~~0~ show no instance when even very simple encryption was broken. ‘I&, of coupe, does not
kka~ that encryption  is an effective method of protecting files,  just that there is no in&cation  &at it is not aa
effective method.
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identifications are social security number, address, phone number, personal data, and perhaps  most

sensitive of all, credit card numbers. In gene&, none of these data should be sent across the

Internet unless they are encrypted at the source (prior to being sent across the Internet).

An example of a file that would possibly be sensitive to the user is e-mail containing personal

information or sensitive business information. If a user wants to ensure this information is kept

confidential, then it must either be encrypted, or sent some other way (such as through the U.S.

mail). Pretty Good Privacy (PGP) is an e-mail encyption  program available on the Internet that

can provide encrypted e-mail.

14.2.4. Additional Considerations for Commercial Internet Users - A commercial Internet

user may have more security concerns than individual users, because commercial users may have

more connections to the Internet, and may have more assets exposed to the Internet. Commercial

users should conduct some form of risk analysis to determine the cost effective level of security

they should have.

14.2.5. Summary of the Implications for Internet Users - This research shows that Internet

users are not likely to be the victim of an Internet attack. They should, however, take reasonable

precautions to protect the files on their computers, and to protect data as it transits the Internet.

For each user of the Internet, the nmonable level of precautions may be different, and it depends on

that user’s needs.

All Internet users should take the following basic security precautions:

1. Back up important files.

2. Use a good password for network access controls.

3. Ensure permissions are set properly on files that can be accessed by others.

4. Encrypt, or store off-line, files that are particularly sensitive.

5. DO not send sensitive user identifications, such as a social security number, address, phone

number, personal data, or credit card number across the Internet unless it is encrypted at
the source (prior to being sent across the Internet).

6. Use an encryption program, such as Pretty Good Privacy (PGP), if you want e-mad to be

private.’

6 Risk-based  characterization  of network  vulnerability  is currently  being researched  at the Sandia  National  Laboratories
in Albuquerque,  NM.  For information,  contact Laura  Painton  at 505-844-8093  or lapaint@sandia.gov.
’ As was noted in Chapter 8, there were very few references to viruses  in the CERTQ/CC  records.  As such,  this
research did not indicate  that  virus  protection was required.  Tbis  research did not, however,  examine  problems  n&in
local  area networks. Viruses  can be a considerable  problem within LANs,  particularly  for LANs with personal
computers (PCs and Macintoshes).  As such, an additional precaution that users on LANs with PCs and Macintoshes
should take  is to use virus  protection software  that  is frequently  updated.
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An additional recommendation for commercial Internet users is as follows:

7. Conduct some form of risk analysis to determine the cost effective level of security.

There wa.s no indication in this research that these simple precautions would not be effective in

preventing most Internet attacks.

14.3. Implications for Internet Suppliers

Internet suppliers include both commercial vendors that supply hardware and software used to

access the Internet, and organizations  such as the Internet Society and its member organizations

that help establish standards for Internet protocols. As noted in the previous sections, this research

gave no indication that simple precautions would not be effective in preventing most Internet

security problems. Suppliers of Internet products should ensure their protocols and products

conveniently provide Internet users with capability to take these simple precautions as described it

the previous section.

The CERT@/CC  incident records clearly indicate specific problem areas with respect to

Internet security that should be corrected by Internet suppliers. These problems are as follows:

14.3.1. Password Problems - Two significant problems related to passwords were indicated in

the CERT@/CC  records. First, user name, password and II? address combinations are sometimes

sent in the clear across the Internet. Packet sniffers may be used by Internet attackers to read these

combinations. Internet suppliers should provide protocols and software that encrypt these data at

the source, or provide alternative systems that do not require passwords to be sent in the clear

across the Internet.

The second password problem that continues to be a concern is access to password files for

password cracking. CERT@/CC  records shows that, though this problem was declining among

severe incidents, it continued to be a problem for smaller incidents. Internet suppliers should

provide protocols and software that prevent access to files of encrypted passwords, or provide an

alternative system that does not require encrypted passwords to be stored in files on systems

accessible across the Internet.

14.3.2. Shipping Software in an Insecure State - There are repeated examples, in the

CERT@/CC  records, of Internet attacks that successfully took advantage of software that was

shipped to users in an insecure state. This includes default passwords for system accounts, default

permissions on files, and a default trusted-host configuration. Suppliers of systems should

discontinue this practice. Software should always be shipped in a secure state.



14.3.3. Additional Actions Suppliers Should  Take - The CER’I@/CC  records for the period

of this research showed that denial-of-service attacks were a small problem. However, the rate of

growth of these incidents was greater than the rate of growth of Internet hosts. In addition, other

than the small number of incidents, there was no indication that users on networks and hosts

connected to the Internet could successfully prevent denial-of-service attacks. This is an area where

further investigation is warranted. Internet suppliers should develop protocols and programs with

reasonable protections against denial-of-service attacks.

An additional area that Internet suppliers should investigate is user privacy. Development of

protocols and programs that provide reasonable privacy for such user programs as e-mail should be

accelerated to provide this capability in the near term.

14.3.4. Summary of Implications for Suppliers - CERT@/CC  incident records clearly

indicate specific problem areas with respect to Internet security that should be corrected by

Internet suppliers. The recommended corrections are as follows:

1. Provide protocols and software that encrypt user name, password and IP address
combinations at the source, or provide an alternative to system that does not require
passwords to be sent in the clear across the Internet.

2. Provide protocols and software that prevent access to files of encrypted passwords, or
provide an alternative system that does not require encrypted passwords to be stored in files
on systems accessible across the Internet.

3. Deliver systems to customers in a secure state.

4. Develop protocols and programs with reasonable protections against denial-of-service
attacks.

5. Accelerate development of protocols and programs that provide reasonable privacy for such
user programs as e-mail.

14.4. Implications for the Government

This research has shown that there are security problems on the Internet. But just the existence

of problems does not necessarily justify government intervention. If the free market provides the

necessary solutions, then government intervention is not required, or desirable. In fact, in some

circumstances, government intervention may make matters worse.

Although information about the actual state of Internet security has been limited, the

government already intervenes in four ways. First, the government provides incident response

through funding of the CERT@/CC and tho er agencies in the Department of Defense (DOD), such

as AFCERT, ASSIST, DIM, and NAVCIRT (see Chapter 3). Second, through the CERT@/CC,

other response teams, and other agencies, such as the National Institute of Standards and
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Technolo~ (NISI), and the Nat ional  Securi ty  Agency (NM), the  government  controls

information related to Internet security. Third, the government affects Internet security through

he rules and regulations of such agencies as NIST, NSA and DoD.  And finally, the government

influences research and development through funding and participation  in such orgdnkations  as he

Internet Society.

wim improved information about the state of Internet security, we may be able determine

whether these interventions have been effective. Potentially, we could also determine to what

extent, and in what areas, government programs and policies should be changed  to improve the

security of the Internet. Trends over time could possibly be used to determine the effectiveness of

current and future policies and resources.

Most of the current government interventions concern providing or controlling information.

This is the most common and basic method of government intervention. The next section

presents the theoretical justification for government intervention in providing information to the .

Internet community. This is followed by a discussion of what government policies should be,

based on the results of this research.

14.4.1. The Government’s Role in Providing Information - The key insight into the

operation of free markets is attributed to Adam Smith, the author of the Weald  of Nations. He

postulated that “if an exchange between two parties is voluntary, it will not take place unless both

believe they will benefit from it [Fri78:13].” The “belief” of the parties that leads to a voluntary

transaction between them is based on their information about the transaction. The primary

signaling mechanism providing information in such free market transactions is the price system.

Prices send information between customers and suppliers about the value of goods and

services. If there is unhindered flow of information to both customers and suppliers, then this

price mechanism helps enable efficient market outcomes. However, if customers and suppliers do

not have the same information about prices, quality, and other aspects of goods and services, the

result may be an inefficient outcome -- a market failure -- due to asrz?zettic  information  [McB96:611].

For the price system to perform its signaling  function perfectly, information must be
costlessly shared among all individuals . . . Obviously, perfection is rarely achieved. The
critical issue will be how consequential the asymmetries in information are [Stz7&298].

The market for computer security, just like other markets, is based on the flow of information

about suppliers, customers, products and services. The sources of information include customers

and supplier% but also other organizations  which have information about computer security.  These

other organhauons  include the press, educational institutions, governmental organkations, sites on
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the World Wide Web, and attackers. If there are consequential differences in information available

to suppliers  and customers, the market can become inefficient. An example might be if suppliers

are aware of security problems in hardware and software, but customers are not, then customers

may purchase more insecure products than they would if they had known of the security problems.

In summary, if information is not shared costlessly among all prospective participants in a

market, then the market will have asymmetries of information that may lead to inefficient outcomes

[StZ78:321]. Under this condition, the government may be required to intervene.

14.4.2. Government Information Policies and the Computer Security Market - During the

history of the Internet, the government has maintained a very high level of confidentiality regarding

Internet security. This policy has been controversial, because it has resulted in an asymmemy  of

information, where information about security incidents and vulnerabilities may be known by

attackers, suppliers, government agencies, and response personnel significantly better than it is

known by the average user of the Internet. It is possible that users would make different

purchasing decisions if they had more information about Internet security problems and incidents.

It is also possible that suppliers would offer products and services with greater security if more

information was available, particularly to their ultimate customers, Internet users.

On the other hand, this high level of confidentiality may have several beneficial effects. First, it

may protect individual sites from adverse publicity that may result if security problems or incidents

at that site were made public. Second, it may protect individual sites from further attacks. This is

because, as the CERT@/CC  records show, attackers spread information about site insecurities,

which may then be used by other attackers. Withholding information may help prevent this.

Third, withholding information may result in attackers having more difficulties finding insecurities

to exploit. Finally, and perhaps most importantly, strict rules of confidentiality may result in more

reports of incidents being given to government agencies, such as the CERT@/CC.

The net benefit of the effects resulting from the government’s confidentiality policy is difficult

to determine and the subject of debate. Some view the government policies as too restrictive

because they leave attackers more informed than users and site administrators [ShM96:116].

Others, such as CER’I?‘/CC personnel, maintain that stricter confidentiality results in more security.

Ihe issue of what information should be released to the public is discussed in Section 14.4.4.

14-4.3.  Funding of Incident Response Supported by This Research - This research  doe

not provide any conclusive evidence that current government interventions in support of Internet

security  should  be changed in my significant way. On the other hand, this research shows the value
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of obtaining more information about Internet activity, of promoting Internet security, and of

funding incident response teams, particularly the CERT@/CC.

As stated before, information about Internet security activity provides information for the

setting of national policy. Problems that arise can be targeted for policies and programs. Without

information, this simply cannot be done properly. Funding of incident response teams, particularly

the CERT@/CC,  was shown to be important by this research. As this research has shown, most of

the significant security activity gets reported to the CERT@/CC.  In addition, the CERT@/CC  is the

single point where information about Internet security incidents is gathered.

Because of these reasons, the CERT@/CC,  and to a lessor extent, other response teams, act as

our “eyes” to see into the Internet security world. This research supports the view that the

CERT@/CC  is our only real source for comprehensive and timely information on Internet security

incidents in four important areas. First, their records show the state of the art in practcaL Internet

intrusion techniques. Many authors present information about what attacks are pouible  on the

Internet, but the CERT@/CC  records show what attackers have found actually works. Second,

CERT@/CC  personnel and their records can provide information about security problems which

can focus government actions. Third, these records can be used to determine the result of those

actions. And fourth, CERT@/CC response personnel could provide warning of significant security

events. They currently provide this to the Internet community through CERT@ advisories. They

could also, however, provide more detailed information to government intelligence and law

enforcement agencies that could focus their attention on developing problems.

A recent Defense Science Board (DSB) Report confirmed a national security  need for warning

of significant Internet events as follows:

The essence of tactical warning is monitoring, detection of incidents, and reporting of the
incidents. Monitoring and detection of infrastructure disruptions, intrusions, and attacks are
also an integral part of the information warfare (defense) process. Providing an effective
monitoring and detection capability will require some policy initiatives, some legal
clarification, and an ambitious research and development program . . . . All intrusions and
incidents should be reported so that patterns of activity can be established to aid in strategic
indications and warning. The FCC requirement to report telephone outages of specified
duration affecting more than a specified number of customers serves as a model in this
regard pSB96:55]

This research shows that requiring the reporting of all intrusions and incidents may not be

necessary because most significant incidents are already reported. For the CERTs’/CC  to be
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effective in providing tactical warning, however, the information they provide will have to be

accurate and timely.

Two additional recommendations of the DSB are to:

9b. Develop techniques and tools for model& monitoring, and management of large-scale
distributed/networked systems.

9c. Develop tools and techniques for automated detection and analysis of localized  or
coordinated large-scale attacks [DSB96:16].

These are additional capabilities that can be provided by the CERp/CC and, to a lessor extent,

by other response teams (see Chapter 3 for a list of other response teams).

The DSB recommends the establishment of two centers for Information Warfare - Defense

@W-D).  They recommend the first be located at the National Security Agency (MA), with Central

Intelligence Agency (CIA) and Defense Intelligence Agency @IA) support. This center would

provide strategic  indications and warning, current intelligence and threat assessments [DSB96:12]:

There may, in fact, be a need to form a National Center for Indications and Warning. This
center would gather and analyze monitoring data continuously. The data would be derived
from commercial infrastructure systems as well as government. The center could be charged
with searching for and detecting early signs and precursors of a wide scale, coordinated attack
and with providing warnings to U.S,  government and private sector organizations pSB96:63].

The second center would be located at the Defense Information Systems Agency @ISA), with

National Communications System @KS), NSA and DLA suRport.  This second center would

provide tacticalindications  and warning pSB96:13].’

It is unlikely an operations center at DISA or NSA would receive much timely information

directly from the Internet community. This is because most of the Internet is not within the area

of control or responsibility of the DOD or NSA. In addition, monitoring of Internet activity within

the U.S. may be completely outside the responsibility and authority of the DOD and NSA. As such,

either this responsibility should be given to the CER’I@/CC  (or similar organization), or these

operations centers should establish strong and timely liaison with the CERT@/CC  and, to a lessor

extent, other response teams.

In’summary,  because there is this growing need for information on Internet security incidents,

and because the CERT@/CC  is our only real source for comprehensive and timely information on

Internet security incidents, this research supports continued funding of the CERT@/CC. More

specificdy,  the research supports increased funding for the CERT@/CC,  because of its capability to

’ The difference  between what is mqic  and what is taballis  not dearly defined. In general, sltatcgic  is cater  in scope
and longer in duration than rorfiuxl /
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provide timely strategic and tactical indications and warning, and because of the increase in total

Internet security activity.

14.4.4. Other Govemment Policies Supported by This Research - This research supports

government policies in two additional areas. First, the government should encourage Internet users

to take the security precautions summarized in Section 14.2.5. Internet suppliers should also be

encouraged to improve Internet security through the steps summarized in Section 14.3.4.

Second, this research shows that the government should take reasonable precautions to protect

government data (just as other users). In addition, some government data is too sensitive to be

available on the Internet, unless special precautions are taken. Stated another way, government

employees should be required to take the same reasonable security precautions as other Internet

users (summarized in Section 14.2.5).

14.5. Implications for Response Teams

The business of Internet incident response teams is inli)fmation. They gather information

relevant to Internet security, study that information, and selectively release information to the

Internet community. This section presents an analysis of response team information policies based

on theory and experience with this research. This analysis specifically examines the confidentiality

policy of the CERT@/CC,  but it is also generally applicable to other response teams. It begins with

a discussion of the objectives of incident response, examines alternatives, and recommends changes

to information release policies.’

14.5.1. Objectives of Incident Response - As discussed in Chapter 3, the CERT@‘/CC,  and

other response teams, brovide products and services to the Internet in three areas: operations,

education and training, and research and development. These are information producing activities

in keeping with the three aspects of the CERp/CC’s charter, which is stated as follows (repeated

from Chapter 3):

The CERT@  charter is to work with the Internet communitg  to facilitate its response to
computer security events involving Internet hosts, to take proactive steps to raise the
community’s awareness of computer security issues, and to conduct research targeted at
improving the security of existing systems [CER96:1].

The underlying motivation for the CER’I?/CC  charter, and the charter of other response

teams, is to improve the security of the Internet. That is also the first objective of this research - to

9 The theory follows the framework for analysis  recommended by Stokey and Zeckhauser.  establishing the context,
laying  out alternatives,  predicting  the consequences,  valuing  the outcomes,  and making a choice [St27856,320-329)
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provide the suppliers and customers in the Internet community with more information about the

history of Internet security incidents, security of Internet-related products and services will

improve. Other objectives are also important. These objectives can be summed up as follows:

Objective #l - Improve the security of Internet products and services

Objective #2 - Protect Internet sites from adverse publicity

Objective #3 - Protect Internet sites from attacks

Objective ##4 - Gather information about Internet security problems and incidents

These are conflicting objectives. For example, if our only objective was the fust one, to

improve the security of Internet products and services, we would consider a policy of full disclosure

of all incident response information. The intention would be to put pressure on Internet suppliers

to improve the security of their products and services. This would likely, however, also result in

undesirable outcomes, such as adverse publiciry  for sites identified, an increase in attacks at sites

identified as being vulnerable, and increased reluctance to report vulnerabilities and incidents.

Other conflicts emerge if different objective are emphasized.

Maintaining sources of information clearly has to be the most important of these objectives. I f

incident response personnel lose their sources of information, then they will have no information

to use to improve Internet products and security, and to protect Internet sites from attack, except

what information they can generate themselves.

These objectives will be used to value the alternative courses of action discussed in the next

section in order to develop recommendations.

14.5.2. Possible Alternative Courses of Action - Providing information is a common

approach used by the government to improve the working of a market [StZ78:310], as discussed in

Section 14.4.1. As discussed, operation of the CERT@/CC  is one measure the government is

already taking to improve the operation of the Internet market by supplying information. The

following analysis determined whether the amount and form of the information released by the

CERT@/CC  should be increased.” The information kept confidential by the CERl?/CC generally

falls into three categories which will be treated as being mutually exclusive: site names, incident

activity, and vulnerabilities.  In the following sections, alternative courses of action will be presented

in each of these categories. After a description of each alternative, predictions will be given of

possible outcomes from the adoption of each alternative.

lo No evidence  could be found in the CERF/CC  records, or in publications, proposing the CERTQ/CC  release Icss
information, so this alternative  was not considered.
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14.522. Disclosure of Site Names - Throughout the CERT@/CC  records, actual site names

were recorded. These included sites that reported incidents, other sites that were involved incidents

but that were not aware of or did not report such involvement, and sites that were involved in

incident response. Of course, the simple revealing of a site name is not sensitive. The Internet

Domain Name System (DNS) generally makes site names publicly available. The specific restricted

information is the association of a site name with either a vulnerability or with an incident.

CERT@/CC  policy has been for there to be no association of site names with vulnerabilities or

incidents. Not only did this mean that no site name associations were publicly released, but that site

names were not revealed to other sites involved in the same incidents, unless a site specifically

authorized  the disclosure.” Possible alternatives to this policy are as follows:

14.5.2.1.1. Alternative 1.1 - Fd Disclosure of Site Names - adoption of this alternative

would eliminate all restrictions on the disclosure of site names. How this might actually be

accomplished is open to speculation. One possibility would be to periodically release lists of sites

with known vulnerabilities, and sites involved in known incidents.

The primary reason to adopt such an approach would be to put pressure on site administrators

and Internet suppliers to improve site security and to improve the security of products and services.

It is likely that system administrators of sites on the Internet would react to adverse publicity by

securing their sites. This may be particularly true with sites that were vulnerable, but had not yet

been attacked. This is because the public disclosure of the vulnerability may lead to attacks, since

attackers would now have the information. Other things being equal, these attacks (or the potential

for them) may pressure site administrators and, in turn, Internet suppliers. This may result in

Internet suppliers providing products and services with improved security.

It is unlikely, however, that “other things” would be equal. Sites are very reluctant to reveal

vulnerabilities or their involvement in incidents. Evidence of this can be seen in the very small

number of incidents on the Internet that have been publicly reported. If sites were willing to be

publicly identified, more information would have been publicly released. Under this policy,

however, reporting vulnerabilities or incidents to a response team would be essentially equivalent to

releasing the information publicly, since that is what the response team would do. The likely result

of this policy would, therefore, be a reduction in information reported to response teams, and

because of that, there would likely be little information for response teams to release publicly.

I1 CERT@/CC  personnel would “neither confirm nor deny”  the involvement of a site without authorization  specifically
from that site.
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The final problem with this alternative would be the real possibility of response teams being

held responsible for damage that resulted from attacks following disclosure of site information,

unless there were special laws that protected the response teams from such liability.

In summary, the primary result of full disclosure of site names with known vulnerabilities and

known incidents would be a reduction in the information available to the response teams. Those

sites that were publicly identified, however, would be more likely to take increased security

precautions. The larger effect would logically be the first because, if a response team has little

information reported to it, then there will be few sites that are publicly reported. In other words,

since response teams rely on voluntmy disclosure from sites,12 the benefits of full disclosure would

likely be overwhelmed by the cost due to the loss of information.

14.5.2.2.2.  Alternative 1.2 - Partid  Disclosure of Site Names - An ahnative to hull

disclosure of site names would be to disclose only some site names. Using this proposal, response

teams could establish, for example, that site names would not be reported unless the sites did not

correct known  vulnerabilities, take steps to secure their sites, or cooperate in incident response.

This would provide sites an incentive to take timely corrective actions in order to avoid publicity.

Liability problems for response teams would be reduced, as well as the amount of attacks that

would result from the public disclosure. Other things being equal, this would result in greater

security. The incentives for quick action by site administrators would, perhaps, be less than if

Alternative 1.1 were chosen, because there would be less adverse publicity.

This proposal, however, also suffers from the same problem that the first proposal does: there

would be less information flowing to response teams because of the threat of disclosure. The

benefits of partial disclosure would likely be overwhelmed by the loss of information.

14.52.1.3. Alternative 1.3 - DeIapd Disclosure of Site Names - A second alternative to full

disclosure of site names would be to disclose site names only after some period of time. After that

period of time, either all site names would be disclosed, or only some subset. For example,

response reams could establish that site names would not be reported unless the sites did not

correct known v&et-abilities,  take steps to secure their sites, or cooperate in incident response.

This would provide sites the incentive to correct vulnerabilities and secure sites in a timely manner.

Again, other things being equal, this may result in greater security. As with Alternative 1.2, the

* Two variants on this alternative involved greater changes  and were considered unacceptable: ma&q reporting of
vulnerabilities aad incidents  (unenforceable  and  a detriment  to the Internet  market),  and  active  investigation  of
vulnerabilities and incidents by response  teams (beyond  their  capability).



incentives for quick action by site administrators may be less because there would be less adverse

publicity. On the other hand, this may be partially offset by the incentive to move quickly.

This proposal, however, also suffers from the same problem that the first two proposals do:

there may be reduced information flowing to response teams because of the threat of disclosure.

‘Ihe benefits of delayed disclosure would likely be overwhelmed by the cost due to the loss of

information.

14.5.2.1.4. Alternative 1.4 - No Disclosure of Site Names - The fourth alternative is

disclosure of site names only with specific authorization  from the sites involved. The disclosures

would only be to other sites involved in incidents. There would be no disclosure of sites with

known vulnerabilities. This alternative represents the status quo.

This alternative should provide sites the least problems with reporting. If strictly adhered to,

these confidentiality requirements should minim&e  concerns about adverse publicity and the

possibilities for continued or increased attacks. Response teams could maximize the information

they receive, although there would be less pressure on sites to increase security (other things being

equal).

14.5.2.1.5. Recommended Alternative for the Disclosure of Site Names - As stated earlier,

gathering basic information about Internet security problems and incidents (objective #4) is key to

fulfilling the charter of the CERl?‘/CC  and other response teams. Alternative 1.4 should provide

the most information to response teams. In addition, because of the loss of information, it is

unclear that any of the other alternatives would result in increased security. They would also expose

sites to adverse publicity and the potential for increased attacks. Therefore, it is recommended that

there be no disclosure’ of sites names that appear in response team records or are otherwise

reported to response teams (the status quo).

14.5.2.2. Disclosure  of Inudent Activity - This research has involved the disclosure of

incident activity during the period from the formation of the CERT@/CC  in 1988 to the end of

1995.  The records themselves, however, were not disclosed, but rather a summary of data extracted

from the incident records, along with a classification and analysis of these data. This is the first

time such data have been released by the CERTs’/CC  or any other response team. This in itself

was a change  in policy. In the past, the CERT@/CC  has generally released no information about

actd incidents, except to the sites involved. Even when this information was released to these

sites, it was limited only to information of concern specifically  to that one site. Among the

earticipam%  only incident response  teams were generally able to see the actual scope of he
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incidents. Ihe exception to this was twelve CERT@ advisories which give some information about

specific incidents.13

Ihe possible alternatives to this policy of limited disclosure of incident activity are discussed

below. Disclosure of site names was treated as a separate issue in the previous section. As such,

each of the alternatives below assumes that whatever material is released, it will not contain site

names. The possible alternatives are as follows:

14.5.2.2.1. A&emadve  2.1. Disclosure of Incident Summat& - As described in Chapter 4,

incidents reported to the CERT@/CC were tracked in summary files kept on-line at the

CER’I?/CC.  Once a week, closed incident records were removed from the on-line file and

archived, and a copy of all open summaries was archived in a separate file. A similar process is

probably used by other response teams. Adoption of this alternative would involve the releasing of

these summaries on a periodic basis, perhaps weekly as they are archived.

All of these files, however, would have to have all site names removed. Experience with the

files for this research showed that removing most of these site names is relatively easy, but coqz%?&eb

removing references to site names is a difficult process. This is because the site names are not

always accurately recorded, and they can be embedded anywhere in the records.

Assuming the files could be sanitized  of site information on a regular basis, this research has

also shown that the files would be of limited use. In order to determine the extent of an incident,

other CERT@/CC  files had to be searched for relationships. This same process would have to be

done to form incidents out of the summary files if they were publicly released (the same process

may have to be done with the records of other response teams).

This entire process makes this alternative impractical and of limited value. Any imperfections in

removing the site names could also result in problems with liability and with sites becoming

reluctant to provide information to response teams.

14.5.2.2.2. Altema tive 2.2 - Creation and Disclosure of Incident Fdes - A second

alternative would be for response personnel to combine summaries together to form the incidents,

as was done for the incidents studied in this research. This would eliminate the need for others to

piece together the incidents. Instead, this would be done by personnel who have the most

knowledge about an incident and would, therefore, be able to accomplish this task.

While this would be an improvement over the fust  alternative, it would also have similar

problems. Site names would have to be eliminated from the files to be released, and any

13 CERT@  Advisories 89:03,89:04,90:02,30:11,91:04,91:18,92:03,92A4,93:10,94:01,  95:01,  95:18.
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imperfections in removing the site names could result in problems with liability and with sites

becoming reluctant to provide information to response teams. It would likely also have limited

value in terms of the objectives for this analysis. This entire process makes this alternative

impractical and of limited value.

14.5.2.2.3. Alternative 2.3 - Development and Disclosure of Incident Data based on

Incident Summaries  - An alternative to the release of summary files would be to follow the data

development process of this research further and develop and release data summary files and

statistics. Response personnel would group the summary files together into incidents, extract data

from these incidents (see Section 4.3),  eliminate sites names, and then use a classification scheme,

such as the taxonomy developed for this research, to classify, analyze and surnmarize  these data-

The files of extracted data as well as the data analysis would be released to the public.

There are two primary advantages to this alternative. Incident activity data would be released to

the public in a useful, summary form and, the elimination of site names would be easier and more

accurate. On the other hand, this research has shown this process to be difficult and time

consuming. The next alternative addresses this concern.

14.5.2.2.4. AItemative  2.4 - Development and DiscIosure  of Incident Data based on a

Taxonomy- This alternative would involve the release of information that is similar to Alternative

2.3, but the information would be generated in a different manner.

By way of background, the research for this dissertation involved the examination and

classification of incident records well after the incidents were closed. The information available for

the process of construc$ng incident records, data extraction, and classification was limited to what

was written into the summary files. During an incident, however, response personnel generally are

more knowledgeable about the characteristics of the incident. More importantly, if information is

missing, response personnel could take steps during the incident to acquire that information. For

example, if an incident summary shows evidence of an intruder attempting access at a site, but no

information about the level of success, response personnel could ask the site for more information

about &tether the attacks were successful at the root or account level. While response personnel

may not always be able to obtain that information, they would be more successful than anyone

either not involved in the incident, or attempting to determine this information  after the incident

was closed.

As such, this alternative proposes to have response personnel extract data and classify an

incident while the incident is still open. Response personnel could gather data as recommended in
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Chapter 13. Sites involved would be sanitized, as was done in this research, so that the actual site

names are not revealed.

Recording of these data should be simple for response personnel, since they should have the

information readily available. The use of an agreed-upon classification scheme (taxonomy) would

be necessary. A possibility would be to use the taxonomy developed for this research. A better

approach, and one advocated here, would be to use this taxonomy on an experimental basis over

some period of time, with the intention of making practical improvements to the taxonomy. The

goal would be to develop an accepted and simple scheme for data extraction and classification. The

files of recorded data, as well as an analysis of these data would be released to the public.

This alternative has a positive outcome with respect to all of the objectives identified in Section

14.5.1, with significantly less work required by response personnel than other alternatives. Release

of these data would provide more information to suppliers and customers, which may result in

improvement in the security of Internet sites, products, and services. Individual sites would be

protected from adverse publicity and further attacks. The release of these data may also make sites

more likely to report information to response teams, because they would see the value in helping

the data response teams release to be more complete and accurate.

14.5.2.2.5. AItemative  2.5 - United  Disclosure  of Incident Activity - The ftnal alternative

considered was to make no change in current official policy. Under this alternative, the only

incident activity information released would be high-level summary information released in CERT@

advisories, and limited information to the sites involved in an incident. In light of the release of the

information in this dissertation, it appears that CERTa’/CC personnel are in favor of releasing more

incident activity information, which achieves more of the objectives than this alternative.

14.5.2.2.6. Recommended Alternative for the Disclosure of Incident Activi~ -

Development and disclosure of incident data based on a taxonomy (Alternative 2.4),  has a positive

outcome with respect to all of the objectives. It achieves this with less work than other alternatives,

and is, therefore, the preferred choice. Under this alternative, response personnel would take steps

during the incident to extract data, eliminate site references, and classify the incident using the

categories of a taxonomy. The files of recorded data, as well as any analysis of these data, would be

released to the public.

A suggested approach to implementation would be to first develop and implement a program at

the CER’I@/CC. Th’is would be followed by development and implementation at other response

teams. A suggested schedule is as follows:
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1. Methodolog  development  at the CERT@/CC  - During this period, CER’I?‘/CC personnel would

build on this current research, particularly the taxonomy, to develop a process for data extraction,

classification, analysis and public release.

2. Trial iqb.&zention at the CERp/CC - The process for data extraction, classification, analysis

and public release should initially be fully implemented at the CERT@/CC  for all incidents. During

this trial period, CERT@/CC personnel would evaluate the process and the data generated, and

implement improvements.

3. Metbodohgy  development  with other reJponse  teams - After the trial period at the CER’I?/CC,  other

FIRST response teams should be brought into the program. CER’P’/CC  personnel should meet

with members of these other response teams and aid in the development of programs for their

teams. Processes should also be developed for coordinating, sharing, reconciling, and adying

information across the teams.

4. Ttial iqplementation  at other response teams - Another trial period should follow, this time

involving CER’I?/CC  and other response teams. During this trial period, all teams would evaluate

the process and the data generated, and coordinate and implement improvements.

5. Pubh release and fovaah~ation  - After the development and trial periods are satisfactorily

completed, other response teams, law enforcement agencies, and possibly other groups, should be

encouraged to join this data generation and release process.

The end result of such an implementation would be the release of information that response

teams, law enforcement agencies, analysts, policy makers, customers, and suppliers could use to

improve the security of the Internet. For example, one possible use for a policy maker would be to

see the results of policy changes. In this case, a policy change could be implemented and then the

results could be tracked in the incident activity data.

14.5.2.3. 'Disclosure of V'embihXes - The disclosure of vulnerabilities is the most

controversial of the three areas of information that might be released by response teams. There is

general agreement that site names should not be released, and there should be general agreement on

the release of more information about incident activity. Disclosure of vulnerabilities is more

difficult to agree on. If both the existence and the technical details of all vulnerabilities were fully

disclosed, this would undoubtedly result in suppliers making a greater effort to secure their

products. This would be because more attackers would probably be exploiting these vulnerabi&es.

As to whether this would lead to more or less security is unclear (and hotly debated).
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There is certainly an asymmetry of information between attackers, response personnel, suppliers

and customers when it comes to vulnerabilities. But just the existence of an asymmetry does not

mean that policies should be implemented to change that asymmetry. A policy change could end

up being detrimental to Internet security.

One possible alternative would be to have a layered and timed disclosure of vulnerabilities. In

this case, only suppliers and others who could “repair” vulnerabilities would initially have full

disclosure to them. After a “work-around” or patch were available, partial disclosure would be

given to sites so their vulnerabilities could be eliminated. After some period of time, full disclosure

would be made to put pressure on sites and suppliers to repair their vulnerabilities and to supply

more secure products and services.

This research did not provide more information or greater insight into the possible disclosure

of vulnerabilities. The research was of incident activity and not specifically vulnerabilities. These

data could potentially be used for such studies, particularly if it were more complete (such as would

be the case if Alternative 2.4 were implemented). For example, this research did not compare the

disclosure of a vulnerability compared to its exploitation in Internet incidents (research

recommended in Chapter 15). As such, it is recommended that response teams reexamine their

policies toward the release of vulnerability information with the objective of seeing the degree to

which more disclosure would benefit the Internet community.

14.5.3. Other Implications  for Response Teams - As was shown by this research, response

teams get information on only part of the incidents that take place on the Internet. Total Internet

activity can be estimated in several ways as discussed in Chapter 12. These estimates can be

improved through a program involving voluntary reporting of incident activity at selected Internet

sites as recommended in Section 12.3.2.

Response personnel should also evaluate the taxonomy for computer and network attacks

developed for this research as discussed in Chapter 13.

14.6. Implications for the CER’l?‘/CC

Previous sections and chapters have discussed several recommendations for actions by the

CERT@/CC.  These recommendations are summarized  in this section. One recommendation that

has not been discussed previously is for the CERT@/CC  to publicly release the summary data set

from this research. The data set developed for this research yielded valuable information about the

state of Internet security. The analysis presented in this dissertation, however, is only a small part

of what could potentially be done with the data. This is discussed further in Chapter 15. In order
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to ~IOW other researchers to use these data, it is recommended that the CERp/CC  make this data

set available on line at www.cert.org.

A summary of the recommendations for the CERp/CC from this research is as follows:

1. Maintain  only one internal incident summary for each incident, open or closed.

2. Record a standard set of keywords and phrases that are defined, systematic and consistent, in
each summary, such as reporting date, starting date, ending date, number of reporting sites,
reporting sites, number of other sites, other sites, number of messages, attackers, tools,
vulnerabilities, level, results, objectives, and corrective actions.

3. Classify each incident according to the worst level of unauthorized  access or use.

4. Post the data set used in this research on line at www.cert.org.

5. Evaluate the taxonomy for computer and network  attacks.

6. Develop and implement a program to better estimate total Internet incident activity. Such a
program should involve the voluntary reporting of all incident activity at representative
Internet sites. This program should include coordination and/or participation from other
response teams and related organizations,  such as DISA and AFIWC.

7. Estimate average number of attackers per incident, and their typical activity, in cooperation
with personnel from DIM, AFIWC, and other response teams, in order to improve
estimates of total Internet incident activity.

8. Do not disclose sites names that appear in the CERT@/CC  records or are otherwise
reported to the CER’I?/CC  (this is the status quo).

9. Disclose incident data based on a taxonomy. Suggested steps are as follows:

1. Metbodorog  ahvh.pment  at the CElU@/CC

2. Trial iqbhmentation at the CERp/ CC

3. Methoablogy  devehpment  with other response  teams

4. Tria iq&menku$on  at other qtwtse  teams

5. Pubh rwhase  andformakzation

10. Reexamine policies toward the release of vulnerability information with the objective of
seeing the degree to which more disclosure would benefit the Internet community.

14.7. Summary of Policy Implications and Recommendations

This research clearly shows that the state of Internet security is not as bad as some authors have

proposed. Both in terms of the absolute numbers of incidents, and in the growth of these

incidents, the numbers are lower than popularly thought. In addition, most attacks were in the

category of a nuisance (although some were a big nuisance), and not something more destructive or

harmful.
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Internet security incidents were, however, clearly not dropping to zero. The growth of Internet

incidents in absolute terms was nearly at the same pace as the growth of the Internet.

Table 14.3 shows that, according to estimates from this research, a typical Internet domain is

involved in no more than around one incidentperyear. In terms of hosts, the estimates of Table 14.3

show that a typical Internet host is involved in no rnorz  than around one incident  in e.wy 45yearr. At

the same time, however, it should be noted that some sites and hosts are more attractive to attack

and may be involved in many incidents each year.

I
Low Estimate High Estimate

Individual Domain Involved

Individual Host Involved

1 timein15year-s

1 time in 850 years

1 time in 0.8 years

1 time in 45 years

Table 14.3. Estimated Rate that an Internet Domain or Host was Involved in ao Incident in 1995

Given this steady but relatively small level of Internet security incidents, the average Internet

user is not likely to be the victim of an Internet attack. Internet users should, however, take

reasonable precautions to protect their files and data in transits on the Internet.

Recommendations for all Internet users are as follows:
.

1. Back up important files.

2. Use a good password for network access controls.

3. Ensure permissions are set properly on files that can be accessed by others.

4. Encrypt, or store off-line, files that are particularly sensitive.

5. Do not send sensitive user identifications, such as a social security number, address, phone
number, personal data, or credit card number across the Internet unless it is encrypted at
the source (prior to being sent across the Internet).

6. Use an encryption program, such as Pretty Good Privacy (PGI?), if you want e-mail to be
private.

An additional recommendation for commercial Internet users is as follows:

7. Conduct some form of risk analysis to determine the cost effective level of security.

Recbmmendations  for Internet suppliers are as follows:

1. Provide protocols and software that encrypt user name, password and IP address
combinations at the source, or provide an alternative to system that does not require
passwords to be sent in the clear across the Internet.

2. Provide protocols and software that prevent access to files of encrypted passwords, or
provide an alternative system that does not require encrypted passwords to be stored in files
on systems accessible across the Internet.
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3. Deliver systems to customers in a secure state.

4. Develop protocols and programs with reasonable protections against denial-of-service
attacks.

5. Accelerate development of protocols and programs that provide reasonable privacy for such
user programs as e-mail.

Recommendations for the U.S. government are as follows:

1. Increase funding for incident response, particularly the CERT@‘/CC.

2. Encourage Internet users to take simple security precautions.

3. Encourage Internet suppliers to improve Internet security.

4. Require government employees to take reasonable security precautions to protect sensitive
daa

Recommendations for Internet response teams are as follows:

1. Do not disclose sites names reported to response teams (the status quo).

2. Disclose incident data based on a taxonomy.

3. Reexamine policies on the release of vulnerability information with the objective of seeing
the degree to which more disclosure would benefit the Internet community.

4. Evaluate the taxonomy for computer and network attacks developed for this research.

Recommendations for the CERp/CC are as follows:

1.

2.

3.

4.

5.

6.
‘/k,

8.

Maintain only one internal incident summary for each incident, open or closed.

Record a standard set of keywords and phrases that are defined, systematic and consistent, in
each summary, such as reporting date, starting date, ending date, number of reporting sites,
reporting sites, number of other sites, other sites, number of messages, attackers, tools,
vulnerabilities, level, results, objectives, and corrective actions.

Classify each incident according to the worst level of unauthorized access or use.

Post the data set used in this research on line at www.cert.org.

Evaluate the taxonomy for computer and network attacks developed for this research.

Develop and implement a program to better estimate total Internet incident activity. Such a
program should involve the voluntary reporting of all incident activity at representative
Internet sites. This program should include coordination and/or participation from other

response teams and related organizations,  such as DISA and AF’IWC.

Estimate average number of attackers per incident, and their typical activity, in cooperation
with personnel from DISA, AFIWC, and other response teams, in order to improve
estimates of total Internet incident activity.

Do not disclose sites names that appear in the CER’I?/CC  records or are otherwise
reported to the CERTl?/CC  (this is the status quo).
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9. Disclose incident data based on a taxonomy. Suggested steps are as follows:

1. Methodology  development at the  CER~I  CC

2. TtiaL  iq&?ementation  at the  CERT@/  CC

3. Metboalhgy  devehpment  with other rerponse  teams

4. Trial  iqhmentation  at other ?ybonse  teams

5. Public  &vase andformabxation

10. Reexamine policies toward the release of vulnerability information with the objective of
seeing the degree to which more disclosure would benefit the Internet community.
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Chapter 15

Future Research

This dissertation presents only a preliminary analysis of the data derived from the CER’I@/CC

incident records during 1989 to 1995. In the last chapter, it was recommended that the

CERl?/CC  make the summary data set available on-line at cert.org for use by other researchers.

Possible research opportunities with this data set are as follows:

1. Trends in the data over time - Since the data set has historical information of Internet

incidents over a seven-year period, there are many research opportunities involving an analysis of

the trends in the data over time. This dissertation examined overall trends, such as root-level break-

ins or denial-of-service attacks. These data could be analyzed  in greater detail. For example, 22%

of incidents reported problems with passwords. Did the type of problems change over time? It

appears that they did, but this level of analysis was beyond the scope of this dissertation. Another

example is the types of sites involved in incidents. There appears to be an increase in the

percentage of commercial sites involved over time. Does this correspond to the increase in the

percentage of Internet sites in the .com and .net domains, or is the trend different? Further research

into trends in the data over time could yield additional interesting insights into Internet security.

2. Comparison of Incident trends to other events - CERT@/CC  personnel speculate that

the release of information about Internet security problems, such as in a CER’I?’ advisory,

influences incident activity. Dr. Dorothy Denning from Georgetown University suggested that law

enforcement activities, such as “hacker crackdowns” may also influence the rate of Internet security

activity.’ Perhaps the r+te  that activity is recorded at the CERT@/CC  is influenced by funding for

incident response, or manning at the CER’I?/CC.  I have speculated that the World Wide  Web

growth after 1993 may be responsible for a decline in activity because Internet hackers now have

more interesting things to do on the Internet than break into computers. Perhaps the activity was

influenced by historical events such as Presidential elections, the weather, the economy, etc. These

types of comparisons between Incident trends and other events remain unexplored.

3. Implications of trends in the types of hosts (operating systems) on the Internet - In

the early days of the Internet, most hosts on the Internet used the Unix operating system. Over

time, many hosts were added to the Internet that used operating systems that were not Internet

attackable, such as DOS or Wmdows  3.1. Newer operating systems such as Windows 95 and

1 Dr. Denning  suggested  I explore!  this  relationship in the data when we met at a workshop at SAIC in 1996,  but I was
unable to investigate it
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Windows NT are more vulnerable. What are the implications of these trends? Should we expect

increased problems as operating systems become capable of more integration on he Internet?

The finding of this research could be validated or extended through additional data. This

could be accomplished as follows:

4. V&da&n and extension through 1996 and 1997 CERT@/CC  data - This research

included CERT@/CC  records through 1995. It is recommended that CERT@/CC  personnel

generate summary data for release (see Chapter 13),  probably beginning in 1998. As such, the

records from 1996 and 1997 will remain unexplored. Extracting data from these records would

provide a more complete picture.

5. Validation and extension through data from other response teams - Although other

response teams have smaller constituencies, their data could provide additional valuable data.

Experience during this research has also indicated there are important areas of related research

that remain largely unexplored. Among these are:

6. Development of a heuristic for determining the scope of an incident - As described in

Chapter 13, an ad hoc process was used to determine the scope of an Internet incident both by the

CERT@/CC,  and for this research. This ad hoc process will not scale up as the Internet grows

exponentially. Automated software tools will be necessary. This will probably require some

capabilities in the field of artificial intelligence, particularly those capabilities for analyzing the

content of text.

7. Refinements of the taxonomy - Use and evaluation of the proposed taxonomy by the

CERT@/CC  and other response teams was recommended in Chapter 14. Further research into the

utility and validity of the taxonomy is recommended. One particular area of investigation would be

to examine relationships between the categories of the taxonomy. Do certain tools pair up with

certain types of access, results or objectives?

8. Research into behavior of attackers - As noted in Chapter 12, very little is known about

the behavior of actual attackers. This is an open area of research that could significantly increase

our understanding of Internet security attacks and incidents.

9. Better sampling of Internet activity - This research indicated that an accurate estimate of

total Internet activity  must be based on some sampling of the Internet. For this research, only two

types of samples were available: the reports from Site A, and the DISA and AFIWC  studies of the

rate of reporting of attacks at DOD sites. Perhaps more rigorous and beneficial methods of

sampling Internet security activity could be developed and implemented.
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Chapter 36

Conclusions and Recommendations

This research analysed trends in Internet security through an investigation of 4,299 security-

related incidents on the Internet reported to the CER’I?  Coordination Center (CER’I’@/CC)  from

1989 to 1995. In 1988, the Defense Advanced Research Projects Agency @ARPA),  established the

CER’I?‘/CC  at CMIJ’s  Software Engineering Institute (SEI), in order to provide the Internet

community a single organization to coordinate responses to security incidents on the Internet.

16.1. Contributions of this Research

Prior to this research, our knowledge of security problems on the Internet was limited and

primarily anecdotal. This information could not effectively be used to determine what government

policies and programs should be, or to determine the effectiveness of current policies and

programs. This research brings us toward improved Internet security through:

1) development of a taxonomy for the classification of Internet attacks and Internet incidents

2) organization, classification (using the taxonomy), and analysis of the records available at the
CERT@/CC  concerning Internet security incidents

3) development of recommendations to improve Internet security and to gather and distribute
useful information concerning Internet security

16.2. A Taxonomy of Computer and Network Attacks

A taxonomy of computer and network attacks was developed for this research in order to

classify Internet security incidents. The taxonomy is based on a process viewpoint where an a&z&r

attempts to link to ultimate ubjcctiveJ.  This link is established through an operational sequence of

too& access, and rzsz&.

An atick is a single unauthorized access attempt, or unauthorized use attempt, regardless of

success. An in&de&,  on the other hand, involves a group of attacks that can be distinguished from

other incidents because of the distinctiveness of the attackers, and the degree of similarity of sites,

techniques, and timing. The taxonomy developed for this research was to classify atick.s.  This

taxonomy was used to in this research to classify attacks within Internet &y&~~. These incidents

were also classified using other measures of severity.

The taxonomy developed for this research was found to be satisfactory.

16.3. Classification of Internet Incidents and Internet Activity

A total of 4,567 incidents over this 7 year period were reconstructed from the ClZR’I@/CC

records. This included 268 false alarms @go/,>,  and 4,299 actual incidents (94.1%).  Most of the
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CERl?‘/CC  incidents (89.3”/0>  were unauthorized access incidents, which were further classified

into their degree of success in obtaining access: mot break-in (27.7’),  accotrnt  break-in (24.1’/0),  and

access  attempts  (37.6’/0).  Relative to the growth in Internet hosts, each of these access categories was

found to be decreasing over the period of this research: root-level break-ins at a rate around 19% less

than the increase in Internet hosts, account-level break-ins at a rate around 11% less, and access

attempts at a rate around 17% less.

Of the 4,299 actual incidents reported to the CERT@/CC,  458 (10.7%) were classified as

unauthorized use incidents. These were further classified into denial-ofservice attacks (2.4’), comrption

of information incidents (3.10/o),  and dschsure  of information incidents  (5.1%). The growth in total

unauthorized use incidents was around 9% per year greater than the growth in Internet hosts.

An alternative method of presenting the CER’I@/CC incident information was developed for

this research. For each incident, the average sites per day were calculated using the starting date,

ending date and the total number of sites involved. These were then combined through the use of

a custom computer program to find the total average sites per day for each classification of attack.

The slope of the growth in all sites per day for all incidents, and for root- and account-level break-

ins were both around 7% lEss than the growth rate in the number of Internet hosts.

16.4. Tools and Vulnerabilities

Recording of the use of tools and vulnerabilities in the CERT@/CC  records was not systematic

or complete. As a result, this information is incomplete. Some valuable information, however, can

be obtained by determining the relative frequency that various tools and vulnerabilities  appear in the

CERp/CC incident records.

A total of 778 incidents (18.1% of all incidents) reported the use of some tool. From these

records, the largest category of tools was scripts or programs (15.4%). These consisted primarily of

Tmjan hotres  (10.5%) and sni$e  (5.7%). The two general categories of toolkits were tools designed

to exploit privileged or root access (1.2%), and scanners (2.6%).  These tools appeared relatively late

in the CERT@/CC  records. The CERT@/CC records contain very few references to autonomous

agents such as ulonns,  and vituses.

Nearly half of the incidents in the CERT@/CC  records mention specific vulnerabilities (45.3%).

The most frequently recorded vulnerability involved various problems with passwords (21.8%).

Most of the password vulnerabilities were in three categories: pa~.nvoni&-,  which indicated that a

password file had been copied (13.8%), par.rtvoni LYUC&~  generally indicating that passwords had
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been determined by the operation of a password cracking tool (10.4%), and weak &mwo~h,  which

could easily be guessed (3.6O/o).

The reputation of senuhzazi  and other mail transfer agents for being “plagued with security

problems” was confifined in the CERT@/CC  incident records, which contain numerous references

to sendmail (10.4’/0),  JMTP (0.4%> and mail (7.7%).  Problems with implementation of trusted hosts

(such as hostr.equiv or .rhosts  files) was recorded in a significant number of incidents (5.8%),  as was

conjgmation  (5.7’), 72TP (5.5%/o),  MS and YP (4.0%), FTP  (4.00/o),  and IV23 (3.2%).

16.5. Severe Incidents

A criteria was developed for this research in order to identify the most severe incidents in the

CERT@/CC  records. The criteria were as follows: 2 79 days duration, 2 62 sites, and 2 87

messages. These criteria selected 22 incidents with an average of 203 days duration, which involved

an average of 169 sites, and contained an average of 466 messages in the CER‘I@/CC  record.

There were two predominant trends seen in the 22 severe incidents. First, the sophistication of

intruder’ techniques progressed from simple user commands, scripts and password cracking,

through the use of tools such as sniffers (1993) and toolkits (1994),  and finally to intricate

techniques that fool the basic operation of the Internet Protocol (1995). The second trend was that

intruders became increasingly difficult to locate and identify. In the early incidents, the attackers

tended to be a few individuals confmed to a specific location or group of locations, and as a

consequence, tended to be easily identifiable. As intruder tools became more sophisticated and the

size of the Internet grew, the severe incidents involved more attackers operating in many different

locations. The newest and most sophisticated techniques allowed the attackers to obtain nearly

t o t a l  o b s c u r i t y .

For these 22 incidents, a three-phase process of attack was consistently used: 1) gain access to

an account on the target system, 2) exploit vulnerabilities to gain privileged (root) access on that

system, and 3) use this privileged access to attack other systems across the network.

16.6. Denial-of-Service Incidents

Since the Internet Worm during the first week of November 1988, there has not been another

large-scale denial-of-service incident on the Internet. On the other hand, the CERp/CC  records

do not give any indication that Internet denial-of-service incidents could not become widespread.

Unlike  other attacks reported to the CERT@/CC,  denial-of-service incidents grew at a rate around

50% per year greater than the rate of growth of Internet hosts.
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16.7. Estimates of Total Internet Incident Activity

Table 16.1 summa&es  the estimates of total Internet incident activity based on this research.

These estimates are for one year in 1995.

Estimates of Total Internet Incidents per Year in 1995

I Source

I Based on Incidents per Host estimates at Site A

1 Based on attacks per incident 10 to 1,000, and DISA probability

1 Based on attacks per incident 10 to 1,000, and AFIWC probability

Based on DISA probability Fable  12.11)
1

Based on AFIWC probability Fable  12.9)

-~
16,800 22,800

1200 17250

1200 1,630

2,500 15,800

1,400 2,400

Table 16.L Summary  of Estimates of Total Internet Incident Activity

Using the DISA probability of reporting an attack, the probability of any severe incident

meeting the severe incident criteria not being reported to the CERp/CC was between 0% tid 4%.

Using the AFIWC  probability of reporting an attack, the probability of any severe incident meeting

the severe incident criteria not being reported to the CERT@/CC  was essentially zero. This

confirms the impression the reports themselves give: that it is hard to conceive that a severe

incident would not be reported to the CERT@/CC.

There were 394 incidents in the CERp/CC records (9.2%) that were above average both in

terms of duration (above 16.5 days) and in terms of the number of sites (above 6.5). When these

incidents were isolated and analyzed,  it showed that if we assume the DISA probability of report,

then a minimum of around 1 out of 2.6 of the above average incidents were reported to the

CERT@/CC  (and nearly all of them may have been reported). If we assume the AFIWC

probability, then it was estimated that less than 4% of these incidents were not reported to the

CERT@/CC  (and nearly all of them may have been reported).

16.8. Policy Implications and Recommendations

This research clearly showed that the state of Internet security is not as bad as some authors

have proposed. Both in terms of the absolute numbers of incidents, and in the growth of these

incidents, the numbers are lower than popularly thought. In addition, most attacks were in the

category of a nuisance (although some were a &z- nuisance), and not something more destructive or

harmful.
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16.7. Estimates of Total Internet Incident Activity

Table 16.1 summarizes the estimates of total Internet incident activity based on this research.

These estimates are for one year in 1995.

Estimates of Total Internet Incidents per Year in 1995

Source Low  Estimate High Estimate

Based on Incidents per Host estimates at Site A 16,800 22,800

Based on attacks per incident 10 to 1,000, and DISA probability 1200 17350

Based on attacks per incident 10 to 1,000, and AFIWC probabiliq 1200 1,630

Based on DISA probability Fable  12.11) 2,500 15,800

Based on AFIWC probability Fable  12.9) 1,400 2,400

Table 16.1. Summq of Estimates of Total Internet Incident Activity

Using the DISA probability of reporting an attack, the probability of any severe incident

meeting the severe incident criteria not being reported to the CERT@/CC  was between 0% and 4%.

Using the AFIWC probability of reporting an attack, the probability of any severe incident meeting

the severe incident criteria not being reported to the CERT@/CC  was essentially zero. This

confirms the impression the reports themselves give: that it is hard to conceive that a severe

incident would not be reported to the CERT@/CC.

There were 394 incidents in the CERT@/CC  records (9.2%) that were above average both in

terms of duration (above 16.5 days) and in terms of the number of sites (above 6.5). When these

incidents were isolated and analyzed,  it showed that if we assume the DISA probability of report,

then a minimum of around 1 out of 2.6 of the above average incidents were reported to the

CERT@/CC  (and nearly all of them may have been reported). If we assume the AFIWC

probability, then it was estimated that less than 4% of these incidents were not reported to the

’ CER‘I@/CC  (and nearly all of them may have been reported).

16.8. Policy Implications and Recommendations

This research clearly showed that the state of Internet security is not as bad as some authors

have proposed. Both in terms of the absolute numbers of incidents, and in the growth of these

incidents, the numbers are lower than popularly thought. In addition, most attacks were in the

category of a nuisance (although some were a big  nuisance), and not something more destructive or

harmful.
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Internet security incidents were, however, clearly not dropping to zero. The growth of Internet

incidents in absolute terms was nearly at the same pace as the growth of the Internet.

According to estimates from this research, a typical Internet domain is involved in no mofe than

around one incidentperyem,  as shown in Table 16.2. A typical Internet host is involved in no mom than

around one incident in every  45yeam At the same time, however, it should be noted that some sites

and hosts are more attractive to attack and may be involved in many incidents each year.

Low Estimate High Estimate

Individual Domain Involved ltirnein15years 1 time in 0.8 years

Individual Host Involved ltimein850years 1 time in 45 years

Table 16.2. Estimated Rate that an Internet Domain or Host was Involved in an Incident in 1995

Table 16.3 compares the risk of root-ievel break-ins to other typical risks.

Risk 1 Estimated Rate Risk Occurs 1

Root Break-In, Internet Domain.

Root Break-In, Internet Host

1 out of 10 years

1 out of 540 years

1 Convenience Store Robbery 1 out of 1.5 years I

Hard Disk Failure

100 Year Flood

1 out of 75 years

1 outoflOOyears

Serious Structural Fire, NY City

Death Due to Breast Cancer

Death in Motor Vehicle

1 out of 220 years

1 out of 6,224 years

1 out of 6,250 years

Death Due to Fire, NY City 1 out of 40,000 years
I

Table 16.3. Comparison of Estimated Rates That Risks Occur

Given this steady but relatively small level of Internet security incidents, the average Internet

user is not likely to be the victim of an Internet attack. Internet users should, however, take

reasonable precautions to protect their files and data in transits on the Internet.

Recommendations for all Internet users are as follows:

1. Back up important files.

2. Use a good password for network access controls.

3. Ensure permissions are set properly on files that can be accessed by others.

4. Encrypt, or store off-line, files that are particularly sensitive.
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5. Do not send sensitive user identifications, such as a social security number, address, phone
number, personal data, or credit card number across the Internet unless it is encrypted at
the source (prior to being sent across the Internet).

6. Use an encryption program, such as Pretty Good Privacy (I’GP), if you want e-mail to be
private.

An additional recommendation for commercial Internet users is as fchws:

7. Conduct some form of risk analysis to determine the cost effective level of security.

Additional recommendations for Internet suppliers, the U.S. government, and response teams

are as follows:

Recommendations for Internet suppliers are as follows:

1. Provide protocols and software that encrypt user name, password and IP address
combinations at the source, or provide an alternative to system that does not require
passwords to be sent in the clear across the Internet.

2. Provide protocols and software that prevent access to files of encrypted passwords, or
provide an alternative system that does not require encrypted passwords to be stored in files
on systems accessible across the Internet.

3. Deliver systems to customers in a secure state.

4. Develop protocols and prograrns with reasonable protections against denial-of-service
attacks.

5. Accelerate development of protocols and programs that provide reasonable privacy for such
user programs as e-mail.

Recommendations for the U.S. government are as follows:

1. Increase funding for incident response, particularly the CER’I@/CC.

2. Encourage Internet users to take simple security precautions.

3. Encourage Internet suppliers to improve Internet security.

4. Require government employees to take reasonable security precautions to protect sensitive
data

Recommendations for Internet response teams are as follows:.

1. Do not disclose sites names reported to response teams (the status quo).

2. Disclose incident data based on a taxonomy.

3. Reexamine policies on the release of vulnerability information with the objective of se&g

the degree to which more disclosure would benefit the Internet community.

4. Evaluate the taxonomy for computer and network attacks developed for &is research.
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Recommendations for the CERT@/CC are as follows:

1. Maintain only one internal incident summary for each incident, open or closed.

2. Record a standard set of keywords and phrases that are defined, systematic and consistent, in
each summary, such as reporting date, starting date, ending date, number of reporting sites,
reporting sites, number of other sites, other sites, number of messages, attackers, tools,
vulnerabilities, level, results, objectives, and corrective actions.

3. Classify each incident according to the worst level of unauthorized  access or use.

4. Post the data set used in this research on line at www.cert.org.

5. Evaluate the taxonomy for computer and network attacks developed for this research.

6. Develop and implement a program to better estimate total Internet incident activity. Such a
program should involve the voluntary reporting of all incident activity at representadve
Internet sites. This program should include coordination and/or participation from other
response teams and related organizations,  such as DISA and AFIWC.

7. Estimate average number of attackers per incident, and their typical activity, in cooperation
with personnel from DISA, AFIWC, and other response teams, in order to improve
estimates of total Internet incident activity.

8. Do not disclose sites names that appear in the CER’I@/CC records or are otherwise
reported to the CERT@/CC  (this is the status quo).

9. Disclose incident data based on a taxonomy. Suggested steps are as follows:

1, Methodology deve~pment at the CERT@/ CC

2. Trial iqblementation  at the CERT@/  CC

3. Methodology development  with other fesponse  teams

-4. Tniar iz+mentation  at other nqbonse  teams

5. Pub& nhase andforma&ation

10. Reexamine policies toward the release of vulnerability information with the objective of
seeing the degree to which more disclosure would benefit the Internet community.

16.9. Future Research

This dissertation presents only a preliminary analysis of the data derived from the CERT@/CC

incident records during 1988 to 1995. It was recommended that the CERT@/CC  make the

summary data set available on-line at www.cert.org for use by other researchers. Possible research

opportunities with this data set are as follows:

1. Analysis of trends in the data over time

2. Comparison of Incident trends to other events

3. Implications of trends in the types of hosts (operating systems) on the Internet
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could be accomplished as follows:

4. Validation and extension through 1996 and 1997 CERT@/CC  data

5. Validation and extension through data from other response teams

Experience during this research has also indicated there are important areas of related research

that remain largely unexplored. Among these are:

6. Development of a heuristic for determining the scope of an incident

7. Refinements of the taxonomy

8. Research into behavior of attackers

9. Better sampling of Internet activity

The ftndings  of this research could be validated or extended through additional data. This
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Appendk A

Summazy  of Methods of Operation

The following pages summarizes the methods of operations listed in the CERp/CC records.

Table A.1 presents the data in tabular form. This table shows the following for each category:

1. First report - The reporting date of the earliest incident where the method was recorded.

2. Mean Report - The mean reporting date for ail incidents where the method was recorded.

3. Last Report - The reporting date of the last incident where the method was recorded.

4. Incidents - The total number of incidents reporting the method.

5. Delta - The difference between the Mean Reporting Dates for the incidents reporting the
method and the Mean Reporting Date for all incidents.

This same data are plotted in Figures A.1 to A.41.

The methods of operation are indicated by keywords that were recorded in the CERT@/CC

records. These keywords were classified within the taxonomy presented in Figure 3.6 of Chapter 3.

This represents the organization of the data in Table A-1.  This is also the organization of the

Figures as follows:

ABacker~ - Figure A. 1. Access - Figures A.9 to A.37. O&eectives  - Figure A.41.

Toolr - Figures A.2. to A.8. Re.n& - Figures A.39 to A.40
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Figure kl. Methoda  of Operation I
1 F&t Report 1 Mean Report [ Last Report lIncidenuI Delta 1

- l-ox-88 1 24-Ott-93 1 30-Dee-95 1 4299 1 0 1

Attackers I lboct-89 1 19-Feb-93 I 15Ott-95 I 35 I -246.9

12-Jul-90  1 12-jul-90  1 12-Jul-90  1 1 1 -1200.4 1
1 4-Mar-91 1 4-Mar-91 1 4-Mar-91 1 1 1 -965.4
1 24-Mu-92 1 24-Mat-92 1 24-Mar-92 1 1 1 -579.4

24-Feb-92  1 ll:May-92 I 11-May-92 1 2 I -531.4 1

“code blue”
“majr”
“grok”

4-Nov-92 1 4-Nov-92 1 4-Nov-92 1 1 1 -354.4
12-Aug-93 1 12-Aug-93 1 12-Aug-93 1 1 1 -73.4

Portland hacker
“crackerhack”
Danish hackers

!ANnv-91 1 2 4 - N o v - 9 3  1 24-Nov-93  t 1 1 30.6 ~ 1“PKOg” 2
Mitnick 11-run-93 ZO-May-94 1 3-Jan-95 1 3 1 208.3
“cracker buster” 18-Apr-95 1&App95 1 lA-Am-95-- -- - _- 1 1 I 54.06- .-.-
“Olga” 6-jul-95 16-11~1-95 1 6-jul-95 1 1 1 599.6

vandals - former employee

71

User commaud

Script or Program

19-Dee-90 1 28-Nov-93 1 15-Ott-95 1 17 1 34.9 1

4-Dee-88 1 28-Mar-94 1 2CDee-95 1 778 1 155.2 ]

14-Apr-93 I lo-May-93 I 25-7~1-93  I 3 I -167.4

4-~ec-88 1 lo-Feb-94 I 24-Dee-95 I 661 1 109.0 I

Bet root
moron program
scr script

exploitation script 1 25-Jul-95  1 14-Sep-95  1 5-Nov-95  1 2 690.1

Ikeystroke logging

logic bomb

1 lo-Mar-93 1 6+m-93 1 2-Sep-93 1 2 1 -140.4 1

1 27-Feb-92 I 27-Feb-92 I 27-Feb-92 I 1 I -605.4
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hackeis                                                                         1 14-Oct-89 29-May-92 6-Jul-95 18 -513.1 

"carlos" 14-Oct-89 14-Oct-89 14-Oct-89 -1471.4 

Australian hackers 21-Dec-89 21-Dec-89 21-Dec-89 -1403.4 

"sw" cracker l-Mar-90 l-Mar-90 l-Mar-90 -1333.4 

"Ion" 29-Mar-90 29-Mar-90 29-Mar-90 -1305.4 

Dutch hackers l-Apr-90 l-Apr-90 l-Apr-90 -13024 

13-Sep-90 28-Jun-94 20-Dec-95 59 247.2 
13-Sep-90 13-Sep-90 13-Sep-90 1 -1137.4 
lO-Nov-92 10-Nov-92 lO-Nov-92 1 -348.4 

chess tool 24-Sep-93 24-Sep-93 24-Sep-93 1 -30.4 
gimme 15-Tun-92 24-Dec-93 23-Jul-95 12 61.4 

getroot 14-Jul-94 i4.jul.94 14-Iul-94 1 2626 

chasin 2-NOV-93 4-Sep-94 20-Dec-95 44 315 

froot 28-May-95 28-May-95 28-May-95 1 580.6 

|DOS tools 4-|an-92 9-Sep-94 6-Dec-95 29 319.7 
crashme 4-Ian-92 4-Ian-92 4-Jan-92 1 -659.4 
lab program to crash system 9-Mar-93 9-Mar-93 9-Mar-93 1 -229.4 
nuke (icmp) 13-Oct-92 10-Aug-94 6-Dec-95 13 289.7 
flash, ANSI escape sequences 3-May-94 l-Tan-95 3-May-95 14 434.1 
pmcrash 25-Sep-95 25-Sep-95 25-Sep-95 1 700.6 

[password cracking 14-Jan-92 15-Feb-94 19-Dec-95 52 113.6     | 

1 sniffer 7-Sep-90 25-Oct-94 8-Dec-95 245 365.7 
dev/nit 30-Auj?-93 30-AUR-93 30-AUR-93 1 -55.4 
an 27-Tan-94 27-Jan-94 27-]an-94 1 94.6 
arLnit 12-]an-94 25-Feb-94 2-May-94 1 123.9 
sniffer 7-Sep-90 25-Oct-94 8-Dec-95 245 365.7 
tap 3-May-95 3-May-95 3-May-95 1 555.6 



Al. Metbodr~~ I of Operation (Continued) I [ First Report I Mean Report I Last Report IIncidents

-775.7
1 1 2 -602.9

7-Apr-92 I 7-Apr-92 I 1 -565.4
1 1 -465.4

2-Aug-92 I U-Au@2 1 1 -438.4
-296.3

trojan sh
troian ftp
trojan nh
tfojan sync
troian lpd
trojan crontab
tmjan named
troian login
tcojau libc

24May-93
l2-Aug-92
16-Mar-92
11-May-92

24May-5
31-May-93
25-Jun-93
17-Jul-93
3-sep-93

l l-Nov-9:
28-Sep-95 5 -121.0
23-Sep-94 2 -98.9
27-Mar-95 2 -50.9

-29.4
2.6

81 7.5

IZ-Feb-92
18-Feb-93  25-Sep-93 Z-May-94
27-act-93 27-act-93 27-act-93
CDec-88 31-act-93 8-Dee-95
17-Aug-92 28-Dee-93 6: ~-
.-_ _. .-. -_

-May-95 7 65.3
trojan wu-ftpd 1 4Feb-94 I 4+eb-Y4 I +Feb-94 1 102.6
tmjan shutdown 1 2-Mar-94 1 Z-Mar-94 1 Z-Mar-94 1 128.6
troian attempt 22-May-94 22-May-94 22-May-94 1 209.6
trojan su 23-Mar-93 1 l-lull-94 15-Mar-95 4 229.9
troiau tcp-wrapper 14 run-94 14Jun-94 lCJun-94 1 2326

,
trojan csh
troian mail
troian time
tr0ia.n  ps
troiau rexecd
tmjan defunct, trapdoor

6-May-94  5-Sep-94 6-Jan-95
14sep-94  14&p-94  14sep-94
30-Dee-93  14sep-94 lo-act-95
23+&92 27-Scp-94 8-Dee-95

20-Nov-92 11-act-94 26-act-95
23-scp-94 15-Dee-94 7-Feb-95

tmian ioadmodule
trojanls

Lojan finger
cairn find

3 416.6
lo-act-95 17 418.7

3-Ian-95 3-h-95 1 435.6
1 437.3

___--_.  _
1 3-Tall-95  1 , . , .
1 7-Feb-94  I 4-1111-95  I lo-Ott-!35 2’
1 l AFrh-94  7-Jan-95  I IO-Ott-95 10

9-Nov-94 8-Ian-95  1 15-Mar-95  6_ ,- _ , --
I 23-Tan-95  I 23-Tan-95  I 23-km-95  1

1.8-

455.6
troian inet 1 2-Mar-94 1 23-1111-95 1 1:!-Dee95  1 81 455.7
txoian es 1 26+11-95 1 26-Jan-95  I 26-7~1-95  1 1 458.6
tX+l SySlOR 1 24Feb-95 I 24Feb-95 1 24-Feb-95 I 1 487.6
txujanirc 28+ll-94 9-Mar-95 7-Da-95 16 501.2
tmjan df 30-Mu-95 30-Mu-95 30-Mar-95 1 521.6
trojan du 2f Jao-95 15-Apr-95 8-De-95  10 538.2
txojau  httpd 24May-95 24May-95 24May-95 1 576.6

toolkit I ZCJun-92  I 3-Feb-95 24Dec-95 185 466.6

to get mot 24Jun-92  I 19-Feb-95 8-Dee95 77 4826

limbo kit - to install trojaus 24jun-92 24 Jun-92 24 Jun-92 1 -487.4
toolkit - uaspecitied 25-May-93 22-Ott-94 18-Sep-95 8 363.5
rootkit 30-1111-94 15-Mar-95 8-Dee-95 68 506.9
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iTrojan horse 4-Dec-88 21-NOV-93 24-Dec-95 450 28.3 

trojan 3-Sep-90 19-Tun-94 7-Dec-95 30 238.3 

trojan rep 30-Oct-89 30-Oct-89 30-Oct-89 1 -1455.4 

trojan image 31-Oct-90 31-Oct-90 31-Oct-90 1 -1089.4 

trojan xnetd lS-Jun-91 15-Jun-91 15-Tun-91 1 -862.4 

trojan sysman 18-Jan-90 9-Sep-91 4-Mar-93 3 

trojan uucp 17-]an-92 29-Feb-92 13-Apr-92 

16-Jul-92 

1 

trojan game 7-Apr-92 

trojan sendmail 16-Iul-92 16-Jul-92 

trojan pkzip 12-AUR-92 ir 
l-]an-93 trojan keyenvoy l-Jan-93 l-Jan-93   

trojan telnet 5-Dec-88 31-Mar-93 6-Dec-95 70 -207.3 

trojan lpr 2-Apr-93 2-Apr-93 2-Apr-93 1 -205.4 

2 316.1 
1 324.6 

4 324.9 

53 338.4 

6 3521 

trojan ifconfig ll-Mar-94 17-Dec-94 
fmtan mrto 19-D«:-94 19-Dec-94   I   19-Dec-94 420.6 

| scanners . 24-Feb-93 26-]an-95 24-Dec-95 111 459.2 
iss attempt, attack, scans 24-Feb-93 2-Jan-95 24-Dec-95 93 434.8 
satan attempt, attack, scans 14-Sep-94 7-Jun-95 10-Oct-95 21 590.9 



Table Al. Methoda  of Operation (Continued)

autonomous agent

viruses
choosegidgame
vinJscs
virusinmail

worm

-.

1 F&t Report  1 Mean Report I Last Report ~Incidents~ Delta

1 4&c-88 1 24Jan-94 1 24-k-95 1 567 1 91.6

14May-91 ZO-Feb-94 ZO-May-95 5 119.0
14May-91 14May-91 14May-91 1 -894.4

I-Jul-93 5-Sep-94 ZO-May-95 3 315.9
19-Apr-95 19-Apr-95 l9-Apr-95 1 541.6

2-Nov-88 Z-Jan-91 IZ-Jan-93 2 -1026.4
22-Dee-88 22-Dee-88 22-net-88 1 -1767.4

71 l-Ott-88 1 13-act-93 30-Dee-95 1 4078 -11.0

[vulnerability I I-Ott-88 1 15-Dee-93  J 30-J&c-95  1 1948 1 524 1

autofinder I 2-Apr-90 I 2-Apr-90 1 2-Apr-90 I 1 I -1301.4

autoreply 1 5-Mar-94 1 IO-Ott-94 1 27-Nov-95 1 13 1 350.7 1

Ibugs 2-h~-90 30- Jul-93 25-Jun-95 4 -85.6

chfnjchsh I-Apr-90 4Jan-93 IO-act-95 2 -293.4
chsh/ch.fn I-Apr-90 I-Apr-90 I-Apr-90 1 -13024
chiil IO-act-95 IO-act-95 IO-act-95 1 715.6

crontab

decode, uudecode
UUdUOdC

decode

1 5-Feb-90 1 h'b~-93 1 Z-May-95 1 4 1 -81.9 1

15-Mar-90 6-Jul-93 17-Nov-95 16 -110.0
15-Mar-90 2-Jun-92 14Sep-94 4 -509.1
24-sep-91 16-Nov-93 17-Nov-95 12 23.1

dev 2O-Dee-91 xep-93 U-May-95 2 -51.9
18-May-95 S-May-95 U-May-95 1 570.6
20-Dee-91 ZO-Dee-91 20-Dee-91 1 -674.4

domain 1 24Aug-95 1 24AuR-95 1 24Aug-95 1 1 1 668.6 1

dump 1 7-J&94 1 24JuL94 1 IO-Aug-94 J 2 1 2726 1

emacs 1 30-Nov-92 1 30-Nov-92 1 30-Nov-92 1 1 J -328.4 [
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worm rumor |    12-Tan-93    I    12-Jan-93    |    12-Ian-93    |       1       |    -285.4 

Ibin/shell 29-Jun-90 12-Jan-93 23-Oct-95 15 -285.1 
etc/alias 29-Jun-90 29-Jun-90 29-Jun-90 1 -1213.4 
unset 17-Oct-91 17-Oct-91 17-Oct-91 1 -738.4 
bin 28-Feb-91 15-Jan-93 22-Aug-95 10 -28Z1 
alias 3-Aug-93 3-Aug-93 3-Aug-93 1 -824 
ksh 10-Aug-94 10-Aug-94 10-Aug-94 2 289.6 

software bug 2-Aug-90 ll-Dec-92 22-Mar-94 3 -317.1 
cisco bug 25-Iun-95 25-Jun-95 25-Jun-95 1 608.6 

(configuration 5-Dec-88 6-Feb-93 28-Dec-95 244 -259.9 
open server 5-Dec-88 28-Jan-92 22-Aug-95 96 -634.5 
misconfigu ration 8-|an-93 8-Jan-93 8-Jan-93 1 -289.4 
configuration 5-Dec-88 24-Sep-93 28-Dec-95 158 -30.4 
weak sysadmin 18-Sep-95 18-Sep-95 18-Sep-95 1 693.6 

|dns 14-Jun-92 lO-Jan-94 5-Jun-95 78.4 
dns server 14-Jun-92 14-Jun-92 14-Tun-92 -497.4 
dns 14-Aug-92 14-Aug-92 14-Aug-92 -436.4 
root nameserver corruption 19-Jul-94 19-Jul-94 19-Jul-94 267.6 
dns fraud 6-Feb-95 6-Feb-95 6-Feb-95 469.6 
backup dns address 5-Tun-95 5-Jun-95 5-Tun-95 588.6 



1 Fit Report 1 Mean Report I Last Report lIncidmtsl Delta

t ~-c.w.-on I %ie.‘&=n-91 1 lh-hm-95 1 19 1 -29.6expreserve

1 27-act-95  1 4Nov-95  1 13-Nov-95  1 2 1 741.1

fotward 1 15-Mu-90 1 ZO-Ott-92 1 13-Jan-95 1 6 1 -369.4 1

lfparel I 16-Feb-93  I 16-Feb-93  I 16-Feb-93  I 1 I -250.4

gopher abuse 30-Jan-94 30-Jan-94 30-Jan-94 1 97.6
Bopher IZ-AUR-~~ 29-May-94 27-Jau-95 7 217.5

p.holy I 24May-93 1 24May-93 1 24May-93 I 1 I -153.4 I

ident

inetd

iXlStdl

kemal

1 3-J&95 1 3-Jul-95 1 3-Jul-95 1 1 1 616.6 1

1 2&Au~-93 1 3-May-94 1 14Jan-95 1 2 1 191.1 1

1 5-&c-88 1 5-Dee-88 1 5-Dee-88 1 1 1 -1784.4 1

I 4May-95 1 4May-95 I 4May-95 I 1 I 556.6 1

Ilibc 13-Apr-92
13-Apt-92

u-act-93 28-1~95  6 -0.9
23-  Jun-93 Zl-Mar-94  5 -123.4

loadmodule I 4Apr-93 I 25Nov-94  I 2%Nov-95  I 41 I 396.7
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iTable A.1. Methods of Operation (Continued) |  

Ifinge 
fing ;er bombs 
repeated fingers 
finger storms 
finger attempt 
finger attack 
finge 

4-Apr-91 
7-NOV-92 
l-Feb-93 
20-Tan-94 
4-Apr-91 
24-Oct-94 
25-H-91 

15-Aug-94 
7-NOV-92 
l-Feb-93 
20-]an-94 
29-Sep-94 
24-Oct-94 
26-Oct-94 

14-Dec-95 
7-NOV-92 
l-Feb-93 
20-Tan-94 
lO-Nov-95 
24-Oct-94 
14-Dec-95 

28 295.1 
-351.4 
-265.4 

87.6 
339.6 
364.6 
367.2 

Iftn l-Oct-88 7-Mar-93 24-Dec-95 170 -230.7 

ftp attempts 20-Mar-90 3-Jan-93 23-NOV-95 98 -294.3 

ftp l-Oct-88 8-Mar-93 6-Dec-95 57 -230.1 

anon ftp 17-Jul-91 29-Apr-93 6-Apr-94 3 -177.7 

ftpd 17-Tul-91 29-Apr-93 6-Apr-94 3 -177.7 

wuarchive ftp l-Mar-93 21-Feb-94 10-Oct-94 3 119.6 

unauthorized ftp 27-May-94 27-May-94 27-May-94 1 214.6 

fro bug 19-|un-92 4-Jul-94 24-Dec-95 4 253.4 

fro configuration 14-Dec-94 14-Dec-94 14-Dec-94 1 415.6 

ftp attacks 10-|ul-94 23-Dec-94 16-NOV-95 3 424.9 

[gopher 
I gopher. 

14-Dec-92 
14-Dec-92 

18-Mar-94 
5-Jan-94 

27-Jan-95 
27-Tan-95 

145.0 
72.6 

Ihtto 14-Sep-94 10-Jun-95 28-Dec-95 7 594.5 

http, http attempt 14-Sep-94 23-Apr-95 28-Dec-95 5 546.0 

web bots 27-Dec-95 27-Dec-95 27-DCC-95 1 793.6 

web abuse 24-M-95 24-M-95 24-Jul-95 1 637.6 

licmp                   ' 24-Mar-92 9-Jun-94 26-Dec-95 33 228.3 

icmp packet storm 24-Mar-92 21-Feb-93 l-Nov-94 3 -245.4 

icmp packet spoofing 24-Feb-93 24-Feb-93 24-Feb-93 1 -24Z4 

icmp bomb 13-Oct-92 4-Mar-94 6-Dec-95 12 130.9 

icmp 22-Apr-92 2-Apr-94 31-Oct-95 6 159.8 

icmp attack 13-May-93 12-NOV-94 23-NOV-95 9 384.0 

icmp attempts 6-Apr-95 28-Iul-95 26-Dec-95 5 642.2 

[Übe I    28-Tun-95   |    28-Tun-95   |    28-Jun-95   |       1       |     611.6     | 



Methods of Operation (Continued)

I -
I

F&t ~epoa  1 Mean Report I Last Report IIncidents Delta

,‘“;
ire 1 12-Mar-91
botkillers
kc threats
kC flOOdillR

1-l l-Mar-94 !
22-May-94  - -
I4sep-94 1 1+Sep-94 1 14Sep-94 1 1 324.6 1

ire abuse
iic bombs 1 27-Dee-94

- - -  ^.
ire hots I
ire POStiLlR
ire scfipt
ire help

zu-reb-Y3

7-Mar-95  1 O-1
15Apr-95  I 22-May-95 I 28-J&95  1 1 I 57q

IOgiJl 23-May-94 4 Jan-95 u-act-95 4 437.4
bin/lo& 23-May-94 19-J&94 15-sep-94 2 268.1
login -f Zl-Feb-95 21-Feb-95 Zl-Feb-95 1 484.6
klOgifl w-act-95 23-act-95 23-act-95 1 728.6

Ilp 15-Apr-91 8-AUR-94 17-Dee-95 25 288.2

lpd,  lpd attack 15-Apr-91  18-Sep-93 II-Apr-95 9 -36.3
lpr 12-act-93 27-J&94 8-Dee-94 4 275.9
lp 31-May-91 I3-Apr-95 17-Dee-95 12 535.6

majordomo 1 147~94 1 22-Mar-95 1 28-I&c-95 1 2 1 513.6 1

mem 18-J&90 l7-Apr-93 l-May-95 3 -190.1

modload I 30-Jan-94  I 16-Feb-94  I 28-Feb-94  1 3 I 115.3

motd 3-Feb-92 5-Jun-92 Zl- Jan-93 3 -505.7
motd Zl-Feb-92 Zl-Feb-92 Zl-Feb-92 1 -611.4
etc/motd 3-Feb-92 28-Jul-92 Zl-Jan-93 2 -4529

mouse I 23-Sep-94  I 2-Apr-95  1 II-Ott-95 I 2 I 524.6 1

mult 14Jun-92 l- JuI-93 20-May-94 10 -114.8
mdt/div bug 15-h~-93 5-Jau-94 ZO-May-94 4 -827.1
muh bug 14Jun-92 26-Feb-93 5-act-93 6 -239.9

news 22-Feb-93 25-Jan-94 4Nov-94 3 93.3
usr/Iib/news/sys 22Feb-93 22-Feb-93 22-Feb-93 1 -244.4
long newspyoup  name 22-Mar-94 22-Mar-94 22-Mar-94  1 148.6
newsh 4Nov-94 4-Now-94 ANnv-94 1 375.6

252

iTable A.L D 
12-Mar-91 16-Jun-94 23-Dec-95 72 234.9 

L 15-Apr-93 10-Oct-95 35 -191.5 
\far-94 l-Mar-94 3 127.6 

14-]an-92 15-Nov-94 23-Dec-95 6 386.8 
— 27-Dec-94 27-Dec-94   | 3 1     428.6     1 

27-Uec-94 lv-Mar-io /-|un-y3     | i 1     oiu.y     | 
 i. ,   „, .    .         n<r «"» » # nc     1 •« 1         eiz n        1 

Imail 14-NOV-89 26-|un-94 28-Dec-95 333 245.2 
massmail 5-Mar-92 5-Mar-92 5-Mar-92 1 -598.4 
secretmail 7-Apr-92 17-Oct-92 20-Sep-93 3 -372.4 
mail attempt 8-Mar-93 8-Mar-93 8-Mar-93 1 -230.4 
mail spoofing 14-NOV-89 18-Apr-94 28-Dec-95 210 176.3 
mail bombs 5-Oct-90 19-AUR-94 ll-Dec-95 44 299.2 
mail fraud 29-Nov-94 29-Nov-94 29-Nov-94 1 400.6 
mailrace 23-Mar-94 18-Dec-94 28-Sep-95 36 420.4 
binmail 23-Mar-94 21-Dec-94 13-Dec-95 39 423.3 
modify mau alias 10-Tan-95 lO-Jan-95 10-Tan-95 1 442.6 
mail abuse 30-Jan-92 23-Feb-95 ll-Dec-95 28 487.0 
anon mail 10-Apr-95 10-Apt-95 10-Apr-95 1 53Z6 
mail subscriptions 5-|an-95 7-Aug-95 28-Dec-95 4 6521 
mail spam 27-Sep-95 27-Sep-95 27-Sep-95 1 702.6 

dev/mem 18-M-90 18-H-90 18-H-90 1 -1194.4 
kmezn 3-?an-94 l-Sep-94 l-May-95 2 31Z1 



able Al. Methods of Operation (Continued) I E

Ilk

CliUlU

nis attack
XliS

nis attempt

nfs exports, exports

Report  1 Mean Report I Last Report IIncidents Delta

1 4May-90  I 29-Jun-94  I 19-Dee-95  I I103 248.0
1 4May-90 I 4May-90 I 4May-90 I 1 -1269.4

24Feb-92 -24Fet-j-92 1 24Feb-92 1 1 -608.4
15-Apr-92 16-May-94  I ZO-Nov-95  I 39 203.9
17-JIM-92 ZO-Jul -94 J 19-Dee-95 I 35 268.7
22-Dee-92 I-Novr-94 1 25-Ott-95 1 27 3728

1-94 1 ZO-Dee-95 1 138 229.5
I 24-~an-Y~  I ZS-Apr-92  I 27-]ul-92  1 2 -546.9

m 1 -73.4

lnfs 1 20-sep-90  I IO-jllr

l&naQps 1 1&‘b~~-93 1 K&lb&‘3 1 ~~-AuJ@ 1

showmount 1 7-Nov-91 1 7-Jan-94 1
--_ -.

6-Apr-95 6 75.1
mountd probes I 7-Feb-94 I 7-Peb-94 1 7-Feb-94 1 105.6

94 4 114.6

lnfs bug 1 l%hg-94  I 14Nov-94  I 28-Feb-95  I 4 386.1

net&d I 13-Apr-92  I 13-Apr-92  I 13-Apr-92  I 1 I -559.4 I

lmrp 1 22-Ott-94 1 II-Nov-94 1 I-Dee-94 1 2 1 3826 j

1 29-Jun-89  1 2 9 - J u n - 8 9  1 29-  7~1-89 1 1 1 -1578.4 [

rdist 8-Now91 23-Nov-93 27-Now95 81 30.1
rdist 8-Now91 15-Nov-93 27-Nov-95 77 223
rdist attempt 15-Jul-93 3-Apr-94 22-Dee-94 2 161.1
rdist attack IZ-act-93 2May-94 Zl-Nov-94 2 190.1

rexd 13-Mar-92 16-Dee-93 31-Tall-95 8 53.1
rexd 13-Mar-92 24Aug-93 2-khqy-94 6 -60.6
rerd attack lC!Sep-94 14!Sep-94 14&p-94 1 324.6
rexd attempt 31-Jau-95 31-Jan-95 31-Jan-95 1 463.6
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mount 16-Aug-93 16-Feb-94 23-Jun-1 

expsh 25-Mar-94 25-Mai-94 25-Mat-94 1 151.6 
nfs mount attempts 30-M-92 30-May-94 10-Oct-95 12 217.8 
mountd attempts 14-Feb-94 5-|un-94 27-Oct-94 5 224.4 
nfs attempts 20-Sep-90 7-]un-94 14-Sep-95 34 226.2 
nfs attack 2-]un-92 15-Tun-94 20-Dec-95 30 234.2 
automounter attempts 22-Jun-94 22-Jun-94 22-|un-94 1 240.6 
nfs mount attempts 7-Jul-92 27-]un-94 4-Jun-95 4 246.4 
nfs 17-M-91 8-Aug-94 28-NOV-95 32 288.5 
mountd 24-Feb-92 25-Oct-94 14-Sep-95 12 366.0 

Iping l-Oct-88 10-Oct-93 31-Oct-95 14 -14.2 
ping attack 29-Iul-91 29-|ul-91 29-Jul-91 1 -818.4 
ping l-Oct-88 13-NOV-93 31-Oct-95 9 19.6 
ping flood 4-Feb-93 15-Dec-93 ll-Nov-94 3 523 
ping bombs 7-Aug-94 7-Aug-94 7-Aug-94 1 286.6 

Ipipe 19-May-95 19-May-95 19-May-95 1 571.6     | 

Iportmap 13-Nov-90 22-Dec-94 13-Dec-95 44 424.5 
portmapper 13-Nov-90 23-Aug-93 8-Aug-94 9 -62.3 
scans 4-Nov-94 26-Mar-95 23-Aug-95 4 518.1 
potxmap 14-Jun-94 28-Mar-95 13-Dec-95 20 519.8 
poitmap attempts 10-Aug-94 16-Apr-95 21-NOV-95 4 538.6 
port scan 6-Apr-95 14-Aug-95 4-Dec-95 7 659.2 

6-Sep-95    I    6-Sep-95    |    6-Sep-95    |      1      |     681.6     | \P* 



‘able
St Report [Incidents) Delta 1

I

I First Report 1 Mean Report 1 La

,I-,au-72
31-lau-95
19+Il-95 19+In-95 19+ul-95 1 6026
4+l-95 CJul-95 4+l-95 1 617.6

24Apr-95 21-Jul-95 18-Ott-95 2 635.1

20-Aug-95 20~Sep-95  1 22-Ott-95  1 2 1 696.1 1

14Mat-90 17-AUR-93 11-Jan-95 5 -68.2
14Mat-90 25-Mar-93 11-Tall-95 3 -212.7
21-Feb-94 21-Fcb-94 21-Feb-94 1 119.6
20-Apr-94 20-Apr-94 20-Ape94 1 177.6

:etho& of operation  (Continued)

LeXU

exec attempts
CXCC
site excc
fCXCC

rcxcc attanpts

nvall
rwall
rwall  spoofing

nvalld

c probes
X&X

rpc attempt

lpc  scans

16-Jul-94  I 16-jul-34  1 1 1 264.6 1, lo-,ul-Y4  ,
--_ ^_ 1 l-Jau-95 6-Dee95 15 434.1

’ a Tan-95 13-Dee-95 7 434.6

, a-,au-7, , o-Ian-95 8+l-95 1 440.6

I ,.I XI  nn I 19&w-

1 Z-Mar-Y4
1 12-Mar-93 1 L-,
I nrmnc I a,

94 1 19-De95  1 40 1 329.8 1 1A. I-

Jr&in attack 1 , l&F&-Y3  -_ -. -a 1 A.  18-Feb-93  7 * nr 1 ’ 18-Feb-93 1 -248.4
26-Feb-93 1 -240.4

pogin  councctious 1 14-3ep-Y4
;;&i xp- , 1 30-Nov-95  14&p-94 26 1 324.6 338.4

nh attempt

SCdtdl

SClldrmil

smdmail  debug
scudmailattacks

1 24plMY  1 zz-JukY4  I lu-

1 1-Apr-90 1 12-.’  n1 ’ *’
.C

1 l-Sep-89 25quL94 26-Dee95 447 274.3
1 5-Des-88 8-May-94 16-Dee95 157 196.5

- ._--- e-v.-. - - ,&c-95 34 271.0
AURY4 Lo-De95 51 291.6

shutdown

snmp

cmp attack
snlnp
sump attempt

1 9-Mu-92 1 CAup92 1 JO-Dee92 1 2 1 -446.4 1

-sm. ,... 1 22-Apr-94 25-Aug-95 15 180.3
15-Feb-90 1 -1347.4
16+u-94 1 83.6
2-May-94 1 189.6
7-Aug-95 5 216.0

. 25-&g-95 7 385.5

2-Sep-93 2-act-94 9-sep-95 5 3428

2&p-93 2-Sep-93 2-Sep-93 1 -524

20-May-94  a - ^I1 cl-Jan-Y3 2%Aug-95 2 437.6
I _^.S  -.IY-May-Y4 1 13+Il-95 9+-J-95 2 445.6

suid 1 17-Aug-94 1 17-Aup 1 17-Aug-94 1 1 I 296.6 [

syslog 1 12-Nov-95 1 12-Nov-95 1 12-Nov-95 1 1 1 748.6 [
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T 

31-Tan-95    1    31-Tan-95    1       1       |    463.6~] 

Imc 25-M-91 16-Aug-94 13-Dec-95 35 295.9 

roc eetport 12-Mar-93 12-Mar-93 12-Mar-93 1 -226.4 

roc mountd attack 28-May-92 17-Apr-93 26-Apr-94 3 -190.4 

sunrpc 25-Jul-91 7-Oct-93 21-Dec-94 4 -16.6 

rpc rusers connections 29-Dec-93 29-Dec-93 29-Dec-93 1 65.6 

roc info 16-Auj5-93 23-May-94 28-Feb-95 1 211.1 

roe toolkit 30-Tun-94 30-|un-94 30-Jun-94 1 248.6 

Irsh/rlogin 40-JYiar-vu 

Irsh/login attack Zö-i-eb-w Vi   I   z zo-rcD-vj 

rsh/loein 25-Tul-94 15-Oct-94 6-lan-95 2 356.1 

29-|UH-9A 
in_TV,-_nc -I 470.6 

Irsb. 22-Jun-94 ll-Tun-95 24-Oct-95 5 595.2 

Isendmafl attempt 
W12 

13-Mar-vu 13-aep-y» 
6-Tun-94    |    8-Aug-95    1    4-Dec-95 

ÄU-L«t*7J 

18 652.9 a 
|smtp 

mconnect 
smtp port 
smtp attack 
smtp 
smtp attempt 

15-feD-w 
15-Feb-90 
16-]an-94 
2-May-94 
25-Jul-91 
9-|un-94 

15-Feb-90 
16-Tan-94 
2-May-94 

28-May-94 
13-NOV-94 



-. -.

I 15M-94  1 1 I 263.6

-. --- .--.-
1 16-Au+95 I 2 425.6

.oct-94 1 19-1~1-95 1 4 1 3524 117-Mlr-94 ll-
1 17-M-94  1 1 I 2606 I

1;

a- ,.a.  _. ---.-

, l-Dee-94 1 4026
r-Mar-94 1 l-Nov-94 19+ll-95 2 373.1

1 14lul-93 20-Dee-95 32 1 -1022
1 I-Apr-90 I-Apr-90 1 1 -13024

tcp packets bombs
tcu

, *-y--a , - , --....

14 -241.6
I XL-on I 1 I -11474 I

-- --. _--.-
. -* . . , -. --r . 1 14&p-94 1 324.6
51ul-92 1 18-Scp-94 1 4Nov-95 3 1 328.6

I 19X.r1-94 I 1 I 329.6 I
__ I_ _. --_ ._

. --- - .
7-Dee94 1 408.6

1 4May-95 4May-95 1 556.6
i 1%Ama- 1 1 I 6626 I*---- _- , - , ----
i 6Sm-95 1 1 1 679.6

time 14lu.a-94 l%Aug-94  23-SCQ-94 3 2923

tmceroutc 1 27-May-95 1 27-May-95  1 27-May-95 1 1 1 579.6 1

utmp 1 27-Jau-95  1 27-Ian-95  1 27-1~1-95  1 1 1 459.6
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iTable A.1. Method» of Operation (Continued) 1 I First Report | Mean Report I Last Report Incidents |     Delta 

I——TTT~Z—~ I   ->o.A„n.Ql   I   19-A110-94   I   27-Dec-95   I      36     I     298.7 [source hiding 
auunc ajJiwjmiK, 

talk 

dns spoofing 
source route spooling 

tsutomo attack, tsutomo 
ip spoofing 
ip spoofing attempt 

talk abuse 
talk request 
talk attack 
talk attempts 

29-Aug-91 
in  A— Q1 
— *> 

1 e T..1  OA 

26-Sep-93 
21-Mar-94 
5-Jun-92 
3-Feb-95 

Aug- 
r7-rw-n[> 

3-Aug-94 
2-Oct-94 
17-Oct-94 
25-lul-95 

2-May-95 
13-Tan-95 
10-Oct-95 
20-NOV-95 

7-Apr-92 
7-Apr-92 

29-Dec-92 
27-Sep-94 
20-Dec-94 

l-Noy-94 
7-Apt-92 
12-Apr-94 
13-NOV-94 
20-Dec-94 
9*-rw-.Q4. 

18-Oct-95 
7-Apr-92 
25-]ul-95 
31-Dec-94 
20-Dec-94 
14-F#>h-n5 

14 

19 

134.2 

283.1 
3429 
358.4 
638.7 

373.1 
-565.4 
169.6 
385.1 
421.6 
425 1 

q 

taut DomDs 
talk flood 

|tcp ports 

1    24-Iul-94    1   27-Feb-95   |   18-Oct-95   |       9      1     491.3     1 

I    12-]ul-94    I    12-H-94 

87 socket l-Apr-90 
*-<Un-°0 

telnet l-Sep-89 24-Feb-93 20-Dec-95   
telnet attack 26-Feb-93 14-Jul-93 10-Jul-94 6 -1021 

telnet bug ll-Sep-93 ll-Sep-93 ll-Sep-93 1 -43.4 

socket 7002 10-Jul-94 10-Tul-94 10-Tiil-94 1 258.6 

telnet connections 1J-<SW>-QI1 14-.<N>n-94 

port 25 2 

telnet attempts 19-Sep-94 19-Sep-94 

telnet probes 7-Dec-94 7-TVc-n4 

port 167 4-May-95 

port 222 18-Aug-95 18-Aug-95 
A c      oe 

[LC1UCI HlfMUmiK 

time 14-|un-94 23-Jul-94 31-Aug-94 2 271.6 

bin/time 23-Sep-94 23-Sep-94 23-Sep-94 1 333.6     | 

Itftp l-Oct-88 5-Dec-92 25-NOV-95 238 -3227 

tftp attacks 24-Jul-89 7-Oct-92 25-NOV-95 64 -381.5 

tftp attempts S-Nov-89 14-Dec-92 22-Sep-95 143 -313.8 

tftp l-Oct-88 9-Feb-93 17-NOV-95 30 -256.9 

automated tftp 15-May-94 15-May-94 15-May-94 1 2026 

1 trusted hosts 5-Dec-88 4-Jul-93 24-Dec-95 249 -1122 

etc.hosts 16-Feb-90 29-Sep-91 ll-May-93 2 -756.4 

gethost 5-NOV-91 5-NOV-91 5-NOV-91 1 -719.4 

show hosts 2-Oct-92 2-Oct-92 2-Oct-92 1 -387.4 

hosts.equiv l-Sep-89 28-Oct-92 28-Sep-95 52 -361.3 

.rhosts, .rhost attempt 5-Dec-88 16-Aug-93 24-Dec-95 210 -68.8 

trusted hosts attack 21-Mar-94 5-NOV-94 6-Feb-95 5 377.4 

hosts.allow 15-Aug-95 15-Aug-95 15-Aug-95 1 659.6 



able A.I. Methods of Operation (Continued) I Fint Report I Mean Report I Last Report IIncidentsI Delta

udp 23-May-94 11-Mar-95 22-act-95 8 503.5

udp 23-May-94 16-Feb-95 22-act-95 4 479.6

udp attempts 18-Jan-95 4Apr-95 23-1~95 4 527.4

uucp 27-!&p-90 9-Dee-92 23-act-95 9 -319.3

uucp attempt 27-Sep-90 II-Aug-91 24-1~1~92 2 -805.4

uucp 20-Aug-91 27-Apr-93 23-act-95 7 -180.4

wi.udows nt 1 21-Dee-95 1 24Dec-95 I m-k-95 I 7 I 79n f., __ -__ __ , _ , . s-.-l

X
XtilC
XllR5  bug
xl1 attack

13+n-91 1 26-Dee-93 1 3%Nnv-95- _.-_ _- I 11-- I h7fi  Iv-v

13-Ian-91  1I_ 1%km-91-- ,--- 13+l-91 1 -1015.4
20-May- 92 1 20-May-92 20-May-92 1 -522.4
13-AUK-93 1 16-Aug-93 1 19-Aug-93 1 2 1 -69.4
-_

-. - - an-94 1 15-Feb-94 1 2 1 93.1

pp4 ypx attempts

ypbind
ypbrcak

19-1~11-92 28+l-94 19-Dee-95  15 277.0
lo-act-94 lo-act-94 lo-act-94 1 350.6
14oct-94 ICOct-94 14oct-94 1 354.6

misc/unkllown I 7~.o*r-89  1 S-Nov-93

Plromptcr
&ddmp
hhstore I 15-Apr-91 I 15-Apr-91  , __ --r- _ _ ,

1 9-May-92 1 l-Jun-92  1 ; 1 -5329

-- -- -_ 8-Dee-95 26 15.3
1 20-&p-89 2&%p-89 20&p-89 1 -1495.4
1 19-Dee-90 19-Dee-90 19-Dee-90 1 -1040.4

15Am-91 1 -923.4
[rightslist  dat

sysuaf
KVMSllf
systest

17-Apt-92
20-May-92

I-Jun-92
13+&92
29-jul-92

20-May-92 20-May-92 1 -522.4
l-]un-92 l-jun-92 1 -510.4
13+l-92 13-lul-92 1 -468.4
29-Jul-92 29-lul-92 1 -4524

lasivatdetc

E discovexy  applicatiml
1 26-Feb-93 1 26-Feb-93
I 19-May-93 I 19-May-93
I  %A110-93  I  3-Auo-93_ ___ __ - __- .-

6-Apr-94 I 6-Apt-94
17-May-94 I 17-May-94prc

neiLhug 17-May-94 17-May-94 17-May-94 1 204.6
aup  abuse 18-May-94 18-May-94 H-May-94 1 205.6
watch 23-Mar-93 l-Iul-94 lo-act-95 2 250.1

26-Feh-93 1 -240.4
19-May-93 1 -158.4
1Aup 1 -82.4
6-Apt-94 1 163.6

17-May-94 1 204.6

256

EE 

xtrek 25-Mat-94 25-Mar-94 25-Mar-94 1 151.6 

xcat ll-Apr-94 ll-Apr-94 ll-Apr-94 1 168.6 

x attack 13-Apr-95 13-Apr-95 13-Apr-95 1 535.6 

xkey ll-May-95 ll-May-95 ll-May-95 1 563.6 

X 23-NOV-95 23-NOV-95 23-NOV-95 1 759.6 

yppasswd 

9-Mar-92 
9-Mar-92 

27-Tan-94 
21-|un-92 

19-Dec-95 
4-Oct-92 

69 94.8 
-489.9 

ypxfer 4-NOV-92 4-NOV-92 4-N0V-92 -354.4 

JE. 3-Tul-92 21-Sep-93 8-]an-95 18 -3Z6 

ypsnarf 6-Oct-92 12-Oct-93 23-Sep-94 -12.3 

JPJ apt 24-Sep-93 31-Oct-93 8-Dec-93 7.1 

ypserv, ypserv attack 22-Apr-93 26-Mar-94 12-Dec-94 17 153.1 

ypcat 17-May-93 20-May-94 8-Dec-95 207.8 

inn bug attempt 5-Jul-94 5-Tul-94 5-Iul-94 1 [    253.6 
simlink attempt ll-Oct-94 ll-Oct-94 ll-Oct-94 1 351.6 
selection service 6-May-95 6-May-95 6-May-95 1 558.6 
ropt 4-Sep-95 10-Oct-95 21-NOV-95 3 716.3 
popper 23-Oct-95 23-Oct-95 23-Oct-95 1 728.6 
rbone 17-NOV-95 17-NOV-95 17-NOV-95 1 753.6 
tprof 8-Dec-95 8-Dec-95 8-Dec-95 1 774.6 



,

Table kl. Methoda  of Operation (Continued) I 1 First Report I Mean Report I Last  Report IIncidmts( Delta

n-93 1 28-Dee-95 1 938 1 -131.1
89 I 1 I -1495.4 1

I l-Ott-88

login attanpts

breakin 1 23-Aug-90 1 1
root breakin 1 l-Ott-88 1 1

16-Feb-94 7-Dee-95 31 124.7

I-NW-94 2 26264Mar-94 14-J&94
l-ju.n-90 19-Aup!

23-Sep-94  23-Sep-94  1 23&p-94  1 1
34 1 28-Dee-95 1 143 298.9

1 333.6
liStSXVCCS 1 14~~1-95 1 147~11-95 1 14]un-95 1 1 597.6

II-Aug-95 1 5-Dee-95 1 2 675.6

router attack
d o s  attac attanpq  dos threat
account misuse

lbbs post& 1 27-May-95  1 Z

I type of account I I 1 5-h-88  1

17 1 2-Aug-89  1 5-May-94  1 26-Dee-95  1 419 1 193.2 [

I 257

[password vulnerability l-Oct-88 15-Tu 

password change 22-Feb-91 30-Aug-92 l-Nov-94 22 -420.1 

weak password^) 5-Dec-88 25-Nov-92 22-Dec-95 156 -332.5 

no password^ 5-Dec-88 7-Mar-93 21-Dec-95 61 -231.4 

password cracking l-Oct-88 lO-Jun-93 28-Dec-95 448 -136.4 
shared password 10-Tun-91 ll-Iul-93 13-Aug-95 11 -104.6 

password file 4-Dec-88 22-Jul-93 26-Dec-95 592 -93.6 
default passwords 22-Feb-93 10-Dec-93 27-Sep-94 2 46.6 
stolen password 6-Aug-93 7-Feb-94 9-Aug-94 3 105.6 
cracked password 10-Feb-94 5-Mar-94 29-Mar-94 2 1321 
password(s) 7-H-93 16-Mar-94 23-NOV-94 2 142.6 
captured password 8-Apr-94 8-Apr-94 8-Apr-94 1 165.6 
shared account 16-Feb-90 10-May-94 13-Dec-95 19 197.8 
eeprom password 4-Jul-94 4-Tul-94 4-Jul-94 1 252.6 
password -f 20-May-94 6-Dec-94 16-Sep-95 3 407.9 
passwdrace 14-Sep-95 14-Sep-95 14-Sep-95 1 689.6 

' 1 student research project 3-Dec-90 3-Dec-90 3-Dec-90 1 -1056.4 
27-Tan-89 16-Jun-93 24-Dec-95 1080 -130.1 

account breakin 7-Dec-88 29-M-93 30-Dec-95 864 -87.2 
probes l-Sep-93 l-Sep-93 l-Sep-93 1 -53.4 

l-Iul-93 

l6-Oct-93 21-Dec-95 187 -7.9 
Ll-Dec-93 26-Dec-95 1188 48.0 

misuse 31-Dec-93 15-H-94 6 67.8 
infrastructure attack . l-Feb-94 2-Feb-94 3-Feb-94 2 100.6 

prank call 17-Mar-94 17-Mar-94 17-Mar-94 1 143.6 
bbs, hacker bbs 6-Mar-94 24-Mar-94 12-Apr-94 2 151.1 

31-Jan-90 
22-M-93 24-Dec-95 223 -94.4 

parity account 31-Tan-90 31-Jan-90 1 -1362.4 
demo account 28-May-90 28-May-90 28-May-90 1 -1245.4 
guest account 25-Aug-89 15-Tun-91 13-NOV-95 35 -861.5 
sync, sync account 5-Dec-88 21-May-92 24-Dec-95 38 -520.9 
field account, field 7-Dec-90 10-Aug-92 15-Apr-94 2 -439.9 
me account 26-Feb-93 10-Apr-93 24-May-93 2 -196.9 
system account 5-Dec-88 23-Jun-93 21-Dec-95 53 -123.0 
lp account 13-Jun-93 29-Tan-94 25-May-94 3 97.3 
bin account 25-May-94 25-May-94 25-May-94 1 212.6 
user account l-Apr-90 6-H-94 20-Dec-95 121 254.7 
uucp account 21-Dec-94 21-Dec-94 21-Dec-94 1 422.6 
nobody 27-Oct-95 27-Oct-95 27-Oct-95 1 732.6 

| corruption of information                                    | 2-Aug-89 3-Jan-94 26-Dec-95 170 71.2 
rm-rf l-Apr-90 l-Apr-90 l-Apr-90 1 -130Z4 
shared files deleted 9-Mar-92 9-Mar-92 9-Mar-92 1 -594.4 
systems files deleted ll-Feb-92 25-Apr-93 14-Sep-94 3 -182.1 
suspicious files 10-Sep-93 10-Sep-93 10-Sep-93 1 -44.4 
files deleted 21-Dec-89 7-Dec-93 13-Dec-95 71 44.1 



able Al. Methoda  of Operation (Continued) I First Report I Last Report I Mean Report (Incidents~ Delta

I theft of service
I 1 6-Dee-88  1 :!9-Mar-94  1 22-Dee-9

bs nr!wsmll” I  942-91  I  24*-fr-----------r
800# abuse
high phone bill
illegal bbs

‘5
-. I- _- . 91 24&p-91
21-hm-90 lo-act-91 22-Apr-94
18&p-92  18&p-92  18-Sep-92
5-Dee-92 5-Dee-92 5-Dee-92

290 155.9
2 -761.4
3 -745.4
1 401.4
1 -323.4

xzi

unauthorized gateway use
mud

1 3-Feb-93  I 3 - F e b - 9 3
1 25-hll-91  I  l & M a r - 9 3

1
4

fidonet abuse
chain letter
hbs abuse
ftp abuse, anon ftp abuse

Iaccount  added

- - -  _-. _. I

i 12-lul-93  I 12-lul-93 I I -104:;  1112-Jul-93  , 4
6-Dee-88  5-N<

26-Apr-94 26-Apr-94
7-Mu-90 5-May-94

0~93 1 26+i-95 1 14 1 123 1
1

263
1 23-Aug-94  1 23-Aug-94  1 23-Aup  1 1 3026

of service I lo-Ms-90 17-Ms-94 15-act-95 6 144.1
deleted accounts lo-Mar-90 9-Mar-93 15-act-95 3 -229.1
halt system 14&p-94 14&Q-94 14&p-94 1 324.6
system crash 5-May-95 30-hsfl-95 25-Aug-95 2 613.6

objectives 1 17-Apt-91 I 13-Mar-94 I lbNov-95  I 56 I 140.2  1

258

Icorruption of information (continued) 2-Aug-89 3-Jan-94 26-Dec-95 170 71.2 
modify logs, deleted logs 2-Aug-89 28-Jan-94 26-Dec-95 103 95.8 
all files deleted 23-Mar-93 9-Mar-94 24-Feb-95 2 136.1 
gopher files replaced 14-Jun-94 14-Jun-94 14-Jun-94 1 2326 
files 18-Jan-95 18-Jan-95 18-Jan-95 1 450.6 
cert.org summary cancel attempt 27-Tul-95 27-Jul-95 27-M-95 1 640.6 
remove netnews messages 31-Tul-95 31-Tul-95 31-Tul-95 2 644.6 
forge 12-NOV-95 12-NOV-95 12-NOV-95 1 748.6 

| disclosure of information l-Apr-90 20-Jul-94 22-Dec-95 252 269.5 
credit report (stolen) 9-Dec-91 9-Jan-92 9-Feb-92 2 -654.4 
info on bbs 17-Aug-92 17-Aug-92 17-Aug-92 1 -433.4 
disclosure issue 24-Feb-93 24-Feb-93 24-Feb-93 1 -2424 
software piracy l-Apr-90 28-Jul-94 22-Dec-95 221 276.6 
credit report on ire 4-Sep-94 4-Sep-94 4-Sep-94 1 314.6 
logs sent around net 21-Sep-94 21-Sep-94 21-Sep-94 1 331.6 
warez 17-]un-92 13-NOV-94 22-Dec-95 73 385.3 
alt.2600 posting 4-Mar-95 22-Mar-95 18-Apr-95 3 513.9 
copied files 16-Mar-95 16-Jun-95 17-Sep-95 2 600.1 

| financial gain                                                            1 17-Apr-91 15-Mar-94 16-NOV-95 44 141.7 
industrial sabatoge 12-NOV-92 12-NOV-92 12-NOV-92 1 -346.4 
extrusion threat 2-Dec-92 31-Mar-93 29-Tul-93 2 -206.9 
scam 22-Feb-93 28-Sep-93 21-Jan-94 3 -26.4 
fraud ll-Tul-93 2-NOV-93 l-Jun-94 3 8.9 
credit card fraud 17-Apr-91 24-NOV-93 16-NOV-95 27 30.6 
industrial espionage 25-Jul-94 25-H-94 25-Tul-94 1 273.6 
embezzlement 29-NOV-94 29-NOV-94 29-NOV-94 1 400.6 
isp rivalry, isp 20-Jun-95 5-Tul-95 27-Jul-95 6 619.3 

| damage I 7-Oct-93 7-Tan-95 9-NOV-95 12 439.9 
harassment 7-Oct-93 7-Oct-93 7-Oct-93 1 -17.4 
damage 30-Jun-94 30-Jun-94 30-Jun-94 1 248.6 
threat lO-Jan-94 26-Jan-95 8-NOV-95 8 458.9 
arson threat 17-H-95 17-H-95 17-Tul-95 1 630.6 
feud 9-NOV-95 9-NOV-95 9-NOV-95 1 745.6 
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Figure A.l. Range  and Mean Incident Start for Methods of Operation - Attackers
Large  black squares  mdicate  the mean  reportrag date of the mc&nts  m that cntegorg.  The 6rst and last repok  dates are mdicated  by the vertwal
line. The number of incident  records which record the pprtlcular corrective pcnon  M given by the numbers at the bottom of each column in the
chnrr The  letters and numbers nt the bottom of the chart mdicate  the specific methods of operatton  or groups as follows:

A - All Incidents 3 - “SW” cracker s-“gmkn I3 - Mimick
B - All Attackers 4 - “lori” 9 - Portland hacker 14 - “cracker buster
C - All Hackers 5 - Dutch hackers 10 - “crackerhack” 15 - “Olga”
1 - “Caries” 6 - “code blue” 11 - Danish hackers D-AllVandals-
2 - Australian hackers 7 - ((majr ~-VW Former Employees
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Figure AZ. Range and Mean Incident Statt for Methods of Operation - Tools - Part 1
Large  black squares indicate the mean *porting  date  of the incidents in that category.  ?he  first and Lxst  repoctmg dates M mdicated  by the vertical
line. The number of incident records which record the puticulu  corrective &on  M given by the numbers at the bottom of each column in the
chast.  The letten  and numbers at the bottom of the chart indicate the specific methods of operation or groups as follows:

A - All Incidents E-Togetroot 4-glixme I3 - explota tion script
B - All Tools 1 - momnprogram 5 - getmor F - Keystroke logging
C - All User commands 2 - scr script 6-chd G - Logic bomb
D - All Scripts or Programs 3 - chesstool 7-hot
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Figure A3. Range  and Mean Incident Start for Methods of Operation - Tools - Part 2
Large  black squares indicate the mean  ccportmg date of the m&dents  m that category. The tint and last reporting dates M indicated by the vertical
lme.
chart

‘The number of kdent  rwax-dr which record the part~culnr  corrective action M given by the numbers nt the bottom of each column m the
?he  letters and numbers at the bottnm of the chart indicate the specific  methods of operntron  or groups as follows:

A - All Incidents 3 - nuke program (icmp) 6 - dev/nit
B - All Tools 4 - ffash program, ANSI escape 7 - ari
c - Au scripts or ProgTams sequences s-aknit
D - All DOS Tools 5 - pmcmshprogram 9 - sniffer
1 - crashme E - Cnckpassword 10 - tap
2 - lab  program to crash system

.  .  .  .  .  .  . .-...t  . . . . . . . . .. . . . . . . . + . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . i _.______,...  +t __._..._I  . . . .._...  ___.._.;  _____ . . . . ._.._.__  /
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1 7O;lili3i5;2;1 1 I I I ,

A B C D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure A.4. Range and Mean Incident Start for Methods of Operation - Tools - pm 3
w black s-s idice  the mm reporting  date of the incidents in that category. The  first nnd  lnrt rrpo&g  &S M indiaed by the v&&
line. ‘lb m-nber  of ihdcnt  rmxds which record the pnrticulnr COCL-&VC  CUO~  ~fc gmcn  by the numberr  *t the bottom of .--h column  h t~,~
char-~  ‘h 1etta-s ad amber 9* the bottom of the chart indicate the specific methods of operation ot gcoupr  ~ follows:

A - All Incidents
B - AU Tools

2-trojanrcp
3 - trojan image

7-trojangame 12 - trojan Ipr

C - AU Scripts or Prugrams
8 - trojan sendmail

D - All Trojan Horses
4 - trojan xnetd

l3-trojansh

5 - trojan sysman
9 - trojan pkzip
10 - trojan keyenvny

14-trojanftp

1 - Trojan, unspecified 6 - trojan uucp 11 - trojan telnet
l5-trojanrsh
16 - trojan  sync
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Figure A.5 Range and Mean Incident Start for Methods of Operation - Tools  - Part 4
Large black squarer mdicatc  the mean  reporting date of the incidents in that cntegorp.  The first and lpst  mporting  dates M indicated by the ~ertd

tine. The number of incident records which record the particular  comctive  a&on ram gken  by the numbers at the bottom of each column in the
chart The lctten and numbers at the bottom of the chart indicate the specific methods of operation or groups  01 follow:

A - All Incidents 2 - Trojan crontab 7 - Trojan shutdown 12 - Trojan mail
B - All Tools 3 - Trojan named 8 - Trojan attempt 13 - Trojan time
C - AU Scripts or Programs 4 - Trojan login 9 - Trojan su 14 - Trojan ps
D - All Trojan Horses
1 - Trojan lpd
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5 - Trojan libc 10 - Trojan q-wrapper 15 - Trojan rexecd
6 - Trojan wu-ftpd 11 - Trojan csh
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Figure A.6. Range and Mean Incident Start for Methods of Operation - Tools - Part 5
L.qe black rqunrcs indicate the mean  reporting date of the incidents in that  category. ‘Ike first and last repottug  dates M indicated by the vertical
lime. The  number of incident records which record the particular corrective action LR given by the numbers at the bottom of each column in the
chin The  letters  and numbers at the bottom of the &act indicate the specific methods of operation or groups as follows:

A - AU Incidents 2 - Trojan ifconfig 7 - Trojan finger 12 - Trojan ire
B - All Tools 3 - Trojan ping 8 - Trojan find l3-Trojandf
C - AU Script or Programs 4 - Trojan loadmodule 9 - Trojan inet 14 - Trojan du
D - All Trojan Horses 5 - Trojan Is 10 - Trojan es 15 - Trojan httpd
1 - Trojan defunct, trapdoor 6 - Trojan netstat 11 - Trojan syslog
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Figure A.7. Range and Mean Incident Start for Methods of Operation - Tools - Part 6
Lnrgr:  black squares  indicate the mean repotting date of the mctdenrr  m that category. The first and last reporting dater  M mdicnted by the vertical
line. The  number of incident records which record the pprcrcuLu  corrective action axe gmen  by the numbers at the bottom of each column  in &
chnrr  The lettcn and numbers at the bottom of the chart indicate the specific methods of operation or groups as follows:

A - All Incidents D-Togetroot 3 -rootkit 4 - ISSattempt,  attack, scans
B - AU Tools 1 - limbo  kit to install Trojans E - All scanners 5 - SATANattempt,  attack, scans
C - Au Tookits 2 - toolkit - unspecified

r. . . . . . . . . . . . . . . . j. . . .
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Figure A.8. Range  and Mean Incident Start for Methods of Operation - Tools - Part 7
L.qc black squarer indicate the mean reporting date of the mcidents  in that category. The 6rst and last cepoctmg  dater  M mdicated  by the vemcal
line. The number of incident records which nxord the particular corrective action arc given by the numbers at the bottom of each column in the
chart The letters and numbers at the bottom of the chart indicntc the specific methods of operation or groups  as follows:

A - All Incidents D - All viruses 3 -Virus  in mail 4-worm
B - AU Tools 1 - choose&game E-AllWorms 5 - worm rumor
C - AU Autonomous Agents 2 - viruses
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Figure A.9. Range and Mean Incident Start for Methods of Operation - Access - Part 1
M black rquurs  indicate the mean reporting date of the incidents m that cntegoly.  The first and last rrporting  dater  M mdicated  by the vertxcai
line. The number of inadent  records which record the partacular coccective  action are given by the numbers at the bottom of each column in the
chin  The lcttcn and numbers at the bottom of the chart mdicnte the specific methods of operation or groups PI  follows:

A - All Incidents E - All autoreply
B - All Access F - All bin, shell
C - All Vulnerabilities 1 - /etc/aIias
D - All autofinder 2 - unset
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3 - bin G-Allbugs
4-alias 6 - software bug
5-ksh 7 - Cisco bug
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Figure A.10. Range and Mean Incident Start for Methods of Operation - Access - Part 2
L.arg-z  black squares mdicste the mean repottmg  date of the incidents in that catzgoq.  The first pnd  last reporting dates are indicated by the vertical
line. The number of incident records which record the particular  corrective action LCC  given by the numbers at the bottom of each column in the
hut  The letten  and numbers at the bottom of the chart  indicate  the specific methods of opemtion  or groups  PI follows:

A - All Incidents 1 - chfn/chsh 4 - misconfiguration G - All decode. uudecode
B - AU Access 2-chfn 5 - configuration 7 - uudecode
C - AU Vulnerabilities E - AU configuration 6 - weak sysadmin 8 - decode
D - All chfn/chsh 3 - open server F-Allcrontab
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Figure A-11. Range and Mean Incident Start for Methods of Operation - Access - Part 3
Large  black squares indicate the mean cepordng  date of the mcidents m that cntegorp.  The butt and but  rrpordng  dates  M indiated  by the vertxpl
line. The number of incident records which record the partzular  corrective action M pen by the numben  et the bottom of each  column in the
ck The l&ten  and numbers et the bottom of the chart indicate the rpecific methods of operation or groups  as follows:

A - Au Incidents 1 - dev/tty 4-dns F - domain
B - All Access 2-dev 5 - root namesenw corruption G-dump
C - All Vulnerabilities E-Alldns 6-dnsfraud H - emacs
D-Alldev
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3 - dns server 7 - backup dns address I - expreserve

J 4299;
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Figure kl2. Range and Mean Incident Start for Methods of Operation - Access - Part 4
Iage black squarer mdiute the mean reporting date of the mcidents  m that category. The first md last reporting dater are indicated by the vertical
he. The number of incident records which record the particular  cocrecnve  action M given by the numbers at the bottom of each column in the
ch ‘Ike letters and numbers at the bottom of the chart indicate the speci6c  methods of operation or groups as follows:

A - All Incidents 1 - finger bombs 4 - finger attempt E - fork
B - AU Access 2 - repeated fingers 5 - finger attack F - -forward
C - All Vulnerabilities 3 - finger  storms
D-Allfinger

6 - finger G-fpd

264

Jan-96 

Jan-95 

Jan-94 

Jan-93 

Jan-92 

Jin-91 

Jan-90 

Jan-89 

Jan-88 

* 
i ■! |l lj"l ■ 

  

rl f 
l1     " ■i :■ 

tl   ! ;        !        ! 
II; 

I| ■ ■ 
:■: 

1    1 

42 

j 

7a —k 2 9<i 
—i— 

40 H         !    2 I         I    iUJ—H AL J-H hJ-H i i U-u.. 42J 

ill    1 1  III 1 
1 

■ 1 
 f • 

JJ          1 ■ ; ■ I ■! ' 
Jan-94 - t1 r ■ I  1 < 1 

.__[ i LM„ 

■   : 

 L.B„. Jan-93 " ii i i ■! 
1   p 1 

-j—f~ .....  j..... •-I—i—j— " f™ -I—I-" —•   —i—j.... — —|— 

[40 78] |i9 48 j   28 |        |   1   |   1 1    |  14  |   1    |   10 1  2.J         I..6 —UJ 



Jan-96 T

Jan-93 --

Jrm-92 --’

Jan-91 --

Jan-90 --

Jan-89 --

“I”“.~~‘:..
i I

. . . . . . . . . +

,I j. . . . . .._ .i.
II i.j . . . . . . . . c

. . ,..____ +

. . . . . . . . . ..i

.--.+

.,........  +.
1 :

‘.~...  . . . . . r...

,

..p.. . . . . .

j 1

..,

f-..+.

.+ . . . . . . .

I

i i

. . .

.j . . . . . . . .

I i

._

..: . . . . . . . .

; 1

.:

I

,-+ . .._ -j...

I

‘7 . .

; 1

.: . . . . ‘.-~:.. . . . . .7
: i

i :

.i’....... + . ..I

i i

; i

j.. -... i... -.,+.

; :

j...-+.

iit:

: ;

i :

.i . . . . . . . . i... . ..i.

i :

.j.....+. . . .i.

,my...-yr-

; i

i :

‘3  . . . . . . . + . . . . . . . +.

; i :
. i i

Jul.88  ,429q  ;407tJ 11074  i178; ;98;57i3;3;3;1;4;1;3;, , , , , , , , , , i 9 ;, , i2lli7; 11;, I

A B C D 1 2 3 4 5 6 7 8 9 E 10 11 12 F

Figure hl3. Range and Mean Incident Start for Methods of Operation - Access - Part 5
Large  black squares mdicate  the mean  reportmg date  of the inadents  m that cnrcgoy.  The  lirst and last ceportmg  dater  M indicated by the vertical
line. ‘Ihc number of incident records which record the parhculsc  correctwe  action M gmen  by the numbers at the bottom of each column in the
chat The letters and numbers at the bottom of the chart mdicate  the specific methods of operataon  or groups PI  follows:

A - Ali Incidents 2-fQ
B - Aii Access 3-anonftp
C - All Vulnerabilities 4-ftpd
D-Allftp 5 - wuarchive ftp
1 - ftp attempts 6 - unauthorized  ftp

7-ftpbug 10 - gopher “more”
8 - ftp configuration 11 - gopher abuse
9-ftpattacks 12 - gopher
E - AU gopher F - All history
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Figure A.14. Range and Mean Incident Start for Methods of Operation - Access - Part 6
Lsge  black squarer  indicate the mean reporting date of the incidents in that  cntegory.  The f%xt end last reporting dater  M indicated by the vertical
line. l-he number of incident records which record the particular corrective action are given by the numbers at the bottom of each column in the
chat The ictten and numbers at the bottom of the chart  indicate the specific methods of opemtion  or groups as follows:

A - All Incidents 2 - web bots 5 - icmp packet spoofing 9 -icmp attempts
B - All Access 3 - web abuse 6 - icmp bomb F - Jdent
C - All Vuhrerabilities E-Allicmp 7-icmp G - inetd
D-Allhttp 4 - icmp packet storm 8 - icmp attack H - install
1 - http, http attempt
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Figure hl5.  Range and Mean Incident Start for Methods of Operation - Access - Part 7
Large black squarer  mdicate  the mean reportmg  date of the madents  m that category. The first and last repotig dater  are indicated by the ver&.l
line. The number of incident  records which record the partxulnr  correctme a&on M gmen by the numbers at the bottom of each column in the
chart  ‘The letters and numbers at the bottom of the chart indiate the specific methods of operation oc groups  as follows:

A - AU Incidents 1 - shared library 4 - botkillers 9 -ire bots
B - All Access 2-libc 5 - ire threats 10 - ire posting
C - All Vtierabilities F - All loadmodule 6 - ire flooding 11 - in: script
D-Allkemal G-Allirc 7 - ire abuse 12 - in: help
E-Alllibc 3 - ire 8 - in: bombs
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Figure A.16. Range  and Mean Incident Start for Methods of Operation - Access - Part 8
Large  black squares indicate the mean  reporting date of the incidents in that category. The first and last reporting dates are indicnted by the vertical
line. The number of incident records which record the particular  con-e&e  action anz  given by the numbers at the bottom of each  column in the
chart The letters snd numbers at the botrom of the chart indicate the specific methods of operation or groups as follows:

A - All Incidents 1 - /bin/login 4 - Ipd., Ipd attack G-Allmem
B - AU Access 2 - login  -f 5 - lpr 7 - /dev/mem
C - AU Vuhxerabilities 3 - klogin 6-1~ 8-kmem  .
D-Alllogin E-Alllp F - All majordomo H - AU modload
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Figure A.17. Range and Mean Incident Start for Methods of Operation - Access - Part 9
Large  black squarer indicate the mean  reportmg  date of the madents  m that category.  The first and lnrt rrpow dates  M indicated by the vertical
line. l-he number of incident ~~ordr  which record the putxulpr  corrective action M given by the numbers at the bottom of each column in the
duct  The  letters and  numbers at the bottom of the chart mdicate  the specific methods of operation or groups as follows:

A - Ail Incidents
B - All Access
C - All Vuhrerabilities
D-Allmail
1 - massmail
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2-semanail  - 7-mailrace 12 - mail subscriptions
3 - mail attempt 8 - bimnail 13 - mail spam
4 - mail spoofing 9 - modify mail alias E-Allmotd
5 - mail bombs 10 - mail abuse 14 - motd
6-mailfraud 11 - anon mail 15 - /etc/motd

A B C D E 1 2 F 3 4 5 G 6 7 8 9 10

Figure A.18. Range  and Mean Incident Start for Methods of Operation - Access - Part 10
Large  bhck squarer indicate the mean reportmg date of the incidents  in that category. The  6rst and last qocting  dates  M mdicated  by the ver~cpl
line. The number of inadent  records which record the pa&&r  corrective action anz given by the numbers at the bottom of each column in the
chatt The  letters and numbers at the bottom of the chart  indicate the specific methods of operation or groups as follows:

A - All Incidents 1 - mult/div bug 4 - long newsgroup name 7 - clients
B - All Access 2 - muit  bug 5-newsh I-n&attack
C - All Vulnerabilities F-Allnews G-ABnis 9-nis
D - All mouse 3 - /usr/lib/news/sys 6 - getpwname 10 - nis attempt
E-Allmult
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Figure A-19. Range and Mean Incident Start for Methods of Operation - Access - Part 11
k black squues  mdicatc  the mean  reportmg date of the incidents u1 that category. The first and Lxst  repottmg  dates M mdicated  by the vertical
line. The  number of mcident  records which record the parhculat  comctiw action M given by the numbers at the bottom of each column m the
chut  The letters  and numbers at the bottom of the cbatt  indii  the specific methods ofopctwion oc  groups 01 follows:

A - All Incidents 2 - &snoops 7 - nfs mount attempts 12 - nfs mount attempts
B - AU Access 3 - showmount 8 - mountd attempts l3-llfS
C - All Vulnerabilities 4 - mountd probes 9 - nfs attempts 14 - mountd
D-All& 5 - mount 10 - nfs attack 15 - nfs bug
1 - nfs exports, exports 6-expsh 11 - automounter attempts
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Figure A.20.  Range and Mean Incident Start  for Methods of Operation - Access - Part 12
Latge  black squares indicate the mean reporting date  of the incidents in that category.  The 6rst snd krt reporting dates  u-e indicated by the vertical
line. The number  of incident records which record  the particular comctive  action are given  by the numbers at the bottom of each column in the
chute The letters  and numbers  at the bottom of the cbatt  indicate the specific methods of opedon  or groups as follows:

A - All Incidents D - AlI netfind
B - AU Access E-AlIZllltp

1 - ping attack

C - All Vulnerabilities
2 - ping

4 - ping bombs

F-Allping 3 - ping flood
G - All pipe
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Figure A.21. Range  and Mean Incident Start for Methods of Operation - Access - Part 13
Large black squares  mdicate  the rne~ reporting date  of the tnadcnts  in that category. The fkst a”d last reporting dates M tndicatcd  by the verticPI
line. The  number of incident records which record the psrttcular  correctwe  action are given by the nwnbers  It the bottom of each column an the
chat.  The letters and numbers at the bottom of the chatt  indicate the speci6c  methods of operation or groups PI follows:

A - AN Incidents 1 - portmapper 5 - port scan 6 - rdist
B - All Access 2 - scans E-Allps 7 - rdist attempt
C - All Vulnerabilities 3 - portmap F-Allr, 8 - rdist attack
D - All portmap 4 - portmap  scans G-Allrdist
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JM-95 - -
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JCUI-89
I

J&IS
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Figure A.22. Range  and Mean Incident Start for Methods of Operation - Access - Part 14
Large  black squates indicate the mern reporting date  of the incidents  in dut  wty. The 6rst and last repotting  dater ate indicated by the vertical
line. The  number of incident records which record the particular corrective action LT~  given by the numbers at the bottom of each column in the
clwt  The letters and numbers St the bottom of the chart indicate the specific methods of operation or groups as follows:

A - All Incidents 1-rexd E-rurec 6 - site exec
B - All Access 2-rexdattack 4 - exec  attempts 7-rexec
C - All Vulnerabilities 3 - rexd attempt 5-exec 8 - rexec attempts
D-Allrexd
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Figure A.23. Range  and Mean Incident Start for Methods of Operation - Access - Part 15
Latgc  black squares indicate the mean repotting  date of the incidents in that category. The fust and last tcpotting  dates ate mdicated  by the vctticnl
hne. The number of incrdent  records  which tecotd the patticulnr  cortective  action M gnxn  by the numbers  at the bottom of each column  m the
chart The letters and numbers at the bottom of the chart indicate the specific methods of opemtion  or gtuups  as follows:

A - AU Incidents 1-tWall 4 - rlogin attack 8 - rsh/login
B - All Access 2 - mall spoofing 5 - rsh/login  attack 9 - rsh attempt
C - All Vulnerabilities 3-rwalld 6 - rlogin connections lo-rsh
D-AllrWall E - rsh/rlogin 7 - rlogin

A B C D 1 2 3 4 5 6 7 8 9 10

Figure A.24. Range and Mean Incident Start for Methods of Operation - Access - Patt 16
Large  black squucs  indicate the meM repot&g  date of the incidenk  in th& category. The fust end last reporting  dates M indicated by the vertiul
line.
chatt

The “umber of i”cident  tecods  which tecotd the puticulat  cottective  action ate given by the numbets  at the bottom of each colwvr m the
The letters and numbers at the bottan  of the chart indicate  the spcci6c methods of opcation  or goups  as follows:

A - Au Incidents 1 - ‘PC getport 5-rpcinfo
B - All Access

8-rpc
2 - rpc motmtd attack 6 - rpc toolkit

C - All Vtierabilities
9 - rpc attempt

3-sunrpc
D-AUrpc

7 - rpc probes 10 - ‘PC scans
4 - rpc rusers  connections
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Figure A.25. Range and Mean Incident Start for Methods of Operation - Access - Part 17
Laqc  black squares  indicate the mean  repotting date of the mcidents  in that categoty.  The Lirst Md last rcpordng  dates M indicated by the verticd
line. The number of incident records which record the ppmculpr  comcbve  action M given by the numbers at the bottom of each column  in the
chin The letters and numbers at the bottom of the chart indicate the speafic  methods of operation  or groups as follows:

A - All Incidents 1 - sendmail 5-u& 7 - smtp port
B - All Access 2 - sendmail  &bug E - All shutdown 8 - smtp attack
C - All Vulnerabilities 3 - sendmail  attacks F-AUsmQ 9-SrnQ
D - All sendmail 4 - sendmail  attempt 6 - mconnect 10 - smtp attempt
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Figure A26. Range  and Mean Incident Start  for Methods of Operation - Access - Part 18
Large black s-s indicate the mean reporting date of the incidents in that category. The  lirst and last repottmg  dates M indicated by the vertical
line. The number of incident ccconis  which record the particuku  comxtive  action arc given by the numbers  at the bottom of each column in the
chat-t. ‘lie letters and nunbexs  at the boa~m  of the chart  indicate the speci6c  methods of operation  oc  groups as followr:

A - All Incidents 1 - snmp attack F - All syslog 7 - dns spoofing
B - All Access a-smnp G - All source hiding 8 - tsutomo attack,

tsutomo
C - All Vulnerabilities 3 - snmp attempt 5 - source spoofing, attempts 9 - IP spoofing
D-AUsnmp E-All&d 6 - source route spoofing 10 - IP spoofing attempt
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Figure A31. Range and Mean Incident Start for Methods of Operation - Access - Part 23
Lqc blnck squares  mdicate  the mean  reporting date of the madents  m that  category.  The  lirst and last reporting dates  M mdicnted by the verocd
hne. The number of incident records which record the partxuhu  corrcctivc  action arc given by the numberr  at the bottom of each column in the
chut.  The lettcn and numbers at the bottom of the chart mdicntc  the specific methods of operation or groups 01 follows:

A - AU Incidents 1 - x file 4 - xterm 7 - x attack
B - All Access . 2-XllR5bug S-xtrek 8-xkey
C - All Vulnerabilities 3 - xl1 attack 6 - xcats 9 - x
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Figure A.32. Range and Mean Incident Start for Methods of Operation - Access - Part 24
Imrgc blnck s-s indice the mean  reporting  date of the mcidcnts  in that category. The  6rst and last ‘cporting  dntes  UC indicated by the vetid
line. The number of incident ~~cordr which ~cofd the par&u~ cocr&ve a&on  m g&n by he nu&ef~ at & bu of uh colm h he

chnrt. ‘Ibe lettm d nut&en  at the bottom of the chart indicate the specific methods of operation  or groups  PI ~UOWS:

A - All Incidents 1 - yppasswd
B - All Access

5 - yp attempt
2 - ypxfer

8 - ypx, ypx attempts

C - AU Vulnerabilities
6 - ypserv, ypserv attack

3-yp *
9 - ypbind

D-Allyp
7 - ypcat

I-ypsnarf
10 - ypbreak
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Figure A33. Range and Mean Incident Start for Methods of Operation - Access - Part 25
Large black squacc~  indicate the mean reporting date of the incidents in that category. The first and last mporting dates M indicated by the vertical
line. The number of incident records which record the particular  comctwe  action ace  given by the numbers at the bottom of each column in the
chart.  The letters and numbers at the bottom of the chart indicate the specific methods of operation or groups  as follows:

A - All Incidtnts 1 - prompter 5 - dynamic linking
B - All Access

9 - private/etc
2 - analimddmp 6 - sysuaf

C - All Vtierabilities
10 - intemet discovery application

3 - hhstore 7-KvMsnf 11 - .nmner
D - AU misc/unknown 4 - rightslistdat 8 - systest
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Figure A.34. Range and Mean Incident Start for Methods of Operation - Access - Part 26
Large black squares indicate  the mean reporting date of the incidents m that category. T?IC  first and last reporting dates are mdicated  by the vertxal
line. The  number of incident records which record the pati& cocccc~e  action a gwen  by the numbers at the botmm  of each column in the
chart lh lettms  anti mm-hers  at the bottom of the chart indii  the specific methods of operation  or groups as follows:

A - AU Incidents 1 - echo 5 - watch
B - All Access
C - All Vulnerabilities

$-PCC
9-ropt
10 - popper

D - AU misc/unknown
3 - neiLbug
4 - aup abuse

6 - inn bug attempt
7 - simlink service
8 - selection service

11 - .rbone
l2-tprof
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Figure A35. Range and Mean Incident Start for Methods of Operation - Access - Part 27
Large black rqures  indicate the mean  reporting date of the mcidents  m that category. The first md lnrt repottmg  dates M mdicatcd  by the vertrcal
line. The number of incident records which record the particuinr comctn~e  action are gmen by the numbers  at the bottom of each coiumn  in the
chut The letters and numbers  at the bottom of the chart indtate  the specific methods ofopecption  or groups  as follows:

A - Ali Incidents 2 - password change 7 - password file 12 - captured password
B - AU Access 3 - weak password(s) 8 - default passwords 13 - shared account
C - All Vuhrerabilities 4 - no password(s) 9 - stolen password 14 - eeprom password
D - All Passwords 5 - password cracking 10 - cracked password 15 - password -f
1 - password guessing 6 - shared password 11 - password(s) 16 - passwdrace
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Fig- A36. Range and Mean Incident Start for Methods of Operation - Access - Part 28
k black s-r hdim the man reporting date of the incidents in that catcgoxy.
line.

The tint  and last repot-t&g  dnter per indicated by the VC&~

?he number of incident ITCOIK&  which ecotd  the parti& cocr&v~  a&on M given by the numben  a the bomrn of ePch column  in the
&J-L me lette~-~ d numben  at the bottom of the chart indicate the specific methods of operation or groups  u follows:

A - All Incidents 3 - account break-in 8 - infrastructure attack
B - Ali Access 4 - probes

W - dos attack, dos attempt,
dos threat

C - AU Access level
9 - attempts

5 - break-in lo-prankcall 14 - account misuse
1 - student research project 6 - root break-in
2 - login attempts

11 - bbs, hacker bbs 15 - listservers
7 - misuse 12 - router attack 16 - bbs posting
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Figure A37. Range and Mean Incident Start for Methods of Operation - Access - Part 29

2
black squares mdicate  the mean reporting date of the mcidcnts  in that category.  The fint  and krt VOW &~CS M indicated  by  the vertical

The  number  of incident rccotds  which tccord  the pattxculnr  comctme action  M given by the numben at the bottom of each column in the
d-tart. ‘Ihe letters and numbers at the bottom of the chart indicate the specific methods of operndon  or groues PI follows:

A - All Incidents 2 - demo account 6 - me account 10 - user account
B - All Access 3 - guest account 7 - system accotmt 11 - uucp  account
C - All Type of account 4 - sync, sync account 8 - lp account 12 - nobody account
1 - parity account 5 - field, field account 9 - bin account

. . . . . i . . . . . . . . . . . I”J a n - 9 6  T”“K.F..~~--.[  r i

I: :

A B C 1 2 3 4 5 6 7 8 9 10 11 12

Figure A.38. Range and Mean Incident Start for Methods of Operation - Results - Part 1
Lprgc black squater  indicate the mean repotting date  of the incidents in that category.  The first  and last reporting dates we indicated by the VCIIXEI
line. ‘Ike number of incident records which record the particular corrective action M given by the numbers nt the bottom of each column in the
chart.  The  letters and numbers at the bottom of the chart indicate the specific methods of operation or groups  as follows:

A - All Incidents 2 - shared files deleted 7 - all files deleted 11 - remove netnews
B - All Results 3 - system files deleted 8 - gopher files deleted messages
C - All Corruption of 4 - suspicious files 9 - files 12 - forge

Information 5 - files deleted 10 - cert.org  summary
1-ml-rf 6 - modify, delete logs cancel attempt
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Figure A39. Range and Mean Incident Start for Methods of Operation - Results - Part 2
Lvgc  black squares indicate the mean rcporbng  date of the madents  m that category.  The first and last reporting dates M indicnted by the vemcpl
line.
chart

The number of madent  records  which record the ppmculpr  comct~~c  actton  M gnren  by the numbers at the bottom of each column m &,e
The letters and numben  at the bottom of the chat  indicate the spccttic  methods of operation or groups as follows:

A - All Incidents 1 - credit report (stolen) 4 - software piracy 7-ware2
B - All Results 2 - info on bbs
C - All Disclosure of Information 3 - disclosure issue

5 - credit report on ire 8 - ah2600 posting
6 - logs sent around net 9 - copied files

Jan-96 -

Jan-95 - -

Jan-94 --

Jan-93 --

Jan-92 --

Jan-91 --

Jan-90 - -

Jan-89 - - .-...._.. ._...___.  ++...<

A B C 12 34 5 6 7 8 9 10 11 D 12 13 14

Figure A.40. Range and Mean Incident Start for Methods of Operation - Results - Part 3
Large  blvk  squucr  indicate the mean  repotting date  of the incidents in that catcgoty.  The tirst and last tquting  dates  M indicated by the vettical
line.
chnrr

The number of incident records which record the partxulnr  cotrcch~e  action M given by the numbers nt the bottom of each  column in the
The letters and numbers  at the bottom of the chart indicate  the specific methods of operation or groups as follows:

A - All Incidents
B - All Results

3 - high phone bill 8 - chain letter D - All denial of service

C - All theft of service
4 - illegal bbs 9 - bbs abuse 12 - deleted accounts

1 - bogus newsgroup
5 - unauthorized  gateway use 10 - ftp abuse
6 - MUD 11 - account added

13 - halt system

2 - 800#  abuse 7 - fidonet  abuse
14 - system crash
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Figure A.41. Range and Mean Incident Start for Methods of Operation - Objectives
Lptge  black tquret mdicate  the mean  teporting  date of the incidents m that category. The  fust and last rqoting  dater  IUC  indicated bp the vetticd
lime. l-he number of incident records which tecotd  the particukr  corccctivc  action are given by the numben  at the bottom of each column in the
chna. ‘Ihe letten  and numbers  at the bottom of the chart indicate the specific methods of operation or groups  01 fdotp~:

A - All Incidents 3-scam 7 - embezzlement 10-damage
B - All Objectives 4 - fraud 8 - isp, isp rivalry 11 - threat
C - All financial gain 5 - credit card fraud D-Alldamage I2 - arson threat
1 - industrial sabotage 6 - industrial espionage 9 - harassment 13 - feud
2 - extorsion  threat
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a

Appendix B

Summary of Corrective Actions

The following pages summaries the corrective actions listed in the CERp/CC records. Table

B.l presents the data in tabular form. This table shows the following for each category:

1. First report - The reporting date of the earliest incident where the action was recorded.

2. Mean Report - The mean reporting date for all incidents where the action was recorded.

3. Last Report - The reporting date of the last incident where the action was recorded.

4. Incidents - The total number of incidents reporting the action.

5. Delta - The difference between the Mean Reporting Dates for the incidents reporting the
action and the Mean Reporting Date for all incidents.

This same data is plotted in Figures B.l to B.6. The fitst  four of these Figures present the

internal corrective actions, and the external corrective actions are presented in the last two Figures.

Of the 4,299 incidents, 1.5% (63) of the incident reports recorded no corrective actions. The

remaining 98.5% (4,236) of the incident reports record as a minimum some indication that one of

more sites involved were notified. This corrective action (notifying sites) is not listed in Table B.l

or in the Figures after that. The Table and Figures show the other corrective actions that are

recorded in 1,388 (32.3%) if the incidents in the CERT@/CC  records.

.
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1 Table B.l. Corrective Actions 1 1 F i r s t  Raort 1 MeanReoort  1 L a s t  Revort 1 I n c i d e n t s  1 Delta 1

lall I I l-act-88 1 24-Ott-93  1 30-Dee-95  I 4299 I 0.0 I

All Corrective Actions I I 1-act-88 1 lo-act-93 I 30-De-95 1 1388  1 -13.9

Internal Actions
IRestrict  System Hardware/Software

disable tfkp
disable
wrspper
close accountW

30-Nov-88 4-act-93 30-Dee-95 1137 -20.3
5-Dee-88 30-Dezc-93 30-Dee-95 674 66.6
22-  Jun-93 22- Jun-93 22-  Jun-93 1 -124.4

1- Jul-93 28-  Jul-93 25Aug-93 2 -87.9
12-Aug-93 12-Aup- 12-Aug-93 1 -73.4
I-Sm-89 29-act-93 28-k-95 460 5.1

f&Wall

cliscorulect
filter

1-Apr-90
5-Dee-88
I-Am-90

CDec-93
5-Jan-94

31-Aue-94

lo-act-95
24-Dee-95
30-Dee-95

4
124
162

40.9
728
310 6

resuict  logins 1 25-Nov-94 1 19-k-94 1 12-Jan-95 1 2 1 420.6
delete xhosts 1 22-Jul-94 1 12-Mar-95 1 31-Ott-95 1 2 1 503.6

rventive  Measures

increase  monitoring l-Sep-89 1 28-Ott-92  1 19-l

I 1 554.6
Italk to all users X-Jul-95 1 22-Aug-95 1 19-Sep-95 1 2 1 667.1

Miscellsneous  Measures
delete worm

refer to assist

I
I 22-Dee-88  I 22-Dee-88  I 22-Dee-88  I 1
1

1 -1767.4
23-Aug-93 1 23-Aug-93 1 23-Aup- 1 1 1 -62.4

External Actions l-Ott-88 23-Ott-93 30-Dee-95 478 -0.9
ITake  Action Against Intruder 5-Dee-88 lCNov-93 30-Dee-95 295 20.7

auest l-Nov-89 9-Apr-93 7-Dee-95 27 -197.6
tdk to intruder(s) s-Dee-88 2-Dee-93 30-Dee-95 273 39.2

punish 11-Apr-91 20-Nov-94 19-Dee-95 23 3921

Confi l»ure System Hardware/Software | 30-Nov-89 8-Jun-93 24-Dec-95 447 -137.5 
restrict server 27-Aug-90 3-Apr-92 21-Feb-95 38 -568.6 
change permissions 19-May-92 19-May-92 19-May-92 1 -523.4 
secure server/router 5-Dec-88 16-May-93 13-Dec-95 140 -160.8 
change password(s) 22-Aug-89 23-Tul-93 24-Dec-9S 310 -925 
change configuration 10-Aug-95 17-Sep-95 26-Oct-95 2 693.1 

|  Upgrade System Hardware/Software    | 30-NOV-88 ll-Oct-93 28-Dec-95 367 -13.0 
add traps l-Apr-90 24-May-91 16-Jul-92 2 -883.9 
patch 30-NOV-88 10-Aug-93 28-Dec-95 200 -74.5 
upgrade software 20-Sep-89 13-Dec-93 20-Dec-95 81 50.1 
reload software/system 30-Oct-89 18-Jan-94 20-Dec-95 161 86.0 

^ 5-Dec-88 22-Mar-93 19-Dec-95 245 -215.9 
spy 29-Jan-91 29-Jan-91 l-Tan-91 1 -999.4 
checklist 5-Dec-88 17-Mar-92 7-Dec-94 4 -586.1 

cops l-Apr-90 3-Jun-93 6-Aug-95 75 -1427 
crack 18-Oct-89 31-Dec-93 20-Oct-95 28 68.3 
tripwire 19-Sep-92 5-Aug-94 25-Oct-95 26 285.1 

LüC ay- JJ Ä-lviav-yj Ä-iviay-7j 

I Law Enforcement 
trace 

vesaga 
secret service 
law enforcement 
police 
fbi 

l-Oct-88 
l-Apr-90 
27-Tun-90 
l-Oct-88 
l-Oct-88 

29-Tun-89 
2-Oct-89 

30-Aug-93 
l-Apr-90 

27-Tun-90 
30-Sep-92 
24-Dec-92 
30-Aug-93 
20-Sep-93 

28-Dec-95 
l-Apr-90 

27-]un-90 
18-Apr-95 
7-Mar-95 

28-Dec-95 
6-Dec-95 

237 

19 

141 
110 

-55.4 
-130Z4 
-1215.4 
-389.2 
-304.1 
-55.4 
-33.9 
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Figure B.l. Range and Mean Incident Reporting Dates for Corrective Actions - Restrict  Syntem  Hardware/Software
Large black squsrc~ indicate the mean  repo&g  date of the m&dents  in that  cntcgory.  The  tirst and Lut reporting dates M indicated by the vertical
line. The number of incident records which record the particular  corrective action arc given by the numbers at the bottom of each column in the
chat-~ The letters and numbers nt the bottom of the chat  mdicate  the specific comctive  actions  or groups as follows:

A - AU Incidents 1 - Disable TFTP 6 - Disconnect from Internet
B - All Corrective Actions 2 - Disable FTP 7 - Filter network traffic
C - AU Internal Actions
D - All Restrict Hardware/Software Actions

3 - Install TCP wrapper 8 - Restrict logins
4 - Close account(s) 9 - Delete .rhost  file(s)
5 - Install firewall

Jan-88
4299 i 1 1388 1 i 1137 i i447f  isail/

I 1 / 140 I 310 1 2 j

A B c D 1 2 3 4 5

Figure B.2 Range and Mean Incident Reporting Dates for Corrective Actions - Configure System  Hardwarc/So&varc
hgc black squarer  indicate the mean  reporting date of the kidenk in that category. The  tint  and last reporting dater  M indicated by the vertical
line. The number of incident records which record the pwticular  corrective action u-e @en  by the numbers at the bottom of ePch column in the
chat-~ The letters and numbers at the bottom of the chart indicate the speci6c  corrective actions  or groups  as follows:

A - Au Incidents
B - AU Corrective Actions

D - AU Restrict Hardware/Sof~are  Actions
1 - Restrict server

3 - Secure server/router

C - AU Internal Actions 2 - Change permissions
4 - Change password(s)

. 5 - Change configuration
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Figure B.3. Raoge  and Mesa Incident Reporting Dates for Corrective Actions - Upgrade Syrtem Hardware/Software
Large black squares indicate the mean  reporting date of the incidents  m that category.  The first and last reportmg dates M mdicatcd  by the verticd
line. The number of incident records which record the particuhu  comctwe  pcaon M gmen by the numbers at the bottom of each column m the
chart The letters and numbers at the bottom of the chart mdicnte the specific conrctrve  actions or groups as follows:

A - All Incidents D - All Restrict Hardware/Software Actions 3 - Upgrade software
B - All Corrective Actions 1 - Add traps 4 - Reload

software/router
C - All Internal Actions 2 - Patch software
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Figure B.4. Range and Mean Incident Reporting Dates for Corrective Actions - Preventive Measures
Large blnck squares indicate the mean reporting date of the incidents in that category. ‘Ihe lirst and last repottang  dates are mdicated  by the vertical
line.
chat

The number of incident records which record the particular  corrective action are given by the numbers at the bottom of each column in the
The  letters and numbers at the bottom of the chart indicate the specific corrective actions or groups as follows:

A - All Incidents
B - All Corrective Actions

l-SPY S-Crack
2 - Checklist

C - All Internal Actions
6 - Tripwire

D - All Restrict Hardware/Software Actions
3 - Increasing monitoring
4 - cops

7 - Publish reports
8-Talktoallusers
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Figure B.5. Range and Mean Incident Reporting Dates for Comctiv~  Actions - Take Action Against
Intmder

Large black squares  indicate the mean  reporting date of the mcidents  in that categoly.  The tint and lnrt TO&  dntes M indicated by the verticd
line. The number of incident records which record the particular  corrective action are given by the numben  at the bottom of each column m the
chart The letters and numbers  nt the bottom of the &act indicate the specific comctive  pctions or group PI follows:

A - All Incidents D - AU Actions Against Intruder 2 - Talk to intruder(s)
B - All Corrective  Actions l-Arrest 3 - Punish
C - Ail External Actions
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Figure B.6. Range and Mean Incident Reporting Dates for Corrective Actions - Law Enforcement
Large black squares indicate the mean reporting date of the incidents in that category. ‘l’le first and last reporting dates PCC indicated by the vertical
line. The  number of incident records which record the particular coxrcctive action  M given by the numbers at the bottom of each column in the
chsut The letters and non&n  nt the bottom of the chart indicate the specific comctive  actions or gmups  PI follows:

A - AU Incidents l-Trace 4 - Other law enforcement
B - AU Corrective Actions 2 - Investigate 5 - Police
C - All External Actions 3 - Secret Service 6-FBI
D - All Law Enforcement Actions
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Glossary of Terms

access - est&ish  a connection to a process, file or data in transit, or to read from or write to a file

AFIWC  - the Air Force Information Warfare Center at Kelly Air Force Base, San Antonio,  TX

ANOVA - analysis of variance

ARPA - the Advanced Research Projects Agency - the Defense Department’s research agency that
funded, through their Information Processing Techniques Office @‘TO), the development of
the original Internet (at one time also known as DARPA)

ARPAuet  - the name of the original Internet funded by ARPA

attack - a single unauthorized access attempt, or unauthorized use attempt, regardless of success

authenticity - the principle that ensures that a message is received in exactly the same form in
which it is sent

autonomous agents - a program or program fragment which operates independently from the
user to exploit vulnerabilities

availability - the computers, networks and files are all working and available for use

back door - an element in a system that allows access by bypassing access controls

backup theft - theft of the backup copy of data stored on a computer

bribes - paying for unauthorized access to information

call forwarding fakery - use of call forwarding to defeat systems using dial back for security

CERT@/CC - CERT@ Coordination Center, formerly known as the Computer Emergency
Response Team Coordination Center

CIA - Central Intelligence Agency

CMU - Carnegie Mellon University

combined attacks - combining multiple attack methods together

computer security - preventing attackers from achieving objectives through unauthorized access
or unauthorized use of computers and networks

computer virus - see “virus” below

confidentiality - (secrecy) the principle that keeps information from being disclosed to anyone not
authorized  to access it

corporate raiders - employees of one company who break into compute= of comp&to~ for
financial gain

CA - corrective action - a field in the CERT@/CC  data for this incident which was used to record
keywords as to the corrective actions taken in the incident

COrruptiOn of infotiation - my unauthotied alteration of files stored on a host computer  or data

in transit across a network

COVeft  ChaIlIlel  - a communications channel that allows two coopefblg processes to &If&r

information in a manner that violates the system’s security policy
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crack - a common password cracking program

cyberspace - a popular term for the “world” of computers and networks including the Internet

DARPA - see “ARPA”

data aggregation - combining seemingly innocuous data to get confidential information

database - a large collection of data organized for rapid search and retrieval

data diddling - altering of data in an unauthorized  manner before, during, or after input into a
computer system

data in transit - packets of data that are being transmitted across a network

data tap - a device external to a network that can “listen” to the traffic on that network

degradation of service - see “denial-of-service”

denial-of-service - the intentional degradation or blocking of computer or network resources

DIA - Defense Intelligence Agency

DISA - Defense Information Systems Agency

disclosure of information -the dissemination of information to anyone who is not authorized to
access that information

distributed tool - tools that are distributed to multiple hosts, which are then coordinated to
perform an attack on a target host simultaneously after some delay

DNS - Domain Name System - Internet system which relates domain names and II’ addresses

domain - a name associated with an organization,  or part of an organization, to help identity
systems uniquely; also a sub-tree under a location in a domain name tree (DNS)

domain name - a group of labels (words or letters), separated by dots (periods) that identify a host
computer on the Internet

DSB - Defense Science ,Board

dumpster diving - searching for access codes or other sensitive information in the trash

eavesdropping on emanations - listening to electromagnetic signals surrounding computer and
network equipment (see “Van Eck radiation”)

e-mail - electronic mail

e-mail overflow - use of e-mail to flood computers with information to deny service

e-mail spoofing - sending e-mail with false information, such as the “from” block

excess privileges - obtaining capability on a system beyond that authorized

false update disks - sending a user or systems administrator a fake software update disk

fictitious people - taking on false identities

file - a collection of records or data designated by name and considered as a unit by the userFIRST - The Forum of Incident Response and Security Teams

F’I’P - file transfer protocol - a program to transfer files between computers on a network
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GAO - Government Accounting Office

get a job - defeating security by obtaining a job allowing access to privileged information or
systems

hacker - an individual who breaks into computers primarily for the challenge and status of
obtaining access

hang-up hooking - taking advantage of a modem that does not automatically hang up

harassment - using computer methods to slander or bother someone

host - a computer that communicates across the Internet

human engineering - see “social engineering”

illegal value insertion - using values out of limits to take advantage of software vulnerabilities

incident - a group of attacks that can be distinguished from other incidents because of the
distinctiveness of the attackers, and the degree of similarity of sites, techniques, and timing

induced stress failures - stressing a system to the point is begins to make errors

infrastructure interference - sending false signals to a satellite or microwave system

inf.rastructure  observation - listening to traffic on a microwave link

input overflow - taking advantage of software errors that do not properly check input bounds

integrity - protection against forgery or tampering

Internet - the world’s largest collection of networks that reaches universities, government agencies,
commercial enterprises, and military installations; It generally uses the TCP/IP  protocol suite

internetwork - a network of networks which has established methods of communication

invalid values on calls - unanticipated requests for service resulting in violations of protection

IP address - Internet Protocol address - a 32 bit number which serves as an address for a host on
the Internet

IP spoofmg - a method of attack in which an attacker forges the addresses on data packets sent
over the Internet so they appear to be coming from inside a network within which computers
trust each other

IPTO - Information Processing Techniques Office of the ARPA which funded the initial
development of the Internet

UN - local area network - a network connecting computers within a localized area such as a single
building department or site

leakage - when information ends up where it should not be

listserver - an e-mail “exploder” that sends a copy of incoming e-mail to each user on a list

logic bombs - a program, or portion of a program that triggers  when a certain logical event occurs

login spoofig - simulation of a login program in order obtain passwords

mail spam - unauthorized  or repetitive mailings that cause denial-of-service

masquerading - when one person uses the identity of another to gain access to a computer
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MO - method of operation  - a field in the CERT@/CC data for this incident which was used to
record keywords as to the severity of an incident, and tools, and v&erab&ies  used for attack

NCS - National Communications System

network services attacks - attacks against insecure network services

NSA - National Security Agency

on-line - connected to the computer network, commonly the Internet

open microphone listening - listening to a microphone that is open on the network

packet insertion - inserting  a forged packet that appears from a different source; see “IP
spoofing”

password snifi?ng - the use of a sniffer to “listen” for a password being sent across a network
unencrypted

packet watching  - see “sniffer”

password guessing - trying different guesses of passwords to defeat access controls

PBX bugging - exploiting flaws in a telephone system in order to listen to conversations when the
phone is hung up

process - a program operating on a computer; an execution of a command on a Unix system

process bypassing - bypassing the normal controls on a business process, such as inventory
control

professional crimi.naIs  - individuals who break into computers for personal financial gain

protection limit poking - checking system protections for flaws

root - the name of the superuser on a Unix system; also, the ancestor of all files on a Unix system

rootkit - an Internet toolkit containing a sniffer and Trojan horse programs to hide activity and
provide backdoors for later use

salami technique - theiprocess  of secretly and repetitively slicing away tiny amounts of money in a
way that is unlikely to be noticed

scanning - running a program that tries a set of sequentially changing numbers

script - a series of commands entered into a file which can be executed by an operating system
shell, such as a Unix shell

SEI - Software Engineering Institute at CMU (where the ClXI@/CC is located)

semaphore - a switch in an operating system program

seudmail- the Unix program  implementing the Internet standard for e-mail, the Simple Mail
Transfer Protocol (SMTP)

session hijacking - taking over an authorized user’s terminal session

shell - a command interpreter in a system such as Unix

shoulder surfing - watching someone enter a password or identification number
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site - the organizational  level used to track incidents for this research, and where the CERT@/CC
could expect to be working with the site administrator or other authority with responsibility for
the computers and networks at that site

site name - the domain name for the organization involved in an incident (a site)

suiffer - a program to monitor all data sent over a network and silently record some data

social engineering - the process of gaining privileged information by skillful lying, usually over a
telephone

software piracy - unauthorized copying of copyrighted software

spies - individuals who break into computers primarily for information which can be used for
political gain

superuser - a privileged user who has access to anything any other user has access to, plus all
system files and processes

sympathetic vibration - the use of packet feedback mechanisms in network protocols to cause a
network overload

i taxonomy - agreed upon terminologies and principles of classification in a field of inquiry

TCP/IP - Transmission Control Protocol/Internet Protocol - the suite of protocols establishing
the principle method of communication on the Internet

tehet - a program to connect to and remotely operate a computer over a network

terrorist - an individual who breaks into computers primarily to cause fear which will aid in
achieving political gain

TFT.P - trivial file transfer protocol - a program for transferring files between computers on a
network

theft of service - the unauthorized use of computer or network services without degrading the
service to other users

time bomb - a logic bomb who’s condition is based on time

timing attacks - attacks that take advantage of the timing of computer processes and operations

toll fraud networks -
distributed

networks of people shoulder surfing for information that is quickly

toolkit - a software package contains scripts, programs, or autonomous agents that exploit
vulnerabilities

traffic analysis - collection and analysis of information, particularly through the analysis of message
characteristics

trap door - see “back doors”

Trojan horse - a program that performs like a real program a user may wish to run, but also

performs unauthorized actions

tunndhg - use of one data transfer method to carry data for another methodUnix - an operating system developed by Ken Thompson and Dennis Ritchie in 1969; it is he
predominant operating system for high-performance microprocessors
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use or condition bombs - see “logic bomb”

vandals - individuals who break into computers primarily to cause damage

Van Eck radiation - electronic emanations surrounding a computer, particularly the monitor

video viewing - monitoring video signals on a network

virus - a segment of computer code that will copy its code into one or more larger “host”
programs when it is activated; it also may perform other unauthorized actions at that time

vulnerability - a flaw in a computer or network allowing unauthorized use or unauthorized access

Web site - a set of fdes on a host computer that can be linked to over the Internet using special
client software known as a Web browser

wiretapping - physically picking up data flowing across a network from outside the network

worm - an independent program that can travel from host to host across a network

ZONE - Zealot of Name Edification - a program for recording domain names and II? addresses on
the Internet
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