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Letter of Transmittal

November 22, 1985

My Dear Mr. President:

In accordance with Sec. 4(j) (1) of the National Science Foundation
Act of 1950, as amended, it is my honor to transmit to you, and through
you to the Congress, the seventh in the series of biennial Science Indica-
torsreports.

These reports are designed to display a broad base of quantitative
information about U.S. science, engineering and technology to assist national
policy makers in their decisions about how best to allocate scarce resources
to these activities.

The critical contributions of research and advanced technology devel-
opment to our international economic competitiveness and to our national
security have received clear recognition from both Government and industry
in recent years. The analyses in this report track these and related develop-
ments in some detail, thereby contributing to better understanding of the
scientific and technological enterprise.

Like its predecessors, this report provides basic information on pat-
terns and trends of R&D support and performance in the U.S. itself and in
relation to other countries, as well as data on public attitudes toward
science and technology. This report breaks new ground with chapters on
science and mathematics education at the pre-college level and on the role
of instrumentation in scientific advance.

I hope that this report will be of value to your Administration, to the
Committees of Congress, and to the science and technology policy and
research communities.

Respectfully yours,

Roland W. Schmitt

Chairman, National Science Board

The Honorable
The President of the United States
The White House

Washington, D. C. 20500 2 0 0 1 0 3 0 9 1 0 0
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Introduction

This volume is the seventh in the biennial Science Indi-
cators series initiated by the National Science Board in 1972. It
incorporates nearly fifteen years of experience in efforts to
describe and analyze our complex and often elusive sys-
tem for creating scientific and engineering knowledge and
technological products and processes.

The series aims to provide a broad base of quantitative
information about the structure and function of American
science and technology to inform national policy makers
as they make judgments about how best to allocate re-
sources to these activities.

What is it that our leaders and policy makers need to
know about science and technology in America? Three of
the key broad policy questions are indicated below.

What kinds, levels and directions of national effort in
science and engineering are necessary to:

— produce significant advance across the broad front of
understanding of natural and social phenomena—basic
research?

— foster vigorous inventive activity producing con-
tinuing technological advance—applied research and
development?

— combine understanding and invention in the form of
socially useful and affordable products and processes—
innovation?

The science, engineering, and technology system is less
easy to comprehend than other major functional areas of
our society such as health, agriculture, or the economy.
This is in good part due to the nature of its primary output—
ideas. People create, communicate, and carry ideas, and
dollars support people. We can and do track these things.
But we still have only a very limited capability to make
systematic and quantified connections with the develop-
ment of fruitful ideas. Thus, our indicators remain largely
indirect reflections of that which we truly desire to know.

Most of the elements of the science, engineering, and
technology system in America can be easily specified:

— the human resources, including mainly the scientists
and engineers themselves, but also their technical sup-
port and technical managers and entrepreneurs;

— the various organizational settings for the conduct of
research and development;

— the substantive ideas, and research methodologies and
strategies, largely embodied in the science and engi-
neering literature;

— the physical infrastructure, including research facili-
ties and instrumentation with the most advanced
capabilities;

— the necessary financial support for all of these elements;
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— and probably the least tangible, a cultural and legal
context which is supportive of these efforts.

While easy to specify in principle, sheer description of
each element in the system involves many problematic
research issues—choice of alternative definitions, ranges of
methodologies, and costs and benefits of different approach-
es. Even more critical are the problems of tracking and
analyzing the interactions between the imperfectly mea-
sured elements—the dynamics of the system. Continuing
investigation into these questions is a sine qua non of
improved science indicators. The National Science Founda-
tion supports research to stimulate developments in this
area. Also very important are the contributions of numer-
ous reviewers and users of the reports whose suggestions
and critiques help to shape and sharpen the indicators.

Past issues of Science Indicators have included a chapter
on "“Advances in Science,”” which attempted to convey the
excitement and substance of a few of the more rapidly
advancing frontiers of scientific and engineering under-
standing. This report continues the tradition of a qualita-
tive presentation, but it explores a specific theme: the role
of sophisticated instrumentation in advancing scientific
knowledge. Several case studies are presented. This chap-
ter can be read in combination with the quantitative materials
on instrumentation and facilities in the chapter on aca-
demic science.

The concerns expressed in the 1983 report of the National
Science Board Commission on Precollege Education in Math-
ematics, Science and Technology, Educating Americans
for the 21st Century, have led to the development of a
chapter on this topic in Science Indicators/The 1985 Report.
The recency of national awareness of the problems in this
sector of our science and technology system means that
the present surge of activity at national, State and local
levels, and in the private sector, are not reflected in the
currently. available data. The materials presented in this
chapter provide baseline information on what may often
turn out to be a low point in national achievement in this
area.

Science Indicators is a collective effort, as can be seen in
the following acknowledgments and in Appendix II. The
overall responsibility for the report derives from the statu-
tory charge to the National Science Board. A special com-
mittee of its members provided oversight and guidance to
the staff of the Science Indicators Unit of the Division of
Science Resources Studies (SRS) who worked exclusively
on the report and the related research. Other members of
SRS, as well as staff from other NSF Directorates aided in
the manuscript preparation. The Directorate for Scientific,
Technological and International Affairs (STIA) assumed
overall staff responsibility for the report.
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Overview of the U.S. Science and
Technology Enterprise

Science and technology are pervasive determinants of
modern life. They serve as tools for advancing the under-
standing of nature, for pursuing national goals, and for
attacking many of the problems of U.S. society. How well
they serve these purposes depends largely on the vigor of
science and the inventiveness of technology. Thus, the
health of the scientific and technological enterprise is a
matter of major public concern. Furthermore, because of
the length of the period between scientific and engineering
advances and their incorporation into socially significant
technologies, the health of science and engineering is not
only a matter of great significance for today but also for
the future. Health is, of course, a relative state, so it is
generally necessary to examine the U.S. scientific and techno-
logical enterprise with reference to similar activities in other
countries by contrasting the performance of its various
sectors and by examining temporal trends. Since changes
in aggregated entities are not necessarily driven by the
same factors, it is also important to examine components
separately.

An examination of the most recent available indicators
reveals that the strength of U.S. science and technology,
with some exceptions, has been growing steadily over the
last few years, a trend which is reflected in the magnitude
and vitality of the enterprise. Many indicators presented
in this report support this conclusion. The number of
employed U.S. scientists and engineers reached a new peak of
3.5 million. More importantly, their proportion in the U.S.
workforce was at an all time high, 3.4 percent. U.S. spend-
ing for R&D reached new historic heights, not only with
1984 expenditures of $97 billion but also in constant dollar
terms. The fruits of these technical endeavors kept the
U.S. competitive, with high technology exports maintain-
ing a strong share of international markets. The propor-
tion of research articles authored by U.S. scientists in core
journals, though decreasing slightly, still accounted for 35
percent of all such articles in 1982, and successful patent
applications by U.S. inventors began to increase again after a
long period of decline. This pattern of strength and growth
was driven by an increasing awareness that modern soci-
ety depends strongly on science and technology. One indi-
cator illustrative of this phenomenon is that between 1976
and 1983 employment of scientists and engineers grew
three times as rapidly as total U.S. employment. Contrary
to a widely held belief, most of these professionals are not
engaged in R&D, but two-thirds of them are primarily
involved in the utilization of science and technology, i.e.,
in management, production and technical services.

Several rather more specific factors can be identified as
driving forces behind recent science and technology growth.
The Federal government placed a high priority on research
and development, leading to average Federal R&D fund-
ing increases (constant dollars) of 4.3 percent per year
during the 1980-84 period. Emphasis has been placed on
defense-oriented R&D, which by 1985 accounted for 70

percent of the Federal R&D budget, and was concentrated
in development of major weapon systems. Federal nonde-
fense R&D funding actually declined in constant dollar
terms (-5.5 percent/year between 1980-84}, on the assump-
tion that some of this research should be left to the pur-
view of the private sector. Indeed, the bulk of the decline

" occurred in civilian development and applied research activi-
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ties. In contrast, the government has increasingly empha-
sized the support of basic research, much of it in the uni-
versity context. While staying just about level over the
1982-83 period, Federal support for basic research showed
strong real dollar growth of about 7 percent between 1983
and 1984. This growth is expected to continue into 1985
but then pause in 1986.

While the government increased its R&D commitments,
particularly in the defense and basic research areas, the
industrial sector became increasingly aware of its long-
term dependence on R&D. Industry steadily increased fund-
ing of these activities between 1980 and 1984 at an aver-
age annual constant dollar rate of 6.0 percent, a rate almost
equal to the 6.7 percent rate of the previous 4 years. These
high positive rates of growth of company R&D funding
persisted even during the recession period of the early
1980’s, thus underlining the importance industry places
on this type of activity. As expected, industry concen-
trated its support for R&D on applied research and devel-
opment. It matched the rate of growth of Federal funds in
the development area and significantly increased its applied
research funds by an annual average of 8.8 percent. This
increase compensated for the relative flat {constant dollar)
level of Federal applied research expenditures through the
same period. Furthermore, even though industry’s invest-
ment in basic research constitutes only 19 percent of total
U.S. basic research funding, companies have increased their
expenditures for this important activity at an average annual
(constant dollar} rate of 9.1 percent during the 1980-1984
period, compared to a 1976-1980 rate of 5.1 percent. This
increase reflected industry’s appreciation of the impor-
tance of a constantly expanding fundamental knowledge
base to its long-term economic competitiveness.

Consideration of R&D growth alone masks some signifi-
cant recent structural changes in U.S. science and technol-
ogy. The business sector, while strongly dependent on
government R&D money for defense-related product lines,
became the major provider of R&D funds in 1980 and has
since increased its share of R&D funding steadily, accounting
for 51 percent of the U.S. total in 1984 compared with the
46 percent funded by the government. Furthermore, spurred
by private and governmental actions the industrial R&D
scene saw the reemergence of small business R&D opera-
tions as an important component. From the low point in
1975 to 1983, there was a spectacular 20-fold growth in
venture capital spent on equity acquisitions in small, high
technology manufacturing businesses. Small business R&D
has also been enhanced by Federal actions such as the



recent Small Business Innovation Development Act, which
requires that by fiscal year 1986 Federal agencies allocate
up to one and one-fourth percent of their R&D grant and
contract funds to small companies.

New structural forms permitting stronger interactions
between the discovery of new knowledge and its applica-
tion are also evolving. Such structural changes are evident
in the emergence of new institutional arrangements between
industry and universities, such as university-based insti-
tutes funded by industry, academic innovation centers,
and university-industry cooperative research programs.
These linkages derive from initiatives of both industry
and academia with the encouragement of government. The
results of such cooperative endeavors can be seen from
such indicators as the doubling, between 1973 and 1982,
of the fraction of industry-authored technical papers coau-
thored by scientists and engineers from academia. Also
companies are experimenting increasingly with the cre-
ation of separately organized new S&T oriented venture
units within the framework of their overall company
structure.

A growing structural differentiation is evident in indus-
trial R&D spending patterns. Three-quarters of all indus-
trial R&D funds are spent by high technology manufacturing
industries. However, between 1980 and 1982 the R&D
investments of non-high technology manufacturing com-
panies (-0.6 percent per year in constant dollars) lagged
greatly behind those of the high technology firms (9.6
percent per year). This low growth rate takes on special
importance since the strength of the U.S. commercial sec-
tor has become increasingly dependent on its ability to
produce and apply new technologies. In spite of the 1984-85
strength of the dollar in foreign exchange markets, U.S.
high technology firms generated trade surpluses in high
technology products, while firms in other industries had
increasing difficulty competing with foreign goods. How-
ever, high technology firms depend on foreign demand for
a significant share of their output: the equivalent of almost 40
percent of their production is sold abroad, while less than
10 percent of the production of other manufacturing industry
is exported. The U.S. firms also exhibit strength in other
channels of international diffusion of commercial technol-
ogy, such as foreign sales of licenses to patents and royalty
and fee receipts.

Areas of R&D emphasis and interest are changing. All
indicators point towards three areas of growing impor-
tance: biotechnology, engineering, and computers. For exam-
ple, between 1978 and 1983 U.S. patenting in genetic engi-
neering technologies increased by 66 percent per year.
Additionally, several of the new joint university-academic
ventures are in the biotechnology area, and Federal fund-
ing of agriculture related R&D has reflected concern that
the agricultural sciences be at the forefront of the biotech-
nological revolution. The rapid and pervasive growth of com-
puter technology has led to a shortage of professional per-
sonnel in that area. Especially acute has been the inability
of academic institutions to fill faculty positions in this
field as well as in several engineering fields. Furthermore,
Federal R&D funding explicitly focussed on the need for
more and different engineering R&D, especially in the FY
1984, 1985 and 1986 budgets. Students who are generally
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sensitive to emerging needs also perceived these new pro-
fessional opportunities. Thus, among 1983 freshmen, engi-
neering surpassed the social and biological sciences as the
most popular selected major among all technical fields.
The phenomenon was also evident in graduate study, where
computer science enrollments increased by 60 percent
between 1980 and 1983, with engineering showing the
second highest growth of 25 percent.

The availability and quality of human resources is cen-
tral to the vitality of science and engineering. Ideas, con-
cepts and innovations come from people and it takes a
long time to train scientists and engineers. The 1984 S/E
labor market showed no overall shortage of scientists and
engineers, though there were signs that shortages of aero-
nautical and electronic/electrical engineers as well as com-
puter specialists were beginning to appear again, espe-
cially for experienced personnel. For a number of fiscal as
well as demographic reasons, employment of scientists and
engineers in academia has not been increasing as rapidly
(15 percent) between 1976 and 1983 as industrial employ-
ment (60 percent). If this trend continues, it has major
training implications concerning the availability of suffi-
cient faculty in certain fields to teach the growing classes
of science and engineering students bound for industrial
jobs in these fields. This is frequently discussed as the
““seed corn”’ problem.

Enrollments and degree production in science and engi-
neering fields have shown renewed growth since the mid-
seventies, though this pattern is not uniform among fields.
The social sciences in particular have shown a general
pattern of decrease, while undergraduate engineering and
computer fields are booming. At the graduate level S/E
enrollments grew by 7 percent between 1980 and 1983.
However, 85 percent of this growth was due to foreign
student participation, which was especially strong in engi-
neering, computer sciences, and agriculture. Since 1980
the number of U.S. citizens receiving Ph.D.s in engineer-
ing and computer science has fallen. In 1982, about one-
third of the Ph.D.s awarded by U.S. universities in com-
puter science, and over half of the doctorates in engineering,
were awarded to foreign citizens. Substantial and increas-
ing numbers of young foreign scientists in these fields, as
well as in mathematics, remain in the United States follow-
ing graduation. Their principal destination is in the aca-
demic sector, but the numbers having firm employment
plans in the industrial sector have been rising in recent
years.

Several recent national reports have described serious
shortcomings in the U.S. precollege science and mathematics
education system. Such education and training is not only
critical for future scientists and engineers, but it is also
important for ordinary citizens living in an increasingly
complex technological world who will have to deal with
many problems that have science and engineering com-
ponents. Yet, national assessments of science and mathe-
matics achievement show that the average student, in the
age groups of 13 and 17 years, knows comparatively less
about these subjects than similar students did in earlier
periods. Furthermore, the 1982-83 assessment reveals that
if any noticeable improvements have occurred, they resulted
from improvements in the type of knowledge and skills




obtained from textbooks rather than in basic understand-
ing and analytical abilities. It is also worth noting that
American high school students take substantially less course
work in science and mathematics than their counterparts
in other major industrialized countries, and as a matter of
fact, fewer courses than their parents about three decades
ago.

The reports and studies referred to above have stimu-
lated a national debate on the adequacy of U.S. secondary
education in general, and on the science and mathematics
portion in particular. Many new initiatives are being under-
taken by local, State, and Federal governments, some
cooperatively with the industrial and private non-profit
sectors. The results will be discussed in future editions of
Science Indicators.

There is a clear national need for the utilization of all
available human resources in the pursuit of science and
technology activities. Thus, participation of women and
minorities in science and engineering employment increased
significantly between 1970 and 1982. Involvement in sci-
ence and technology increased on the average by about 12
percent per year for both women and blacks, growth rates
which greatly exceeded those of their male (5.1 percent)
and white (5.8 percent) counterparts. However, women
and minorities are still underrepresented in science and
engineering. In 1984, women accounted for 13 percent of
all U.S. scientists and engineers—25 percent of scientists
and 3 percent of engineers—while 2.4 percent of the S/E
labor force were black and 2.1 percent of Hispanic origin.

A significant feature of academic science and technol-
ogy policy in recent years has been the Federal response to
the deterioration of the academic S/E infrastructure, espe-
cially instrumentation and facilities. Several indicators of
this resource base converge: about 26 percent of all aca-
demic science and engineering research equipment (cost-
ing between ten thousand and one million dollars) is obsolete,
and not in use; the stock of academic research equipment
is about twice as old as equipment in comparable indus-
trial laboratories; the median age of academic equipment
systems is 6 years, and 31 percent are more than 10 years
old; nearly half of departmental chairpersons view research
instrumentation as ‘inadequate’ to permit investigators in
their departments to pursue their major research interests.
Only 16 percent of research equipment was categorized as
“state-of-the-art.”” In recent budgets, the Federal govern-
ment has responded to this problem by increasing funds
specifically intended for the acquisition of new academic
research equipment. Agencies with significant new spend-
ing initiatives for this function include the National Sci-
ence Foundation, the Department of Defense, and the
Department of Energy.

How has the positive momentum generated over the last
few years in U.S science and technology affected its rela-
tive standing in the international S&T context? The U.S.
continues to play a leading role in an interdependent, interna-
tional S&T system. It has a much larger research and develop-
ment endeavor than any other industrialized market econ-
omy and produces a large share of the research articles,
inventions, and innovations. However, in recent years the
other large, advanced industrial countries have significantly
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increased their levels of S&T activity. Indicators of output
of new scientific knowledge, of inventive activity, and of
impacts of science and technology suggest that the extent
of the American lead has somewhat diminished, even though
the U.S. has remained highly competitive on international
markets. European science and Japanese commercial tech-
nology are increasingly important to science and engineer-
ing in the United States, while in return the United States
makes continuing major contributions to the international
diffusion of new scientific and technological knowledge.
On a normalized scale, the share of the U.S. gross national
product which is devoted to R&D expenditures is approxi-
mately equal to that of other large market economies. How-
ever, the U.S., along with France and the U.K., devotes a
relatively high share of its R&D resources to defense-related
activities while West Germany and Japan perform rela-
tively more civilian R&D. The Soviet Union appears to
have the largest R&D endeavor in the world, but the Soviet
R&D effort may not necessarily translate into a stronger
relative overall science and technology system.

In summary, U.S. science and technology is vital, increas-
ingly pervasive throughout all facets of modern society,
and internationally competitive. It has experienced a period of
significant real growth. With the Federal government playing
a strong role, the system is swinging somewhat more towards
defense-oriented activities. Increased recognition of the
importance of a constantly expanding fundamental knowl-
edge base has resulted in renewed basic research emphasis
in all sectors of the economy. The academic science and
engineering base has been growing and corrective actions
are being taken to deal with some of its special problem
areas such as research instrumentation and young investiga-
tors. Internationally, the competitive position of U.S. sci-
ence and technology related activities is still strong, although
the other major industrialized countries have made rapid
progress.

The human resources required to drive the enterprise
are being produced generally in adequate numbers, though
some problems are apparent, especially in engineering and
computer specialties. There is cause for concern about the
adequacy of science and mathematics education of precol-
lege students, education that is not only necessary to assure
continued production of high quality scientists and engi-
neers but also for a population that can deal effectively
with the problems of an increasingly complex technologi-
cal society. The strong support evidenced by the American
public for science and technology, with some healthy reserva-
tions in some areas, is matched by its expectation that
these activities will continue to solve major national prob-
lems and to improve the quality of their lives.

With the exception of pre-college science education, the
overall picture emerging from the analysis of indicators
presented in this volume can only be interpreted as very
positive. However, a reorientation of Federal R&D sup-
port is taking place. This trend, coupled with an expected
1986 pause in Federal basic and academic research fund-
ding, warrants careful attention to future trends so that
the momentum and continuity, so essential to effective
progress in research and development, will be maintained
in oncoming years.



Chapter1
The International Science
and Technology System



The International Sc1ence and Technology System

HIGHLIGHTS

o LS. the largest R&D performer; others are growing.
The United States plays a leading role in an interdepen-
dent, international science and technology (5/T) system.

The U.S. has a much larger R&D endeavor than any
other industrialized market economy and produces a large

share of the research articles, inventions, and innova-
tions which result from that endeavor. However, in recent

years the principal countries have significantly increased
their levels of S/T activity. European science and Japanese -

commercial technology are increasingly important to sci-
ence and engineering in the United States, while in return
the United States makes continuing major contributions
to the international diffusion of new scientific and tech-
nological knowledge. '

e R&D increasing in all major countries. R&D expendi-
tures in the five largest advanced market economies have
increased substantially since the mid-1970’s. Total expendi-
tures in the United States, Japan, West Germany, France,
and the United Kingdom, measured in constant dollars,
were 40 percent higher in 1982 than they were in 1975.

U.S. expenditures on R&D continue to be somewhat

greater than the total expenditures of the other four
countries combined. The share of gross national product
(GNP) which is devoted to R&D has increased steadily
in all of these countries, as has the proportion of R&D
scientists and engineers to the active labor force. (See
pp- 4-5.)

o Of the large market economies, the United States has
the largest R&D work force. By devoting about 2.5 per-
cent of gross national product to R&D expenditures, the
R&D endeavors of the United States, Japan, West Ger-
many, and the United Kingdom are about the same rela-
tive size. However, if defense-related R&D expenditures

are excluded, the civilian R&D efforts of West Germany

and GNP, considerably higher than the 1.6 to 1.8 per-
centages of GNP devoted to civilian R&D in the United

States, France, and the United Kingdom. (See pp. 4-6.)

e Soviet Union supports sizeable R&D efforfs.' Science

and technology resource data for the Soviet Union are

not as well established or available as for the other major
countries. However, it appears that the R&D endeavor
of the Soviet Union is the largest in the world both in
volume and relative to GNP. While the Soviet definition
for engineers is broader than that of the United States,

estimates show that between 9 and 11 scientists and
work in R&D in the Soviet Union, = -

engineers (S/E’s]

significantly more than the seven S/E’s in R&D per
1,000 labor force in the United States. (See pp. 5-6.)

o U.S. leads in science degrees; USSR and Japan in engi-
neering degrees. In the physical and life sciences and

" mathematics, the United ,St‘kates:gkrantedf 106,000 first

~ degrees in 1982, more than twice the number granted in

" the Soviet Union, anjd,almc}sft four times as many as were
conferred by Japanese institutions. However, in engin-

eering, the United States granted about 64,000 first degrees :

.in 1982, while institutions in Japan conferred 74,000,

- and the Soviet Union,‘330’,000. (See ppi,b,—?.}

Uu.s. lead in publishing an‘d}aatents is diminishin’g; The
United States has held a leading position in science and

‘technology for many years. However, indicators of the

output of new scientific knowledge, of inventive activ-

" ity, and of the impact of science and technology on the

economy suggest that the U.S. lead has diminished. The
share of research articles in core journals written by U.S. -
scientists and engineers has fallen slightly from 38 per-

“cent in 1973 to 35 percent in 1982. The number of patent

applications made abroad by U.S. citizens fell by about

50 percent between 1969 and 1982; during the same

“period, Japanese external patent applications grew by
almost 55 percent. {See pp. 7-8.) -

Export markets are increasingly important to high-
technology industries in the United States. In 1981, the

~ value of exports in 11 high-technology product groups

was the equivalent of 39 percent of value-added in those

industries, up from 23 percent in 1972. In other manu-

- facturing industries, U.S. exports were the equivalent

“of only 9 percentof value-added. (See p.10-11.}

U.S. surplus in trade in high-technology goals has de-
~creased. The U.S. surplus in trade in high technology -

~ products indicates the competitiveness of the U.S. in
'~ international markets. The trade surplus in high technol-

ogy products, measured in constant dollars, fell by over
40 percent between 1980 and 1982. However, during the
same period total imports of high-technology products

" by the United States’ major trading partners fell by about
65 percent. Thus, although U.S. exports were handicap-

“ped by a strong dollar, they took an increasing share

" of shrinking international markets. (Seepp. 11-12.]

Commercial technology tm'ﬁsfer' ‘through all channels

‘has decreased. The channels other than trade for the

international diffusion of commercial technology have

" contracted in recent years. Although trade in high-

technology products has fallen, it has accounted for an

" increasing share of international technology transfers.

There were increases in the ratios of exports to imports -

- of high-technology products and of receipts to payments
of royalties and.fees for the United States, Japan, West

Germany, and the United Kingdom between 1977 and.

: - 1982. Thus, these countries are pursuing policies which - -
* permit the importation of goods embodying new techno- -




logies and which permit foreigners to obtain technology
through licensing. However, only in the United States
and the United Kingdom are the ratios of receipts to
payments of licenses and fees greater than one, indicating
net transfers abroad of disembodied technology. (See
pp-12-15.)

* U.S. dominates international R&D in a few high-
technology industries. Enterprises in the United States
place a relatively great emphasis on R&D in the Aerospace,
Instrument, and Office Machinery and Computer indus-
tries. In 1981, about 84 percent of the privately financed
Ré&D expenditures in the five largest industrialized market
economies were made in the United States; in all industries,
the U.S. share was 60 percent. The pattern of specializa-
tion in commercial technology extends to patent activity:
in 1982, U.S. inventors received 32 percent more laser-
related patents, but 41 percent fewer robotics patents,
than predicted by the U.S. share of major-country patents
in all technologies. (See pp. 15-17.)

Foreign students increasing in U.S. graduate schools; in
a few disciplines, many remain following graduation. In
1982, U.S. universities granted almost 3,900 doctorates
in science and engineering fields—or 23 percent of all
science and engineering doctorates awarded--to citizens
of foreign countries. Over 53 percent of the engineering
doctorates were granted to foreign students, as were over
one-third of the doctorates in mathematics. Almost 80
percent of the foreign recipients of U.S. doctorates had
nonresident visas, and were thus expected to leave the
United States after receiving their degrees. However,
in 1983 over 60 percent of the non-resident recipients of

The organized pursuit of knowledge is an international
activity. Scientific and technological developments in one
country lay the foundations for further research in labora-
tories elsewhere; national boundaries are highly permeable
to scientific exchange. The application of new knowledge
in commercial technology crosses borders, as innovators
exploit their advantages in international markets. Scien-
tists and engineers travel, correspond with their colleagues
in different countries, and read without regard to the
nationality of the author. A nation’s ability to use the
results of scientific and technological (S/T) activities condi-
tions its ability to succeed in international political and
economic competition. Thus, national policymakers look
to international science and technology indicators for eval-
uation of the appropriateness of their country’s effort.
These analyses will continue to be important; international
comparisons, like analyses of time-trends, provide impor-
tant information about the “normal” or “competitive” levels
of particular S&T variables.

However, international indicators have the potential to
provide another important type of information. Indicators
which describe the international S/T system permit an
examination of the environment in which domestic research,
development, and innovation are carried out. This exami-
nation contributes increasingly to the identification and

Ph.D.s in the computer sciences from U.S. universities
had found employment in the United States, as had over
40 percent of the non-resident Ph.D. recipients in engi-
neering. {See pp. 19-20.)

* Young U.S. scientists and engineers are gaining less
direct access to foreign work than they did in earlier
years. Between 1971 and 1982, the number of new U.S.
science and engineering Ph.D. recipients with firm commit-
ments to postdoctoral study abroad declined from just
under 400, or 2.3 percent of U.S. science and engineering
doctorates, to about 225, or 1.5 percent of science and
engineering doctorates awarded to U.S. residents. Despite
the health of European efforts in high-energy physics,
the number of U.S. doctoral recipients studying physics
abroad fell from 84 in 1971 to 17 in 1982. U.5. scientists
and engineers increasingly gained access to foreign
science through other channels. For example, in 1983,
the number of academic exchange visas issued to foreign
scholars (primarily Japanese and West Europeans) on
temporary visits to the United States was over 90,000
for the first time. Research articles published in the core
journals in 1982 by U.S. scientists and engineers made
46 percent of their references to foreign publications,
up from 41 percent in 1973. Sixty-two percent of the
citations in U.S. chemistry articles in 1982 were to the
publications of foreign scientists. (See pp. 20-23.)

o Cooperation between U.S. scientists and engineers and
their foreign colleagues has increased. Between 1973 and
1982, U.S. scientists and engineers increased their inter-
national co-authorship from 14 percent to 18 percent of
all institutionally co-authored articles in core journals.
(See pp. 23-24.)

analysis of the international constraints and opportunities
which face domestic S/T policy, thereby helping this pol-
icy to develop in concert with the international 5/T sys-
tem. The linkage of international science indicators into a
coherent description of key sectors of the international
S/T system is one goal of this chapter.

Further, this chapter identifies the international system
in which S/T activities take place. It analyzes the effects of
this system on U.S. science and technology, science and
technology policy, and the U.S. economy, and describes
the role of the United States in the system. The first sec-
tion of the chapter compares various indicators of S/T
activity in the United States with activities in other coun-
tries. The goal of this discussion is to evaluate the leading
role which the U.S. plays in science and technology. The
second section discusses the relationship between the interna-
tional economic system and the development of commer-
cial technology. International markets are an important
source of the profits which reward successful innovation
and which finance successive private R&D efforts, while
rapid technological advance is a key ingredient of competitive
success in many of the world’s product markets. Finally,
the third section emphasizes the international development
and diffusion of science, including the contribution of
advances in foreign countries to American research, the



symbiotic relationship between foreign graduate students
and American research institutions, and trends in interna-
tional communication in science.

THE U.S. POSITION IN THE INTERNATIONAL
SCIENCE AND TECHNOLOGY SYSTEM

The comparison of S/T activities in the United States
with activities in other major advanced industrialized coun-
tries provides an indication of the strength of the U.S.
science and technology endeavor. The health of the system
depends in part upon the adequacy of the inputs to R&D
and to other S/T activities. These inputs include both the
financial and human resources which are devoted to R&D,
as well as the students trained by the Nation’s colleges and
universities each year in different S/E disciplines.

Overall indications of the relative strength of U.S. sci-
ence and technology may also be gained through observa-
tion of the results of S/T activities. Successful research
projects are reported in the scientific literature, while many
inventions receive protection in the world’s patent sys-
tems. Finally, strong technological efforts contribute to
increasing productivity.

Resources Devoted to the Science and
Technology System

The magnitude of R&D efforts in the United States and
other countries has increased in recent years. Figure 1-1

Figure 1-1
Expenditures on research and development in
selected industrialized countries
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See appendix table 1-5. Science Indicators—1985

shows the total R&D expenditures in the United States
and in four other major market economies, converted into
constant 1972 dollars, using purchasing power parities, to
take into account inflation and differences in the purchas-
ing power of the national currencies. In 1981, the last year
for which data for all five of these countries are available,
they performed about 88 percent of the R&D carried out
in the 24-country Organisation for Economic Co-operation
and Development (OECD), which includes almost all of
the world’s industrialized market economies. Along with
the Soviet Union, these countries carry out almost all of
the world’s 5/T activities.”

Across the 7 years examined in figure 1-1, the U.S.
share of major country R&D expenditures remained essen-
tially constant. The real level of R&D expenditures may
have increased slightly, but there has been no discernible
shift in the distribution of expenditures among the five
countries studied here. The United States accounts for about
half of the five-country total and Japan for about one-
fifth; the other three countries spend relatively less on
R&D.

These increases in R&D expenditures in the major coun-
tries should be treated with caution. During the 1970’s,
the prices for inputs to R&D activities increased at a greater
rate than did the overall price level, as measured by the
GNP deflator. There have been greater increases in the
relative price of R&D in West Germany and Japan than in
the United States, so that the slight fall in the U.S. share of
the five-country total, in favor of West Germany and Japan,
has little significance. If the trend toward relatively large
increases in R&D costs continues into the 1980’s, then
figure 1-1 probably overstates the real increase in the resour-
cesdevoted to R&D.?

Analyzing the number of scientists and engineers (S/E’s)
employed in R&D avoids the problems associated with
transforming expenditure data into terms which are com-
mon across both time and countries. Although there are some
differences in the definitions used by different countries
to count S/E’s in research and development, these defini-
tions have remained relatively constant over time. Thus,
more robust analyses of the trends in R&D activities can
be achieved.

Figure 1-2 compares the relative R&D efforts of six
leading countries, as indicated by the proportion of the
labor force employed as scientists or engineers. These data
confirm the tentative conclusion of figure 1-1 that in recent
years there have been substantial increases in both abso-
lute and relative terms in R&D efforts of the major
Ré&D-performing countries. Since 1976, the proportion of
the U.S. labor force employed in R&D has increased steadily,
while in recent years the other major countries have also
increased the relative emphasis that they place on R&D.

The absolute number of S/E’s engaged in R&D has
increased substantially in all these countries. (See appen-
dix table 1-1.) Between 1965 and 1982 this number more
than doubled in all these countries, except in the United
States, which employed about 45 percent more research
S/E’s in 1982 than it did in 1965. During the same period,

See OECD (1984a), p. 70.
2Gee Mansfield, et al. (1983).




Figure 1-2
Scientists and engineers’ engaged in research
and development per 10,000 labor force population
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the U.S. work force as a whole also increased by about 45
percent.

The increasing size of the R&D work force in the United
States and the other major R&D performing countries has
been accompanied by growth in national expenditures on
R&D. Since 1978, the proportion of gross national prod-
uct (GNP) which the United States devotes to R&D has
grown steadily, a measure of relative R&D expenditures,
reversing a long period of falling relative expenditures on
R&D. In recent years, the other large market economies
have also increased their R&D efforts, so that the United
States, Japan, West Germany, and the United Kingdom
now place a similar relative emphasis on R&D, while the
relative R&D expenditures of France are somewhat lower.

Figures 1-2 and 1-3 show that the Soviet Union main-
tains a relatively larger R&D effort than the United States
or the other market economies. For over 10 years, the
Soviet Union has apparently devoted a larger share of its
GNP to R&D and has employed more scientists and engi-
neers in R&D compared to its labor force than have the
other countries analyzed here. Because of the great differ-
ences between the Soviet system and the market econom-
ies, comparisons of levels of activity require caution. How-
ever, as both the ratio of 5/E’s engaged in R&D to the total
work force, and the share of R&D expenditures in GNP,

have been estimated according to consistent definitions,?
some confidence may be attached to the trends which are
displayed. The trends in the last decade are more ambig-
uous, as the proportion of R&D to GNP has stagnated.

The increases in Soviet R&DD activity seem to be driven
by increased technical activity in the “branch and depart-
ment system,”* comprised of the laboratories which are
attached to the production ministries and departments. {See
appendix table 1-3.) Between 1970 and 1982, the number
of scientific workers® in the branch and department sys-
tem increased by more than 96 percent, leading the increase in

Figure 1-3
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*The data on R&D S/E’s and R&D expenditures in the Soviet Union

have been compiled by an NSF contractor to match the definitions used
by the United States and the other market economics discussed here. In
the process of developing these estimates, the contractor has benefitted
from detailed technical discussions with knowledgeable Soviet officials.
The range that is provided for R&D reflects alternative assumptions
concerning the research activities of scientifically-trained administrators
in Sovietresearch establishments. (See Campbell (1984) )

*Sec Campbell (1984), p. 39.

>“Scientific Workers” is a Soviet /T personnel concept, including
everyone with an advanced degree in science and engineering and every-
one conducting research in a scientific establishment or teaching in a
higher education institution. See Ailes and Rushing (1982), p. 94.



the number of scientific workers as a whole. The increas-
ing Soviet effort has therefore been -oncentrated on the
more “‘applied”’ establishments, which are generally found
in the branch and department system. Meanwhile, the num-
ber of researchers in the colleges and universities and in
the laboratories attached to the Soviet Academies of Sci-
ence increased at a much lower rate (between 21 percent
and 68 percent from 1970 to 1982]. The importance of the
increasing Soviet R&D activity, both absolutely and rela-
tive to the market economies, depends largely on analyses
of the efficiency with which the Soviet production minis-
tries manage applied R&D.

The analysis of R&D activities in the market economies
must distinguish between defense-related R&D and other
research and development. Defense-related R&D is not
primarily oriented towards a nation’s trade competitive-
ness, its public health, or other non-defense objectives of
R&D. Non-defense R&D is defined in this chapter as
the difference between national R&D expenditures and
Government-supported R&D related to defense. This mea-
sure divides the five largest industrialized market econo-
mies into two groups. Japan and Germany direct relatively
high shares of their national income toward non-defense
R&D, while the United States, the United Kingdom, and
France spend relatively lower amounts. Although total R&D
expenditures have increased substantially in West Ger-
many and Japan, Government funding of defense R&D
has remained quite low. In contrast, in the United States,
France, and the United Kingdom, increases in R&D fund-
ing were concentrated in the defense-related areas during
the early and mid-1970’s, so that the share of GNP devoted to
non-defense R&D was stable or falling. Non-defense R&D
has increased relative to GNP only during the last 10 years
in these countries.

The ranking of countries by the proportion of GNP
which is devoted to non-defense R&D expenditures (see
figure 1-4) is similar to the ranking of countries by the
percentage of national R&D expenditures which is financed
by industry. (See appendix table 1-4.)° In 1981, between
41 and 49 percent of the national R&D effort was financed
by private sources in the United States, the United King-
dom, and France, while in Germany and Japan the private
shares were 57 and 62 percent, respectively. At the same
time, funding of defense R&D represented between 49
and 55 percent of total government R&D funding in the
United States, the United Kingdom, and France, but only
9 percent in West Germany and 2 percent in Japan. As the
share of national R&D effort which a country devotes to
defense-related activities increases, the resources that it
can devote to business-related activities decrease. The low
amounts which the governments of West Germany and
Japan spend on defense R&D reflect in part the constitu-
tional and legal constraints placed on them at the end of
World War II. While the policies of the United States,
France, and the United Kingdom have evolved to encour-
age strong defense capabilities in Japan and West Ger-
many, the latter countries maintain small defense R&D

6These data are derived from regular surveys by OECD of the socio-
economic objectives of government support for research and develop-
ment, provided by officials of the different governments. See OECD

(1984b), pp. 15, 49.

Figure 1-4
Estimated ratios of non-defense R&D expenditures’ to
gross national product (GNP} for selected countries
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efforts, particularly when compared to the strength of their
non-defense R&D activities.

The data which are examined above describe the magni-
tude of each country’s R&D endeavor. In the long run,
this endeavor is constrained by the ability of each nation’s
science education system to produce succeeding genera-
tions of S/E’s. However, it is difficult to compare the
“production” of the higher education systems of different
countries, as the curricula are different and the degrees
and credentials convey various meanings. While the levels
of enrollment in, or graduation from, the educational sys-
tems of different countries may not directly predict the
future strengths of those countries, such data may give
indications of the disciplinary emphasis of the countries,
while the trends in the numbers of degrees granted may
indicate the overall health of the S/T endeavors in differ-
ent countries.

Overall, the Soviet Union confers over twice as many
first degrees every year in the S/E disciplines as the United
States does. (See figure 1-5.) Soviet education is concen-
trated heavily in engineering—39 percent of all baccalaure-
ates issued in the USSR in 1982 were in engineering, as
opposed to 7 percent in the United States. Japanese higher
education also concentrates on engineering. In 1982, about
74,000 degrees were conferred in engineering, (compared
to 64,000 in the United States), representing 74 percent of
Japanese first degrees in the natural sciences and engineer-
ing. The undergraduate curriculum in both Japan and the
Soviet Union seems competitive with the U.S. curriculum.
However, the curriculum in the United States may be more




Figure 1-5
First degrees conferred by higher education
institutions in natural sciences and
engineering for selected countries
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flexible, and may place a greater emphasis on creativity
and applications than the curricula in Japan or the Soviet
Union.

Colleges and universities in the United States place a
greater emphasis on training in the physical and life sci-
ences and in mathematics relative to all S/E disciplines
than do the other countries examined here (except for the
United Kingdom, which also trains relatively few engin-
cers). More than twice as many U.S. students received
bachelor’s degrees in these three disciplines than did stu-
dents in the Soviet Union (106,000 degrees in the U.S.,
versus 52,100 in the Soviet Union). The physical and life
sciences and mathematics accounted for well over half (56
percent]) of U.S. natural sciences and engineering first degrees,
as opposed to only 12 percent in Japan and the Soviet
Union. The share of engineers among first degrees con-
ferred in the natural sciences and engincering in West
Germany and in France is higher than it is in the United
States and the United Kingdom, but lower than the shares
in Japan and the Soviet Union.

The Outputs of Science and Technology

The discovery or development of new knowledge is fre-
quently marked by identifiable events, which can often be
counted or otherwise turned into indicators of the output
of R&D. Researchers publish papers in journals; these are

then catalogued by a variety of services to permit easier
reference by subsequent researchers. These services can
provide valuable information about the geographical and
disciplinary distribution of important articles. New and
improved products are developed which can be profitably
sold in the world’s markets. To prevent inventions from
being imitated, which would lead to unprofitable compe-
tion, inventors frequently apply for patents in the coun-
tries where the new product will be sold. The number of
patents issued by different patent authorities indicates the
frequency with which inventors develop potentially profit-
able new ideas; it is an indicator of inventive activity.

Scientific Literature. The relative strength of U.S. sci-
ence and technology, particularly in basic and applied
research, is indicated by the share of articles which are
written by U.S. scientists and engineers in the world's
leading journals. (Sec table 1-1.) Over the past decade, the
proportion of articles written by U.S. scientists has tended
to fall slightly, the decrease being greatest in mathematics
and in biology. This indicator is strictly comparative, ana-
lyzing the output of U.S. scientists in relation to their
peers in other countries. The third section of this chapter
considers in greater depth the implications for U.S. science
of increasing scientific activity in other countries, particu-
larly where the results of that activity are readily available
to researchers in the United States,

The strength of U.S. science can be further evaluated by
analyzing its contribution to subsequent work. Scientific
progress involves the continuing enlargement, contradic-
tion, and generalization of prior results. The contribution
to science represented in an article may be indicated by the
number of times it is cited in subsequent publications. In
table 1-2, the share of citations to U.S. publications is
divided by the U.S. share of publications in each field of
science, to normalize for the greater number of U.S. arti-
cles which are available for citations. Overall, the U.S.
research endeavor has a major impact on subsequent science.
The U.S. share of citations in each field is between 18 and
80 percent higher than the U.S. share of publications.

Patents. Data on patent activity permit some overall com-
parisons of the output of inventors in different countries.
An inventor can seek patent protection for his or her inven-
tion in many different countries. However, patenting involves
various costs, such as application and maintenance fees,
and the expenses of preparing the application and defend-
ing the patent. In each country, the inventor decides whether
the potential profits that patent protection offers justify
the costs of protection. An invention which offers greater
per-unit advantages, or affects high-volume products,
receives applications in more countries than does a less
significant invention.” Thus, the number of external patent
applications is weighted in favor of commercially or techni-
cally significant inventions.

Between 1969 and 1982, inventors from most of the
major industrialized market economies steadily decreased
their applications to patent offices outside their home coun-
tries. (See figure 1-6.)® The decrease was sharpest for the
U.S. and the United Kingdom, where residents applied for

"See Soete and Watt (1982).
*Only applications to patent offices in countries which belong to the
World Industrial Property Organization (WIPO) are included.



Table 1-1. U.S. share of world scientific and technical articles’,
by field: 1973, 1981, and 1982

Field?® 1973 1981 1982
Percent

ANFEIAS .o e e e 38 35 35
Clinical medicine . .............oovrennnn. 43 41 41
Biomedicing ........oooiiiiiiiiiiian 39 39 40
BIOlOGY o ov e ve i 46 37 38
Chemistry ......oovniiiiii e 23 20 21
PhySICS .. ..iivei e 33 28 27
Earth and space sciences ................. 47 42 42
Engineering and technology ............... 42 38 38
Mathematics . ..........ccviievriiinvannn 48 36 37

‘Based on the articles, notes, and reviews in the influential journals carried on the Science Citation Index. 1 973
data are based on over 2,100 journals of the 1973 Index, while 1981 and 1982 data are from the 3,500 journals of

the 1981 Index.

2Gge appendix table 1-8 for the sublfields included in these fields.

See appendix table 1-7.

Table 1-2. Relative citation ratios' for U.S. articles®
by field:1973 and 1980

Field® 1973 1980

World citations to U.S.:

Allfields .....coorvvieniiiiiiiaans 1.40 1.40
Clinical medicine .................. 1.36 1.35
Biomedicine ........... ... ol 1.42 1.40
Biology .......oiiiiiiiiiiiiiiin 1.08 1.15
Chemistry ..........civervnnnenns 1.66 1.75
PHYSICS ©.ovvvrininiiananeenns 1.53 1.54
Earth and space sciences .......... 1.38 1.44
Engineering and technology ........ 1.28 1.24
Mathematics ...............covot 1.24 1.22

Non-U.S. citations to U.S.:

Allfields .. ...ovi i 1.03 0.85
Clinical medicine .................. 1.02 0.82
Biomedicine ........... ... ... 1.09 0.92
Biology ....iiiiiiiiii s 0.69 0.55
Chemistry .....covvvvinnrnnnnann. 1.20 1.01
Physics ........ccovviiiiiinins 1.18 0.99
Earth and space sciences .......... 1.06 0.96
Engineering and technology ........ 0.0 0.61
Mathematics ..............coonlt. 0.89 0.64

1 A citation ratio of 1.00 reflects no over- or underciting of the U.S.
scientific and technical literature, whereas a higher ratio indicates a greater
influence, impact or utility than would have been expected from the number
of U.S. articles for that year. For example, the U.S. chemistry literature for
1973 received 66 percent more citations from the world’s chemistry articles
published in 1973.

2 Based on the articles, notes and reviews in over 2,100 of the influential
journals carried on the 1973 Science Citation index Corporate Tapes of the
Institute for Scientific information. For the size of this data base, see appen-
dix table 1-7.

3 See appendix table 1-8 for a description of the subfields included in
these fields.

See appendix table 1-9.
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about half as many patents abroad in 1982 as they did in
1969. In contrast, over the same period Japanese inventors
increased their foreign patent applications by about 54
percent.

Changes in levels of patent activity might reflect the
evolution of the competitive environment, shifts of inven-
tive activity into fields where secrecy is maintained, or
other factors which may be unrelated to trends in the
underlying level of inventive activity. However, firms and
inventors in all countries face similar conditions in interna-
tional markets. Increases in the international patent activ-
ity of Japanese inventors, accompanied by decreasing activity
elsewhere, cannot be a result only of changing patenting
conditions. Instead, figure 1-6 suggests that at least in
relative terms, Japanese inventive activity continues to
increase, compared to the performance of the United States
and the other major countries studied here.

Productivity. Over time, successful inventive and inno-
vative activity, and efforts to adapt and adopt innovations
from foreign sources, should result in increases in an econ-
omy’s ability to produce goods and services at low cost.
Increasing productivity, and the resulting improvements
in the standards of living of the Nation’s citizens, are impor-
tant outcomes of the R&D endeavor. One measure of the
impact of science and technology on society is the value of
the production accounted for by each employed person.
Gross domestic product (GDP) measures the value added
by firms and individuals in each country. GDP per employed
person reflects many factors, including the expertise of the
work force; the quantity and quality of the machines which
the work force uses; the availability to farmers of fertile
land; the distribution of the work force in different indus-
tries; and the methods, or technology, which the workers
use to transform raw materials into finished products. Analy-
ses have been made to identify the sources of productivity
growth,® which usually define technological change as the
causal factor for otherwise unexplained productivity growth.

9Gee, for example, Denison {1980, 1982).




Figure 1-6
External patent applications by residents
of selected countries
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Figure 1-7 shows that, after correcting for inflation, GDP
per employed person increased with fluctuations in the six
largest market economies studied here. The productivity
measure increased by over 25 percent in four countries:
Japan, West Germany, France, and the United Kingdom.
The increase was much less, about 12 percent, in Canada
and in the United States. In the latter two countries, employ-
ment grew substantially—40 percent in the United States
and 51 percent in Canada. This trend held down labor
productivity both because of the reduction in capital avail-
ability per worker and because of the lower productivity
of younger, less experienced workers. In France, employ-
ment grew only slightly, and in West Germany and in the
United Kingdom it fell. Of the countries discussed here,
only Japan was able to substantially increase productivity
while bringing large numbers of new people into the work
force. Nevertheless, at the end of the period the United
States still had the highest productivity among these coun-
tries, while only the United Kingdom had lower productivity
than Japan.

COMMERCIAL TECHNOLOGY IN THE
WESTERN ECONOMIC SYSTEM

The application of science to the development of new
technologies is a central feature of modern life. New prod-
ucts fill previously unmet needs and new processes permit
lower-cost production. These applications transform mar-
kets, create new industries, and alter the international pat-
tern of production and trade. Employment and investment

in the United States depend in part upon the competitive-
ness of U.S. firms in foreign markets; thus, the introduc-
tion of new commercial technology is one key aspect of
the United States” competitive thrust. This section concen-
trates on the competitive strength of U.S. technology and
on the international economic environment in which the
development of new commercial technology takes place.

In the market economies, a firm invests in R&D to increase
its profits—either by producing a commodity at a lower
cost or by introducing a new product to the market. In
either case, a key to these profits is the size of the market
that the firm faces. The United States has had the advan-
tage of large size in the development of commercial tech-
nology; firms in the United States with innovative prod-
ucts sell without barrier in the largest and richest market
in the world. Of course, U.S. firms do not restrict their
activities to the American market. If a firm can profitably
sell its products overseas, so that the expected returns from
each R&D investment increases, then the firm will be will-
ing to undertake a larger number of R&D projects.' Fur-
thermore, as volume increases, the R&D cost per unit falls,
making incremental R&D investment less expensive. The
manner in which firms participate in the international mar-
kets for technology and technology-based products may
affect the location of employment, the international diffu-
sion of technology, and other characteristics of the interna-
tional economic system. This section therefore begins with

Figure 1-7
Real gross domestic product per employed person
in selected countries
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'%See Mansfield, et al. (1977), p. 196.



analyses of several indicators of the international market-
ing and diffusion of commercial technology.

As firms in the United States and elsewhere compete in
the development and exploitation of new technologies,
national technological strengths and weaknesses may appear.
Patterns of specialization in commercial technology result
among the countries whose firms participate in the interna-
tional markets for technology. While specialization may
discourage duplication of effort in the international S/T
system, tensions may develop as governments attempt to
protect a national presence in particular technologies. This
section therefore concludes with a discussion of the extent
to which patterns of specialization in commercial technol-
ogy have developed, and examines indicators of govern-
ment policy in different countries which affect specializa-
tion and concentration.

The International Diffusion of Commercial
Technology

The impact of U.S. science and technology extends far
beyond the Nation’s boundaries. New products and pro-
cesses reach markets in foreign countries as well as in the
United States; access to these markets offers innovative
firms profits which encourage private investment in R&D.
The profitability of commercial 5/T development depends
in part on the ability of firms, from the United States as
well as from other countries, to exploit technological advan-
tages through direct investment, licensing and consulting
agreements, and exports of high-technology products. Indica-
tors of the overall level of technology transfers describe
the opportunities for profitable international operations
which innovative firms from all countries face, as well as
the relative technological strength of firms from individ-
ual countries. Finally, indicators of the form which the
technology transfer takes indicate the policies of the recipient
countries toward foreign technology, the strategies of the
transferring firms, and the ability of these firms to main-
tain control in the future over the commercial exploitation
of new technologies.

This report uses measures of three forms of interna-
tional technology transfer: the export of “"technology-
embodying” products, the establishment or expansion of
subsidiaries through foreign investment, and the transfer
of “"disembodied technology’’ through the sale of patent
licenses and blueprints.

In the discussion which follows, these three channels
for the diffusion of technology will be treated as alterna-
tives: firms choose one channel in preference to another.
Of course, some direct investment is directed to the estab-
lishment of trading companies, which complement export
efforts. However, this chapter generally uses direct invest-
ment in manufacturing industries, which involves the estab-
lishment of production facilities overseas and therefore
substitutes for exports as a channel for the international
diffusion of commercial technology.

Trade in High-Technology Products. The most concrete
expression of a country’s technological competitiveness is
its ability to sell the products which embody technological
advantage on the world’s markets. Exports in general enable a
country to import goods from abroad which are either not
available at home or are available only at high prices. In
addition, exports of manufactured goods provide increased
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employment in the exporting industries, tax revenue to the
government, and other advantages. Finally, where the
exported good embodies a technological advantage, over-
seas sales provide a greater volume over which to distrib-
ute the cost of the R&D investment, increasing the likeli-
hood that innovative activities will be profitable. Exports
of high-technology products are thus one channel for the
profitable international diffusion of technology."

A high proportion of the goods produced by American
firms in high-technology products is destined for foreign
markets. Figure 1-8 shows that in all of 11 high-technology
product groups, the proportion of exports to production,
as measured by value added, increased between 1972 and

Figure 1-8 - ’
U.S. exports of high-technology
products, as a percent of output’
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""The high-technology products in this analysis are those which have
significantly higher ratios of direct and indirect R&D expenditures to
shipments than do other product groups. Direct R&D expenditures are
those made by the firms in the product group, while indirect R&D describes
the R&D content of input products, calculated from an input-output
table. See Davis (1982.)




1982, particularly during the most recent 2 years. In 1982,
exports of Electrical Transmission and Distribution Equip-
ment were over 70 percent of output, while exports of
Engines and Turbines and of Aircraft and Parts were over
half of the value added in those industries. For the 11
high-technology groups as a whole, this ratio grew from
23 percent in 1972 to 38 percent in 1982, Exports are much
less important to the manufacturing industry outside the
high-technology area. In 1982, exports amounted to only
9 percent of output in these industries.

The overall patterns of trade in high-technology prod-
ucts reflect the competitiveness of U.S. commercial S/T,
the openness of the international system to this channel
for the diffusion of technology, and the strength of the
U.S. dollar. The trade balance in high-technology prod-
ucts {sce figure 1-9) measures the overall competitiveness
of U.S. technology by subtracting foreign sales to the domes-
tic market from U.S. exports. After accounting for infla-
tion, the U.S. balance in 1983 was the lowest it had been
since 1973, The steady decline in the high-technology trade
balance since 1980 has resulted from the simultaneous
increase in imports and decrease in exports, marking a
departure from the experience of the previous decade. Except
for a small drop in the volume of high-technology exports
between 1974 and 1975, U.S. exports of high-technology
products increased in real terms during every year between
1970 and 1981. Fluctuations in the balance in carlier years
resulted from changes in the rate of growth of imports of
high-technology products.

Figure 1-9
U.S. trade balance’ in high-technelogy and
other manufactured product groups
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Since 1980, the U.S. trade surplus in high-technology
products has decreased steadily in real terms. This trend
coincides with a period when the U.S. dollar has reached
unprecedented heights in international currency markets,
resulting in high prices for U.S. goods in foreign markets
and low prices for imported goods in the United States.
The strength of the dollar has undoubtedly handicapped
U.S. high-technology firms in international competition
and is at least partly responsible for the recent decline in
the high-technology trade surplus.

The high-technology trade balance has followed the same
general trend as the balance in other manufactured pro-
ducts, with two important exceptions. First, the United
States has experienced a continuing trade surplus in high-
technology products, while trade in other manufactured
products has generally been in deficit. Second, the high-
technology surplus has tended to grow over time, moving
in the opposite direction from the increasing deficits in
other manufactured products. Thus, since 1970 U.S. firms
have been more competitive in high-technology products
than in other manufactured products.

During earlier years, decreases in the high-technology
trade surplus accompanied booms in the U.S. domestic
economy, as U.S. demand outstripped supply and drew in
imports. The surplus increased during recessions, as demand
for imports slackened. Export demand was independent of
the domestic business cycle, and grew steadily. But between
1980 and 1982 the balance fell during a recession, partly
because of the sustained fall in high-technology exports.
The performance of exports in other manufactured prod-
ucts has been even weaker, ruling out a shift away from
high-technology products in the export-product mix.

The drop in U.S. exports of high-technology products
may reflect either shrinkage of the international market
for these products, or a loss of competitiveness on the part
of the United States because of the strength of the dollar,
or other reasons. Total imports of high-technology prod-
ucts by the major trading partners of the United States is a
proxy measure for the size of the potential market for U.S.
exports of these products. Using a slightly different data
set from that analyzed above,'? U.S. exports of high-
technology products grew much less during the period of
1970 to 1982 than did imports of these products by Japan,
West Germany, France, the United Kingdom, and Canada.
Imports by these five countries increased by 180 percent,
while U.S. exports increased by 145 percent. However,
between 1980 and 1982, U.S. exports of high-technology
products fell by 8 percent, while total imports by the five
country groups fell by 1o percent. Thus, during the period
of the greatest decreases in the high-technology trade sur-
plus, the potential market for U.S. exports contracted sharply,
suggesting that the United States was not losing its
technological competitiveness at the end of the period.
Indeed, considering that during the 2 years of the decline
the dollar appreciated with respect to all the major coun-
tries (making U.S. products relatively expensive in interna-
tional markets), the ability of U.S. producers to maintain

The OECD list of high-technology products excludes Guided Mis-
siles and Spacecraft; Ordnance and Accessories; Agricultural Chemicals,
Electrical Transmission and Distribution Equipment; and Radio and Televi-
sion Equipment. The OECD data are based on the Standard International
Trade Classification, while the Department of Commerce data are based
on the United States SIC. See Hatzichronoglou (1983), p. 63.



or increase their shares of a contracting market demon-
strated continuing technological strength.

Direct Investment Overseas. Firms with some advan-
tage over enterprises in other countries can set up a subsidi-
ary, or expand an existing subsidiary, to exploit this adv-
antage. Direct investment, where the investor retains control
over the use of the invested funds, may involve the estab-
lishment of a subsidiary or the purchase of an existing
foreign firm; infusions of additional funds into an existing
subsidiary; or the reinvestment, rather than repatriation,
of the parent firm's share of subsidiary’s profits. To indi-
cate the success of American firms in operating abroad,
the direct investment of U.S. firms abroad can be exam-
ined. This is the value at the end of each year, stated in
terms of historical cost, of the holdings of U.S. enterprises
in subsidiaries overseas. This measure reflects both net
new investment—infusion of additional capital—and the
reinvestment of the parent company’s share of profits in
the subsidiary. Thus, the direct investment position reflects
both the openness of foreign countries to operations by
U.S. firms, and the ability of U.S. firms to operate profit-
ably in those countries.

Firms in non-manufacturing industries—such as min-
ing, petroleum, banking, finance and insurance, and trade—
invest overseas for reasons other than the exploitation of
technological advantage. For example, they may be seek-
ing raw materials, improved access to capital markets, or
tax havens. Such reasons also exist in the manufacturing
industries. However, the latter firms may also earn profits
from the overseas markets through the production and
sale of goods, as well as through the extraction of country-
specific advantages. The presence of manufacturing firms
in a country is a result of competitive strength, which is in
part a reflection of technological advantage. Favorable condi-
tions within the host country, such as lower labor costs,
may attract direct investment. However, the foreign firm’s
ability to compete successfully in the host country depends on
advantages over local firms, such as those provided by
access to more advanced technologies. Studies have shown
that direct investment is indeed a preferred channel for the
exploitation of technological advantage.” Thus, the direct
investment position abroad serves as a useful indicator in
the manufacturing industries of the openness of the inter-
national market for technologies and of the use which U.S.
manufacturing firms make of those markets.

U.S. direct investment in manufacturing is heavily con-
centrated in a small number of countries. In 1983, 47 per-
cent of the direct investment position in these industries
was in Canada, the United Kingdom, and West Germany.
U.S. direct investment in France and Japan accounted for,
respectively, 5 percent and 4 percent of the total direct
investment position in manufacturing. In 1982, 45 percent
of the direct U.S. investment position in manufacturing in
these countries was in the Chemical and Machinery indus-
tries. The trends in these positions are shown in figures
1-10 and 1-11 and measured in constant dollars.

Until the mid-1970’s, the direct investment position of
U.S. firms in these industries grew steadily. Since that
time, however, the position has fluctuated, and has gener-
ally fallen since 1981. The conditions which encouraged

13Gee Mansfield, etal. {1979}.
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Figure 1-10
Direct investment position of U.S. chemical firms
in selected countries '
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direct investment in previous years have since disappeared. A
combination of factors may have worked to reduce the size
of U.S. direct investments overseas. Some of the sluggish
behavior can be attributed to adverse economic conditions,
such as corporate illiquidity and high interest rates.™ Some of
the reduction results from valuation adjustments to reflect
the falling value of foreign investments in terms of U.S.
dollars. In addition, the improved profitability of invest-
ment within the United States, following the 1981 Tax
Act, may have discouraged U.S. direct investment over-
seas. However, trade in high-technology products, which
is one alternative to direct investment overseas as a chan-
nel for the international diffusion of commercial technol-
ogy, has also decreased. Hence, U.S. firms are not substi-
tuting exports for direct investment. Whether they are
instead increasing their use of the third channel for the
diffusion of technology, the sale of patent licenses, and the
establishment of other agreements, can be determined
through the analysis of data on receipts and payments of
royalties and fees.

License Fees and Payments. A third channel for the
exploitation of a technological advantage is the direct sale
of technology—in the form of patent licenses, plans, and
blueprints—and consulting agreements. Such sales can be
made either to independent firms or to subsidiaries and
affiliated firms. In the latter case, the resulting royalty and
fee payments are one form of intra-company funds trans-
fer, and may be related less to the actual value of the

1“See Wichard (1983}, p. 14.




Figure 1-11
Direct investment position of U.S. machinery firms
in selected countries
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technology and technical assistance than to the firm'’s global
tax strategy or to host governments’ technology policies.
In contrast, the sales of technology to an independent firm
is an “arm’s-length”” transaction; the buyer and seller must
agree on the price for the technology, which will provide a
reasonable approximation of its true value. Therefore, this
report analyzes, where possible, the flows of royalty and
fee payments only between unaffiliated firms.

Receipts of royalties and fees by U.S. firms from unaf-
filiated foreign firms and individuals grew steadily in real
terms from the 1960°s until 1978. Receipts then fell slightly
and have fluctuated in recent years. (See figure 1-12.) The
real level of technology transfer in 1982 is lower than that
which occurred in 1978, From 1979 through 1982, pay-
ments by U.S. firms to unaffiliated foreign firms and indi-
viduals fell steadily. These indicators show a decrease in
licensing activity in both directions since 1977; hence, U.S.
firms are using this channel of international technology
transfer somewhat less than they have in the past.

The decrease in royalty receipts and payments accom-
panics changes in the geographical distribution of this activ-
ity. In 1982, 79 percent of U.S. royalty and fee receipts
from unaffiliated firms and individuals came from other
developed countries, down from 89 percent in 1972 Thus,
while technology transfers in this form are still predomi-
nantly toward other developed countries, transactions with
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other developed countries have decreased. In contrast, the
channel is increasingly used for transfers to less-developed
countries. Payments by the five largest market economies
are primarily to other members of the group. Hence, the
trend toward the increasing gap between receipts and pay-
ments (see figure 1-13) shows the growing importance of
transfers to countries outside the group. The decrease in
U.S. licensing in advanced countries parallels the evidence
provided by the data on direct investment abroad by U.S.
firms (see figures 1-10 and 1-11), suggesting that these
firms are having increasing difficulty exploiting their techno-
logical advantages, particularly in the other advanced
countries.

International Diffusion of Technology:
the Alternatives

The discussion above has concentrated on the ability of
U.S. firms to profit from the international diffusion of
their technologies. Indicators of three major channels for
the diffusion of technology—direct investment, licensing
agreements, and trade in high-technology products—show
that U.S. firms have recently experienced less success in
their efforts to export technology than they had in previ-
ous years. The U.S. direct investment position, both exports
and the trade surplus in high-technology products, and
receipts of royalties and fees have all fallen. Thus, whether
because of an unfavorable economic climate, loss of tech-
nological competitiveness, or other reasons, U.S. firms have
had less opportunity to spread their R&D investments

Figure 1-12
U.S. receipts and payments of royalties and
fees associated with unaffiliated foreign residents
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See appendix table 1-16. Science Indicators—1985




Figure 1-13
Total receipts and payments of royalties and fees:
United States, Japan, West Germany, France,
and United Kingdom : ‘
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across international operations than they once had. Against
this background, the success of U.S. exporters at maintaining
their share of shrinking international markets for high-
technology products, in spite of unfavorable movements
in exchange rates, suggests that the contraction of the flow
of U.S. technology to foreign markets does not reflect
technological weakness. U.S. products continue to sell well,
compared to the products of the other advanced industrialized
countries.

The importance of indicators of the international diffu-
sion of technology extends beyond their use in analyzing
the attractiveness of the international economy to U.S.
firms, or the technological competitiveness of U.S. firms.
First, it has been suggested that the channel for diffusion
will be partly based on the age of the technology.” When a
technology is young and changing rapidly, the innovator
may choose to keep production close to the laboratory,
where fine-tuning adjustments can be made. After a cer-
tain period, production becomes standardized, and the firm
can set up facilities overseas, in the form of direct invest-
ment. Profits from the initial exporting phase help to finance
the overseas expansion.

Second, the form of the diffusion may have implications
for the distribution of future benefits from the use of the

5Two seminal works on the theory of the product cycle are Vernon
(1966) and Hufbauer (1966].
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new technology. Exports of products which embody new
technologies employ labor in the United States, while both
direct investment and licensing involve the transfer of
production overseas. More than either direct investment
or exports, the licensing of technology may encourage rapid
competitive imitation of the technology or the establish-
ment of foreign rivals. Finally, expansion through direct
investment may permit the firm the greatest control over
the expansion of the market for the new technology.'®

In fact, evidence suggests that firms prefer either direct
investment or exports to licensing as channels for market-
ing their technological advantages overseas.'” Licensing is
chosen when the technology to be transferred is peripheral
to the firm’s main line of business, when there are unusual
risks or problems associated with direct investment, when
the invention has a short expected economic life, or when
the recipient country discourages or restricts the other chan-
nels for transfer.

Conversely, both firms and governments may positively
prefer to purchase disembodied technology, through licenses
and other agreements, rather than to receive it along with
the presence of the innovating multinational, or to import
it embodied in products which were produced elsewhere.
While licenses are generally encouraged, imports of high-
technology products may be discouraged, both because
they compete with domestic firms and because they employ
labor abroad rather than at home. The attitudes that the
different countries take toward foreign technology may
therefore influence how a country trades technology. A
country which places its own firms at the center of its
international trade and technology policies will encourage
the acquisition of foreign technology through patent licensing
and other agreements, rather than through the purchase of
high-technology products. When its firms seek to sell their
own technologies abroad, they will emphasize product
exports, and sell relatively few patent licenses.

The approach each country takes to the different chan-
nels for the international diffusion of technology can be
summarized by the ratios of royalty and fee receipts to
payments, and of high-technology exports to imports. When
countries encourage the acquisition of disembodied tech-
nology, through patent licensing and other arrangem-
ents, but promote exports of high-technology products in
preference to transfers through licensing agreements, these
ratios will be relatively low. In figure 1-14, both ratios for
West Germany and Japan are less than one, demonstrating
a degree of technological competitiveness in trade, as exports
of high-technology products exceed imports, which is not
accompanied by a surplus of royalty and fee receipts over
payments. With high-technology exports over four times
as great as imports, Japan is highly competitive in trade.
Nonetheless, Japan sells relatively few licenses, apparently
choosing other channels for the diffusion abroad of Japan-
ese technology. In contrast, U.S. technological strength is
demonstrated in both diffusion channels, experiencing large
and growing surpluses of license receipts over payments,
and maintaining a trade surplus in high-technology pro-
ducts. The United Kingdom is the only other country here
which has received royalty fees in excess of payments,

*6Gee Teece (1983).
7Gee Mansfield, et al. (1979).



Figure 1-14
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selected countries
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while France has experienced relatively small surpluses in
high-technology products.

Between 1977 and 1982, both measures of technological
openness have increased for most countries (although France
experienced a slight decrease in its royalty-and-fee ratio).
In spite of difficult economic circumstances, all five coun-
tries were open to increases in the levels of high-technology
imports, relative to exports, and generally relied less on
purchases of foreign disembodied technology. Such a trend, if
it continues, would indicate a higher overall volume of
trade in high-technology products between these coun-
tries, accompanied by stronger domestic commercial 5/T
endeavors. [f firms can choose their preferred channel of
technology transfer—be it direct investment, licensing or
trade—the profits for successful innovation will be higher.
This would encourage greater R&D efforts, while the open
international system permits specialization and exchange,
instead of duplication of activity in the different countries.

International Patterns of Specialization in
Commercial Science and Technology

One outcome of the international diffusion of commer-
cial technology is a pattern of specialization where differ-
ent countries concentrate upon different products, and where,
more importantly, there is a division of labor in the R&D
which goes into the development of new technologies. The
alternative, where the firms in different countries continu-
ally seek the lead in all emerging technologies, is likely to
produce duplication of R&D efforts and potential political

tension among the countries concerned. This section investi-
gates the available evidence for emergent divisions of labor
and specialization in commercial technology.

Several aspects of specialization in commercial technol-
ogy can be examined. First, international division of labor
in research and development will result in different coun-
tries emphasizing R&D efforts in different industries. The
areas of emphasis and de-emphasis for these countries can
be examined. Second, 5/T activities in the different indus-
tries may be concentrated in a few countries which empha-
size the industry. The degree of concentration of S/T activi-
ties of different industries helps to describe the existence
and strength of an international division of labor in com-
mercial science and technology.

In 1979, 88 percent of the R&D expenditures by busi-
nesses in the market economies of the OECD were spent
in the United States, Japan, West Germany, France, and
the United Kingdom." A discussion of the international
structure of commercial technology is thus largely an anal-
ysis of activities in the United States and in the four other
large countries which have received most of the attention
thus far in this chapter. Furthermore, the bulk of indus-
trial R&D expenditures in these countries was made in a
few industries. In 1981, 70 percent of the R&D expendi-
tures by businesses in the five countries as a group were
concentrated in six industries: the Electric and Electronic
Machinery and Equipment Group, Chemicals, Aerospace,
Motor Vehicles, Office Machinery and Computers, and
Instruments.

National Emphasis in Commercial Science and Technol-
ogy. The six industrial groups identified here (see table
1-3) receive the bulk of both private and public R&D
expenditure. Therefore, they are the areas where techno-
logical efforts and national science policies are most likely
to come into contact. The extent to which countries empha-
size the same industries can be shown by examining rela-
tive emphasis indices for industrial R&D expenditures.
Table 1-3 shows each country’s share of the five-country
R&D expenditure total in a particular industry, relative to
that country’s share of R&D expenditures in all industries.
A positive index indicates relative emphasis in the indus-
try; a negative index indicates de-emphasis.

The United States has emphasized R&D in the Aero-
space, Instrument, and Office Machinery and Computer
industries. In 1981, U.S. industry performed about 84 per-
cent of the privately financed R&D in the five countries in
these three industries, but only 61 percent of privately
financed R&D in all industries. Both Britain and France
placed a relatively greater emphasis on Aerospace than did
Japan, although the distinction was less sharp in 1981
than in 1975. Japan, France, and West Germany placed a
greater emphasis on R&D in the Electrical group than did
the United States or the United Kingdom. Specialization in
this industry as well as in the Aerospace and Instrument
industries has increased during the past 6 years; however,
it has fallen in the Chemical, Computer, and Office Machine
industries.

There is no clear trend toward, or away from, specializa-
tion in R&D expenditures in the six industries examined
here. However, two points can be made. First, there is

®See OECD (1984al,p. 51,



Table 1-3. Relative emphasis' of R&D expenditures in the business sector by
country, for selected industries: 1975 and 1981

United West United
Industry Year States? Germany  Japan Kingdom  France
Electrical group ...... 1975 -0.07 0.28 0.03 -0.06 0.11
1981 -0.11 0.22 0.26 -0.11 0.17
Chemicals ........... 1975 —0.35 1.51 0.30 0.03 -0.12
1981~ -0.23 1.26 NA 0.39 0.05
Aerospace .......... 1975 0.29 -0.50 -1.00 0.27 0.07
1981 0.42 ~0.75 -0.99 -0.11 -0.21
Motor vehicles ....... 1975 -0.04 0.11 023 ~ -030 0.02
1981 -0.08 0.25 0.18 -0.32 0.17
Instruments ......... 1975 0.33 ~0.44 -0.38 -0.52 —0.64
1981 0.34 ~0.67 -0.41 -0.67 -0.81
Office machines ..... 1975 0.42 NA -0.70 -0.38 -0.11
and computers ... .. 1981 0.38 NA -0.58 -0.26 ~0.43

1 The relative emphases index is calculated by dividing a country'’s share of R&D expenditures in an industry by
its share of all R&D expenditures in the business sector, then subiracting 1. Negative values indicate relative de-
emphasis; positive values show emphasis in the industry’s technology.

2(J.S. data for 1975 are total business sector expenditures, and privately-financed expenditures are used for

1981.

See appendix table 1-18.

increasing specialization in three of the four industries in
which U.S. firms spend a higher amount on R&D than do
firms from the other countries. The exception to this trend
is the Office Machines and Computers group, which has
been the subject of intense competition in recent years.
Second, in the industries in which specialization has
increased, R&D expenditures have been higher relative to
sales than in the industries experiencing decreasing concentra-
tion. Once again, the Machines and Equipment group is
the exception.

Data on industrial R&D expenditures provide a useful
overview of the international structure of commercial S/T.
A more detailed analysis is possible through the use of
data on patenting in particular technologies. Furthermore,
patent-based data indicate the output of new inventions
from the system, complementing the data on the resources
devoted to research and development.

When patent applications are submitted to the United
States Patent Office, they are examined by that Office’s
technical staff, who investigate the utility and originality
of the applicant’s invention. In the patent document which is
finally issued, these examiners make references to the rele-
vant “‘prior art.” The patents covering important inven-
tions have been found to be cited heavily in subsequent
documents. This approach has been extended to provide
an indication of the quality of the efforts of U.S. and
foreign inventors in the six industries described above.
Figure 1-15 shows that U.S. inventors are particularly strong,
compared to their foreign counterparts, in the Office Machine
and Computer industry; in addition to receiving 64 per-
cent of the patents issued overall in the field in 1978, U.S.
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inventors were responsible for 74 percent of the patents in
the most highly cited decile in that product field. On the
other hand, since the early 1970’s the technical quality of
patents granted to U.S. inventors in the Aircraft and Motor
Vehicle areas has fallen when compared to the perfor-
mance of foreign inventors.

Table 1-4 shows the relative emphasis that different
countries place on patenting in several technologies. The
technologies, chosen to represent a range of areas where
inventors are now active, include two older technologies
(Steel and Iron, and Internal Combustion Engines), three
well-established high-technology areas (Drugs, Integrated
Circuits, and Telecommunications), and three young tech-
nologies {Robotics, Lasers, and Microbiology-Enzymology).
In this sample of technologies, patterns of relative empha-
sis and specialization do emerge. Each country places a
relatively high emphasis on one or two technologies; fur-
ther, it places a greater relative emphasis on those technolo-
gies than the other countries. Similarly, where a country
places its lowest emphasis, it usually has the lowest emphasis
index of any of the countries. Only the United States does
not show a strong emphasis in any of the technologies.
However, the United States is the largest and richest of the
countries studied here, and is therefore able to support
efforts in a wider range of technologies. Instead of the six
high-technology areas, U.S. inventors placed moderate
emphasis on four, and de-emphasized only Robotics. U.5.
inventors have placed little emphasis on patenting in the
low-technology areas, particularly in Steel and Iron. In
three of the four fields which U.S. inventors emphasized,
Japanese inventors were even more active, suggesting con-




Figure 1-15

Percent of U.S. patents in selected
product groups, granted to U.S. and
foreign inventors, which are highly cited.’
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tinuing competition between Japan and the United States
in the fields which these countries emphasize.

The shifts shown above in the fields of specialization
for different countries may reflect the rapidity of techno-
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logical advance, which does not permit countries to develop
persistent advantages, and the influence of scientific advances
on commercial S/T. The rapid international diffusion of
fundamental science, and its incorporation into commer-
cial technology, may continually set countries on a similar
basis for the exploitation of new commercial technology.

THEINTERACTIONS OF INTERNATIONAL
SCIENCE AND ENGINEERING

The preceding section discussed the development and
commercialization of the products and processes which
embody new technologies. The pursuit and application of
technological change form an important part of the S/T
system, providing one of the system’s most concrete bene-
fits to society. But neither science nor technological change
can be isolated from the system of which they are a part;
the volume and quality of the stream of scientific discoveries
deserve the same careful attention that technology’s trans-
formation of ideas into products and processes has received.
The benefits of technology are unattainable without the
initial advances of science; this section therefore considers
scientific discoveries, which permit and nourish technological
change.

Both science and technology are international activities—
what happens in one country affects events in other coun-
tries. However, the nature of the international interactions
is very different in the two activities. Scientists and engi-
neers are equally sensitive to the potential benefits to their
research from the criticism and advice of their colleagues
abroad, and therefore encourage international diffusion of
their research results. In technology, the dictates of competi-
tion frequently make such sharing of information unde-
sirable. The international interactions of science have there-
fore involved a greater degree of cooperation than has the
international competition in technology. This section dis-
cusses the contributions that different countries make to
the common pool of knowledge, and the access of Ameri-
can and other scientists and engineers to that pool.

Support for Research

The principal aim of research is to ““gain a fuller scien-
tific knowledge or understanding of the subject studied.”™
The aim of this section is to analyze the support for the
new knowledge upon which all scientists and engineers
draw. It is therefore useful to distinguish between R&D
efforts whose results will in general be made public, and
those whose results will be controlled by the R&D perfor-
mer. The analysis of expenditures for new public knowl-
edge therefore excludes expenditures for ““applied research”
and “"development” in businesses, and for “"development”’
in the government sector, but includes a small amount of
“development’ in colleges, universities, and nonprofit
institutions.?

*See NSF (1984b) p. 71.

®This estimate of expenditures for new public knowledge probably
overstates such expenditures for the United States, as a substantial part
of the basic and applied research which the Department of Defense
performs internally must remain secret. In 1981, the Department of Defense
accounted for about 25 percent of the Federal obligations for intramural
research, or about 7 percent of the total research expenditures for the
United States. See NSF (1983], p. 41,



Table 1-4. Relative emphasis® for patenting in major patent systems
by country, for selected technologies: 1980-82

Technology United West United
group States Germany Japan Kingdom France
Robotics ...............ooil -0.41 -0.20 -0.35 -0.37 0.78
Lasers ........ooviviiniinnns 0.32 -0.43 0.81 -0.22 0.06
Microbiology-enzymology ...... 0.12 -0.28 0.68 0.00 -0.26
Drugs ........coocvviiiinannn 0.26 -0.19 -0.02 0.93 0.28
integrated circuits ............. 0.17 -0.44 1.35 -0.59 -0.77
Telecommunications ........... -0.02 -0.13 0.80 -0.24 0.06
Internal combustion
BNGINES . ...t -0.08 0.69 -0.10 0.23 0.35
Steelandiron ................ -0.38 -0.42 0.95 -0.60 -0.37

* This index is calculated by dividing each country’s share of all patents taken out in a technology in 26 major patent
systems by the country's share of all patents issued by those patent systems, minus one. An index of 0 indicates no
relative emphasis or de-emphasis; positive numbers indicate relative emphasis, negative numbers indicate relative de-

emphasis.

See appendix table 1-20.

The pursuit of new public knowledge occupied a signifi-
cant share of the national R&D expenditures in the main
Ré&D-performing countries. In West Germany, Japan, and

France, about one-third of domestic expenditures on R&D’

in 1981 were spent in the sectors and activities identified
above with this effort. The share of U.S. expenditures
devoted to this pursuit was somewhat lower, about one-
fifth, but the U.S. science and technology endeavor is so
large that it represents 44 percent of the total of these
expenditures in the four countries. There were thus sub-
stantial efforts by all four countries to contribute to the
new scientific knowledge which underpins technological
progress. (See appendix table 1-21.)

The fields which the different countries emphasize vary
considerably. Japan reports slightly more engineering
research than does the United States, although it spends
less than two-thirds as much as the United States in all
fields combined. The United States effort in the natural
sciences is more than double that of Japan and West Ger-
many combined, but in the agricultural sciences, U.5.
expenditures approximately equal those of Japan and West
Germany combined. The data thus suggest Japanese strength
in engineering and in the medical and social sciences, and
German strength in the natural sciences. These may be
areas where U.S. scientists and engineers can usefully col-
laborate with their foreign colleagues; they may also be
areas of future technological strength for these countries.

International Study and Academic Exchange

In any international system, the channels which link
activities in different countries take on great importance.
Trade in products, and in patent licenses and flows of
direct investment, receive the attention of policymakers as
channels of international transfer of technology. It is less
easy to identify the channels through which scientific knowl-
edge is diffused internationally. In part, this is a conse-
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quence of the public-good nature of this knowledge; the
cost of its transfer is low relative to the cost of its produc-
tion, and there is generally no discrete transaction to be
measured, as there is in the sale of technology.
Fortunately, the links between science and engineering
in different countries are pervasive, and one can identify,
and possibly measure, many activities whose purpose is to
facilitate the communication of ideas from one country to
another. These activities are examined below. First, there
are visits by scholars from one country to another. These
may be students learning from another country’s scien-
tists, or more senior scholars carrying their results abroad,
seeking the advice and criticism of their foreign colleag-
ues. Second, there are publications in, and use of, the
international scientific literature. Finally, there are the explic-
itly cooperative activities, where scientists from different
countries work together and share the results of their work.
Foreign Students. Given the leading position of U.S.
science and technology, it is natural that the United States
hosts large numbers of foreign students who wish to study
here. Many of these come from the less developed or newly
industrialized countries seeking advanced courses that may
not be available at home. Students come from the other
industrial countries in smaller numbers since these stu-
dents have alternative opportunities closer to home. The
United States has long attracted students from many parts
of the world. In 1978, students in the United States repre-
sented over one-third of the foreign students studying in
the 20 largest host countries, more than twice as many as
studied in France, the next large:t host country.?’ Other
countries hosting many foreign students are the Soviet
Union, the United Kingdom, and West Germany. How-
ever, in relative terms, foreign students play a smaller role

21Gee [nstitute of International Education (1984).




in the United States than they do in several other coun-
trics. Two percent of U.S. students were non-resident
foreigners, as opposed to 11 percent in France, 8 percent in
the United Kingdom, and 5 percent in West Germany, but
only 1 percent in the Soviet Union and in Japan.

Figure 1-16 shows the trends in the numbers of students
in the United States from selected countries. Although S/E
students cannot be shown separately for these countries,
over 00 percent of the foreign students who have declared
majors are in the sciences and engineering. This high level
of interest in these fields has been stable since the early
1960’s. Therefore, these data provide useful indications of
the numbers of S/E students in the United States from
different countries.

Students from the People’s Republic of China are enter-
ing the United States in increasing numbers. In 1982-83
over 6,000 mainland Chinese students studied in the United
States; during each year prior to 1979, fewer than 325
students from the People’s Republic of China enrolled in
U.S. colleges and universities. Taiwan, Canada, and Japan
continue to send large numbers of students to the United
States, demonstrating the close links between the United
States and those countries. The Soviet Union and other
Eastern European countries have never sent large numbers
of students to the United States. However, there were more
students in the United States from that region during the
1082-83 school year than in any other year; in that year,
over half the Eastern European students in the United
States were from Poland.

Figure 1-16
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Foreign graduate students and doctorate recipients are
particularly important to U.S. science and technology: they
make a greater contribution to research during their stays
in the United States than do undergraduates, and they
return to more advanced positions in their home countries’
S/T systems.

For a number of years, the proportion of foreign gradu-
ate students and doctorate recipients in science and engi-
neering in the United States has increased. Figure 1-17
shows the share of doctorates awarded to foreign citizens
in S/E disciplines. Since 1981, more than half of the doctor-
ates awarded by U.S. universities in engineering were given to
foreign citizens. Foreign students also took large and increas-
ing shares of the doctorates awarded in physics and in
mathematics. The increasing share of doctorates awarded
to foreign students is driven by two factors. First, the
number of U.S. students receiving the Ph.D. has fallen.
Second, the number of foreign recipients has increased,
particularly in engineering, where the number of foreign
residents receiving Ph.D.’s grew by 125 percent between
1972 and 1983. (See appendix table 1-23.)

Most foreign recipients of Ph.D.’s from U.S. universi-
ties plan to leave the United States following completion
of their doctorates. (See figure 1-18.) However, the propor-
tion of foreign residents with commitments for plans for
work in the United States following completion of the
Ph.D. has increased in recent years, so that in 1983 almost
half of the foreign S/E Ph.D. recipients with firm plans
expected to remain in the United States. Employment
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Figure 1-17

Doctoral degrees awarded to foreign students as a percent of all doctoral degrees from U.S. universities, by field
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opportunities for these foreign scientists and engineers were
particularly abundant in engineering and in the computer
sciences, where shortages of U.S. personnel have been repor-
ted.22 A high proportion of foreign Ph.D. recipients in
mathematics have found employment in the U.S. colleges
and universities, perhaps reflecting the movement of U.S5.
mathematicians into the related computer science areas. In
fields where employment prospects are less auspicious,
such as the life sciences, social sciences, and earth, environ-
mental and marine sciences, almost all those foreigners
with positions in the United States after receiving their
doctorates pursue postdoctoral studies. The post-graduation
plans of foreign Ph.D. recipients thus seem strongly influ-
enced by the state of the U.S. labor markets; foreign Ph.D.
recipients seem to form a reserve labor pool which helps
to alleviate shortages as they arise in the U.S. domestic
markets.

Except in engineering, the high shares of foreign resi-
dents in the doctorate-receiving population is matched by
even higher shares in the graduate student population as a
whole.? In 1982, they represented 43 percent of the graduate
students in engineering at U.S. doctorate-granting institut-
ions, about the same as in 1980. The lower share of foreign
residents in the total student population than in the doctorate-
receiving population in engineering reflects the large num-
ber of American engineering students who leave the uni-

2Gee NSF (forthcoming).
2Gee NSF (1984a), pp. 99-100.
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versity after receiving the master’s degree. In other more
academic fields, where the master’s is not the final degree
obtained, the share of foreign students matches the share
of foreign doctorate recipients much more closely.

International Scientific Exchange. Scientists and engi-
neers also engage in professional travel after the comple-
tion of their studies. Young scholars may travel for post-
doctoral fellowships, while researchers of all ages partici-
pate in academic conferences, take temporary appointments
overseas during sabbaticals, and otherwise participate in
the international flow of scientific knowledge.

In the formative years of American science, postdoc-
toral study abroad was an important career step for young
U.S. scholars. They worked in leading laboratories abroad,
particularly in Europe, and brought back both knowledge
of important work outside the United States, and formed
lifelong relationships with their peers overseas.?

The number of S/E doctorate recipients with firm com-
mitments for postdoctoral study abroad® has fallen sharply

24Gee Zinberg (1980).

%The data on postdoctoral study abroad count only Ph.D. recipients
with confirmed positions abroad at the time of the survey, which is filled
out when the degree is awarded (usually in the spring). Other postdoc-
toral study plans are revised or finalized after the questionnaire is retur-
ned. Therefore, these data can only be treated as approximate indicators
of the magnitude of doctoral study abroad. Furthermore, although many
scientists may take several postdoctoral appointments in the years after
they receive their degrees, some of which take place overseas, only the
first postdoctoral appointment is counted in these data.




Figure 1-18

Postdoctoral plans of foreign, non-resident recipients of Ph.D.’s from U.S. universities, by field of science
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since the early 1970's, when 2 percent of all U.S. doctorate
recipients traveled abroad for postdoctoral studies. Figure
1-19 shows that this decrease was sharpest in physics and
in chemistry, which together had accounted for half of the
postdoctoral appointments abroad in 1971. Overall, between
1971 and 1982 the number of American citizens and per-
manent residents with firm commitments for postdoctoral
study abroad fell by 44 percent. During the period when
study abroad by new U.S. science and engineering Ph.D.
recipients decreased, major overseas research facilities
increased and made important contributions to world science.
Advanced facilities such as those at CERN, the European
High Energy Physics Center in Switzerland, might be
expected to attract young American scientists. However,
while some foreign facilities may continue to draw substantial
numbers of young U.S. scientists, in general international
postdoctoral experience seems less attractive to U.S. scien-
tists than it once was.

American researchers have noted the growing strength
of foreign science by citing it in their publications. In
articles published by American scientists in world-class
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physics journals in 1982, 56 percent of the citations were
to work written abroad, versus 48 percent in 1973. (See
figure 1-20.) Sixty percent of the citations in chemistry
articles by Americans in 1982 were to foreign work.?® These
citations demonstrate awareness in the United States of
important work in progress overseas. However, research-
ers at the beginning of their careers have apparently either
lacked the same opportunities to participate in this work
first-hand that their more senior colleagues had, or have
been unwilling to pursue opportunities abroad, at a time
when foreign science is stronger than it was previously.

No good data exist to measure the travel habits of Ameri-
can 5/E’s beyond the data discussed on the postdoctoral
study abroad by new Ph.D. recipients. One can, however,
identify academic visitors among the foreigners visiting
the United States. The U.S. Department of State issues the
J-class visa to non-immigrant vistors who are sponsored
by academic institutions in the United States. Few of these

25ee Computer Horizons, Inc. (1984).



Figure 1-19
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are students, since students generally receive the F-visa.
Academic exchange vistors include postdoctoral fellows,
visiting professors, and conference participants. In con-
trast to the foreign student population, a large percentage
of academic exchange visitors come from other advanced
countries. In 1983, 29 percent came from just Japan, Ger-
many, the United Kingdom, and France (see figure 1-21),
while only 8 percent of the students came from those coun-
tries.?” These data suffer from the same limitation as the
data on international students shown in figure 1-17; no
distinction is made among the sciences and engineering,
humanities, and other subjects. However, unless the share
of scientists and engineers among all academic visitors is
falling, which seems unlikely, the data do describe a rising
trend in the number of foreign S/E’s participating in aca-
demic visits to the United States.

The number of J-visas issued to all nationalities increased
by 35 percent between 1978 and 1983.2 This increase has

77Gee Institute of International Education (1984]).
#See appendix table 1-28.
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been most noticeable for visitors from West Germany and
from Japan, who received, respectively, 63 percent and 46
percent more exchange visitor visas in 1983 than they did
in 1978. This increase took place even though the dollar
greatly increased in value, relative to other currencies, making
such visits particularly expensive for foreign S/E’s. This
gives further support to the positive evaluation of U.5.
science and technology by foreign scholars.

International Cooperation and
Communication in Science

The exchanges of students and S/E’s described in the
previous section contribute to the more rapid diffusion of
science and technology. The open scientific literature has
been the primary channel of this diffusion, both within
countries and between countries. Publication is important
to researchers, because as well as demonstrating the fruits
of their work, it opens up their methods and results to
criticism and suggestions by their peers.

The links between research in different countries are
enhanced when an article by a researcher in one country
appears in a journal published in another country. Successful

Figure 1-20
References in U.S. articles to articles from
other countries, by field
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Figure 1-21
U.S. academic exchange visas issued by nationality of recipient
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efforts at international communication in science are dem-
onstrated when authors in one country cite the work of
forcign researchers in their articles. International citation
indicates both the existence of ties between the scientists,
and the importance of foreign advances to a country’'s S/T
endeavor. Finally, the most concrete form of international
scientific cooperation, where scientists and engineers from
different countries work together on a project, will often
result in articles which are co-authored by the participat-
ing scientists.

The world's leading scientific journals provide an active
international forum for new knowledge. In 1982, 42 per-
cent of the articles published in world-class science jour-
nals covered by the Science Citation Index (SCI) appeared
in journals published outside the author’s home country.?®

U.S. authors were active participants in this interchange;
over 22,000 U.S. articles, or 21 percent of the covered
output of U.S. science, were published outside the United
States. About one-third of the articles published in the
leading American journals had foreign authors. Foreign
authors published extensively in the U.S. chemistry and
physics journals, writing 48 percent and 44 percent,
respectively, of the articles published in these journals in
1982. (See figure 1-22.) In contrast, foreign scientists only
contributed one quarter of the articles published in Ameri-
can biology clinical medicine journals—a pattern which is
followed in the literature of other countries as well.

Journals which report basic science generally present
more foreign work than do those which concentrate on

#"Home country” is based on the institution of the author. See appen-
dix table 1-28.
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applications. This may reflect different practical problems
and emphases in different countries. Over the past decade,
there has been a tendency in almost all fields and countries
for the number of articles published outside the author’s
home country to increase.

If active cooperation between senior scientists does take
place, it will result in research articles co-authored by
researchers from different countries. Figure 1-23 shows
that in most fields of science and engineering international
co-authorship® has increased steadily since 1973. Through-
out the period, mathematics has been the discipline experi-
encing the greatest degree of international cooperation,
while clinical medicine seems to be largely nationally-based.
Physics has increasingly been the focus of international
research activity, due perhaps to the cost of high-energy
physics research facilities, and to the need for team work
in this complex research area. In recent years, the role of
multinational research work has diminished in biology.

The European countries have emphasized international
research more than have the United States and Japan. (See
figure 1-24.) This is not surprising; geographic and lin-
guistic distance separates Japanese S/E’s from their for-
eign peers. While the United States has such a sufficiently

*nstitutional co-authorship—the publication of articles with authors
from different institutions—reflects in part the requirements of particular
fields of science and the practices of research institutions in different
countries. These practices and requirements may change over time. To
account for the varying underlying tendency to write articles co-operatively
in different countries, fields, and years, the international co-authorship
index normalizes the number of articles with authors from more than one
country by dividing by the number of all articles with authors from
different institutions.
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Figure 1-22
Articles in U.S. journals which have foreign
authors, by field of science
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diverse and rich scientific system that international coopera-
tion loses some of its appeal, European scientists find
cooperation relatively easy, due to geographic proximity
and language familiarity. Furthermore, in recent years, there
has been an explicit sharing of facilities, through CERN
and the Joint European Torus (JET), and through other
joint activities, such as the research program of the Euro-
pean Space Agency.

From the discussion above, it is clear that formal coop-
erative research is not a necessary precondition of effec-
tive diffusion of knowledge. International study and post-
doctoral activities and regular access to and use of the
international scientific literature are important links in the
international science and technology system. The form of
the international diffusion of knowledge has changed, in
science as in technology, reflecting the evolution of the
international environment in which scientific and techno-
logical activities take place.

OVERVIEW

The United States continues to play a leading role in the
international science and technology system. The U.S.
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research and development effort is greater than the com-
bined efforts of its four largest market-economy competi-
tors, whether measured in terms of R&D expenditures or
of scientists and engineers employed in research and develop-
ment. Only the Soviet Union has a larger R&D workforce
than the United States. The overall strength of U.S. scien-
tific and technological activities is observed as well in the
outputs of 5/T. U.S. scientists and engineers publish exten-
sively in the world’s leading research journals, while U.S.
inventors take out more patents in foreign countries than
do inventors from any other country. The strong perfor-
mance of the U.S. science and technology endeavor has
contributed to the high productivity of the U.S. economy,
whose output per employed person is the highest among
the five largest market economies.

The strong U.S. science and technology performance
may be accounted for in part by the size of the U.S. econ-
omy. The share of U.S. gross national product which is
devoted to R&D expenditures is approximately equal to
the share for the other large market economies. The much
larger economic base of the United States thus supports a
more substantial R&D effort, in absolute terms, than the
other countries can afford. The relative size of the R&D
efforts of the largest market economies are also similar
when measured by the proportion of R&D scientists and
engineers to the total labor force.

Figure 1-23
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Figure 1-24
Index of international cooperative research’,
by field
(Percent)
0 10 20 30 40 50
T T T T
Clinical 11973
medicine | 1982
Biomedicine |
Biology | |
Chemistry I |
Physics | |
Earth and ]
space sciences ]
Engineering and
technology
Mathematics
I l

'Obtained by dividing the number of articles which were written by scien-
tists and engineers trom more than one country by the total number of
articles jointly written by S/E’s from different organizations. This index is
based on articles, notes, and reviews in over 2,100 influential journais car-
ried on the Corporate Tapes of the 1973 Science Citation Index of the Insti-
tute of Scientific Information. The last twe years are based on over 3,500
journals in the 1981 Science Citation Index.

See appendix table 1-29, Science Indicators— 1985

The R&D efforts of the major industrialized market econ-
omies, while similar in relative terms, vary considerably in
terms of their emphases. The United States, France, and
Great Britain all devote relatively high shares of their R&D
resources to defense-related activities. In contrast, for his-
torical and cultural reasons West Germany and Japan per-
form little defense-related R&D, and support relatively
larger civilian R&D efforts than the United States, France,
and Great Britain.

The Soviet Union appears to have the largest R&D
endeavor in the world in both absolute and relative terms.
The Soviet Union is estimated to employ between 40 and
60 percent more S/E’s in R&D, as a percentage of the
labor force, than does the United States; it also devotes a
significantly greater share of its GNP to R&D. Of course,
institutional differences between the two countries may
obscure the meaning of these comparisons. In particular,
the Soviet activity is concentrated in research institutes
attached to the Soviet production ministries. The size of
the Soviet R&D effort therefore may not necessarily translate
into a strong overall science and technology system. In
both the United States and the other major industrialized
market economies, the level of activity in science and tech-
nology has increased substantially in recent years. Since
the mid-1970's the absolute number of scientists and engi-
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neers in R&D has grown at a greater rate than the entire
labor force; during the same period the proportion of GNP
devoted for R&D has also generally increased. The down-
ward trend which most of these countries experienced in
their R&D expenditures as a percentage of GNP during
the early 1970's has been definitely reversed. Except in the
United States, the relative levels of R&D expenditures are
at or above their previous high points of the 1960s. Of
course, all of these economies have since experienced sub-
stantial growth, so that in absolute terms, all of these coun-
tries support much larger R&D efforts than they have in
the past.

Despite the continuing strength of the U.S. science and
technology, the United States faces strong competition from
other countries. The United States does not dominate the
international science and technology system as it once did.
In most fields of science, the U.S. share of publications in
the leading science journals has fallen. The number of
patent applications made abroad by U.S. citizens has declined,
while since 1975 patent applications by Japanese inven-
tors have increased by about 35 percent. The U.5. edge in
productivity has decreased, as growth in real GNP per
emploved person has been much higher in other countries.
The increasing strength of 5/T in other countries has both
advantages and disadvantages for the United States. Cer-
tainly reduced technological dominance hurts the competi-
tiveness of U.S. firms. On the other hand, U.5. science can
build upon research findings from abroad, consumers in
the United States benefit from less expensive and higher-
quality imported goods, and the development of defense-
related technology in friendly countries adds to the secu-
rity of the Nation and its allies.

The industrialized market economies do not pursue sci-
ence and technology in isolation from each other. The
volume and channels of transfers of scientific and techno-
logical developments between countries affect the health
of the 5/T endeavor in the United States. The develop-
ment of industrial technology depends in part upon the
existence of markets for new products and processes. U.S.
firms have increasingly looked abroad for these markets,
have participated in international trade in both products
and patent licenses, and have set up subsidiaries overseas,
to carn benefits abroad from technologies developed in the
United States. International markets are more important to
firms which produce high-technology products than they
are to other manufacturing industries in the United States.

The ability of U.S. firms to profit from the introduction
of new techneclogies in foreign markets influences their
willingness to make the R&D investments which lead to
technological advance, and thus contribute to economic
growth. In recent years, the U.S. use of the three main
channels for the international diffusion of technology has
fallen. The surplus in trade in high-technology products
has fallen since 1980, the U.S. overseas direct investment
position has decreased, and receipts by United States firms
of royalties and fees from technological agreements and
the sale of patent licenses have leveled off. U.S. exporters
of high-technology products have operated under difficult
conditions in recent years. In particular, the strength of
the dollar in international currency markets has made U.S.
goods more expensive in foreign markets and has favored
foreign producers. Simultaneously, the policies of some
foreign governments have restricted trade in goods. None-
theless, U.S. firms have maintained their share of a shrinking



international market for high-technology exports, suggesting
that the reduced ability of U.S. firms to profit from the
international diffusion of new technologies may be related
to broader economic conditions rather than to any weak-
ness in U.S. technology.

One result of an open international system for the diffu-
sion of commercial technology is that different countries
may specialize in different work areas of technology, resulting
in an international division of labor among the various
technologies. The United States has tended to emphasize
R&D in the Office Machinery and Computers, Aerospace,
and Instrument industries. At a more detailed level, U.S.
inventors have spread their patents fairly evenly across a
selection of active patent areas, while inventors from the
other countries have concentrated their activities in fewer
technologies.

The relationships between national S/T endeavors out-
side the business sector are less competitive than those
described above, but no less important. The results of
research in S/E fields diffuse rapidly around the world,
laying the basis both for further research and for applica-
tion in new technologies. Relative to the size of their national
R&D efforts, other countries make larger expenditures on
basic and applied research activities, which are most likely
to find application outside the countries where they are
performed, than the United States. Research expenditures
in Japan are concentrated in engineering, while the United
States performs a high percentage of the total research in
the natural sciences.

Several non-commercial channels exist for the diffusion
of science and technology. The United States continues to
educate large numbers of foreign students in science and
engineering. In mathematics, computer science, and engineer-
ing, foreign students make up a large share of the graduate
student population in the United States and receive a large

share of the doctorates awarded by U.S. universities. While
most of these students return home, thus contributing to
the international diffusion of science and technology, since
1979 increasing numbers of foreign Ph.D. recipients—
particularly in the computer sciences, engineering, and
mathematics—have found employment in U.S. colleges,
universities and industry. In addition to contributing to
scientific links between the United States and their home
countries, these foreign recipients of U.S. Ph.D. degrees
may form a reserve pool of scientific labor, and alleviate
shortages which arise in the U.S. science and technology
system.

Postdoctoral study abroad is a traditional source of interna-
tional exposure for young U.S. scientists and engineers.
However, in recent years the number of new U.S. S/E
doctorate recipients who have pursued postdoctoral study
abroad has decreased substantially. During a period when
science outside the United States has advanced rapidly, the
use of this channel for the transfer of knowledge back to
the United States has diminished.

U.S. scientists and engineers have taken advantage of
the access to foreign science which the international scien-
tific literature affords them. About one-half of the articles
which U.S. scientists cite in world-class science and engi-
neering journals are written abroad. The explicit interna-
tional cooperation which underlies the co-authorship of
articles by scientists from different countries has contin-
ued to increase. International co-authorship is more com-
mon in Europe than in Japan or the United States, and
occurs most frequently in mathematics and in the more
fundamental fields of science. In the more applied fields,
such as clinical medicine and engineering, cooperative
relationships are less common, as the relationship between
scientists from different countries more often resembles
the competition which characterizes commercial science
and technology.

REFERENCES

Ailes, C.P. and F.W. Rushing, The Science Race: Training
and Utilization of Scientists and Engineers. U.S. and
U.5.5.R., (New York: Crane Russak, 1982).

Campbell, R W., “Soviet R&D Statistics 1970-1983,” unpub-
lished report to the NSF Science Indicators Unit, Indiana
University, June 1984.

Computer Horizons, Inc., “Science Indicators Series 3, Using
Source Tape,” unpublished report to the NSF Science Indica-
tors Unit, Cherry Hills, NJ, August 1984.

Davis, L.A., Technology Intensity of U.S. Output and
Trade, Office of Trade and Investment Analysis, U.S.
Department of Commerce, July 1982.

Denison, E.F., Accounting for Slower Economic Growth:
The United States in the 1970's, (Washington, DC: The
Brookings Institution, 1980].

Denison, E.F., Accounting for Slower Economic Growth:
An Update, paper presented to the Conference on Interna-
tional Comparisons of Productivity and Causes of the Slow-

down, American Enterprise Institute for Public Policy
Research, Washington, D.C., 1982.

Hatzichronoglou, T., “Technological Indicators and the
Measurement of Performance in International Trade, Part
B: Data and Empirical Tests,” paper presented to the Work-
shop on Technological Indicators and the Measurement of
International Trade Performance, Organisation for Eco-
nomic Co-operation and Development, Paris, September
12-14, 1983.

Hufbauer, G.C., Synthetic Materials and the Theory of
[nternational Trade, (London: G. Duckworth and Com-
pany, 1966].

Institute of International Education, Open Doors: 1982-83—
Reporton [nternational Education, (New York, 1984].

International Trade Administration, U.S. Department of
Commerce, An Assessment of U.S5. Competitiveness in
High Technology Industries, February, 1983.

Mansfield, E., et al., The Production and Application of




New Industrial Technology, (New York: W.W. Norton

and Company, 1977].

Mansficld, E., A. Romeo, and S. Wagner, “Foreign Trade
and U.S. Research and Development,” Review of Econontics
and Statistics, vol. LXI (February 1979), pp. 49-57.

Mansfield, E., A. Romeo, and L. Switzer, “"R&D price
indexes and real R&D expenditures in the United States,”
Research Policy, vol. 12 (April1983), pp. 105-112.

National Science Foundation, Federal Funds for Research
and Development, Fiscal Years 1982, 1983, and 1984, XXXII,
(NSF83-319],1983.

National Science Foundation, Acadeniic Science/Engineering:
Graduate Enrollment and Support, Fall 1982, (NSF 84-300],
1984a.

National Science Foundation, A Guide to NSF Scien-
ce/Engineering Resotrces Data, 1984b.

National Science Foundation, Foreign Citizens in U.5. Sci-
ence and Engineering: History, Status and Qutlook, forth-
coming,.

Organisation for Economic Co-operation and Develop-
ment, OECD Science and Technology Indicators: Resour-
ces Devoted to RED, (Paris, 1984a).

Organisation for Economic Co-operation and Develop-
ment, Recent Results: Selected 5/T Indicators 1979-1983,
(Paris, June 1984b].

27

Office of Trade and Investment Analysis, International
Trade Administration, U.S. Department of Commerce, U.S.
Trade Performance in 1983 and Outlook, June 1984.

Soete, L., and S.M.E. Wyatt, "Domestic and Foreign Pat-
enting in the United States and the EEC: Towards the
Development of an Internationally Comparable Science
and Technology Output Indicator,” paper presented to
the Workshop on Patent and Innovation Statistics, Organisa-
tion for Economic Co-operation and Development, Paris,
June 28-30, 1982.

Teece, D.]., “Organizational and Technological Factors in
the Theory of the Multinational Enterprise,” in M. Casson,
ed., The Growth of Dhiternational Business, (London: Allen
and Unwin, 1983], pp. 51-62.

Vernon, R., “International Investment and International
Trade in the Product Cycle,” Quarterly Journal of Economics,
vol. 80 {(May 1960).

Wichard, O.G., “U.S. Direct Investment in 1982, in U.S.
Department of Commerce, Survey of Current Business,
August 1983.

Zinberg, D.S., " America and Europe—Changing Patterns
of Science — Related Travel,” in National Research Coun-
cil, Current Issues and Studies, (Washington, D.C.: National
Academy Press, 1980).



I

Chapter 2
Support for U.S. Research
and Development



Support for U.S. Research and Development

HIGHLIGHTS

e Continued growth observed in U.S. R&D expenditures.
National expenditures for R&D continue to grow as U.5.
industry and the Federal Government increase their R&D
investments. Between 1980 and 1985, national R&D
expenditures grew in constant-dollar terms at an aver-
age annual rate of 5.4 percent. Increased industrial fun-
ding accounted for about 52 percent of this growth,
with another 45 percent representing expanded Federal
funding, primarily for defense R&D and nondefense
basic research. (See pp. 31-33.]

o R&D-to-GNP ratio continues to rise. The ratio of national
R&D expenditures to gross national product (GNP] is
expected to reach 2.7 percent in 1985, up from a 25-year
low of 2.2 percent in 1978. Growth in the ratio slowed in
1982 in good part because of the strong growth of the
economy. {See p. 31.)

e Strong industrial R&D spending growth is evident. In
1980, the industrial sector emerged as the primary source of
R&D support in the United States—principally in the
areas of applied research and development. Industrial
R&D expenditures for all sectors continued to grow at a
higher rate than any other source of support. Between
1980 and 1985, industrial R&D spending expanded at
an average annual rate of 5.7 percent in constant-dollar
terms, compared to an estimated rate of 5.2 percent for
Federal R&D expenditures and of 4.2 percent for all
other sources of R&D support. Between 1984 and 1985,
however, industrial R&D investment growth in constant-
dollar terms was exceeded by increased Federal R&D
spending with each expanding at an estimated rate of
6.8 percent and 7.4 percent, respectively. (See p. 33.]

e Resurgence in national spending for basic research is
indicated. Between 1980 and 1985, basic research grew
at a slower rate (4.5 percent] than more technologically-
oriented applied research (6.0 percent) and development
(5.5 percent]. Estimates of growth between 1984 and
1985, however, show a renewed interest in basic research
(6.0 percent), slightly less than growth for development
but substantially higher than for applied research. (See
pp. 36-37.)
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Continued growth in national defense R&D observed.
National defense R&D (including the atomic energy
defense activities of the Department of Energy) accounted
for 68 percent of total Federal R&D budget authority for
1985, up from a recent low of 49 percent in 1979. Defense
R&D is expected to increase by 23 percent between 1985
and 1986, raising R&D funds in this budget category to
73 percent of the total Federal R&D budget. (See p. 39.)

Federal support for nondefense basic research is expanding.
The overall level of support for Federal nondefense R&D
declined from $8 billion in 1980 to $7 billion in 1985, in
constant dollars, and is expected to decline slightly in
1986. This overall decline was primarily due to substan-
tial reductions in Federal support for applied research
and development. Federal basic research programs in
nondefense areas have experienced strong growth. Between
1980 and 1986, basic nondefense research will have shifted
from 28 percent of the total nondefense R&D budget
authority to 43 percent, having grown at an average
annual rate of 3.3 percent in constant-dollars. {See pp.
39-40.)

NSE and DOD lead Federal expansion of basic research
funding. Federal obligations for basic research reached
$8 billion in 1985, 5.6 percent higher than the 1984 level
in constant-dollar terms. Increased support from the
National Science Foundation for basic research accounted
for 25 percent of the growth, while basic research spending
by the Department of Defense accounted for another 15
percent of the expansion of Federal basic research sup-
portbetween 1984 and 1985. (See p. 41.)

Federal support for agricultural R&D emphasizes bio-
technology efforts. Federal support of basic research in
agriculture grew at an average annual rate of 11.4 per-
cent between 1980 and 1985. Greater emphasis has been
placed on basic research in biotechnology to speed the
application of advances in molecular biology to the pro-
duction of improved plant and animal life for agricul-
ture, thus enhancing American agriculture’s competitive-
ness in world food markets. (See pp. 44-45.)




Support for R&D in the United States continues to grow,
even after an adjustment for inflation has been made. Favor-
able economic conditions have enabled industry and other
private sources of R&D support to increase their invest-
ment in science and technology (S&T). No less important,
however, are the Federal policies which have created a
favorable climate for R&D investment growth. This chap-
ter analyzes the significant trends in funding by the major
contributors to the R&D system and explores the implica-
tions of those funding patterns for the status, performance,
and nature of science and technology in the United States.

In the public sector, Federal R&D funding strategies
have led to a significant renewal of support for basic
research.’ Strengthened Federal support in this area is based
on the premise that greater sustained investment in basic
scientific research will contribute to long-term economic
growth, improve the quality of life, and bolster national
defense.? This research funding strategy is designed to
stimulate interaction among scientists in university, industry,
and Government settings to facilitate the flow of new ideas
relevant to the solution of the most challenging scientific
and technical problems. Because the Federal Government
is the primary source of basic research support in the United
States, the impact of this strategy on the performance of
basic research emerges as a topic of special interest and has
been selected for special consideration in this chapter.

Another current Federal R&D policy theme is the strength-
ening of America’s technological capabilities. Through
changes in monetary policies as well as changes in tax and
patent policies, the administration has sought to encour-
age increased private sector R&D investment and, in turn,
to stimulate the rate of technological innovation.® At the
same time, the Federal Government has restricted its direct
support for applied rescarch and development to those
areas which are specific governmental responsibilities and
has de-emphasized R&D support to areas in which the
commercial sector has the greatest interest and expertise.

The industrial sector performs nearly three-fourths of
the research and development in the United States and
contributes more than half of national R&D support. The
Nation’s numerous firms do not act in concert, of course,
with respect to R&D investment; however, strong competi-
tive pressures both from within U.S. industry as well as
from abroad have contributed to similar R&D investment
strategics. An example of this in the manufacturing sector
is the support of technological advance relevant to productiv-
ity gains.*

"Basic research includes studies that have as their goal a fuller knowl-
edge of the subject, rather than any practical application. See appendix
table 2-6 for a more complete definition of this research area.

2Gee, for example, Executive Office of the President (1985], and Key-
worth {1984b and f, and 1985).

35ce the report of the President’s Commission on Industrial Competi-
tiveness (1985) for a discussion of recommended Federal R&D policy
actions designed to further enhance our technological lead. Interaction
among scientists and engineers in business/industry, university, and Govern-
ment is also being promoted through several indirect initiatives. The
Stevenson-Wydler Technology Innovation Act of 1980 (PL 96-480), for
example, promotes cooperative research through a combination of tar-
geted program support, regulatory reforms, and other initiatives. See
U.S. Department of Commerce (1984).

“Many factors besides changes in technology may be responsible for
changes in productivity levels. For further discussion, see chapter 1,
“International Science and Technology System,” and chapter 4, “Industrial
Science and Technology™.
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One specific investment strategy which has emerged in
the industrial sector in recent years is increased funding of
university-based research. It is hoped that greater direct
investment in university research in emerging areas of special
interest to the industrial sector will enhance the univer-
sity’s role in the development of new ideas that underlie
the innovation process. An added advantage of these R&D
funding arrangements is that they serve as inducements to
attract more students into scientific and engineering (S/E)
fields where personnel are needed to enhance commercial
innovation.®

This chapter analyzes the forces that have shaped pres-
ent R&D funding directions and the present policy envir-
onment. In the first section, national support for research
and development is described with respect to the compara-
tive growth in the sources of R&D support, changes in the
location of the performance of R&D activities, and the
relative emphases given to basic research and to applied
research and development.

The second half of this chapter explores Federal R&D
policies, focusing especially on emerging strategies for
enhancing technological competitiveness through support
for basic research. Federal support for research and devel-
opment related to food and agriculture is also described.
Other chapters explore trends in the supply of scientists
and enginecrs and changes in the research environment in
the various R&D sectors. Together, these chapters summarize
the present condition of national resources for research
and development.

NATIONAL EXPENDITURES FOR RESEARCH
AND DEVELOPMENT

National expenditures for rescarch and development
reached a level of $107 billion in 1985. (Sec figure 2-1.)
Half of the R&D activities in the United States in 1985
were supported by company funds, chiefly oriented toward
development, and performed in industrial laboratories. (Sce
figure2-2.]

Although there is no known optimal level of R&D invest-
ment, trends in national support for research and develop-
ment may be assessed against the background of overall
economic growth. For example, national R&D expendi-
tures are estimated to be 2.7 percent of the Gross National
Product (GNP) in 1985. (Sce appendix table 2-2.) Thus,
there has been continued growth in the R&D/GNP ratio
from the low of 2.2 percent observed in 1978. The recent
increases in the R&D/GNP ratio result from the steady
expansion of national R&D expenditures relative to the
slower average annual growth rate of the GNP. Between
1976 (the most recent low year for national constant-dollar
Ré&D spending) and 1985, national R&D investments grew at
an average annual rate of 5.0 percent (in constant 1972
dollars), while GNP grew at a yearly rate of 2.7 percent,
also in constantdollars.®

SIn his keynote speech at the 1983 National Conference on the Advance-
ment of Rescarch, Schmitt (1984] observed: " American industry today
simply cannot get enough of the people it needs in such fields as microel-
ectronics, artificial intelligence, communications, and computer science.”
Stronger investment in university-based R&D is clearly one way to stimulate
the production of S/E personnel for industry. See also the chapter 3,
“Science and Engineering Personnel”.

sCalculated from figures provided in appendix table 2-2.



Figure 2-1
National R&D expenditures
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See appendix tables 2-1and 2-2.

A closer look at the year-to-year changes in the R&D/GNP
ratio between 1980 and 1985 reveals that its relatively slow
expansion after 1982 is related to the strong upturn of the
economy even as national support for research and devel-
opment continues to grow.”

Inflation has had a substantial impact on the purchasing
power of R&D funds, as figure 2-3 shows. Between 1960
and 1967, R&D funding growth exceeded the effects of
inflation; however a period of virtually no real growth in
R&D funding occurred, between 1969 and 1975. After
1975, the Nation's R&D effort once again began a period
of real-term growth which continued through 1985.% Thus,

In 1983 and 1984, for example, the economy was characterized by a
combination of rising output, falling unemployment, and declining infla-
tion. Industrial production rose 16.3 percent in the 13 months following
the low of November, 1982, and the capacity utilization rate in manufac-
turing expanded from 69 to 74 percent during that period. Slightly slower
growth in GNP is expected for the years 1985 through 1988. See Council
of Economic Advisors (1984 and 1985).

8Gee NSF (1984c), pp. 6-8, and appendix table 2-3 of this report.
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while the Nation is estimated to have spent seven times
more for R&D activities in 1985 as it did in 1960, it is
performing only twice the amount of R&D that it did in
1960 as a result of inflation. (See appendix table 2-3.)

One objective of America’s economic policy is to improve
the ability of American industry to compete on an interna-
tional scale. This policy includes increased capital invest-
ment for long-term productive uses, more intense techno-
logical innovation to help industry provide competitive
commercial products and processes, and increased atten-
tion to the current and future S/E workforce.® Research

%Gee, for example, Business-Higher Education Forum {1983), and Hamrin
(1983). The state and stability of the U.S. economy, as well as the value
of the U.S. dollar abroad, are critical factors in determining the economic
success of U.S. firms. Uncertainties about future economic conditions
could mitigate the benefits of other policies to help industrial competitiveness.
See, for example, Newland {1982); Pechman (1983); Joint Economic
Committee (1984); Task Force on High Technology Initiatives (1984);
and Young (1984); President’s Commission on Industrial Competitive-
ness (1985); and Lodge and Crum (1985).




Figure 2-2
Relative distribution of national R&D expenditures
by source, performer, and character of R&D: 1985
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Figure 2-3
Annual changes in the GNP implicit price deflator
and national R&D expenditures
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See appendix tables 2-1 and 2-3. Science Indicators—1985

and development play a central role in all of these eco-
nomic thrusts. As figure 2-4 reveals, R&D expenditure
growth compares favorably with recent changes in selected
economic activities.

In summary, national investment in research and devel-
opment has been increasing in constant dollars since the
mid-1970’s. This expansion began during a period of slowed
economic growth, and may be expected to continue during
the current period of sustained economic recovery.

Sources of Support for Research and Development

The industrial sector emerged as the primary source of
R&D support in the United States in 1980, accounting for
50 percent of total R&D funding that year. (See appendix
table 2-3.) By 1985, industrial R&D spending had climbed
to $22.9 billion (in constant dollars). Federal expenditures
represent the next largest source of R&D support, accounting
for an estimated 47 percent of the R&D total in 1985.
Between 1984 and 1985, it is estimated that both Federal
and industrial R&D expenditures will have grown by 7
percent. (See table 2-1.)

R&D spending strategies differ by sector. Levels of R&D
investment in the industrial sector represent the sum total
of R&D spending decisions by a diversity of U.S. firms—
each with its own economic history and reasons for fund-
ing research and development. Firms view investing in
research and development as a means of strengthening the
S/T base underlying economic growth and greater techno-
logical competitiveness in international markets. Growth
in industrial R&D spending might thus be expected to be
greater for firms characterized by rapid technological change,
based on the present economic climate and national R&D
priorities.



Figure 2-4

Average annual rate of change in national
R&D expenditures and selected measures
of U.S. economic activity: 1980-1985"
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Indeed, as figure 2-5 shows, the bulk of recent growth
in industrial R&D is related to expansion of R&D funding
by “high technology” firms."® Furthermore, as output has
slowed in more mature industries and heavy losses of
employment have occurred, R&D investment by those indus-
tries has also declined.™

Federal funding for research and development in recent
years has been designed to strengthen support for defense
and for nondefense basic research.’ Reductions in R&D
programs not considered appropriate for Federal support
by the current Administration are responsible in part for
the more moderate growth observed in Federal R&D
expenditures, as shown in figure 2-5. Except where the
Government itself is the intended user of a technology, the
Administration views the private sector as better able to
initiate technology than the Government.*®

0 High technology’ firms are characterized by a high proportion of
engineers and scientists to total employment, and rapid technological
change. “Smokestack” industries represent older technologies and slower
rates of technological change. See, for example, Creamans, et al. (1984};
Dewar [1982); and Abernathy, Clark, and Kantrow (1983].

"The smokestack sector lost about 565,000 jobs from 1979 to 1983
and is projected to regain only 227,000 by 1987. In contrast, employment
in the high technology sector grew by 217,000 jobs from 1979 to 1983.
See Creamans, ot al. (1984). New approaches to the support of research rele-
vant to the rebuilding of some of these industries are now being devel-
oped. For example, an effort has been made in recent months to establish
a research partnership between the steel industry and Federal research
laboratories. See Keyworth (1984d).

2For the latest statement of Federal R&D budget priorities, see Execu-
tive Office of the President {1985), pp. K-1 through K-7.

35ee, for example, Nelson and Langlois (1983); and Keyworth (1984c).
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Table 2-1. Average annual rate of change in national
R&D expenditures, by source of support, in
constant dollars.

Source 1976-80 1980-84 1984-85
(Percent)
Industry ............. 6.6 5.5 6.8
Federal Government . . 23 4.7 7.4
Universities/colleges . . 4.9 5.5 6.7
Nonprofit institutions . . 2.9 0.8 6.0

* GNP implicit price deffators used to convert current dollars to constant
1972 dollars.

See appendix table 2-3.
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Although the academic sector and nonprofit institutions
together provide little more than 3 percent of total national
support for research and development, they serve as spe-
cial resources in the science community. In the academic

Figure 2-5

Average annual rates of change in national
R&D spending’ for selected components of the
economic sector: 1980-84
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Science Foundation, National Patterns of Science and Technology Resources, 1985 (NSF 85-325);
and National Science Foundation, Academic Science and Enginegring, R&D Funds FY 1983 (NSF

85-308), and earlier years.
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sector, R&D expenditures from the universities” own funds™
have grown steadily from just over one-fifth of total aca-
demic R&D funding in 1960 to one-quarter in 1985."°
University support of research and development has
expanded at a slightly higher rate in institutions outside
the top 100 institutions.'® (See figure 2-5.) However, the
top 100 R&D institutions account for over 80 percent of
all R&D expenditures provided by U.S. universities. Thus,
R&D funding growth in the top 100 institutions has
accounted for as much as three-fourths of the growth in
universities” own R&D funds in recent years.

Performers of Research and Development

The industrial sector performs the majority of research
and development in the United States, consuming an esti-
mated 73 percent of all R&D expenditures in 1985. In the
early 1960’s, the industrial sector performed as much as 78
percent of all research and development in the U.S. This
share declined to a level of approximately 69 percent in
1969, a level which persisted throughout the decade which
followed. In the last few years the proportion of research
and development performed by the industrial sector has
grown to 73 percent of the total, approaching once again
the historically high levels evident two-and-a-half decades
ago. (See appendix table 2-5.)

Between 1980 and 1985, industrial R&D expenditures
from all sources grew nearly 34 percent in constant dol-
lars, attributable primarily to expanded Federal investment.
Federal funding for research and development performed
in the industrial sector grew by 38 percent in constant
dollars during that period {primarily through defense R&D
contracting), while that representing company funding
increased by 32 percent.' (See figure 2-6.) Industrial per-
formance of research and development is estimated to have
grown 6 percent between 1983 and 1984 (once an adjust-
ment for inflation has been made) and is expected to grow
another 8 percent (in constant dollars) between 1984 and
1985.

The Federal Government accounts for the next largest
share of national R&D performance, as measured in R&D
expenditures. (See appendix table 2-5.) In 1985, this sector
accounted for 12 percent of all R&D performed that year.
Fluctuations evident in the relative share of national research
and development performed by this sector are related to
shifts in Federal R&D priorities. In the early 1970s, Fed-
eral performance of research and development accounted
for as much as 16 percent of total R&D conducted in the
United States. The relatively greater prominence of the
Government role was related at that time to a combination
of special emphases on space, environmental, and energy

“That is, funds from sources other than the Federal Government, or
the private sector, but including support provided by State and local
Governments.

"*See NSF {1984c¢), p. 28.

15 As ranked by total R&D expenditures in 1983.

“Studies of the effects of Government support of industrial R&D
suggest that in the aggregate, Federal funds stimulate private R&D spend-
ing. Estimates vary widely, however, with respect to the amount of
change in private sector R&D investment associated with changes in
Government R&D spending. See, for example, Mansfield (1982]; and
Levy and Terleckyj (1983].

35

R&D.™ Since 1980, the share of national R&D performed
by these laboratories has remained essentially level.
Constant-dollar expenditures for the remaining R&D-
performing sectors are estimated to have grown at an aver-
age annual rate of 2.8 percent between 1980 and 1985. The
growth of R&D performance in these sectors had slowed
to a rate of 3.0 percent between 1970 and 1980, after increas-
ing at an average annual rate of 8.9 percent in the 1960's.
R&D performance in the academic sector accounts for most
of the growth observed in the non-Governmental, non-
industrial sectors, having expanded at an estimated aver-
age annual rate of 3.8 percent in constant-dollars between
1980 and 1985. {See appendix table 2-5.) Between 1980 and
1985, funding for university-affiliated Federally funded

Figure 2-6
Relative change in the source of R&D support by
selected performer in constant 1972 dollars’
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8See, forexample, NSF (1984¢), pp. 8-11.



R&D centers (FFRDC's)"™ and for R&D performers in the
nonprofit sector remained essentially level in constant-dollar
terms.

In summary, the industrial sector continues to dominate
the performance of U.S. research and development. Mod-
est increments have occurred, however, in the constant-
dollar expenditures evident in the other performing sec-
tors, especially between 1984 and 1985.

Character of Research and Development

Trends in national support for research and develop-
ment may be analyzed by the character of the funded
activity: basic research, applied research, or development.
Basic research has as its objective a fuller knowledge or

WFFRDC's are organizations exclusively or substantially financed by
the Federal Government to meet a particular requirement or to provide
major facilities for research and training purposes. Data are presented
here for those FFRDC’s administered by universities. Information regarding
those FFRDC’s administered by industrial firms or nonprofit institutions
is included in the totals for the relevant performing sectors and is not
broken out separately.

Figure 2-7
National R&D expenditures by character of work

understanding of the subject under study, rather than a
practical application. Applied research, on the other hand,
is directed toward gaining knowledge or understanding
necessary for determining the means by which a recog-
nized or specific need may be met.?° Development is the
systematic use of the knowledge or understanding gained
from research, directed toward the production of useful
materials, devices, systems or methods, including design
and development of prototypes and processes. Between
1976 and 1985, national expenditures for basic research
and for applied research increased at an average annual
rate of 4.6 percent and 4.9 percent, respectively (in constant-
dollars), while spending for development grew at an aver-
age yearly rate of 5.1 percent. (See figure 2-7.] Between
1980 and 1985, national support for applied research and
development continued its high rate of growth, expanding
at average annual rates of 6.0 and 5.5 percent, respec-
tively, in constant-dollar terms. By comparison, the aver-

For the technical definitions of research and development utilized by
NSF, see appendix table 2-6.
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age annual growth rate for basic research over the 1980-85
period in constant dollars was 4.5 percent. Between 1984
and 1985, basic research grew at a higher rate than applied
research (6.0 versus 4.5 percent), but slightly less than
development (8.0 percent).

Significant gains have been made in national support
for basic research in the past two-and-a-half decades. Less
than 9 percent of total national R&D support was directed
to basic research in 1960; by 1985, the share stood at just
over 12 percent, a level which has remained essentially
constantsince 1976. (See table 2-2.)

The Federal Government continues to be the primary
source of basic research support in the United States, fund-
ing two-thirds of the total national investment in basic
research in 1985. (See appendix table 2-7.) The Federal
share has declined slightly since 1980, however, owing to
the comparatively greater growth of industrial support for
basic research during that period. Between 1980 and 1985,
industrial support for basic research grew at an average
annual constant-dollar rate of 8.5 percent in contrast to
the average yearly rate of 3.7 percent for Federal support.
Despite the more rapid growth in industrial funding of
basic research, the proportion of industry’s R&D invest-
ment devoted to basic research remains small compared to
that of the Federal Government. Basic research funding
represented an estimated 5 percent of total industrial R&D
support in 1985, compared to 18 percent of total Federal
R&D support.

Although the proportion of national funding devoted to
applied research has remained constant at about one-fifth
of the total over the past 25 years, substantial changes
have taken place in the sources of applied research sup-
port. In 1960, Federal funding for applied research repre-
sented 58 percent of total national expenditures in that
area; by 1985, the Federal share had dropped to 37 percent.

Industrial investment in applied research exceeded that
of the Federal Government for the first time in 1980 and
has continued to grow. Between 1980 and 1985, industrial
support of applied research grew at an average annual rate
of 10.2 percent in constant dollars so that, by 1985, indus-
trial funding represented 58 percent of total national sup-
port for applied research.

Federal support for applied research has declined in recent
years as efforts have been made to de-emphasize near-
term research programs not considered appropriate for Fed-
eral investment.?' Between 1980 and 1985, Federal support
for applied research peaked at a level of $4.4 billion (in
constant dollars) in 1983 and declined by about 12 percent
by1985. (See appendix table 2-8.)

Approximately 66 percent of total national R&D expen-
ditures supported development activities in 1985, a propor-
tion which has remained essentially constant over the last
two-and-a-half decades. Between 1980 and 1985, national
support for development grew at an average annual rate of
5.4 percent in constant dollars. Federal funding for devel-
opment grew at an average annual rate of 7.1 percent dur-
ing that time, primarily fueled by growth in defense R&D
expenditures, while industrial support of development grew
more slowly at an average yearly rate of 4.1 percent.

#'See Executive Office of the President (1985), p. K-1.
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Table 2-2. National R&D expenditures, by character
of work, as a percent of total R&D expenditures.

1960 1976 1980 1985

(Percent)
Total ................ 100.0 100.0 100.0 100.0
Basic research .. ..... 8.9 12.8 12.9 12.5
Applied research . . ... 22.3 23.2 224 215
Development ........ 68.8 64.1 64.6 66.0

See appendix tables 2-6 and 2-3.
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Nevertheless, industry funded 53 percent of the Nation's
total development activities in 1985. (See appendix table
2-9.)

TRENDS IN FEDERAL SUPPORT FOR
RESEARCH AND DEVELOPMENT

Federal support for research and development is pro-
vided primarily to meet national needs appropriate for Gov-
ernment action, such as research for national defense. The
primary function served by national defense R&D is to
maintain superior science and technology, both as a source
of future procurements and as a protection against adverse
technological surprise. In addition, the technology must be
applied effectively, which requires phasing it into use rap-
idly and efficiently. National defense R&D programs thus
support long-range research for technological progress and
research directed toward the improvement of military
capabilities.

Funding is also provided by the Federal Government to
meet broad national needs where the Government shares
responsibility with the private sector. Included in this cat-
egory are R&D activities that improve the quality of life or
support the Nation’s long-term economic strength and are
of such a nature that private firms or consortia cannot
alone realize a sufficient return to warrant individual
investment.

A desire to sustain U.S. leadership in technological
development has also led the Federal Government to try to
create an environment in which innovation may be more
likely to flourish. Evidence of this desire is found in the
tax incentives intended to stimulate greater private R&D
investment and the acquisition of new equipment and facilit-
ies. This section describes the nature of recent changes in
the Federal R&D budget within the context of these scien-
tific and economic goals and the factors that have influ-
enced those trends.

Federal Outlays for Research and Development

Federal outlays for research and development and R&D
plant will reach an estimated $50.8 billion in 1985. (See



appendix table 2-10.) This total represents just over 5 per-
cent of the total outlays in the 1985 budget.?* {See figure
2-8.) As a share of total Federal outlays, Federal support
for research and development and R&D plant peaked at
13 percent in 1965, declining steadily thereafter to a low of
5 percent in 1981. The significant expansion of Federal
outlays for benefit payments to individuals, farm price
support programs, and similar open-ended and fixed-cost
programs relative to the expansion of Federal support for
R&D led to the decline in this ratio.?® Since 1981, slight
gains have been made in this ratio as R&D funding growth
outpaced the growth of Federal outlays as a whole.
Federal R&D outlays® are treated as controllable parts
of the budget. As a share of controllable outlays, Federal
outlays for research and development and R&D plant have

Figure 2-8
Federal outlays for R&D and R&D plant as a percent
of Federal budget outlays
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2(overnment agencies commit Federal funds for research and develop-
ment only when they have been authorized to do so by law. Once author-
ized, funds are committed by the agencies to intramural projects, or to
extramural contractors or grantees. In the case of intramural payments,
obligation and outlay data are very close. In the case of extramural pay-
ments, lags occur. These data differ from “expenditure” data presented
elsewhere in this chapter, which are derived from information reported
by R&D performers.

23Between 1975 and 1985, payments for individuals through such pro-
grams as social security or public assistance are estimated to be rising at
an average annual rate of 10.9 percent. Federal support for research and
development and R&D plant have grown at an estimated average annual
rate of 9.6 percent during the same period. See Executive Office of the
President (1984), pp. 9-44.

2[ncluding outlays for R&D plant.
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grown from a level of 19 percent in 1975 to an estimated
21 percentin 1984. (See figure 2-8.)

Functional Areas of Federal R&D Funding

The Office of Management and Budget (OMB) divides
the Federal budget into functional categories that reflect
areas of Federal responsibility. Of the 16 categories that
contain R&D programs, national defense receives the larg-
est share of Federal investment in research and develop-
ment.?® Health R&D accounts for the next largest R&D
budget category, followed by space research and technol-
ogy and energy R&D. (See figure2-9.)

The overall pattern of Federal R&D spending is one of
growth, although the emphasis of that growth is in basic
research and in development. Development accounts for
an estimated 77 percent of the expansion of the Federal
R&D budget authority between 1980 and 1985, largely as
a result of increased defense spending. In the nondefense
area, basic research is estimated to have grown 21 percent
between 1980 and 1985 in constant-dollar terms.? Sup-
port for applied research and development in nondefense
areas is estimated to have declined by 17 percent and 55
percent, respectively, in constant-dollar terms between 1980
and 1985. The overall effect was a 26-percent growth in

Figure 2-9
Relative distribution of Federal funds for research and
development by budget functions: 1986

Space research
and technology ~

Defense R&D

See appendix table 2-12. Science Indicators-—1985

25T wo of the 17 budget functions have no R&D component. For pur-
poses of analyzing R&D support patterns, the budget function “"general
science, space, and technology”” has been divided into two separate categ-
ories: space research and technology”” and ""general science,” thus yield-
ing 16 categories for analysis.

26Gee NSF (1984d).




real terms in Federal support for basic research between
1980 and 1985, a 7-percent decline in applied research,
and a 44-percent increase in support for development.

National defense. Research and development programs
for national defense lay the groundwork for weapons sys-
tems and support equipment. The R&D portion of the
total defense budget authority is estimated to be 13 per-
cent, up from a level of 9 percent in 1980.2” Emphasis on
strategic modernization?® through research and develop-
ment has resulted in a proposed 18 percent increment {in
constant-dollars] in defense R&D between 1985 and 1986.
(See appendix table 2-12.) This increase would represent
the continuation of an acceleration in defense R&D fund-
ing which began in 1980. (See figure 2-10.) Between 1980
and 1985, Federal funds for defense R&D grew at an esti-
mated average annual rate of 11.7 percent in constant-
dollar terms, following a 20-year period of essentially no
real growth for research and development in this area.?® As
a percent of total Federal R&D obligations, support for
defense R&D has not yet returned to the share reported in
1960. However, defense R&D is expected to rise from a
recent low of 49 percent in 1979 to 73 percent in 1986, thus
bringing it up to levels generally observed in the early
1960’s.

Figure 2-10
Federal R&D budget authority for national defense
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See appendix table 2-11 Science indicators—1985

#"See NSF {1985¢).

2Sce Weinberger (1984); Delauer (1984); General Accounting Office
(1983b}; Keyworth (1984¢c and g); and Zraket {1984).

29Between 1960 and 1980, defense R&D actually declined at an average
annual rate of 0.4 percent in constant-dollar terms.
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Other Federal R&D. Federal support for research and
development in areas other than defense has emphasized
strong growth in basic research. Federal obligations for
nondefense R&D will have declined in constant-dollar terms
at an average annual rate of 1.8 percent between 1976 and
1986; this decline is largely due to sustained reductions in
Federal support for development even as support for basic
research has grown. Between 1976 and 1986, Federal sup-
port for development in nondefense areas was estimated to
have declined at an average annual rate of 8.8 percent in
constant dollars.®® As a result, basic research shifted from
being the smallest portion of nondefense R&D in 1976 (24
percent) to the largest share in 1986 (an estimated 43 per-
cent). (See figure 2-11.) Increased emphasis on basic research
and de-empbhasis of development are reflected in total nonde-
fense R&D represented by the various budget functions:

Percent share of nondefense R&D

1980 1986
Health 22 32
Space 28 20
Energy 22 14
General science® 7 13
All other 21 21
Figure 2-11

Relative changes in Federal obligations for defense
and nondefense R&D by character of work
in constant 1972 dollars’

(Constant 1972 dollars’ in billions)

0 2 4 6 8 0 12 14 16 18 20
T T T T T T T T T
Defense R&D
1976 [ |
1986 | |
Nondefense R&D Basic research

Applied research
Development

1976
1986

| | | ! ] |

'GNP implicit price deflators used to convert current dollars to constant 1972 dollars.

SOURCE: Nationat Science Foundation, Federal R&D Funding: The 1975-85 Decade (March,
1984) and unpublished tabulations.
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39The emphasis of Federal R&D investment is on longer-term research
and development. For programs related to nearer-term R&D goals, including
demonstration projects, it is believed that the private sector has greater
expertise than the Federal Government in bringing new technologics to
the marketplace.

This function consists of the National Science Foundation and two
programs of the Department of Energy (high energy physics and nuclear
physics). The programs that fall within this function are viewed as con-
tributing to the Nation's scientific base in an even broader sense than the
basic research supported by “mission agencies.”” Ninety-six percent of
the R&D total in this budget function consists of basic research. See NSF
(1985).



Health funding has increased its share of overall nonde-
fense R&D funding since 1980, although in constant-dollar
terms R&D funding in this budget function has remained
essentially level at $2.0 billion from 1980 to 1986. (See
figure2-12.]

Space research and technology declined as a share of
nondefense R&D between 1980 and 1986. This decline is
linked to an absolute decrease in Federal funding for space
research and technology, which dropped from a total of
$1.7 billion (in constant dollars) in 1980 to a low of $1.0
billion in 1983 before rising to an estimated constant dollar
level of $1.3 billion in 1986. Decreases and subsequent
growth in these figures are related to the initiation, devel-
opment, and completion of space transportation systems
research programs, such as those behind the deployment
of the space shuttle or the spacelab.®?

Figure 2-12
Federal obligations for research and
development in constant 1972 doliars’

(Constant 1972 dolfars’ in billions)

0 2 4 6 8 10 12 14 16 18
T T 1 1 T T T I
National 1
defense ]
1980
Health 1986 (est.)
Space
(Constant 1972 dollars” in millions)
Energy 200 400 600 800 1000
T T 1 i
General j L
science |

Transportation

Natural
resources and
environment

Agriculture

7
e
H

!

]

]

Other ?

1GNP implicit deflators used to converl current dollars to constant 1872
dollars.

See appendix table 2-12. Science indicators—1985

2For example, when the space shuttle program shifted to its opera-
tional phase, R&D funding programs declined significantly. See NSB
(1983); Congressional Budget Office (1984a}; and NSF (1985). A 29
percent increase in funding in 1986 over 1985 levels for space transporta-
tion systems will emphasize spacelab and space station activities. See
NSF (1985).
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Federal R&D Strategies for Technological
Competitiveness

A central theme of current economic policy is the improve-
ment of industrial performance and national economic wel-
fare. To achieve these goals, the Federal Government has
introduced, or has proposed, a number of measures designed
to stimulate the rate and direction of technological innova-
tion. Among these measures are mechanisms for increas-
ing private sector investment in research and development,
including tax incentives to stimulate greater private sector
investment in research and development and the acquisi-
tion of new facilities and equipment, regulatory policies
that are favorable to innovation in industry, and fiscal and
monetary policies which assure a stable economy within
which firms may operate.®®

Another way in which the Federal Government has
attempted to stimulate long-range technological change is
through the direct support of basic research. Federal invest-
ment in basic research, especially in the physical sciences
and engineering, has been linked to the emergence of new
discoveries, new technologies, and new industries that
enhance U.S. competitiveness.® This section analyzes the
impact of greater support for basic research on the relative
distribution of Federal funding across the various fields of
science and engineering and on the choice of performer.
Special consideration is given to the enhanced role of the
university sector in the performance of basic research rele-
vant to increased technological competitiveness.

New roles for science and engineering. In 1985, Federal
obligations for basic research were estimated to have reached
$7.6 billion, a 6-percent increment in constant-dollar terms
from their 1984 level, and a 24 percent increment from
their 1980 level. Five agencies provided almost 90 percent
of total Federal support for basic research in 1985 (See
figure 2-13.] ,

Federal policies emphasizing basic research have resulted in
significant expansion in Federal support for the computer
sciences, mathematics, and engineering. Between 1980 and
1985, Federal support for basic research in the computer
sciences increased at an average annual rate of 21.0 per-
cent (see figure 2-14), bringing the total amount of sup-
port to an estimated $124.6 million in 1985. Federal sup-
port for basic research in mathematics and engineering
increased at an average annual rate of 19.0 percent and
13.2 percent, respectively, during the same period. Despite
this growth, however, Federal support for basic research
in mathematics and the computer sciences remained at less
than 4 percent of total Federal support for basic research
in 1985, while the proportion of Federal support for basic
research in engineering grew 1 percentage point, from 10
percent of the total in 1980 to 11 percent in 1985. Gains in
funding support, although at more modest levels, also
occurred in the remaining fields of science. (See appendix
table 2-14.)

Much of the growth reported in mathematics and com-
puter sciences is related to increased support for basic

3Technology advances and their adoption by industry have been found to
influence economic growth. See Roessner (1980), p. 429; Nelson (1982);
and Rothwell and Zegveld (1982.)

3Gee President’'s Commission on Industrial Competitiveness (1985).




Figure 2-13
Federal obligations for basic research by agency
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research as a whole by DOD.% Between 1980 and 1985,
DOD support for basic research in general grew at an
average annual rate of 5.1 percent in constant-dollar terms,
compared with the 4.3 percent growth observed for the
remaining Federal agencies. Differences are also evident in
the relative growth in DOD support for basic research
across the various fields of science and engineering between
1980 and 1985, as shown below.

Average annual change, 1980-1985

DOD Nondefense agencies
Computer Sciences 23.0% 21.0%
Mathematics 23.0 16.1
Engineering 10.5 14.7
Other 9.0 9.7

By 1985, DOD funding accounted for an estimated 46
percent of total Federal basic research support in mathem-
atics, 46 percent in computer science, and 32 percent in
engineering. (See figure 2-15.)

Although Federal agencies have increased their support
for basic research, little change has occurred in their choice
of research performers. {See appendix table 2-15.) Just as
they did in 1976, NIH and NSF directed the vast majority
of their basic research support in 1985 to the university
sector. Similarly, NASA has continued to use its own
intramural laboratories for the conduct of basic research,

*Increased DOD support for basic research in mathematics, the com-
puter sciences, and in certain microelectronic fields is related primarily to
the potential application of new machine intelligence technology to defense
programs. See, for example, Weinberger (1984), p. 263, and National
Academy of Sciences (1983a).
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while DOE has relied on the university-affiliated FFRDC’s,*
Little change has occurred between 1976 and 1985 in these
agency-specific performer patterns, with the exception of
the Department of Defense. In 1976, DOD intramural
research laboratories performed approximately 50 percent
of the basic research supported by the agency. (See appen-
dix table 2-15). By 1985, that share was estimated to have
declined to 34 percent. Meanwhile, support grew for
university-based basic research: in 1985, university perfor-
mance of basic research accounted for 50 percent of total
DOD basic research support, up from 34 percent in 1976.

As figure 2-16 illustrates, between 1980 and 1985 DOD
support for basic research in the university sector grew at
an average annual rate of 10.5 percent (in constant dol-
lars). Significant growth in university research funded by
NSF and DOE followed. While NIH support grew more
slowly during that period (4.9 percent on average each
year in constant dollars), support provided by that agency
still represented the primary source of Federal support for
basic research in the university sector in 1984.

Federal initiatives in the academic sector. In addition to
receiving increased support for basic research, the aca-
demic sector is expected to play a greater role in the tech-
nology transfer process. The Federal Government has under-
taken a number of initiatives to remove barriers to the
establishment of workable university-industry research rela-
tionships. The promotion of private-sector R&D invest-
ments through tax credits and appropriate modifications

Figure 2-14

Average annual change in Federal
obligations for basic research by
field of science: 1980-85
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*DOE support for basic research performed by those FFRDC’s repre-
sented nearly two-thirds of total DOE support for basic research in 1985.



Figure 2-15

Relative share of Federal support for basic research
in mathematics, computer sciences, and engineering
by agency:1985
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Figure 2-16

Average annual change in Federal obligations
for basic research performed in universities
and colleges’ in constant 1972 doliars* by
source of agency support: 1980-85
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of antitrust laws has encouraged industrial research rela-
tionships with universities. Furthermore, changes in Gov-
ernment patent policies to encourage performers of basic
research to bring their ideas further along the innova-
tion process toward commercialization have had similar
consequences.”’

Federal funding of cooperative research centers is another
mechanism which has received considerable attention in
recent years as a means to stimulate technological advance
and, thus, competitiveness in international markets. Since
1973 the National Science Foundation has supported a
program of Cooperative Research Centers in which sev-
eral companies join with one or more universities to devise
and support a program of mutually interesting research.
Between 1978 and 1984 NSF support for these Centers—
there were 20 operational Centers in 1984—grew at an
average annual rate of 20 percent, while industrial support
increased at more than twice that rate.®®

3 The Economic Recovery Tax Act of 1981 (PL 97-34) includes incre-
mental R&D tax credits for the support of R&D and for the contribution
of research equipment to universities. In 1983, the President directed
Federal agencies to extend the policy of contractor ownership of inven-
tions to all R&D contractors, thereby assuring that Government-funded
technology is available to the private sector for commercial use. See u.s.
Department of Commerce (1984), pp. 9-17. The Federal role in funding
industrial extension has been limited. See General Accounting Office
(1983a, pp. 35-53.)

38The NSF program requires the centers to become self-sustaining within 5
years, that is, to achieve 100 percent non-Government funding. As of
October 1, 1984, 20 centers were in place, the first of which (MIT) had
been established in 1973.




This successful NSF model was incorporated into the
Stevenson-Wydler Technology Innovation Act of 1980,
which authorized the Department of Commerce and the
NSF to create Centers for Industrial Technology affiliated
with universities or other nonprofit institutions.®® How-
ever, with the change in administrations in 1981, the new
policy held that the Federal government should not deter-
mine the research programs of the Centers. Since NSF's
Cooperative Centers left this determination up to the aca-
demic and industrial partners (subject, of course, to peer
review), the NSF Cooperative Centers Program was contin-
ued and expanded; however, no Centers for Industrial
Technology were supported by NSF or by the Department
of Commerce.

The Cooperative Centers Program, itself, has continued,
and the concept has been expanded in NSF's new Engineering
Research Centers Program, initiated in 1985. These cen-
ters have strong commitments from industry and empha-
size engineering education as well as research focused on
solving problems important to engineering practitioners.

University-Industry Cooperative Research

Centers are also forming without the assistance of the
Federal Government. Although the exact number of such
centers is not known, recent surveys of State efforts in this
area suggest that university-based cooperative research cen-
ters are becoming established with greater frequency than
they have in the past. This increase is due primarily to the
States” awareness of the economic benefits to be gained by
attracting industries to their regions through university-
based research arrangements.*

Independent Research and Development

In addition to providing direct support for industrial
research and development, the Federal Government has
supported R&D activities of industrial contractors for a
number of years through a program of Independent Research
and Development (IR&D). IR&D consists of in-house
research and development carried out by private contrac-
tors on technology projects they have choosen to better
prepare their firms to respond to the Government’s national
security needs. For projects which appear to have direct
security relevance, the Federal Government allows contractors
to recover a certain level of their IR&D costs as overhead
charges allocated to Federal contracts on the same basis as
general and administrative costs.*'

3See U.S. Department of Commerce (1984), pp. 1-3.

40G0e National Governors’ Association (1983). See also Office of Tech-
nology Assessment (1984b); Branscomb (1984b}; and Task Force on
High Technology Initiatives (1984].

“'Each major contractor is required to negotiate in advance an agree-
ment on the size of its IR&D program, following a technical evaluation
by the Department of Defense. A company which spends beyond its
negotiated IR&D ceiling may not allocate the extra costs to DOD con-
tracts. Each year the Defense Contract Audit Agency submits a report of
IR&D costs for approximately 100 major defense contractors to Con-
gress. See Office of the Secretary of Defense (1984). Bid and proposal
(B&P) activities of contractors, while generally not regarded as R&D, are
closely related to IR&D, although not reported here. From the company’s
standpoint they are a general overhead expense, like IR&D, necessary to
stay in business. B&P costs are administered in the same way as IR&D
except that there is no technical evaluation of company B&P plans.
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In 1983, industrial contractors were estimated to have
incurred $3.9 billion in IR&D costs. (See figure 2-17.) Of
this amount, the Federal Government accepted $2.9 billion
in overhead negotiations, or about 75 percent of the total.*? Of
the amount reimbursed, over 90 percent or about $1.6
billion, represented DOD repayment in 1983. NASA pro-
vided another $76 million for IR&D that year.

The DOD and NASA have underwritten considerable
industrial R&D activity through the IR&D program. IR&D
reimbursements by these two agencies expanded from a
level of $585 million in 1976 to an estimated total of $1.7
billion in 1983, growing at an average annual rate of 16.0
percent. (See appendix table 2-16.) However, when com-
pared with total R&D support provided by these agencies,
the IR&D contributions remain a relatively modest share
(6 percent). (See appendix table2-17.)

By supporting IR&D, the Government seeks to create a
climate which encourages the development of innovative
concepts for defense and space systems and maintains the
technical competence of the many contractors who can
respond competitively to Government-generated requests
for proposals.*?

In fiscal year 1985, the Department of Defense plans to
mount a new initiative with respect to IR&D policy. To
foster greater university-industry interaction, the DOD
will raise IR&D ceilings for individual firms which are
able to demonstrate increased university interaction using

Figure 2-17
Costs incurred for IR&D" and Federal reimbursement
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“2However, not all that is accepted is reimbursed in any given year.
Almost half of the IR&D costs—just over $500 million—accepted by the
Government in 1983 were not reimbursed.

*3Gee U.S. Department of Defense Instruction 5100.66.



their IR&D funds.* The program can thus serve as a vehi-
cle for strengthening university-industry interactions by
encouraging more IR&D work to be contracted out to
universities. Such a plan is seen as a management tool to
strengthen research within IR&D, to foster closer cooperation
between academia and industry, and “'to speed the transi-
tioning of technology out of basic [university] research.”**

Research Support for Food and Agriculture

As U.S. agriculture has moved from a resource-based
industry to an 5/T-based industry, and from a domestically-
oriented market to an international one, concern has grown
about the ability of the U.S. agricultural research system
to keep pace with the need for productivity-enhancing
research. Concern has tended to focus on the failure of the
agricultural sciences to be at the forefront of the recent
biotechnology revolution and on the need for a better inte-
gration of research resources to create a more modern,
national agricultural research enterprise.*®

U.S. agriculture has changed considerably in the past
few decades. For example, between 1910 and 1980, farm
production tripled while agricultural employment declined
by 80 percent.#” This dramatic increase in agricultural pro-
ductivity has been linked to the increased mechanization
of farming and the utilization of agricultural research
advances such as hybrid seeds, improved livestock feed,
herbicides, and pesticides.®® In 1983, agricultural exports
represented about 18 percent of total U.S. exports. Agricul-
tural exports totaled 25 percent of U.S. farm sales reve-
nues and the output of about 35 percent of the harvested
cropland. In that same year, the United States exported
three-fifths of its wheat; two-fifths of its rice, soybeans,
and cotton; and one-third of its tobacco.

Federal support represents about one-third of total national
R&D support for agriculture. (See appendix table 2-18.)
Federal support is provided chiefly by the U.S. Depart-
ment of Agriculture (USDA) through the Agricultural
Research Service (ARS), which operates a network of over
140 research facilities, and through the Cooperative State
Research Service (CSRS), which contributes to the opera-
tion of the 52 State Agricultural Experiment Stations (SAES)
affiliated for the most part with land-grant universities.

Federal agricultural research policy today recognizes that
the surplus of U.S. agricultural products evident in the
1980's could be a transient phenomenon. Small variations
in climatic conditions, for example, could turn present

4Goo “"PDOD Guidelines for Contractor Presentation of IR&D Informa-
tion,” September, 1984.

#5Gee Delauer (1982].

55ee, for example, General Accounting Office (1983c); Ruttan (1983);
National Academy of Sciences {1983b); Evenson (1983); Keyworth (1984a);
Joint Council on Food and Agricultural Sciences (1984); and Lipman-
Blumen {1984].

4 An accompanying trend has been a steady decrease in the total num-
ber of farms. Between 1978 and 1982, the total number of farms declined
from 2,257,775 to 2,241,124, Most of the loss occurred in farms between
50 and 1999 acres. The number of large farms has grown steadily since
1025, while little change has occurred in the total amount of cultivated
farmland. See U.S. Bureau of the Census (1984); Busch, et al. (1984b);
and Council of Economic Advisors (1984).

#Gee, for example, Office of Technology Assessment (1981}; Executive
Office of the President (1982); Battelle Memorial Institute (1983); Farrell
(1984); and Thompson (1984).
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excesses into major world food shortages.*® Furthermore,
there is increasing concern about the productivity levels of
our natural resource base—concerns that derive from the
possible environmental consequences of placing increased
pressure on agricultural and forestry production.®® As a
result, Federal support for agricultural research has increas-
ingly addressed long-term agricultural interests. As figure
2-18 illustrates, USDA support for basic research grew by
about 36 percent between 1980 and 1985 in constant-dollar
terms, while support for applied research and develop-
ment declined by about 9 percent.

The impact of this trend toward greater basic research
support in USDA can be detected in the shift in the distri-
bution of funding among ARS, CSRS, and other parts of
USDA. Between 1980 and 1985, support for basic research
through the intramural programs of the ARS grew at an
average annual rate of 8.7 percent, while funding for basic
research conducted primarily at U.S. land grant universi-
ties through CSRS programs grew by 11.3 percent per
year. (See appendix table 2-19.) Increased support for basic
research through the programs of the Cooperative State
Research Service is expected to stimulate the development
of a knowledge base in biotechnology.®' Although rapid
developments have occurred in biotechnology related to

Figure 2-18

Relative change in USDA obligations for basic
research and for applied research and development in
agriculture in constant 1972 dollars’
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49Gee Farrell (1984); and Schweikhardt and Bonnen (1985).

50Gee, for example, Bentley (1984); Clarke (1984); Farrell (1984); and
the Joint Council on Food and Agricultural Sciences (1984).

5'Both the Joint Council on Food and Agricultural Sciences (1984) and
the State Agricultural Experiment Stations’ Committee on Organization
and Policy (see Clarke, 1984), as well as the National Academy of Sciences
(1983b), have identified biotechnology as the number one research priority
in the next few years.




lower organisms, many barriers remain in the application
of biotechnology to higher plants and animals. Federal
emphasis on basic research, especially through the CSRS,
is expected to produce usable biotechnology to improve
the efficiency and productivity of agriculture.®?

Most of the initial work in biotechnology has occurred
outside the mainstream of agricultural research in the sense
that the research activities have been undertaken predomi-
nantly in academic natural science departments. Funding
has been provided largely by the National Institutes of
Health, or, in the case of plant biology, by the National
Science Foundation.®

Recognizing the potential for biotechnology to improve
agricultural productivity, a number of Federal agencies
other than the USDA have increased their support for
work directly in the agricultural sciences in recent years.
As appendix table 2-19 reveals, non-USDA Federal sup-
port for basic research in the agricultural sciences increased at
an average annual rate of 32.0 percent between 1980 and
1985, although still accounting for less than 2 percent of
the Government's basic research funding in this area.

The State Agricultural Experiment Stations and the
Agricultural Research Service are viewed as having a unique
opportunity to help achieve full utilization of the new
biotechnology research capabilities within agriculture.
Through extension work, new knowledge and technology
are likely to be placed in the hands of users as quickly as
possible.®® A recent survey of the 52 SAES and the ARS
revealed that by the end of 1982, 42 SAES had some bio-
technology research underway, although the average proj-
ect had only 2 full-time equivalent (FTE) researchers assigned
to it. (See appendix table 2-20.) As table 2-3 indicates, the
majority of funding for biotechnology projects at the SAES
was provided by the Federal Government in 1982. The
ARS reported a total of 94 biotechnology projects under-
way in 1982, at a level of funding of $13.8 million.

OVERVIEW

National support for research and development contin-
ues to grow in the United States, with total national R&D
expenditures having reached $107 billion in 1985, the highest
level ever. Favorable economic conditions have enabled
industry and other private sources to increase their R&D
spending, while new funding policies have contributed to
the growth of Federal R&D support—especially in the areas of
defense R&D and nondefense basic research. By 1985,
national R&D expenditures represented 2.7 percent of the
GNP, up from a recent low of 2.2 percent in 1978.

The industrial sector surpassed the Federal Government
in 1980 as the primary source of R&D support in the

2Definitions of biotechnology vary. In its June 1984 deliberations, the
National Science Board adopted the definition of biotechnology devel-
oped by the Office of Technology Assessment (1984); “‘Biotechnology,
broadly defined, includes any technique that uses living organisms [or
parts of organisms) to make or modify products, to improve plants or
animals, or to develop micro-organisms for living use.”” See NSB (1984);
and also Office of Technology Assessment (1981); Office of Science and
Technology Policy (1983); and Busch, et al. (1984a).

%3See National Academy of Sciences {1983b); and Office of Technology
Asessement (1984).

#See National Association of State Universities and Land Grant Colleges
(1983), pp. 20-34.
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Table 2-3. National expenditures for biotechnology
at State Agricultural Experiment Stations, by source
of support: 1982

Expenditures Percent of
(in thousands) total
Total............. $41.6 100.0
State .......... 16.2 39.0
Federal ........ 19.8 47.7
Private ......... 55 13.2

SOURCE: National Association of State Universities and Land-Grant
Colleges (1983).
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United States. Since that time, industrial R&D funding
has also expanded at a higher rate than Federal R&D fun-
ding. By 1985, industrial R&D spending reached $53.2
billion, or 50 percent of total national R&D support, while
Federal R&D spending totaled $49.8 billion, or 47 per-
cent of the total. Much of the growth in industrial R&D
funding is related to increased R&D spending by high-
technology industries, with declines evident in the R&D
funding by other industries. Industrial funding continues
to emphasize primarily development activities (which account
for 69 percent of total industrial R&D expenditures), with
applied research and basic research accounting for 27 per-
cent and 5 percent of industrial R&D support, respectively.

As the other major source of R&D support in the United
States, Federal R&D policies are of substantial interest to
the S/T communities. In recent years, the Federal Govern-
ment has significantly expanded research and develop-
ment for national defense purposes. Between 1980 and
1985, Federal funds for defense R&D grew at an average
annual rate of 11.7 percent in constant-dollar terms, while
those for nondefense R&D remained essentially stable in
constant dollar terms. However, in the nondefense area,
Federal basic research programs have experienced strong
growth. Between 1980 and 1986, Federal support for non-
defense basic research shifted from 28 percent of total
Federal nondefense R&D to 43 percent, having grown at
an average annual constant-dollar rate of 3.3 percent dur-
ing that period.

With respect to performance, real growth has occurred
in the industrial sector and in Federal Government perfor-
mance of research and development. R&D expenditures
for those two performers increased in constant dollars by
32 percent and 38 percent, respectively, between 1980 and
1985. Academic R&D also grew between 1980 and 1985 at
a rate of 3.8 percent per year in constant dollars. This
growth included a rapid increase in academic R&D expen-
ditures between 1983 and 1984 (up 7 percent), which is
expected to continue into 1985.

Virtually no change occurred in the distribution of national
R&D expenditures between research and development.
Development, which accounts for nearly two-thirds of total
U.S. R&D spending, grew by about 8 percent between
1984 and 1985 in constant-dollar terms. National support



for research expanded by 5 percent during the same per-
iod, with growing industrial support accounting for much
of the growth in national support for research—mostly in
applied research.

Renewed national interest has led to substantial growth
in basic research in recent years; between 1984 and 1985,
for example, national support for basic research grew by 6
percent. About two-thirds of that growth represented
increased Federal support, primarily in the physical sci-
ences and engineering. The academic sector continues to
serve as the primary performer of Federally supported basic
research, accounting for about 51 percent of total Federal
support in 1985.

However, the rate of growth of applied research expendi-
tures has slowed in recent years. Between 1980 and 1984,
national expenditures for applied research grew at an average
annual rate of 6.4 percent in constant dollars, but grew by
only 4.5 percent between 1984 and 1985. Federal support
for applied research actually declined by 12 percent from

the peak year of support in 1983 to 1985, in constant-
dollar terms. This decline is consistent with the termina-
tion of R&D program support in areas deemed more
appropriate for private sector R&D support. Indeed, as
Federal support for applied research declined between 1983
and 1985, non-Federal support grew at an average annual
constant-dollar rate of 7.8 percent.

In addition to receiving increased support for basic
research, the academic sector is expected to play a greater
role in the technology transfer process. The Federal Gov-
ernment has undertaken a number of initiatives to remove
barriers to the improvement of university-industry research
relationships. These initiatives include the promotion of
private-sector R&D investment in universities through tax
credits and changes in U.S. patent policies and through
Federal funding of cooperative research centers based on
university campuses. State efforts (described in more detail in
the chapter in this report on academic science and engineer-
ing) have augmented Federal progress in this area.
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Chapter 3
Science and

Engineering Personnel



“Science and Engineering Personnel

Highlights

e Rapid growth in employment of scientists and engi-
neers. The United States economy is increasingly based
on scientific and technical activities. Between 1976 and
1983, employment of scientists and engineers (S/E’s)
increased more than three times as rapidly as total U.S.
employment, almost three times as rapidly as real gross
national product, and two times faster than total profes-
sional employment. As a result, S/E’s accounted for 3.4
percent of the U.S. work force in 1983, up from 2.6
percent in 1976. Over the 1980-83 period, employment
growth for S/E’s accelerated, while the increase in over-
all U.S. employment and other resource indicators slowed
considerably. (Seep. 53.)

e FLaster growth of scientists, compared to engineers, driven
by computer specialists. In 1983, over one-half of the
human resources devoted to science and technology (S/T)
were engineers. However, during the period of 1976 to
1983, growth in employment of scientists outpaced that
of engineers by a ratio of 3 to 2. This faster growth
among scientists is attributed to the extraordinary growth
in the employment of computer specialists. If this field
were excluded, overall growth rates for S/E’s would be
essentially the same. (See pp. 53-54.)

e Most scientists and engineers work in science and
engineering-related jobs. During the 1976-83 period,
almost all S/E’s who wanted jobs were employed; how-
ever, not all were in jobs related to science and engineer-
ing. Of the almost 3.5 million employed in 1983, about 3
million (88 percent) held jobs in S/E-related activities.
Most scientists and engineers who held non-S/E jobs
did so for “voluntary” reasons such as promotion, bet-
ter pay, or locational preference. Only about 10 percent
of those in non-S/E jobs (1.2 percent of all employed
S/E’s) were in non-S/E positions because they believed
an S/E job was not available. Among doctoral S5/E’s, a
small but increasing share worked in jobs outside of
their own or related fields (11 percent in 1983 compared
to 6 percentin 1973). (See p. 54.)

e Labor market for scientists and engineers varies. Labor
market indicators suggest shortages in a few fields for
engineers and a varied pattern among scientists. In 1983, a
shortage of computer specialists was evident, while sup-
ply was about equal to demand for physical, mathemat-
ical, environmental, and life scientists. For social scien-

tists and psychologists, supplies exceeded demand. (See

pp- 59-60.)

o Employment of scientists and engineers shift toward indus-
try. Between 1976 and 1983, employment of S/E's shifted
toward industry and away from educational institutions
and the Federal Government. Industrial employment rose
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60 percent over the 7-year period, while employment in
academia and the Federal Government rose 45 percent
and 40 percent, respectively. In the industrial sector,
employment of scientists, paced by computer specialists,
rose faster than that of engineers: 82 percent versus 51
percent. Nonetheless, in 1983, about 51 percent of the
scientists were employed by industry compared to 80
percent of the engineers. (See pp. 55-56.)

Work activities of scientists and engineers shift toward
R&D and production. Between 1976 and 1983, the primary
work activities of S/E’s shifted away from management
and teaching and toward R&D and production activi-
ties. In 1983, about 32 percent of all S/E’s were engaged
in some aspect of R&D and another 13 percent worked
primarily in production and related activities. (See p. 55.)

Work activities vary between scientists and engineers.
Scientists were more likely to be engaged in research and
a combination of activities related to reporting, comput-
ing, and statistical work, while engineers were more likely
to report involvement in development and production-
related work. (See pp. 57,58, 65, 66.)

Not all scientists and engineers hold their highest degree
in science and engineering. Of the 1.5 million scientists
employed in 1982, almost 90 percent held their highest
degree in a science field. About 70 percent of the 2 mil-
lion engineers held their highest degree in an engineer-
ing field while another 3 percent held their highest degree in
a science field. Of the remaining 27 percent, almost one-
half held their highest degree in other fields such as
business administration or education. (See pp. 58, 59, 66.)

Employment of women and minorities increased rapidly
but they continued to be underrepresented in science
and engineering. Although women experienced signifi-
cant employment gains between 1976 and 1983, they
continued to be underrepresented in science and engi-
neering. There were almost 440,000 women S/E’s em-
ployed in 1983, up over 120 percent since 1976. In1983,
women accounted for 13 percent of all 5/E’s—25 percent
of all scientists and 3 percent of all engineers. In con-
trast, about 44 percent of all employed persons were
women as were 48 percent of all professional workers.
(See pp. 62,63, 69,70.)

Among minorities, blacks and Hispanics were underre-
presented in science and engineering, while Asians (U.5.
citizens and non-citizens) were not underrepresented. In
1983, about 2.4 percent of all S/E’s were black and 2.1
percent were Hispanic. Asians represented 4.2 percent
of all S/E’s. In comparison, blacks accounted for 9 per-
cent of the U.S. work force, Hispanics represented 7




percent, and Asians accounted for less than 2 percent. In
1983, blacks were more likely to be employed in the
sciences, especially the life and social sciences, while
Hispanics and Asians were more likely to be employed
in engineering. {See pp. 62, 63,70.)

* Between 1976 and 1983, employment of black S/E’s
increased more rapidly than employment of either whites or
Asians. Over the 7-year period, employment of blacks
rose 117 percent while that of whites rose 49 percent.

Scientists and engineers’ play vital roles in the techno-
logical performance of U.S. industry in such areas as product
or process innovation, quality control, and productivity
enhancement. In addition, they conduct basic research to
advance the understanding of nature, perform research
and development in a variety of areas such as health and
national defense, train the Nation’s future S/E’s, and con-
tribute to the scientific and technological literacy of the
Nation.

This chapter opens with an overview of the employ-
ment patterns of scientists and engineers as a group, including
analyses of work activities and sectors of employment. A
detailed analysis is then provided of engineers, followed
by a similar analysis of scientists. Separate discussions of
scientists and engineers reflect an appreciation of the dif-
ferent roles they play in U.S. science and technology efforts.

Utilization of Scientists and Engineers

A principal indicator of the level of S/T activity in the
U.S. is the number of employed S/E’s. The human resource
indicators presented below show that the U.S. economy is
increasingly based on S&T activities.

During the 1976-83 period, employment of scientists
and engineers increased more than three times as rapidly
as total U.S. employment (49 percent versus 14 percent),
almost three times as fast as overall economic activity as
measured by real gross national product (18 percent), and
two times faster than total professional employment (24
percent). As a result of the more rapid increase in S/E
employment, the proportion of the U.S. work force employed
as scientists or engineers increased from 2.6 percent in
1976 to 3.4 percent in 1983. (See figure 3-1.)

In recent years, changes have been more dramatic. Between
1980 and 1983, employment growth for scientists and engi-
neers accelerated, while the increases in overall U.S. employ-
ment and other economic indicators slowed considerably.
(See figure 3-2.) The more rapid increase in employment
of S/E’s results from two major factors: the relative con-
centration of S/E’s in those industries (generally high-
technology) where overall employment is increasing rap-
idly; and a change in the occupational mix of individual
employers.

"Broadly speaking, a person is considered a scientist or engineer if he
or she holds a degree in a S/E field (including social science), or is either
employed in a 5/E job, or professionally identifies himself or herself as a
scientist or engineer {based on total education and work experience).
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Employment of Asians increased 36 percent over the
same period. (See pp. 62, 63,70.)

* Foreign born individuals represent about 17 percent of
the employed S/E’s in the United States. However, most
foreign-born individuals are naturalized U.S. citizens.
Only about 3.5 percent of the S/E work force are not
U.S. citizens. Engineers are more likely than scientists to
be foreign born (18 percent versus 14 percent). (See
p.56.)

Growth in S/E employment varied between scientists
and engineers and among fields. During the 1976-83 period?,
employment of scientists increased more rapidly than
employment of engineers (6.9 percent per year versus 5.1
percent per year). Increases among scientists were affected
by the above-average growth of computer specialists, who
accounted for about two-fifths of the total employment
increases among scientists. If computer specialists are
excluded from the analysis, employment growth for scien-
tists falls to 4.9 percent per year. Among engineers, the
largest relative growth was recorded by electrical and chemical
engineers. Engineering employment growth may have been
inhibited by supply constraints; that is, it would have
been greater if additional engineers had been available for
employment. For example, about 18 percent of the engi-
neers employed in 1983 held less than a bachelor’s degree,
suggesting employer upgrading of technicians.

Figure 3-1
Scientists and engineers as a percent of
total U.S. workforce
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Figure 3-2
Average annual growth in 8/E employment
and other manpower and economic variables
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The trends observed during the 1976-83 period were
even more evident during the recent past. Between 1980
and 1983, employment of computer specialists rose at an
annual rate of almost 19 percent, driving the increase in
employment of scientists to a rate of 8.8 percent per year.
The growth in the number of computer specialists, com-
pared to the much smaller number of people earning degrees
in this field, suggests substantial field mobility. Excluding
computer specialists, employment of scientists increased
by 6.4 percent per year, while employment of engineers
grew at an annual rate of 5.0 percent over the 1980-83
period.

More than half of the human resources devoted to sci-
ence and technology in 1983 were engineers. (See figure
3-3.) It is useful to distinguish between those who are or
are not employed in science or engineering jobs. For a
variety of reasons, some scientists and engineers hold jobs
outside their own or related fields. Of the approximately
3.4 million employed scientists and engineers in 1983, 88
percent (about 3 million) reported they held jobs in science
or engineering, with engineers (93 percent) more likely
than scientists (82 percent) to hold such jobs. Between
1976 and 1983, employment in S/E jobs increased by 44
percent, much slower than the increase in employment in
non-science and engineering (99 percent).

The fact that some scientists and engineers are employed in
non-S/E jobs does not necessarily mean that they are being
underutilized from a societal perspective. Their education
and training may provide valuable insights to their non-
technical activities, e.g., sales. Most S/E’s who are work-
ing in non-S/E activity do so for “'voluntary” reasons such
as promotions, better pay, or location preference. In 1983,
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only about 10 percent of those in non-S/E positions believed
an S/E job was not available.

Employment of those holding S/E doctorates has also
shown strong gains since 1973, reaching about 370,000 by
1983, an increase of 5.3 percent per year over the decade.
(Employment of all scientists and engineers rose at a rate
of 5.8 percent per year between 1976 and 1983.) Those
employed in S/E activities increased by about 4.8 percent
per year.

A smaller but increasing share of doctoral S/E’s worked
in jobs outside their own or related fields (11 percent in
1983, compared to 6 percent in 1973). Relatively few (8
percent) of those holding non-S/E positions indicated that
they were so employed because they believed S/E jobs
were not available. Since the mid-1970's, the number of
employed S/E’s holding doctorates has been increasing at
a slower rate than the overall number of employed S/E’s
(4.4 percent per year for those holding doctorates and 5.3
percent per year forall S/E’s).

In 1983, scientists at the doctoral level continued to out-
number engineers by about five to one. Between 1973 and
1983, growth rates varied considerably by field among
doctoral S/E’s (see figure 3-4), with below-average annual
growth rates in the physical and mathematical sciences.
The fastest growing employment field among doctoral S/E’s
was that of computer specialties. Between 1973 and 1983,
employment in this field grew at an annual rate of about
16 percent, from 2,700 to about 12,000 in 1983. About 60
percent of the increased employment of computer special-
ists took place in industry, while about 30 percent took
place in educational institutions. The growth in the employ-
ment of computer specialists reflects substantial field mobility
at the doctoral level. About 80 percent of the employed
computer specialists at the doctoral level earned their doc-

Figure 3-3
Employed scientists and engineers by field: 1983
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Figure 3-4
Annual growth rates of employed doctoral
scientists and engineers by field: 1973-83
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torates in a field other than computer science. This phe-
nomenon may reflect a number of factors including the
wide applicability of skills from many fields to computer
science and the small supply, compared to demand, of
those holding doctorates in computer science.®

Character of Science and Technology Activities

The work activities of scientists and engineers—as mea-
sured by the number, proportion, and distribution of those
performing R&D, teaching, and other activities—are a direct
indicator of the character of U.S. science and technology.
(See figure 3-5.) These activities vary considerably by sec-
tor of the economy.

Between 1976 and 1983, the relative proportions of sci-
entists and engineers primarily engaged in production, report-
ing and related activities, and development increased sub-
stantially. The proportions in research rose slightly, while
the relative proportions primarily engaged in general man-
agement, R&D management, and teaching declined. The
number of S/E’s primarily engaged in research and devel-
opment increased by 63 percent. By 1983, research and
development was the primary activity of 31 percent of the
Nation's S/E’s. An additional 9 percent (about 288,000)
were in R&D management. Thus, about two-fifths were
involved in some aspect of R&D activity, with engineers
more likely than scientists to report these activities (43
percent versus 34 percent). The situation was similar for

SFor a more detailed discussion of occupational mobility, see NSF
(1985].
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S/E's holding doctorates. In 1983, 32 percent of the doc-
toral S/E’s were working primarily in research and devel-
opment, while an additional 8 percent cited R&D manage-
ment as their primary activity.

About 7 percent of all scientists and engineers reported
teaching as their primary work activity in 1983. Employ-
ment in teaching activities has grown at a somewhat slower
rate than overall S/E employment during the 1976 to 1983
period (45 percent versus 49 percent]. Scientists are much
more likely than engineers to report teaching as their primary
activity (13 percent versus 2 percent]. This contrast is, in
part, a result of differences in educational levels; a larger
proportion of scientists than engineers hold doctorates (20
percent versus 3 percent), and are thus more likely to hold
academic teaching positions. At the doctoral level, 29 per-
cent of the S/E’s reported teaching as their primary work
activity in 1983, down from 36 percent in 1973. The decline
in the proportion of doctorates reporting teaching as their
primary activity is an example of the effect of intersectoral
shifts on work activities.

During the 1976 to 1983 period, production and related
activities, including quality control, were among the fastest-
growing work areas of scientists, and especially engineers.
The number primarily engaged in these activities rose al-
most 75 percent to about 443,000 in 1983-336,000 engi-
neers and 107,000 scientists.

Most engineers and scientists (57 percent of 2.3 million)
worked in business and industry in 1983, with engineers
more likely than scientists to work in this sector (80 per-
cent versus 50 percent). Educational institutions ranked a
distant second as an employer of scientists and engineers
(12 percent or almost 415,000). This sector employed 24

Figure 3-5
Primary work activities of scientists and
engineers: 1983
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percent of all scientists, but only 7 percent of all engineers
in 1983. At the doctoral level, however, educational institu-
tions were the major employer. In 1983, this sector employed
53 percent of doctoral-level scientists and engineers. Since
the mid-1970’s, the sectoral distribution of employed S/E’s at
all degree levels has changed only slightly, with small
increases in the shares in business and industry and slight
declines in the shares employed by educational institutions
and by the Federal Government. Sectoral changes have
been more pronounced at the doctoral level, with employ-
ment shifting from educational institutions to the indus-
trial sector. In 1973, 59 percent of all doctoral S/E’s were
in educational institutions and 24 percent were in business
and industry; in 1983, these respective proportions were
53 percent and 31 percent.

Foreign Born Scientists and Engineers

In 1982, almost 4 percent of employed U.S. 5/E’s were
not U.S. citizens; while another 13 percent were natural-
ized U.S. citizens. Thus, almost 17 percent of the employed
S/E’s were foreign born. Engineers are more likely than
scientists to be foreign born (18 percent versus 14 per-
cent). Among engineers, the proportion who are foreign
born ranges from 21 percent of the civil engineers to about
19 percent of the industrial and petroleum engineers. For
scientists, the foreign born proportions range from 13 per-
cent of the computer specialists to 19 percent of the chemists.

Foreign born S/E’s differ from native born both in terms of
type of employer and work activity. The foreign born are
less likely to be employed by the U.S. military and govern-
ment at all levels, and more likely to be employed by uni-
versities or colleges and non-profit organizations. Within
industry, about 17 percent of the scientists and engineers
were foreign born, roughly comparable to their propor-
tions in the overall S/E work force.

With respect to work activities, the foreign born are less
likely than the native born to be in management (16 per-
cent versus 19 percent), and more likely to report research
as their major activity (12 percent versus 10 percent]. The
foreign born are less likely than native born to report teaching
as their major activity (8 percent versus 9 percent).

Approximately 25 percent of the foreign born scientists
and engineers employed in the U.S. were Asians and 3
percent were black. The foreign born constitute a signifi-
cant fraction of all Asian and black S/E’s in the United
States. Almost 80 percent of the Asians and 23 percent of
the blacks were foreign born.

ENGINEERS
Employment Levels and Trends

Engineering is the second-largest profession in the United
States, exceeded only by teaching. For men, engineering
constitutes the largest professional area of employment.
Engineering is also one of the fastest-growing professions
in the United States. Between 1976 and 1980, for example,
engineering employment grew much more rapidly than
total professional employment (5.1 percent per year versus
3.4 percent per year).* Over the 1980-83 period, differ-

See U.S. Department of Labor (1984, p. 14.

ences were more pronounced, with engineering employ-
ment increasing at a 5.0 percent annual rate, and profes-
sional employment increasing at a 2.7 percent annual rate.

There were approximately 1.9 million employed engi-
neers in the U.S. in 1983, over one-half million more than
in 1976. Employment increases among engineers varied by
field over the 1976 to 1983 period, with the greatest gains
registered by electrical engineers. (See figure 3-6.)

Although there are at least 25 specialties recognized by
the engineering profession, engineers are concentrated in
relatively few fields. In 1983, about 470,000 (24 percent)
were electrical or electronics engineers, and about 370,000
(19 percent) were mechanical engineers. At the other extreme,
there were fewer than 20,000 nuclear engineers, and about
15,000 mining engineers.

Employment in Engineering Jobs. It is helpful for analytical
purposes to distinguish between those who are engineers
based on education and experience, and the employment
of these individuals in engineering and related jobs. Of the
1.9 million employed engineers in 1983, about 93 percent
(1.8 million) held engineering and related jobs. By field,
this proportion varies in a fairly narrow range, from 88
percent of the mining engineers to over 95 percent of the
aeronautical engineers. Since the mid-1970's, there has been
virtually no change in the propensity of engineers to hold
engineering and related jobs. Between 1976 and 1983,
employment of all engineers and those in engineering jobs
increased at similar rates (41 percent or 5.1 percent per
year).

Engineers working outside their own or related field
generally cite voluntary reasons for such employment, such

Figure 3-6
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as better pay, promotion, or locational preference. In 1983,
only about 4 percent of those in non-engineering jobs {0.3
percent of all employed engineers) were so employed be-
causc they believed an engineering job was not available,
with little variation by field. (See discussion on ""Labor
Market Indicators,” below.)

Sector of Employment

Most engincers—80 percent—worked in business and
industry in 1983, (See figure 3-7.) The Federal Govern-
ment ranked a distant second, employing about 7 percent
of the Nation's engineers, while educational institutions
employed about 3 percent. While the business and indus-
try sector has historically been the largest employer of
engineers, there has been a shift in recent years toward
industry and away from other sectors.®* Employment of
engineers in industry increased by 50 percent between 1976
and 1983, a more rapid increase than that recorded for
educational institutions (34 percent), the Federal Govern-
ment (28 percent), or state and local governments (20 per-
cent). As a result of these different growth rates, the share
employed by the business and industry sector increased
from 75 percent in 1976 to 80 percent in 1983, while the
shares employed by other sectors showed modest declines.

Employment opportunities for engineers in the business
and industry sector vary considerably by field. This sector
employs almost 90 percent of all industrial engineers, but
only 60 percent of all civil engineers. (See figure 3-8.) In
addition to civil engineering, both aeronautical and nuclear
engineering employment showed below-average represen-
tation in industry. Significant numbers of civil engineers

Figure 3-7
Engineers by sector of employment: 1983
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For a more detailed discussion of engineers employed in industry, see
Chapter 4, “Industrial Science and Technology.”
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Figure 3-8
Proportion of engineers employed in
business and industry by field: 1983
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are found in state and local governments, while substantial
numbers of aeronautical and nuclear engineers are employed
by the Federal Government.

Within the private sector, engineers are concentrated in
relatively few industries. (See figure 3-9.) The electrical
machinery, nonelectrical machinery, and transportation-
equipment industries employ about 40 percent of the engi-
neers in the private sector. The concentration of engineers
in specific industries, however, varies by field. For exam-
ple, almost 75 percent of the aeronautical engineers in
industry are in the transportation equipment industry,
primarily in firms manufacturing aircraft and related parts.
By contrast, about 35 percent of the chemical engineers are
in chemical manufacturing industries. Industrial and
mechanical engineers are more uniformly distributed over
the entire industrial spectrum. (See Chapter 4, “'Industrial
Science and Technology ™)

Character of Engineering Activities

The work activities of engineers, as measured by the
number and proportion of those performing research and
development, teaching, and other activities, are indicators
of the character of the U.S. technological effort. In addi-
tion, because innovations depend in part on research and
development, the number and proportion involved in
research and development may be leading indicators of the
Nation’s innovative efforts.

The work activities of engineers have shifted over time.
(See figure 3-10.) Between 1976 and 1983, the proportions



Figure 3-9
Distribution of engineers in private industry
by type of industry: 1982
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reporting research and development and production-related
activities increased, while the proportions reporting man-
agement (both of research and development and other activit-
ies) declined. Relatively few engineers reported teaching
as their major activity (fewer than 2 percent) in both 1976
and in 1983.

During the 1976-83 period, the number of engineers
reporting research and development as their major activity
increased by 57 percent to 665,000, or 34 percent of total
engineering employment. Within research and develop-
ment, the number in development (586,000) outweighed
those in both basic and applied research (79,000} by about
seven to one. Activities relating to production, including
inspection and quality control, were among the fastest-
growing activities for engineers. Between 1976 and 1983,
employment of engineers in these activities rose by over
70 percent to 336,000. In 1983, about 17 percent of all
engineers were engaged in production-related activities.
Employment increases in these activities reflect the grow-
ing emphasis being placed on improved productivity, quality
control, and international competitiveness in U.S. firms.

The work activities of engineers vary considerably by
field. For example, the proportion of engineers reporting
research and development as their primary activity ranged
from 47 percent of all aeronautical engineers to about 19
percent of all civil engineers. (See figure 3-11.) Again, by
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way of example, aeronautical engineers are least likely to
report they are engaged in production-related activities,
while industrial and petroleum engineers are the most lik-
ely. The proportion of engineers reporting general manage-
ment (non-R&D) as their major activity also varies by
field. Civil and industrial engineers are the most likely to
report management as their primary activity, while aero-
nautical engineers are the least likely. Work activity pat-
terns may be more clearly understood when analyzed by
sector of employment. This type of analysis may be found
in Chapter 4, “Industrial Science and Technology” and
Chapter 5, " Academic Scientists and Engineers.”

Engineers by Field of Degree

Not all individuals classified as engineers hold their highest
degree in engineering. Some hold less than a bachelor’s
degree while others hold their highest degree in areas such
as business administration (e.g., an MBA degree]. The rela-
tionship between a specific field of engineering and the
field of highest degree provides an indicator of the extent
of flexibility in the market for engineers. The degree of
flexibility reflects both supply/demand conditions and occu-
pational/field mobility. If there were little flexibility in the
labor market, most chemical engineers, for example, would
hold their highest degree in chemical engineering. If few
chemical engineers held degrees in chemical engineering,
the assumption would be that the market is very flexible
and that demand greatly exceeds supply.

Figure 3-10
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Figure 3-11
Proportion of employed engineers in
research and development' by field: 1983
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In 1982, about 69 percent of the almost two million
engineers reported their highest degree in one of the engi-
neering fields, and about 3 percent reported a highest degree
in one of the natural sciences (excluding social science and
psychology), such as physics. Of the remainder (28 per-
cent), almost half held less than a bachelor’s degree, while
the others held their highest degree in fields such as busi-
ness administration or the social sciences.

The propensity for engineers to hold a degree in a field
related to their field of engineering employment varied
substantially across the engineering profession. For exam-
ple, 82 percent of the chemical engineers reported their
highest degree in chemical engineering. In contrast, only
23 percent of the nuclear engineers reported a degree in
the same field; another 43 percent held a degree in another
engineering discipline, and the remainder held degrees in
other fields, primarily physics.

Labor Market Indicators

Labor market indicators are useful in assessing whether
current supply is sufficient to meet the needs of the econ-
omy. In addition to standard labor market indicators, such
as labor force participation and unemployment rates, the
National Science Foundation has developed the S/E employ-
ment rate, the S/E underemployment rate, and the S/E
underutilization rate as measures unique to engineers and
scientists. No single statistic can provide a basis for meas-
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uring surpluses and shortages in particular fields, but some
statistics, when examined together, allow inferences about
market conditions. The statistics outlined below, as well as
others examined in this section, reveal shortages in only a
few fields of engineering.

Labor Force Participation. The engineering labor force
includes those who are employed, either in or out of engi-
neering and related jobs, and those who are not working
but are seeking employment. The labor force is a measure
of those who are economically active and thus directly
available to carry out national efforts in science and tech-
nology. Labor force participation rates measure the frac-
tion of the engineering population who are in the labor
force.

Engineers continued to display a strong attachment to
the labor force in 1983, with almost two million (95 per-
cent) of the engineering population participating. This rate is
higher than that for the general population completing
four or more years of college (87 percent)® but the same as
the rate for scientists. The difference in participation rates
cannot be accounted for by differences in the composition,
by sex, of these groups. When further stratified, male and
female engineers had similar labor force participation rates
(roughly 95 percent), and women engineers had higher
rates than women in the total civilian labor force who
completed four or more years of college (77 percent].

There was little variation in labor force participation
rates for engineers by field. Nuclear engineers had the
highest rate (97 percent), while the lowest rate was recorded
for chemical and mining engineers (93 percent). Most engi-
neers (77 percent) not in the labor force were retired. Oth-
ers were out of the labor force for a variety of reasons,
such as poor health, full-time schooling, and family
responsibilities.

Unemployment Rates. The unemployment rate is a stand-
ard measure of labor market conditions. It measures the
proportion of those in the labor force who are not employed
but are seeking employment. In 1983, the unemployment
rate for engineers was 1.9 percent (down from 3.2 percent
in 1976), substantially below the rate for the total U.S.
labor force (9.6 percent], and somewhat lower than the
rates for all professional workers (3.0 percent)® and all
scientists (2.6 percent).

There was some variation in unemployment rates among
fields of engineering. (See figure 3-12.) The highest unem-
ployment rate was recorded for chemical engineers (2.9
percent); the lowest was for electrical/electronics engineers
(1.2 percent).

S/E Employment Rates. The S/E employment rate mea-
sures the extent to which those engineers who are employed
hold jobs in engineering-related work. Depending on the
specific reasons for non-5/E employment, a low S/E employ-
ment rate could be an indicator of underutilization. Fac-
tors relating to non-S/E employment include lack of avail-
able S/E jobs, higher pay for non-S/E employment, location,
or preference for a job outside of science or engineering.

In 1983, the S/E employment rate for engineers was 93
percent, with little variation by field. Mining engineers

8See U.S. Department of Labor (1983).
’See U.S Department of Labor (1983).
85ee U.S. Department of Labor (1984}, p. 167.



Figure 3-12
Unemployment rates of engineers
by field: 1983
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showed the lowest (89 percent) and nuclear engineers the
highest rate (97 percent). Of the 133,900 engineers who
did not hold engineering jobs, only about 4 percent did so
because they believed engineering jobs were not available.
This proportion ““involuntarily”” in non-S/E jobs varied by
field. (See figure 3-13.) Chemical engineers were the most
likely to report that an S/E job was not available, while
nuclear and petroleum engineers were the least likely.

S/E Underutilization. Although unemployment rates for
engineers are relatively low compared with the rates for
the general population, those who are employed may be
underemployed. Working in a non-S/E job or working
part-time may indicate underemployment, depending on
the reasons for such employment. To help measure the
extent of potential underemployment, the S/E underem-
ployment rate has been developed. This rate shows the
number of engineers employed in a non-engineering-related
job because they believe a job in engineering is not avail-
able, plus the number employed part-time but seeking full-
time work, expressed as a percent of total engineering
employment.

The underemployment rate for engineers in 1983 was
0.6 percent, with some variation by field. Mining, indus-
trial, and chemical engineers showed rates of about 1 per-
cent, while there was little or no underemployment reported
for petroleum and nuclear engineers.

To derive a more comprehensive indicator of underutil-
ization, figures for those who are unemployed and those
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who are underemployed may be combined and expressed
as a percent of the labor force. Itis only a partial measure,
however, since it does not account for those who may have
jobs requiring skills below those that the job holders actu-
ally possess.

In 1983, the underutilization rate for engineers was 2.5
percent, with some field variation. The highest underutili-
zation rate was for mining engineers (4.1 percent), while
petroleum engineers showed the lowest rate (1.4 percent).

Salary Trend. Relative salaries and salary changes may
be indicators of market conditions. In 1982, engineers
reported average salaries of $35,700, with substantial varia-
tion by field. The highest average annual salary was reported
by petroleum engineers ($44,200), while industrial engi-
neers reported the lowest ($32,600). (See figure 3-14.)

Changes in salary offers to new engineering graduates is
also a valuable indicator of market conditions. Increases in
engineering salary offers to baccalaureate holders ranged
from 5 percent to 16 percent between 1981 and 1983.°
Petroleum engineering continues to command the highest
salary offer, with an average yearly offer of about $30,000, 16
percent above the 1981 average. The high salary offers

Figure 3-13
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9Gee College Placement Council {1983}, p. 2.




Figure 3-14
Average annual salaries of engineers
by field: 1982
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reccived by bachelor’s degree recipients in engineering may
effect the propensity of these graduates to enter graduate
school. Among those who received engineering degrees in
1980, only about 6 percent were full-time graduate stu-
dents in 1982. In contrast, among science degree recip-
ients, who generally received lower salary offers, about
onc-quarter were enrolled as full-time graduate students
in 1982.

Engineering—An Historical Perspective

Engineering supply/demand conditions may be better
understood if placed in their historical perspective. The
engincering profession has undergone recurrent “short-
age” and “surplus” conditions for almost four decades. A
post-World War Il shortage was followed by surpluses in
the mid-1950's, and again by shortages following Sputnik.
These shortages turned to surpluses following aerospace
and defense reductions in the late 1960's and early 1970's.
In the early 1980’s, another shortage situation evolved.

Historical swings in engineering supply/demand condi-
tions have had significant impacts on undergraduate engi-
neering enrollments. The swings in engineering supply/-
demand conditions are thought to result from “cobweb”
fluctuations in the labor market.’ That is, a shortage of

For a brief discussion of the “cobweb cycle” for engineers and a
discussion of the “swings” in engineering supply/demand conditions,
see Richard Freeman (197¢), pp.112-117.
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engineers will induce students to enter undergraduate engi-
neering programs. Four to five years after entering college,
however, these students enter the labor market, sometimes
causing a surplus of engineers. This surplus—indicated by
declining relative salaries and publicized declining job
opportunities—results in a drop in new engineering enroll-
ments, thereby sowing the sceds for a future shortage.
The relatively large enrollments in engineering schools and
the currently large number of students earning degrees in
engineering suggests that supply and demand should be in
balance for most engineering fields throughout the remainder
of thedecade."

Doctoral Engineers

Relatively few engineers, compared to scientists, hold
the doctorate degree. In 1983, 61,500 engineers held doc-
torates, representing about 3 percent of all employed engi-
neers (roughly the same proportion as in 1976). Among
scientists, about 20 percent held doctorates. Since the
mid-1970’s, employment of engineers with doctorates has
increased at about the same annual rate as overall engineering
employment—5.3 percent and 5.1 percent, respectively. In
1983, 91 percent of the doctoral engineers reported that
they were working in an engineering or related job, down
from 95 percent in 1973. Of those in non-engineering
jobs, only a small proportion (6 percent) indicated that
they were so employed because they believed engineering
or related jobs were not available.

The propensity to hold a doctorate varied considerably
by field of engineering. (See figure 3-15.) For example,

Figure 3-15
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while 3 percent of all engineers held doctorates, 18 percent
of the materials engineers and 12 percent of the nuclear
engineers held doctorates. At the other end of the spec-
trum, only about 1.5 percent of all mechanical engineers
held the doctorate.

Engineers with doctorates differed from other engineers
in terms of where they were employed and in terms of
their primary work activities. Those with doctorates were
less likely than other engineers to work in business and
industry, and much more likely to be employed by educa-
tional institutions. In 1983, 56 percent of those with doc-
torates worked in industry and 33 percent were in educa-
tional institutions (primarily universities and 4-year colleges).
In contrast, 80 percent of all engineers worked in business
and industry and only 3 percent were in educational institu-
tions. During the 1973-83 decade, employment of doc-
toral engineers in industry increased at an annual rate of
6.9 percent, while in educational institutions, the increase
was 4.6 percent per year. Between 1981 and 1983, how-
ever, this long-term trend was reversed. During this per-
iod, employment of doctoral engineers in industry increased
at an annual rate of 4.2 percent, while in educational institu-
tions, the increase was 6.1 percent per year. Despite this
more rapid increase, however, engineering faculty vacan-
cies persist.'?

The work activities of doctoral engineers differed from
those of other engineers, reflecting both differences in sec-
tors of employment as well as activities within the same
sector. The greatest difference between doctoral engineers
and all engineers was in the proportion reporting teaching

Figure 3-16
Primary work activities of doctoral engineers
and all engineers: 1983

(Percent)
0 10 20 30 40

T T | | 1 i I
7] Doctoral engineers

Research ] All engineers

Development

Management
of R&D

General
management |

Teaching

Other

See appendix tables 3-8 and 3-10. Scignce indicators—1985

2NSF, unpublished tabulations.

as their major activity. Among those with doctorates, 19
percent reported teaching but fewer than 2 percent of all
engineers cited teaching as their major activity. Those with
doctorates were also more likely to report research and
development as their major activity (40 percent versus 34
percent for all engineers). Within research and develop-
ment, doctoral engineers were much more likely to cite
research rather than development as their main area of
work (60 percent versus 12 percent). (See figure 3-16.)

Women in Engineering

Women were underrepresented among engineers. In 1983,
women represented about 3 percent of all employed engin-
eers, but 25 percent of all employed scientists, 44 percent
of all employed persons, and 48 percent of those in profes-
sional occupations.” The underrepresentation of women
in engineering persists despite significant employment gains
during the 1976-83 period, when employment of women
engineers increased by almost 200 percent and employ-
ment of male engineers rose by 42 percent. Employment
gains for women engineers outpaced gains by women in
the general work force. Between 1976 and 1983, employ-
ment of women in all occupations increased by 23 percent,
compared with about 7 percent for men. Among those in
professional occupations, the number of women increased
by 30 percent, while employment of men was up 18 percent."

The representation of women among engineers varied
considerably by field. (See figure 3-17.) In 1983, about 6
percent of all chemical engineers were women, but only
about 1.4 percent of all mechanical engineers were women.
While employment of women increased in all major engi-
neering fields, there was substantial variability. Above-
average growth for women was recorded for aeronautical
and electrical engineers, and below-average growth was
noted among civil engineers.

Despite rapid employment gains, women engineers had
higher unemployment rates and earned lower annual sala-
ries than their male counterparts. In 1983, the unemploy-
ment rate for women engineers was 4.4 percent compared
to 1.8 percent for men. Further, the average annual sala-
ries of women engineers were about four-fifths that of
men: $29,000 versus $36,000 in 1982 (the latest year for
which data are available}."®

Women'’s salaries are below those for men across all age
groups. However, the differential is lower among younger
age groups. For example, among 25 to 29 year olds, sala-
ries of women engineers averaged 98 percent of those for
men, while in the 45 to 49 year old age group, women
earned only 85 percent of men’s salaries. These differences
in salary diffentials by age may be explained by a number
of factors including the changing career patterns of women.

Minorities in Engineering

Blacks were underrepresented in engineering, while A-
sians were not underrepresented. Blacks represented 1.8

13Gee U.S. Department of Labor (1984}, p. 178.

14Gee U.S. Department of Labor (1984}, p. 157.

5For a more detailed discussion of the labor market experiences of
women and minority 5/E’s, see NST (1984]).




Figure 3-17
Women engineers as a percent of all
employed engineers: 1983
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percent of all employed engineers and 3 percent of all
scientists, but 9 percent of all employed persons in the
United States and about 9 percent of all employed profes-
sionals. In contrast, Asians represented 4.8 percent of all
employed engineers, but only 1.6 percent of the total U.S.
work force.'® Native Americans accounted for about 0.5
percent of all engineers, equal to their representation in
the U.S. work force.

During the period of 1976-83, employment of black
engineers increased almost three times as rapidly as the
employment of whites (112 percent versus 40 percent),
while the employment of Asians increased half again as
rapidly as that of whites (60 percent versus 40 percent).

In 1983, there were over 44,000 Hispanic engineers em-
ployed in the United States. This number represented about
2.3 percent of all engineers; almost 7 percent of the U.5.
work force was Hispanic in 1983.

Unemployment rates among engineers varied consider-
ably among race and ethnic groups in 1983. Black engineers
reported the highest unemployment rate at 4.5 percent,
while Asians reported a rate of 3.0 percent. Native Ameri-
cans had a rate of less than 1 percent, and the rate of
Hispanic engineers was 2.0 percent. The comparable rate
for white engineers was 1.8 percent. Likewise, there was
wide variation in annual salaries among race and ethnic

'*See U.S. Departmentof Labor (1984]), p. 178.
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groups. White engineers earned almost $36,000 per year
while blacks earned about $32,000. The annual salary of
Hispanic engineers was $33,700.

SCIENTISTS

Employment Levels and Trends

Employment of scientists, driven by the rapid growth in
computer specialties, has risen faster than that of engi-
neers during the 1976-83 period. In 1983, scientists ac-
counted for 44 percent of all employed scientists and engi-
neers. Over the 7-year period, employment of scientists rose
at an annual rate of 8 percent, compared to 5 percent for
engineers. Excluding computer specialties, science employ-
ment increased at an annual rate of 5 percent. Over the
more recent past, 1980-83, the growth rate among scien-
tists, fueled by computer specialists, accelerated while the
growth rate among engineers was constant.

There was wide variation in growth across scientific
fields. (See figure 3-18.) By far the fastest growing field
was computer specialties. Between 1976 and 1983, the an-
nual growth in this field was almost 17 percent—more
than double the rate of any other science field. The slowest
growing field was the social sciences (1.5 percent per year).
Over the more recent past (1980-1983), computer speciali-
ties continued as the fastest growing scientific field, while
employment in the field of psychology showed the lowest
growth {18.9 percent per year for computer specialists and

Figure 3-18
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3.9 percent per year for psychologists). In 1983, about one
in every four scientists was a computer specialist. (See
figure 3-19.)

Computer specialists alone accounted for over 40 per-
cent of the total growth in scientific employment during
the 1976-83 period. The large increase in the number of
computer specialists {from about 120,000 to almost 350,000}
when compared with the relatively small number of indi-
viduals earning computer science degrees, raises questions
as to the educational background of those employed as
computer specialists. This issue may be explored by exam-
ining the characteristics of recent S/E graduates.

In 1982, over 20,000 individuals who had graduated
with an S/E baccalaureate in 1980 were employed as com-
puter specialists. About 42 percent had earned their de-
grees in computer science, another 22 percent had earned
degrees in mathematics, while 19 percent were granted
degrees in either a social science or psychology field. At
advanced degree levels, there were also influxes from other
S/E fields. At the master’s level, 59 percent of the em-
ployed computer specialists held degrees in this field. At
the doctoral level, however, the proportion was much less:
32 percent held computer science degrees. The largest in-
flux at this level was again from the social science and
psychology fields.

Employment in Science Jobs. Not all scientists held jobs
specifically related to science. Of the 1.5 million employed
scientists, over 1.2 million (82 percent) held jobs in science
in 1983. Employment in these jobs has not risen as rapidly
as total employment of scientists between 1976 and 1983.
The annual growth rate of scientists in science-related jobs

Figure 3-19
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was 5.7 percent, still somewhat higher than the 5.1 percent
rate for engineers working in engineering jobs.

Growth rates varied by field, with computer specialists
recording the highest growth rate. Their annual growth
over the 7-year period was about 12 percent, followed by
environmental scientists at 10 percent, and mathematical
scientists at 8 percent. Social scientists in science occupa-
tions experienced a declining annual growth rate of less
than 1 percent between 1976 and 1983.

Of the 292,700 scientists who did not hold jobs in science,
only about 12 percent were so employed because they be-
lieved a job in science was not available. The rate of invol-
untary non-science employment varied by field, ranging
from 5 percent of the physical scientists to 20 percent of
the life scientists. (See figure 3-20.)

Sector of Employment

Business and industry was the largest employer of scien-
tists, accounting for over one-half (51 percent) in 1983.
Educational institutions were second, employing about one-
quarter (24 percent) of all scientists, with the Federal Gov-
ernment third, employing about 11 percent.

Industry was the fastest-growing sector of employment
for scientists during the 1976-83 period. Over this 7-year
time span, employment in this sector grew at an overall
rate of 82 percent. This growth was far outpaced by the
218 percent increase in computer specialties. This field
accounted for well over one-half (54 percent] of overall
science growth in industry; in 1983, computer specialists
represented over one-third of all scientists in industry. If
this field is excluded from the analysis, the growth rate of
scientific employment in industry falls to 46 percent and
the proportion of scientists in this sector falls to 43 percent
(from 51 percent].

Among science fields, there was wide variation in the
proportions of scientists employed in industry. (See figure
3-21.) While nearly four-fifths of the computer specialists
were in this sector, only one-third of the life scientists or
psychologists were so employed in 1983. Since 1976, the
proportions in this sector have increased among all science
fields. The largest proportional increases occurred among
computer specialists, from 73 percent to 79 percent, and
psychologists, from 23 percent to 33 percent.

Within private industry, the largest fraction of scientists
(21 percent) were in business services industries in 1982.
In comparison, 6 percent of the engineers were concen-
trated in these industries. The chemicals industry and the
finance/insurance/real estate industry each accounted for
another 10 percent of all scientists.

Approximately 782,000 scientists worked in educational
institutions in 1983."7 One-third of these scientists were
life scientists and another one-third were either social sci-
entists or psychologists. Growth in this sector over the last
7 years has lagged behind total employment growth of
scientists: 46 percent versus 59 percent between 1976 and
1983. This slower growth was primarily the result of very
slow growth in two fields—the social sciences and psychol-
ogy. When combined, overall growth in these fields rose

7For a more detailed discussion of scientists in academia, see Chapter
5, “Academic Science and Engineering.”




Figure 3-20
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Figure 3-21
Proportion of scientists employed in
business and industry by field
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only 9 percent between 1976 and 1983. Excluding these
two fields, the overall increase in the number of scientists
employed in educational institutions was 67 percent.

Character of Scientific Activities

Work activities of scientists have shifted over time. (See
figure 3-22.) This shift was primarily the result of the
rapid growth of industrially-employed scientists. Activi-
ties which were most concentrated in the industrial sector
recorded the highest growth rates: development; produc-
tion/inspection; and reporting, computing, and statistical
activities. Between 1976 and 1983, overall growth rates of
scientists primarily engaged in these activities ranged from
83 percent (production/inspection) to 262 percent (report/
computing/statistical work]). Despite these growth rates,
research and development—comprising 27 percent of all
scientists—continued to be the primary activity of the larg-
est fraction of scientists.

Primary work activities varied considerably among sci-
ence fields. Work in research and development, excluding
R&D management, was the most frequently reported primary
activity of physical scientists (45 percent), environmental
scientists (44 percent), and life scientists (34 percent]. In
contrast, over one-half (53 percent} of the computer spe-
cialists were primarily engaged in a combination of activi-
ties related to reporting, computing, and statistical work.

Figure 3-22
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Teaching was the activity most often reported by mathe-
matical scientists (37 percent) and psychologists (20 per-
cent). Social scientists reported general management, ex-
cluding R&D management {25 percent), more frequently
than other primary work activities. Work activity patterns
vary considerably by sector of employment. Sectoral analyses
of work activities may be found in Chapter 4, “Industrial
Science and Technology” and Chapter 5, “Academic Scien-
tists and Engineers.”

Scientists by Field of Degree

Not all individuals who are identified as scientists hold
their highest degree in science. For example, some may
hold a bachelor’s or master’s degree in a science field but
their doctorate in a field such as education. The relation-
ship between a specific science field and a field of highest
degree provides an indicator of both market flexibility and
supply/demand conditions for scientists. For example, the
fact that most chemists hold their highest degree in chemistry
would suggest relatively low market flexibility.

About 1.5 million scientists were employed in 1983. Al-
most 90 percent held their highest degree in a science field;
an additional 9 percent held their highest degree outside of
science or engineering.

The propensity of scientists to hold a degree coincident
with their employment field varied among science fields.
For example, while 91 percent of the physicists held their
highest degree in physics, only 29 percent of the computer
specialists held computer science degrees. Fields with rela-
tively low proportions of highest degree holders in the
same field included statistics (59 percent), oceanography
(64 percent), and medical science (38 percent). Fields with
relatively high proportions included chemistry (82 per-
cent), mathematics (84 percent), psychology (75 percent),
and economics (88 percent).

The propensity of recent science graduates to hold de-
grees in their field of employment may also be an indicator
of market flexibility. At the bachelor’s level, a substantial
fraction of those employed in chemistry, mathematics, or
the computer specialties held degrees in other S/E fields.
In 1982, for example, about 52 percent of those employed
in chemistry had received bachelor’s degrees in chemistry
in 1980; another 44 percent of those employed as chemists
held degrees in the life sciences. In mathematics, while
about two-fifths held mathematics baccalaureates, one-
quarter had received their degrees in an engineering field.
For those employed as computer specialists, many held
their degrees in engineering or the social sciences. Among
other science fields, most of those employed in a particular
field held a degree in that field. (See figure 3-23.) At the
master’s level, the degree of crossover into other fields was
less prominent than at the baccalaureate level. (See figure
3-23.) Computer specialties was one field which experi-
enced notable influxes from other fields, such as engineer-
ing and mathematics.

Labor Market Indicators

Labor market indicators are useful in assessing whether
or not current supply is sufficient to meet the needs of the
economy. In addition to standard labor market indicators,
such as labor force participation and unemployment rates,
the National Science Foundation has developed the S/E
employment rate, the S/E underemployment rate, and the
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S/E underutilization rate as measures unique to scientists
and engineers. No single statistic can provide a basis for
measuring surpluses and shortages in particular fields, but
some statistics, when examined together, allow inferences
about market conditions. The statistics examined below
reveal a varied picture for scientists. While a pattern of
shortages of computer specialists is evident, there are at
Jeast adequate supplies of physical, mathematical, environ-
mental, and life scientists. For social scientists and psycholog-
ists, however, indicators show supplies in excess of demand.

Labor Force Participation. The science labor force in-
cludes those who are employed in or out of science, and
those who are unemployed but seeking employment. The
labor force participation rates measure the fraction of the
science population in the labor force.

In 1983, the labor force participation rate for scientists
was 95 percent, equal to that for engineers. This rate is
significantly above the rates for the general population (76
percent)'™ and for the population completing four or more
years of college {87 percent).' The rate for scientists has
remained stable since 1976.

Labor force participation rates varied little among sci-
ence fields. The highest rate, about 98 percent, was re-

8Gee U.S. Department of Labor (1984), p. 157.
19Gee U.S. Department of Labor (1983).




corded by computer specialists, while the lowest rate, 94
percent, was registered by both physical and mathematical
scientists.

Of the more than 1.6 million scientists, almost 81,000
were outside the labor force. About two-fifths of those
81,000 scientists were retired, while another one-third cited
full-time schooling as their reason for being outside the
labor force.?® About 13 percent of the scientists reported
family responsibilities as their primary reason for not being in
the labor force.

Unemployment Rates. The unemployment rate measures
the proportion of those in the labor force who are not
employed but secking employment. In 1983, scientists regis-
tered an unemployment rate of 2.6 percent. This rate was
higher than the 1.9 percent rate for engineers but lower
than the rates for all professional workers (3.0 percent),?
for those who have completed four or more years of col-
lege (3.5 percent),? and for the total U.S. labor force (9.6
percent).?

There was wide variation in unemployment rates among
science fields. Social scientists experienced the highest un-
employment rate in 1983, almost 5 percent, while only 1
percent of the computer specialists were unemployed. (See
figure 3-24.)

The unemployment rate for scientists has decreased since
1976 from 3.7 percent. The rate declined across all science
ficlds with only two exceptions: the rate for environmen-
tal scientists rose from 2.1 percent to 2.8 percent, and the
rate for social scientists rose from 4.1 percent to 4.9 percent.

S/E Employment Rates. The S/E employment rate mea-
sures the extent to which those scientists who are em-
ployed hold jobs in science-related work. A low S/E em-
ployment rate is a possible indicator of underutilization.
Factors related to employment in non-science jobs may
include a locational preference, a preference for a job out-
side of science, or the belief that a job related specifically
to science is not available.

In 1983, the S/E employment rate for scientists was
about 82 percent, much below that for engineers (93 per-
cent). Rate variation among the science fields was substan-
tial. (See figure 3-25.] Environmental and physical scien-
tists reported rates in the low to mid-90's, while social
scientists and computer specialists recorded rates in the
low 70’s. Since 1976, the S/E employment rate for scien-
tists has fallen across all major fields, except the physical
and environmental sciences. The overall science rate has
dropped from 88 percent in 1976 to 82 percent in 1983,
with the largest decline being reported in the computer
specialties: 98 percent to 72 percent. The substantial de-
cline in this field may have resulted partially from the high
adaptability of computer training and skills to all occupa-
tions and activities.

S/E Underutilization. While unemployment rates mea-
sure that fraction of the science labor force who are not
actively utilizing their training skills, they do not capture
that fraction of the labor force who are employed but not
fully utilizing their skills, i.e., underemployed. Thus an

2National Science Foundation, unpublished tabulations.
215, Department of Labor [1984), p. 107.

2U.S. Department of Labor {1983].

BULS. Department of Labor {1984], p. 1o7.
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Figure 3-24
Unemployment rates of scientists
by field: 1983
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Figure 3-25
S/E employment rates of scientists
by field: 1983
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S/E underemployment rate has been developed to help
measure the potential underemployment of scientists. It is
defined as the number of scientists employed in a non-
science job because they believe a job in science is not
available, plus the number employed part-time but seek-
ing full-time work, represented as a percent of total
employment.

In 1983, the S/E underemployment rate for scientists
was 1.9 percent, more than three times the rate for engi-
neers (0.6 percent). Among science fields, the rates varied
significantly, ranging from 1.1 percent of the physical sci-
entists to 7.0 percent of the social scientists. The underem-
ployment rate was about 2 percent for mathematical and
environmental scientists and computer specialists, while it
rose to between 4 percent and 6 percent for psychologists
and life scientists.

A more comprehensive indicator of potential underutili-
zation is the S/E underutilization rate. This rate combines
the number of scientists who are unemployed with the
number who are underemployed, and expresses it as a
percent of the science labor force. This rate is still only a
partial measure of overall underutilization, as it does not
take into account the number of scientists who may have
jobs that require skills below their level of training or
ability (for example, chemists who may be employed as lab
technicians).

The S/E underutilization rate for scientists was 6.1 per-
cent in 1983; the comparable rate for engineers was 2.5
percent. For most science fields, this rate fell in the 3-4
percent range. However, the rates were much higher for
social scientists (11.5 percent), psychologists (9.1 percent],
and life scientists (6.2 percent).

Salary Trend. Relative salaries and changes in starting
salaries may also be indicators of market conditions. In
1982, the average annual salary reported by scientists was
$32,000, compared to $35,700 for engineers. Among sci-
ence fields, annual salaries ranged from $37,400 for envi-
ronmental scientists to $29,200 for life scientists. (See fig-
ure3-26.)

Among recent science graduates, this same general pat-
tern in salaries was also evident: natural science graduates,
including computer scientists, tended to earn higher an-
nual salaries than life or social science graduates. At the
bachelor’s level, the range in salaries for 1980 graduates 2
years after graduation was $25,000 (computer science) to
$13,000 (psychology). At the master’s level, the differen-
tial in salaries was equally large: $32,000 (computer science)
to $19,600 (life sciences).

Trends in average monthly salary offers to recent degree
candidates in science are also indicators of current market
conditions. For example, the largest increase in average
monthly salary offers to bachelor’s degree candidates in
science occurred in the computer sciences. Average monthly
salary offers to potential computer science graduates rose
73 percent between 1977 and 1983.% The lowest increase
(49 percent) occurred in the agricultural sciences. In 1983,
bachelor’s degree candidates in computer science also re-
ceived the highest average annual salary offer: $23,200. In
addition, mathematics and chemistry degree candidates re-
ceived fairly high salary offers at $21,600 and $20,500,

2Gee College Placement Council (1983], p. 2.

68

Figure 3-26
Average annual salaries of scientists
by field: 1982
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respectively. Life science degree candidates (biological and
agricultural sciences) received the lowest offers, about
$17,000, among potential science baccalaureate holders in
1983. Similar patterns of average salary offers also exist at
advanced degree levels.

Doctoral Scientists

In 1983, almost 308,000 employed scientists held doctor-
ates, representing one-fifth of all employed scientists. The
comparable rate for engineers was about 3 percent. There
was wide field variability in the propensity to hold the
doctorate. About one-third of the psychologists, and one-
quarter each of the physical, life, and social scientists held
doctorates, while only about 4 percent of the computer
specialists held such degrees. '

Between 1973 and 1983, employment of doctoral scien-
tists rose at a rate of 5.2 percent per year. This rate was
somewhat lower than the overall annual growth rate for all
scientists (6.9 percent), and slightly lower than that for
doctoral engineers (5.6 percent). Annual growth rates var-
ied by field, with computer specialists experiencing the
highest annual growth (16.2 percent] and physical scien-
tists recording the lowest rate (2.8 percent.) (See figure
3-27.) Employment increases among doctoral scientists
slowed between 1981 and 1983 compared to the 1973-81
period. Between 1973 and 1981, the number of doctoral
scientists increased at an annual rate of 5.7 percent; be-
tween 1981 and 1983, the annual increase was 3.6 percent.
This slowdown in annual growth primarily reflects much
slower growth rates in the physical, mathematical, and
environmental sciences.




Figure 3-27
Annual growth rates of employed doctoral
scientists by field: 1973-83
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In 1983, about 88 percent of the doctoral scientists were
employed in jobs related to science, down from 93 percent
in 1973. This S/E employment rate was lower than that for
doctoral engineers (91 percent) but much higher than that
for all scientists (82 percent] in 1983. About 36,000 doc-
toral scientists were employed in non-science jobs, but
only about 8 percent of those scientists were so employed
because they believed a job in science was not available.

The sectoral employment patterns of doctoral scientists
differed substantially from those of all scientists. In 1983,
most doctoral scientists (57 percent) were employed in educa-
tional institutions, and about one-quarter (26 percent) worked
in the industrial sector. In comparison, these proportions
for all scientists were 24 percent in educational institutions
and 51 percent in business/industry. Educational institu-
tions was the sector where most doctoral scientists reported
working regardless of field. However, there were two ex-
ceptions. Over one-half of the computer specialists were
employed in industry and about one-third were in the
educational sector; among physical scientists, about the
same proportion—45 percent—-were in each sector.

While educational institutions continued to employ more
doctoral scientists than other sectors, business and indus-
try experienced the highest growth rate among the sectors.
Between 1973 and 1983, the annual growth rate for doc-
toral scientists in industry was 8.3 percent, almost double
the 4.2 percent rate in educational institutions. The annual
growth rate of 21 percent recorded by computer specialists
was primarily responsible for this faster growth in the
industrial sector.
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The primary work activities of doctoral scientists also
differed somewhat from those of all scientists, largely re-
flecting differences in employment sector. Doctoral scien-
tists reported research and teaching as their primary work
much more often than all scientists. In 1983, about 29
percent of the doctoral scientists reported research as their
primary activity, and another 31 percent were primarily
engaged in teaching. Comparable figures for all scientists
were 17 percent (research) and 15 percent (teaching). This
pattern of primary work activities differed in only two
fields among doctoral scientists. A substantial fraction (32
percent] of the doctoral computer specialists reported de-
velopment as their primary work; only 12 percent were
primarily engaged in research. Among doctoral psychologists,
almost two-fifths reported their primary work activity as
sales and professional services.

Between 1973 and 1983, development and sales/profes-
sional services were the fastest-growing primary work ac-
tivities among doctoral scientists. The annual rate of growth
in development was about 12 percent, while the rate in
sales reached almost 14 percent. Among other work activi-
ties of doctoral scientists, the annual growth in research
was 5 percent, and in teaching, it was 3 percent.®

Women in Science

In 1983, women accounted for almost one-quarter of all
scientists. This proportion represents a dramatic increase
from 1976 when they accounted for only 19 percent of all
scientists. However, women are still significantly under-
represented in science compared to all professional workers,
where they made up 48 percent.® By contrast, in 1983
only 3 percent of all engineers were women. The represen-
tation of women across science fields varied considerably.
(See figure 3-28.) They were most highly represented among
psychologists (41 percent}, while their lowest representa-
tion was reported among physical scientists (10 percent).

As evidenced by the increased proportion of women
scientists in 1983, employment of women outpaced that of
men between 1976 and 1983. There were almost 377,000
employed women scientists in 1983, up more than 111
percent from 1976. In comparison, employment of men
increased about 47 percent over the 7-year period. This
increase in employment of women scientists was higher
than that of all employed women (23 percent) and of women
in professional occupations (30 percent], but lower than
the approximately 200 percent increase between 1976 and
1983 for women engineers. Growth rates for women var-
ied by science field, ranging from about 30 percent for
women in the social sciences to almost 400 percent for
women in computer specialties. Growth rates for women
were higher than those for men among all science fields.
(See figure 3-29.)

Women have also made significant employment gains
among doctoral scientists. Between 1973 and 1983, em-
ployment of doctoral women scientists increased more than
three times faster than that of men: 184 percent versus 55
percent. In 1983, the almost 48,000 women scientists with

*For a more detailed treatment of the work activities of doctoral scien-
tists in industry and academia, see Chapter 4, “Industrial Science and
Technology™ and Chapter 5, “Academic Science and Engineering.”

#See U.S. Department of Labor (1984), p. 178.



Figure 3-28
Women scientists as a percent of all
employed scientists by field: 1983
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doctorates represented 15.5 percent of all doctoral scien-
tists, up from 9.1 percent in 1973.

In 1983, the unemployment rate for women scientists
was more than double that for men scientists: 4.4 percent
versus 2.0 percent. In addition, women scientists earned
lower annual salaries. In 1982 (the latest year in which
data are available), annual salaries for women ($25,800)
were about 78 percentof those for men ($33,200).

Minorities in Science

While employment of black scientists increased dramati-
cally between 1976 and 1983, they still represented only 3
percent of all scientists in 1983. In comparison, they repre-
sented fewer than 2 percent of all engineers, but 8.7 per-
cent of all professional workers.?” Asians accounted for
3.4 percent of all scientists and almost 5 percent of all
engineers. However, they represented only about 1.6 per-
cent of the total U.S. workforce.?® About 7,000 native Ameri-
cans were scientists in 1983, accounting for about 0.5 per-
cent of all scientists. Native Americans also represented
0.5 percent of the total U.S. work force.

Between 1976 and 1983, employment of black scientists
increased at a much faster rate than that of either white or
Asian scientists. Their overall growth of more than 120

271J.5. Department of Labor (1984), p. 177.
28D)ata for native Americans and Asians are from U.S. Department of

Commerce (1983),p.7.
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percent was double that of whites (61 percent) and more
than 12 times the rate of Asians (8 percent).

Distributions among science fields varied by racial group.
(See table 3-1.) Blacks were much more likely to be scien-
tists than engineers. In 1983, about 57 percent of black
S/E’s were scientists, compared to 44 percent of whites, 42
percent of native Americans, and 36 percent of Asians.

In 1983, there were over 30,000 employed Hispanic scien-
tists, representing about 2 percent of all employed scien-
tists. In comparison, their representation in the total U.S.
work force was 6.9 percent,? and 2.5 percent among pro-
fessional workers.* In the science fields, Hispanics were
more likely to be social or life scientists and less likely to
be environmental or mathematical scientists.

Minority scientists generally experienced higher unem-
ployment rates than white scientists in 1983. While the
unemployment rate for whites was 2.5 percent, it was 4.3
percent for blacks, 3.8 percent for Asians, and 3.7 percent
for Hispanics. Native American scientists reported a rate
of 1 percent. Variation was not as great in average annual
salaries reported by race/ethnic group. White, Asian, and
native American scientists reported average salaries of about
$32,000. Among black and Hispanic scientists, salaries were
$28,400 and $27,300, respectively.

Figure 3-29
Growth rates of scientists by sex: 1976-83
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Gee U.S. Department of Labor (1984), p. 202.
3Gee U.S. Departmentof Labor (1984), p. 178.




Table 3-1. Field distributions of scientists by race: 1983

Native
White Black Asian American
Percent
Total scientists ...................... 100 100 100 100
Physical scientists ................. 16 8 16 9
Mathematical scientists ... ......... 6 8 6 1
Computer specialists .............. 23 25 31 19
Environmental scientists . .......... 6 1 7 12
Life scientists . ........... ... ... ... 25 19 16 22
Psychologists ..................... 10 10 3 14
Social scientists . ........... ... 15 29 22 25

See appendix table 3-4.

OVERVIEW

Employment of scientists and engineers grew more rap-
idly than total U.S. employment and overall economic ac-
tivity between 1980 and 1983. This growth is indicative of
the increasing importance of science and technology.

Between 1980 and 1983, employment of scientists, fu-
cled by the substantial increase in the employment of com-
puter specialists, increased more rapidly than that of engi-
neers. Computer specialists represent about one-quarter of
all scientists, but accounted for two-thirds of overall sci-
ence growth during the 3-year period.

Employment of engineers grew relatively slower than
scientists. This slower increase may have resulted from
supply constraints; that is, growth would have been greater
had additional engineers been available for employment.
Despite the more rapid increase in the employment of scien-
tists, engincers comprised over one-half of the Nation's
human resources devoted to science and technology in
1983.

Growth rates varied by science and engineering field
during the 1980 to 1983 period. In science, the fastest
growing fields were computer specialties, mathematical scien-
ces, and life sciences. The lowest growth rate was in the
physical sciences. In engineering, high growth rates were
evident in electrical/electronics and aeronautical/astron-
autical engineering.

Research and development (including R&D management)
continued to be the major work activity of the Nation’s
scientists and engincers, with engineers somewhat more
likely than scientists to be involved in some aspect of this
work activity. Within research and development, the con-
centration of S/E’s differed. While about four-fifths of the
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scientists worked in either basic or applied research, the
same proportion of engineers were primarily engaged in
development.

While involving about 13 percent and 10 percent, re-
spectively, of all scientists and engineers, two of the fast-
est growing areas of primary work activity between 1980
and 1983 were production and a combination of activities
related to reporting, computing, and statistical work. In
1983, engineers were more likely than scientists to be primar-
ily engaged in production activities, including quality con-
trol. In contrast, scientists reported the activities related to
reporting, computing, and statistical work more often than
engineers.

Business and industry continued to be the major sector
of employment for scientists and engineers. Between 1980
and 1983, industrial employment of scientists, driven by
the rapid increase among computer specialists, rose faster
than industrial employment of engineers over this 3-year
period. Nonetheless, business and industry employed a
larger share of engineers than of scientists: four-fifths versus
one-half.

Women and minorities made significant employment
gains among scientists and engineers between 1976 and
1983. For example, employment of women rose three times
faster than that of men and employment of blacks rose at
twice the rate of whites. Despite these gains, women and
blacks remained underrepresented among scientists and
engineers. In 1983, women represented about 13 percent
of all employed S/E’s compared to 48 percent of all individu-
als in professional occupations. Blacks accounted for about 2
percent of all employed S/E’'s and almost 9 percent of
those in professional occupations.
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Chapter 4
Industrial Science
and Technology



o The health of industrial science and technology has been
improving over the past several years. This is true for
both private and Federal spending for industrial R&D,
for the hiring of scientists and engineers by industry, for
funds available to small high-technology companies, and
for the level of interaction of industry with the univer-
sity sector. Exceptionally high activity is taking place in
technologies related to computers and genetic engineer-
ing. Small business has continued to be in the forefront
in creating technological innovations, as well as new
jobs. The decline in patenting by American inventors
shows signs of having been reversed.

o Employment of industrial scientists and engineers con-
tinues to climb. Employment of scientists in industry
rose by an average of 8.9 percent per year from 1976 to
1983, while engineering employment rose 6.0 percent
per year. This was considerably above the 2.0 percent
per year increase for all industrial employment. Growth
in science and engineering was led by an increase in the
employment of computer specialists, at a rate of almost
18 percent per year. (See p. 76.)

Industry employs about four-fifths of all engineers in
the United States, and half of all scientists. Despite the
economic recession of the early 1980’s, industry has contin-
ued to be important as a source of employment for new
scientists and engineers and as a site of S/E activity. In
1982, industry hired 59 percent of new bachelor’s-level
scientists and 80 percent of bachelor’s-level engineers,
as well as 48 percent of new master’s-level scientists and
76 percent of master’s-level engineers. At the doctoral
level, 22 percent of new scientists and 53 percent of new
engineers in 1983 went to industry. At all three degree
levels, industry S/E hiring was above the level of the
mid- to late 1970’s. {See pp. 75-77.)

e Both private and Federal expenditures for industrial R&D
are growing. Industry is the largest R&D-performing
sector in the U.S. economy in terms of expenditures. For
1985, the expenditure {from all funding sources) for indus-
trial R&D was estimated at $77.5 billion, 73 percent of
the U.S. total. It rose by 5.3 percent per year, in constant
dollars, from 1975 to 1980, but accelerated to 6.0 per-
cent per year from 1980 to 1985. (See p.77.)

e Private industry has funded more than half of all indus-
trial R&D every year since 1968 and now funds two-
thirds of the total. Growth in this funding was 6.6 per-
cent per year, in constant dollars, from 1975 to 1980. It
slowed to 5.5 percent per year from 1980 to 1984 because
of the economic slowdown. However, an increase of 6.8
percent is estimated from 1984 to 1985. (See pp. 77-78.)
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HIGHLIGHTS

Federal funding supports a third of all industrial R&D.
Particularly large increases in Federally supported R&D
are occurring in defense-related areas, such as in the
aircraft and missiles industry. In 1985, 87 percent of
Federal R&D obligations to industrial performers are
from the Defense Department. (See p. 78.)

The nonmanufacturing industries that perform R&D
had considerable employment growth from 1973 to 1983,
at a time when both high-technology and other man-
ufacturing industries showed no growth. A similar pat-
tern was seen in the shorter interval from 1980 to 1983,
but with only slight increases even among nonmanufac-
turing R&D performers. The generally disproportionate
growth in nonmanufacturing employment was due to
R&D activities in both manufacturing and nonmanufactur-
ing industries, as well as to the general shift in the U.5.
economy toward service industries. (See pp. 78-79.)

Decline in U.S. patenting has slowed, with large increases
in high-tech areas. Successful patent applications from
U.S. inventors have begun to increase after a long period of
decline. Patenting declined by an average of 1.9 percent
per year from the peak year in 1969 to the low in 1979.
From 1979 to 1984 the pattern, though irregular, showed
an overall estimated growth rate of 0.6 percent per year.
In contrast, the foreign patenting rate in the United States
in those 5 years increased by 4.3 percent per year. (See
p-80.)

From 1978 to 1984, U.S. patenting in genetic engineer-
ing technologies increased by 53 percent per year, far
above the change for all technologies combined. Foreign
patenting in genetic engineering also increased rapidly
(36 percent per year). Other large U.S. increases occurred in
robotics (17 percent per year) and digital computer sys-
tems. However, U.S. patenting in solar energy has declined
considerably. (See p. 82.)

Indications of health in high-tech small business. The
venture capital committed to acquiring equity in small
high-technology companies has increased considerably
in recent years. For high-technology manufacturing, these
disbursements grew by a factor of 3 from 1980 to 1983,
in current dollars, and another 7-percent increase occurred
from 1983 to 1984. In the 1980-83 period, the dollar
value of new public offerings of stock in high-technology
companies increased by a factor of 12. These large increases
were due to improved economic conditions, as well as to
changes in relevant tax legislation. (See pp. 83-84.)

High-technology small firms accounted for only 24 per-
cent of all high-technology employment in 1980. How-
ever, they expanded their total employment by 8.3 per-




cent per year from 1976 to 1980, as compared with 3.5
percent per year for the larger high-technology firms.
Another indication of the success of small high-technology
companies is that in 1982 small companies produced
more than twice as many new products per R&D dollar
as did all the companies studied. (See p. 84.)

e Scientists tend to move from academia to industry. The
movement of doctoral-level personnel between academic

The industrial sector is the site of most of the research
and development (R&DY} activity in the United States. More-
over, it is the main source of new technologies that affect
the economic and social welfare of the public. Conse-
quently, industry has always figured prominently in
public science and technology (5/T) policy.

Current policy interest is centered on sustaining eco-
nomic growth. This growth depends vitally on continued
improvements in industrial technology. Policy interest is
also centered on the competitiveness of U.S. industries
with regard to their foreign counterparts, in both high-
and low-technology areas. Industrial competitiveness affects
such broad economic issues as the creation and retention
of jobs, the rate of inflation, and the balance of payments.
Federal policy seeks to encourage growth and competitive-
ness in several ways. It seeks to promote technological
development through direct support and tax incentives for
R&D expenditures, and through measures to control infla-
tion, improve capital formation, and remove unnecessary
Federal regulations. Federal support for basic research, princi-
pally at universities and colleges, supplies part of the know-
ledge base for new technology. Support for 5/E education
provides the necessary personnel, again by way of the
university and college sector. Similarly, regulatory and
patenting reforms are intended to improve the conditions
and incentives for increased S/T activities in industry.

This chapter discusses indicators of recent trends in the
S/T resources related to economic growth and improved
competitiveness, based on R&D expenditures and S/E
personnel. It emphasizes the interactions between the indus-
try and academic sectors, and, where possible, it also pre-
sents indicators of technological advances as a result of

these S/T efforts.

SCIENTISTS AND ENGINEERS
IN INDUSTRY

Few of the resources contributing to industrial science
and technology are as important as the technically trained
work force. Industry employs about four-fifths of all engi-
neers in the United States, and about half of all scientists.!
Over three-quarters of all computer specialists are in industry,
as are three-fifths of physical scientists and over one-half
of all environmental scientists. Within industry, R&D is
the primary work activity of about one-fourth of all scien-
tists and engineers. While scientists are concentrated more

'See National Science Foundation (1985d), pp. 89,91. These numbers
apply to 1983
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and industrial employment reflects shifts in the job mar-
ket. Though it is a small portion of total doctoral employ-
ment in those sectors, it represents an important channel
for the transfer of information and techniques between
them. Between 1981 and 1983, engineers transferred about
equally in both directions. However, almost four scien-
tists left academia and went to industry for each scientist
who moved in the other direction. The ratio was 7 for
life scientists and 6 for social scientists. {See p. 86.)

Figure 4-1

Average annual growth rate of science and
engineering employment in industry,

by field: 1976 to 1983
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in research than in development, the opposite is true for
engineers. Many scientists and engineers also engage in
other S&T-related activities, such as R&D management,
teaching, or production and inspection. (See appendix table
4-2.) Thus, trends in S/E employment in industry are a
reflection of shifts in the amount and distribution of
S&T-related work going on in industry.

Over the 1976-83 period, total employment in industry
rose by 2.0 percent per year, on average.? For scientists
and engineers in industry, however, the growth rate was
6.9 percent per year. (See figure 4-1.) This suggests not
only that employment opportunities are increasing in sci-
ence and engineering, as compared with other fields, but
also that industry itself is becoming more and more reliant
on science and technology to improve its products and
production processes.

In 1983, industry employed over 780,000 scientists and
1,550,000 engineers (appendix table 4-2). Employment of
scientists was dominated by computer specialists, while
electrical/electronics and mechanical engineers were domi-
nant among engineers. Figure 4-1 shows the trends in the
industrial employment of scientists and engineers since
1976. Clearly the outstanding group in terms of rate of
growth was the computer specialists, who accounted for
more than half of total employment growth in the sciences
and, by 1983, made up 35 percent of all scientists in indus-
try. Mathematical scientists, many of whom work in
computer-related areas, were the second most rapidly increas-
ing group.® Demand for computer engineers, as well as
electrical engineers, was projected to be high for the 1984-
85 recruiting year.® Demand for chemical, electronics,
mechanical, nuclear, and petroleum engineers, and for com-
puter scientists and systems analysts, was expected to be
moderate.

Recent Science and Engineering Graduates
in Industry

In recent years, industry has become increasingly impor-
tant as an employer of graduating scientists and engineers.
In part, this is because of a decline in the opportunities
available in academia and in Government laboratories. There-
fore, new graduates must think more seriously than in the
past about careers in industry. Industry’s hiring of new
S/E’s has increased in spite of the recession in 1982 and
1083. Without the recession, hiring presumably would have
been even higher in those years.

For example, in 1982 there were 391,000 employed per-
sons who had received bachelor’s degrees in science or
engineering in the preceding two years. Of these, 65 percent
were employed in business and industry. (See figure 4-2.]
In 1976, there were more employed bachelor’s graduates
who had received their degrees in the preceding two years,
but only 55 percent of them were in business and indus-
try. The overall result was a 14-percent increase in new
bachelor’s degree recipients in industry in 1982 as com-

2Sec Bureau Labor Statistics (1984), table B-1. This figure applies to
all private industry.

3The section of this chapter on small business points out that a very
large share of venture capital support is going to computer-related small
firms.

4See National Science Foundation (1985e]).

76

Figure 4-2

Proportion of recent science and engineering
degree recipients finding employment in industry,
by degree level
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pared with 1976. (See appendix table 4-3.) New graduate
scientists in industry greatly outnumbered new graduate
engineers in both 1976 and 1982, Within the sciences,
computer specialists showed the greatest growth.® (See appen-
dix tables 4-1 and 4-2.) Without the computer scientists,
there would have been a drop in new bachelor’s level scien-
tists between 1976 and 1982. Within engineering, electri-
cal and electronic engineers and mechanical engineers were
hired in the greatest numbers.®

At the master’'s degree level, 65,000 persons received
S/E degrees in 1980 or 1981 and were employed in 1982.
Again, this represents a drop from the number of new
graduates employed in 1976. However, the number of such
graduates employed in business and industry increased 22
percent between 1976 and 1982. Only 38 percent were in
business and industry in 1976, as compared with 57 per-
cent in 1982. In 1982, industry had hired more new mas-
ters” level scientists than new engineers, although this was
not true in 1976. Again, computer specialists accounted
for the greatest growth among industry scientists, though
new social scientists also increased significantly. The number
of new engineers in industry at the master’s level actually
declined from 1976 to 1982.

The doctoral level has the smallest number of new grad-
uates. Of the 35,000 who graduated in 1981 or 1982 and

This was also the group of scientists that most increased its number
employed in industry, according to figure 4-1.

s Appendix table 4-2 shows that these are also the largest groups of
engineers employed in industry.




were employed in 1983, 27 percent were in industry. In
1079, there were fewer doctoral-level employed graduates
from the preceding two years, and 22 percent were in
industry. The net result was a 31-percent increase from
1979 to 1983 in new S/E doctorate holders in business and
industry. Scientists were again more numerous than engi-
neers at this degree level. The greatest increase was among
Ph.D. psychologists, though significant increases also
occurred among social scientists and life scientists.

EXPENDITURES FOR RESEARCH AND
DEVELOPMENT IN U.S. INDUSTRY

Trends in the constant-dollar funds spent on R&D in
industry can be interpreted as trends in the level of R&D
activity in industry. Less directly, these funding trends
also represent changes in the efforts devoted to technological
innovation. R&D funds in industry come almost exclu-
sively from two sources: private industry itself and the
Federal Government.” Total current-dollar expenditures for
industrial R&D have increased markedly in the last several
years, with $69.3 billion estimated for 1984 and $77.5

"The small amount of funding from other sources, such as State
Governments, is combined with private company funding in the follow-
ing discussion,

Figure 4-3
Expenditures for industrial R&D by source of funds

billion for 1985.% (See figure 4-3.) If these estimates are
borne out, the growth rate from 1980 to 1985 will be 12
percent per year in current dollars. In constant-dollar terms,
total R&D funding in industry has risen every year from
1975 to 1985 at an average rate of 5.7 percent per year, and
has grown 6.0 percent per year in the last few years, 1980-85.

Since total R&D funding in the United States will be on
the order of $106.6 billion in 1985, industry, by this meas-
ure, performs 73 percent of the Nation’s R&D.® About 77
percent of industrial R&D funding is for development,™
while development is only 33 percent of R&D expendi-
tures in all other sectors combined.

Trends in Company Funding

The component of industrial R&D funded by private
sources is especially significant. Much of the Government's
policy with respect to industrial technology, including efforts

8By contrast, Battelle estimates total industrial R&D expenditures in
1984 to be $72.0 billion ($23.35 billion from Federal sources) and $79.95
billion in 1985 {$25.77 billion from Federal sources}. See Battelle (1984)
p.5.

*See appendix table 2-2. By comparison, industry performed 71 per-
cent of R&D in the United States in 1965, and 69 percent in 1975. See
National Science Foundation (1984b), p. 28.

"This figure is an estimate for 1984. See National Science Foundation
(1984b], pp. 28,31,

(Billions) Current dollars (Billions) Constant 1972 dollars®

$80 $80

70 - 70 1~ -

60 m——— T0tal 4 680 .
= (Ompany?

50 |- =eaxnn Federal® 4 50 .

40 40 _

30

20

10

O N S S S O O

30

20

10 [a pgp oos wost nai e T

I O N o

0
1960 62 64 66 68 70 72 74 76 78 80 82 8485

*GNP implicit price deflators used to convert current doliars to constant 1972 doliars.
includes all sources other than the Federal Government.

*Includes Federally Funded Research and Development Centers administered by industry.
Note: Preliminary data are shown for 1983 and estimates for 1984 and 1985.

See appendix table 4-4.

0
1960 62 64 66 68 70 72 74 76 78 80 82 8485

Science Indicators—1985

77



to stimulate the economy, special tax credits for R&D, and
relaxing of the restrictions on R&D consortia involving
competing industrial companies, is directed to encourag-
ing this private investment. In particular, the Economic
Recovery Tax Act of 1981 provided a 25 percent tax credit
for incremental R&D expenditures made between July 1,
1981 and December 31, 1985. More recently, the National
Cooperative Research Act was passed in October 1984, to
encourage cooperative research ventures by private com-
panies. State governments have also been active in encour-
aging high-technology investments by private companies. "'

Trends in company-originated funding can be seen in
figure 4-3. In 1985, company funding was estimated to be
68 percent of all R&D expenditures in industry. The share
of total industrial R&D outlays provided by industry first
exceeded the share provided by the Government in 1968,
and increased throughout the 1970°s.7? From 1975 to 1984,
the annual rate of increase in company R&D spending was
6.2 percent per year, in constant-dollar terms. In addition,
a 7-percent increase is estimated from 1984 to 1985.

A variety of factors has contributed to the high rate of
private investment in R&D. For example, officials from
about one-third of a group of large R&D-performing compa-
nies reported in 1984 that the Economic Recovery Tax Act
had favorably influenced their R&D budgets.” Moreover,
there was no decrease in constant-dollar company R&D
expenditures during the recession in the early 1980, as
there was in the recession years of 1970-71 and 1975. This
in itself may imply that the Act had a positive effect.
Companies are also increasing their commitment to R&D
because of concern that foreign competition is steadily
eroding the U.S. technological lead.™ A recent study indi-
cates that R&D contributed significantly to industrial pro-
ductivity in both the 1960’s and 1970’s. Basic research
appeared to make an especially large contribution. Feder-
ally financed R&D expenditures had a positive effect on
productivity, but private support contributed significantly
more."

Trends in Federal Funding

While constant-dollar company funding for R&D has
shown an almost uninterrupted increase, Federal funding
has shown far greater variations. Its historic high was in
1966, after which declines in many programs, particularly
NASA, led to a steady overall decline that lasted until
1975. Since 1975, however, Federal constant-dollar expen-
ditures for industrial R&D have increased at an average
annual rate estimated at 4.5 percent per year, through 1985.
The recent increase in emphasis on defense-related R&D
has brought the Federal contribution, in constant dollars,
back to the levels of the 1960's. For example, in Fiscal Year
1985 the Department of Defense is contributing an esti-
mated 87 percent of all Federal funding obligations for

160e Office of Technology Assessment (1984), and National Governors’
Association (1983). Trends in collective industrial research in the United
States and some other countries are studied in Haklisch (1984).

2Trends can be followed since 1960.

3Gee National Science Foundation (1984d).

14Bysiness Week (1984). This reference contains a listing of the compa-
nies with the greatest R&D expenditures.

155ee Griliches (1985).
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industrial R&D.' By contrast, in Fiscal Year 1980, the
Defense Department accounted for only 70 percent of Federal
obligations for R&D in industry.”” In addition to defense,
the Government's policy is to increase support for civilian-
oriented basic research, while giving considerably less empha-
sis to applied research or development projects. ™ For example,
from 1980 to 1985 Federal obligations for industrial applied
research and development from agencies other than the
Defense Department dropped from $5.0 billion to an esti-
mated $4.2 billion."®

R&D Expenditures in Individual Industries

Trends in R&D expenditures are naturally quite differ-
ent from one industry to another. As shown in figure 4-4,
industries may be divided into three general groups: high-
technology manufacturing, other manufacturing, and non-
manufacturing.? This division is in accordance with cur-
rent policy interest in high technology, and also reflects
the distinction between manufactured goods and services.

It is not surprising that high-technology manufacturing
industries accounted for 76 percent of total R&D funding
in 1983. The other manufacturing industries accounted
for 21 percent, while nonmanufacturing {including serv-
ices) accounted for only 3 percent. By comparison, only
42 percent of total employment in R&D-performing com-
panies was in high-technology manufacturing, while 45
percent was in other manufacturing, and 13 percent in
nonmanufacturing.?' (See figure 4-5.) Similarly, high-
technology manufacturing had a lower share of net sales
than of R&D expendituresin 1983.2

During the 10-year period from 1973 to 1983, the aver-
age growth rate of R&D expenditures in all three sectors
was roughly the same, at 4.1 percent per year in high
technology, 2.8 percent in other manufacturing, and 3.6
percent in nonmanufacturing, in constant-dollar terms. Dur-
ing this interval, the growth rate in total employment was
negative in high-technology manufacturing® and in other
manufacturing, but exceedingly large in R&D-performing
nonmanufacturing (13.1 percent per year). This is a clear
reflection of the shift in U.S. industry from goods to
services.?®

15Gee National Science Foundation (1985f).

17Gee National Science Foundation {1984f), p. 33.

18See Keyworth (1984).

19Ge0¢ National Science Foundation (1985f), pp. 309,326,361,378. The
estimate for 1986 is $4.3 billion.

20 A list of the industries in each group is shown in appendix table 4-5.

21[t js important to note that the nonmanufacturing employment and
sales figures discussed here apply only to those nonmanufacturing industries
that report R&D expenditures, not to all nonmanufacturing industries.

22The figures are: 33 percent of net sales in high-technology manufac-
turing, 54 percent in other manufacturing, and 13 percent in Ré&D-per-
forming nonmanufacturing. (See appendix table 4-7 and National Science
Foundation {1985b).)

23For 1973 data, see National Science Foundation (1976}, p. 52 and
National Science Foundation (1984c), p. 10. Recent studies of the effect of
technology on employment include Leontief and Duchin {1983), Business-
Higher Education Forum (1984}, and National Academy of Engineering
(1983).

24More than half of the R&D expenditure and employment in this
nonmanufacturing sector is in electric, gas, and sanitary services; com-
puter and data processing services; miscellaneous business services (which
include computer programming and other software, R&D laboratories,
and commercial testing laboratories); and engineering, architectural, and
surveying services.



Figure 4-4
R&D expenditures, by industry group
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See appendix table 4-5.

Figure 4-5
Total employment of R&D-performing
companies, by industry

(Millions)

10.0

9.0 |- Other manufacturing _
industries

8.0

7.0

6.0

5.0

- All high-technology
0 : 7 manufacturing industries
3.0 - -
Nonmanufacturing
2.0 - industries ST
L4
&
1.0 :..'~-----"'--‘-- “\ ,;‘-.-.---': 1
0 N R T T A A B
1960 62 64 66 68 70 72 74 76 78 80 8283

See appendix table 4-6. Science Indicators—1985

1960 62 64 66 68 70 V2 74 76 78 8 8283

Science indicators—1985

A somewhat different pattern has occurred in the shorter
interval from 1980 to 1983. This was partly a period of
economic slowdown, with constant-dollar net sales declin-
ing in all three sectors combined, and particularly in non-
high technology manufacturing.® At the same time, R&D
outlays in high-technology manufacturing went up consid-
erably, at a rate of 7.2 percent per year, in constant dollars.
This is far above the rise in other manufacturing (0.8 per-
cent per year) and the 1.9 percent per year decline in
nonmanufacturing. During the same period, employment
declined in both high-technology and other manufactur-
ing {at rates of 4.1 percent and 5.3 percent per year, respec-
tively). In nonmanufacturing there was an increase in
employment (0.2 percent per year), in spite of the eco-
nomic decline. Thus, in this shorter interval there was an
especially high growth in R&D in high-technology manufac-
turing. While employment in R&D-performing nonmanu-
facturing did not grow as fast as in the whole 10-year
interval, there still was some increase.

The increase from 1980 to 1983 in high-technology manu-
facturing R&D was largely due to the aircraft and missiles
industry: Federal R&D expenditures in this industry grew
by about 30 percent in constant dollars. In dollar terms,

*The rates were -2.0 percent per year overall, 0.5 percent per year in
high-technology manufacturing, -4.2 percent per year in other manufac-
turing, and 1.7 percent per year in nonmanufacturing,.
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Federal support accounts for most of this industry’s R&D
growth.?® Another large increase—almost 33 percent, in
constant dollars, from 1980 to 1983—was in private R&D
expenditures in the chemicals industry. The Federal com-
ponent of R&D support to various industries is shown in
appendix table 4-19. In addition to aircraft and missiles,
large percentage increases in Federal support since 1980
have occurred in primary metals and nonelectrical machinery,
including computers.?’

PATENTED INVENTIONS

Industrial R&D produces many benefits for the perform-
ing company, among them a stream of new technical inven-
tions that may eventually be embodied in new or improved
products, processes, and services. Inventions cannot be
directly counted or measured, but the patents taken out on
new inventions can be counted. Numbers of patents can
therefore serve as a surrogate for numbers of inventions
themselves. This procedure, of course, has obvious diffi-
culties. Since not all inventions are patented, the assump-
tion is implicitly being made that the patented inventions
are representative of the totality of inventions. More spe-
cifically, the assumption is that patented inventions are the

] 1983, the Federal Government paid for 75 percent of the R&D
expenditures in this industry. Aircraft and missiles companies received
51 percent of all Federal R&D support to industry, and accounted for 8
percent of all private support. See National Science Foundation (1985b).

2For a discussion of Federal and private R&D support in individual
industries, see National Science Foundation (1985¢).

Figure 4-6
U.S. patents granted, by nationality of inventor
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same share of total inventions for every year, country of
origin, owner, or field of technology that is being compared.?®

The second difficulty is that patents, like inventions
themselves, are not equally significant. This is true whether
significance is construed in technical or in economic terms.
However, counts of patents, like counts of anything else,
implicitly treatall the counted entities as equal.?®

Ideally, each patent would be weighted for its relative
significance before being counted. While some methods
for doing this have recently been developed, they have not
yet been extensively tested.?® In spite of these problems,
patent counts are a unique source of information on trends
in technical invention.*'

Inventors and Owners of Inventions Patented
in the United States

The U.S. Patent and Trademark Office issues patents to
both American and foreign inventors. Figure 4-6 shows
the annual number of patent grants to both classes of
inventors, as well as the total number granted. One of the
plots shows the years in which patents were granted and
the other the years in which granted patents were applied

8Gince various industries may differ significantly in the fraction of
inventions that they patent, comparison of the patenting rates between
industries is probably inadvisable.

23Gtrictly, the assumption is that the distribution in terms of signifi-
cance is the same for all groups of patents that are compared.

205,ch methods are based on the payment of renewal fees, the fre-
quency of citation by later patents, or the extent of patenting the same
invention in foreign countries. A recent study of this type is Schanker-
man and Pakes (1985).

31A good review of current knowledge in this field is Pavitt (1985]).
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for. In terms of the year of grant, there has been a general
decline in the patents granted to U.S. inventors since the
peak in 1971, Foreign patenting in the United States has
generally increased over the period shown on the figure,
though the year-to-year trends are quite irregular. Year-to-
year irregularities in the data are due more to the unevenness
of the processing of grant applications by the Patent Office
than to any irregularity in the production of inventions.

For this reason, figure 4-0 also shows the same granted
patents in terms of the years in which they were applied
for. The year of application is roughly 2 or 3 years before
the year of grant. Since it does not include the processing
time in the Patent Office, it is closer to the time in which
the invention actually took place.® In terms of the date of
application, foreign patenting in the United States shows a
steady increase, with dips only in 1975 and 1983. From
1974 to 1984, the rate of increase averaged 2.8 percent per
year. Patenting by U.S. inventors has shown a more com-
plicated trend, peaking in 1969, and generally declining by
an average of 1.9 percent per year up to 1979. From 1979

PThis way ol presenting the data has o disadvantage. in that the patent
applications filed in recent years have not all been processed, so that one
does not know how many will eventually result in grants. Consequently,
estimates have been made for recent yvears, based on the total number of
applications and an average annual rate of success in the recent past.

Figure 4-7

U.S. patents granted to U.S. inventors, by type of owner

By date of application®
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See appendix table 4-9.

to 1984, the pattern was irregular, but there was an overall
increase of 0.6 percent per year.

Since patent counts are not the same as total counts of
inventions, these trends are not always reflections of trends in
the number of inventions produced. In particular, trends
in foreign patenting are influenced by the desire of compa-
nies in the patenting countries to sell their products in the
United States. However, the longer-range decline in U.S.
domestic patenting from 1969 to 1979 seems to be a genu-
ine reflection of a decline in the production of inventions.®
Since the pattern since 1979 shows no clear overall trend,
more time will be needed to decide whether the decline has
been reversed.

Figure 4-7 divides the patents of U.S. inventors accord-
ing to their class of owner. Inventors who work for private
corporations or for the Government commonly assign owner-
ship of their patents to their employer, while self-employed
inventors usually do not assign their patents. Thus, the
sector of the owner is a good approximation to the sector

¥This argument is strengthened by considering the broad range of
product fields involved in the decline from 1969 to 1979. On the other
hand. some experts argue that there has been an increased use of nonpat-
ented trade secrets, partly because many technologies are changing so
fast that the risk of disclosure through a patent application outweighs the
benefit of long-term patent protection. This would be the case especially
with process inventions and electronics technologies. See Pavitt (1985).
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in which the inventive work was done.? The figure shows
that most U.S. patents are assigned to corporations—70
percent of the total in recent years. Thus, trends in patent-
ing by U.S. inventors are due mainly to trends in corporate
patenting. In terms of application dates, the peak year for
corporate patenting was 1969. There was a 20-percent drop
from that year to the low year of 1979. In contrast, patent-
ing by individual owners (about 26 percent of the total)
has oscillated, with peak years in 1971 and 1976. Since
1976, estimates are that successful applications by individ-
uals have declined rather steadily.

Patenting in Individual Technology Fields

In addition to overall patenting trends, trends in patent-
ing in key individual technologies are important, since
such technologies have a technical or economic signifi-
cance of their own. Thus, table 4-1 lists a set of technological
fields that are important for different reasons. For exam-
ple, genetic engineering, robotics, and light-wave commu-
nications are relatively new and rapidly developing “high-
tech’” fields. On the other hand, iron and steel, internal
combustion engines (an important component of the auto-
motive industry), and jet engines represent older indus-
tries in which the United States may be losing its competi-
tive edge. Two energy fields are considered because of the
policy interest of energy, particularly in the 1970’s. The
table shows annual growth rates in these fields, over the

%4[nventions achieved in universities either remain the property of the
individual inventors or are assigned to the university. Patents assigned to
universities are counted in this chapter as corporate-owned patents. They
make up only a very small fraction of all corporate-owned patents. They
are discussed separately in Chapter 5, " Academic Science and Engineering.”

past 6-year and 10-year periods, for both U.S. and foreign
inventors.*

Genetic engineering is clearly a very rapidly growing
field, with substantial increases in both U.S. and foreign
patenting. For the 1974-84 period the growth rate was
substantial, but less than the 1978-84 growth rate, which
shows that activity has accelerated in the last 6 years. The
same is true for robotics and digital computer systems,
except that the growth rates are less and the foreign growth
rate is very close to that for U.S. inventors. Telecommu-
nications, internal combustion engines, semiconductors, and
light-wave communications show growth over the 6-year
period, while overall patenting was declining. Foreign pat-
enting in these fields rose faster than American patenting,
however. In the energy fields, nuclear energy patenting by
U.S. inventors has been below the average for all techno-
logies. Solar energy patenting increased quite rapidly over
the 10-year period, but the component due to U.5. inven-
tors has slackened in recent years.

SMALL BUSINESS AND
TECHNOLOGICAL PROGRESS

Small business is widely regarded as a particularly impor-
tant segment of U.S. industry because it is believed to

35The table shows patents granted by the U.5. Patent Office. It is more
meaningful to compare growth rates of U.S. and foreign patenting than
to compare simple patent counts. Growth (or decline) rates are calculated
by fitting a least-squares line to the logarithms of the patent counts for
each year. This procedure would produce a perfect correlation for an
exponentially growing field.

Table 4-1. Rate of change in patenting in the United States in
various technologies, by date of patent grant

1978-83 1973-83

Technology U.S." Foreign’ US." Foreign’

Percent increase or decrease per year
All technologies . .............c..out -2 2 - 4 0
Genetic engineering ............... 66 50 40 21
RODOUCS ...t 14 15 7 9
Digital computer systems .......... 6 6 2 3
lronandsteel ..............oo it 2 0 -7 - 2
Internal combustion engines ........ 1 2 -1 7
Semiconductors .. ... iaan 1 3 - 2 1
Telecommunications ............... 1 - 6 -3 3
Milling machines .................. -1 -~ 1 - 5 - 3
Nuclearenergy ............. ...t - 2 1 - 3 0
Jetengines .................... ... - 2 1 - 3 - 4
Light-wave communications ........ - 3 8 8 10
Solar energy - 4 12 19 21

1 Nationality of inventor.

SOURCE: Office of Technology Assessment and Forecast, U.S. Patent and Trademark Office,
OTAF Custom Report, Selected Technologies, 1969-1983.
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produce especially large numbers of new jobs and techno-
logical advances.®® This is particularly true of the high-
technology component of the small-business sector.*” Largely
for this reason, recent legislation requires Federal agencies
with annual extramural R&D obligations over $100 mil-
lion to establish a Small Business Innovation program and
to allocate 1-1/4 percent of their grant and contract fund-
ing for the performance of research and development to
small companies by fiscal year 1986.3

The strength of the high-technology small business sec-
tor can be gauged in part by looking at the financial resources
available to it. These resources affect the amount of inno-
vative activity these companies are able to conduct. For
example, many small companies offer their stock for pub-
lic sale at some stage in their development. This is an
important source of funding that often makes consider-
able expansion of a company possible. Figure 4-8 shows
the dramatic increase in the number and total dollar amount
of initial stock offerings by these companies since 1976.
This increase, which was especially pronounced from 1982
to 1983, has several reasons. They include the recovery
from the recession of the mid-1970’s, simplification of the
Securitics and Exchange Commission’s requirements for
the registration of small initial public offerings, reductions
in the capital gains tax, relaxation of Department of Labor
rules in 1979 regarding pension fund investments in ven-
ture capital partnerships, and changes in the general level
of stock prices.

Earlier in their histories, small companies usually depend
on private funding, and then on the venture capital indus-
try. Venture capital companies provide early-stage devel-
opment funding as well as later-stage expansion funding
for companies that have grown beyond the stage of pri-
vate funding but do not yet have access to public or credit-
oriented institutional funding. Appendix table 4-11 shows
the capital that these companies have had available and
have paid out to small business.?®

The net amount of new private capital committed to
venture capital firms decreased steadily from 1970 to 1975,
though it was always a positive amount.*® From $10 mil-
lion in 1975, the net new committed capital increased
remarkably to $4.5 billion in 1983 and $4.2 billion in 1984.
From 1980 to 1983, there was more than a 6-fold increase.
The reasons for this increase are in many cases similar to
the reasons for the increase in new public stock offerings.
As a result, the total pool of capital under the management
of venture capital companies rose from $2.6 billion in 1970 to
$10.3 billion in 1984, in current dollars. Correspondingly,
the funds disbursed to small companies annually from this

*A small company is usually defined as one with fewer than 500
employees. However, other definitions are also used in this chapter, accord-
ing to the available data.

FThe definition of high technology is variable. Ordinarily, the term is
applied to manufacturing companies that fall within certain Standard
Industrial Classes. A list of the classes regarded as high-technology in
this discussion of small business is given in appendix table 4-13.

*For a discussion of the legislation and Federal agencey activities under
it, see Small Business Administration (1985], pp. 405-414.

A recent study of the venture capital industry is reported in Joint
Economic Commitiee (198:4].

“These data apply to all small business, not only the high-technology
component. They cover 200 leading U.S. private investors and, to a lesser
extent, 400 less active investors, For recent years, 85-95 percent of all
private-sector investment is included. See Venture Economics [1984).
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pool have increased considerably since 1975. (See appen-
dix table 4-11.)

Most of the monies disbursed by venture capital compa-
nies are used to acquire equity positions in the small busi-
nesses they support. These funds can be classified by type
of industry, as shown in appendix table 4-12. Thus, fund-
ing to high-technology manufacturing increased by a factor
of 20 between 1975 and 1983 and by a factor of 4 between
1980 and 1983. The increase in nonmanufacturing indus-
tries was even greater, in percentage terms. Such indus-
tries include a certain number of service industries, such as
computer services and communication services, that can
also be considered technology-related.

Data are given for early- and later-stage funding of new
ventures and for the total. Early-stage funding goes to
companies at the stages of proof-of-concept, product



development, or initial production or marketing. Expan-
sion financing goes to companies that have established
production and shipping histories, yet require additional
external capital to finance further plant expansion, marketing,
working capital, or product development. Following these
definitions, figure 4-9 divides total equity funding into the
two stages. Most of the support for high-technology man-
ufacturing companies is later-stage, but great increases have
occurred at both stages. Thus, from 1980 to 1983 early-
stage funding increased by 160 percent and later-stage
funding by 245 percent, for an overall increase of 208
percent.

The specific technology fields in which this funding
occurs can be seen in appendix table 4-13. Investment has
been highly concentrated in a few fields, such as office,
computing, and accounting machines, and communication
equipment and electronic components. A great deal of this
funding is computer-related. Among nonmanufacturing
fields, computer services has risen rapidly, to become 11
percent of all venture capital funding in 1983, or about
$270 million.

Another listing, that does not use the Standard Indus-
trial Classification, shows that in 1983, 39 percent of all
investment was in computer hardware and systems and
another 8 percent in software and related services.*’ Cenetic
engineering has had a declining share of total venture capital
investment funds in recent years. However, in actual dol-
lars it was at an all-time high of $66 million in 1983.
Medical- and health-related investments have had the most
rapidly increasing share of total venture investments, next

Figure 4-9
Venture capital investments in small high-technology
manufacturing companies
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*'Venture Economics (1984}, p. 25. Dollar values are low estimates,
since the data base does not cover all new ventures.
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to the computer-related technologies. In 1983, the medical
technologies received at least $251 million.

The data discussed above concern the financial inputs
into high-technology small business. Other data show that
the net formation rates of high-technology establishments
(of all sizes) are consistently at least twice the rates for
non-high-technology establishments.? In the size range of
100 to 1,000 employees, the net number of new high-
technology establishments between 1976 and 1980 was
four times the number of new establishments that were
not high-technology.

While the formation rates and the funding of high-
technology small business can be followed in some detail,
there is much less information available on the outcomes
produced by these resources. However, recent limited studies
have illuminated the contribution of this sector to employ-
ment and technological innovation. Thus, from 1976 to
1980 high-technology companies of all sizes increased their
total employment by 19 percent, as compared with 12 per-
cent in low-technology manufacturing and business ser-
vices. As a result, in 1980 high-technology industries
accounted for 22 percent of all manufacturing and busi-
ness service employment. In this period, about 42 percent
of the growth in manufacturing employment and 26 per-
cent of the employment gains from formations of new
manufacturing establishments were in high-technology
industries.

Firms with fewer than 500 employees had only 24 per-
cent of all employment in high-technology industries in
1980. However, these firms dominated in employment
growth. High-technology small firms expanded their employ-
ment at an annual rate of 8.3 percent from 1976 to 1980,
while all other high-technology firms expanded at a 3.5
percent rate. Further, the rate of employment growth in
high-technology firms with fewer than 100 employees was
10.4 percent per year, far above the rate in the other size
classes.®

The other major benefit attributed to small business,
besides employment, is technological innovation. One dimen-
sion of innovation is the new products marketed by manu-
facturing companies. Recent data (see figure 4-10) indicate
the rate of introduction of new products to the market-
place in a recent year, 1982, by companies of different
sizes. The smallest company-size group clearly produced
the greatest number of products per million dollars of R&D.
As appendix table 4-14 shows, this is also true of the
number of products per million dollars of net sales. More-
over, the number of products per R&D or sales dollar
decreases uniformly as company size increases. This pro-
vides considerable evidence in support of the relative in-
novativeness of smaller companies, as measured by new
products.*

“2Harris {1984, p. 8. The definition of high technology used here
differs slightly from those used in the preceding discussions.

43Dgata also show that small high-technology companies had a higher
employment growth rate than other small companies. See Harris (1984},
Table 3.

%A recent study examined the economic returns to the innovating
companies from a sample of innovations. These returns were compared
with the returns to society as a whole. The evidence suggests that the
ratio of social to private returns is considerably greater for small firms
than for others. See Romeo and Rapoport (1984).




Figure 4-10
New products introduced in 1982,
per million dollars of R&D
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UNIVERSITY-INDUSTRY COOPERATION
IN SCIENCE AND TECHNOLOGY

The industrial sector and the college and university sec-
tor are becoming increasingly dependent on each other in
areas related to science and technology. Industry is depen-
dent on the universities to educate the scientists, engi-
neers, and managers who will perform its S/T-related activ-
ities. Universities also perform much of the basic research
that it is not cost-effective for industry to undertake, but
that industry will ultimately use in developing commercial
products or processes.

Universitics and colleges, in turn, benefit from financial
support provided by industry in areas of mutual interest.
In recent years, there have been increasingly frequent for-
mal arrangements between universities and private com-
panies. These take such forms as university-based centers
and institutes supported by industry, jointly owned or
operated laboratory facilities, research consortia, coopera-
tive rescarch programs under contract with industry, innova-
tion centers, and industrial liaison programs. Both sectors
benefit from the temporary, or permanent, exchange of
personnel, and from the use of research results published
in the open journal literature.*®

The Federal Government has sought to encourage joint
university-industry arrangements without making large out-
lays. The Economic Recovery Tax Act of 1981 provides
for a 25-percent tax credit for increases in company R&D
expenses over and above base-year R&D expense levels.
Companies may include up to 65 percent of contract research
or basic research grants to colleges, universities, and cer-
tain other research organizations as part of their own R&D

“On the general subject of university-industry relations in science and
technology, see National Science Board (1982a), National Science Board
(1982b], and Cornell University {1984].

85

expenditures. In addition, the Act encourages the donation
of research equipment to universities by allowing the deduc-
tion of part of the cost of such equipment as a charitable
contribution.®® Since the Act expires at the end of Decem-
ber 1985, the future of these provisons is uncertain.

The amount of direct support by industry to university
R&D is shown in figure 4-11.47 Even in constant-dollar
terms, this support has increased every year since 1970.
From 1981, the year of the Economic Recovery Tax Act, to
1984, constant-dollar industry support is estimated to have
risen by 8.5 percent per year, on average. If gifts and loans
of research equipment were included, the increase would
probably be even greater. However, even in 1984 industry
contributed only 5 percent of the total direct support for
academic R&D .8

Scientific and technological activities in industry depend
considerably on knowledge received from the university
and college sector, whether or not the work was supported
by industry. Particularly in basic research, academia pro-
duces freely published information that is picked up and

Figure 4-11
Industry expenditures for R&D in
colleges and universities
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*See PL97-34.

“"The figure does not include indirect forms of support, such as unre-
stricted gifts to universities and colleges, grants from nonprofit founda-
tions funded by industrial companies and gifts or loans of research equip-
ment. See National Science Board [1982b), p. 27. For 1982-83, a sample
of academic departments in electrical engineering, chemistry, and eco-
nomics reported receiving 4 dollars in research equipment and gifts from
industry for cach 7 dollars received in the form of research grants and
contracts. See National Science Foundation (1985a), p. 69.

*5Sce National Science Foundation (1984b), p. 28.



used in many different companies and industries. At the
same time, technical information is transferred in the opposite
direction, from industry to universities and colleges. This
information transfer takes many different forms, and a
measure of the total information transferred is probably
not possible. The following discussion focuses on two sorts of
indicators—personnel and journal literature—that reflect this
information transfer.

Some industrially employed scientists and engineers with
doctorates maintain their contacts with the academic sec-
tor by teaching part-time in an academic institution. The
total number of such personnel is fairly small—no more
than 3 percent of doctoral S/E’s in industry. (See figure
4-12.) Still, they provide a valuable link between the sectors.®

Figure 4-12

Distribution by selected field of doctoral
scientists and engineers in industry
reporting teaching as a secondary
work activity: 1983
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49The data shown on the figure also include in-house teaching by
industry personnel. Numbers on figure 4-12 and appendix table 4-16 are
extrapolated from a sample of industrially employed scientists and engineers.

The number of scientists reporting such activity in 1983
is much greater than the number of engineers. Itis also 55
percent greater than the number of doctoral scientists in
industry who reported doing some teaching in 1979.% About
40 percent of teaching scientists in industry are psychologists,
which is far out of proportion to the total number of doc-
toral psychologists in industry. (See appendix table 4-2.)
Among engineers, only systems design engineers show a
level of teaching activity comparable with that of scientists.

While some doctoral scientists and engineers work part-
time in the university sector as teachers, others leave industry
and take up full-time academic positions. There is also a
flow in the other direction, from academia to industry.
This is a very important means of transferring informa-
tion and techniques between sectors. Figure 4-13 shows
the ratio of doctoral S/E’s entering industry to those leav-
ing, for various fields, between 1981 and 1983. Appendix

Figure 4-13

Flow of doctoral scientists and engineers
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95ee appendix table 4-16 and National Science Board (1983), p. 294.




table 4-17 shows the numbers of persons moving in either
direction.®

The overall tendency is for personnel to enter industry
from academia. This is because of the number of scientists
transferring; engineers transfer almost equally in either
direction. Among scientists, only mathematical scientists
tended to leave industry more often than to enter it over
this two-year interval. Clearly, doctoral life scientists and
social scientists were the ones who most frequently left
academia for industry, rather than the reverse. In the pre-
ceding two-year interval, from 1979 to 1981, the ratio of all
doctoral scientists and engineers entering industry to those
leaving was even greater (4.5) mainly because fewer moved
from industry to academia. This was especially true of
engineers and environmental scientists,

Many more mathematical scientists entered industry from
academia between 1979 and 1981, and substantially fewer
left for academia. There were far fewer computer special-
ists moving in either direction between 1979 and 1981 (as
compared with the 1981-83 interval), probably because
considerably fewer computer specialists were employed in
ecither sector in the earlier period.

A sample survey performed in 1984 found that 35 per-
cent of electrical engineering faculty in reporting academic
departments had prior industrial experience. In chemistry
departments, 9 percent had industrial experience, and in
economics departments, 6 percent.®? Faculty in each of the
three fields spent an average of about 2.7 days per month
in outside “consulting”’, though there is no indication of
how much of this was with private industry.?

The extent of information transfer between industry and
academia is also reflected in the professional journal literature.
For example, research papers are published having authors
from both sectors. This may occur because investigators in
the two sectors do a project together or because a former
student takes a position in industry and writes a research
paper along with his or her academic mentor. Figure 4-14
shows the extent to which industry authors of journal
papers have shared authorship with someone in the univer-
sity sector. The fraction of industry-authored papers that
had academic co-authors nearly doubled from 1973 to 1982.%
A very large increase occurred in biology, in which nearly
half of the papers with an industry author are now
co-authored between the two sectors, perhaps because of
the rapid growth of biotechnology projects with both aca-
demic and industry participants. Large increases also occurred
in biomedicine and clinical medicine, perhaps for the same
reason.

OVERVIEW

The private-industry sector is the site of most of the
R&D in the United States, with 73 percent of all R&D
dollars being spent in industry. More broadly, industry is

“'For the sake of comparison, there was a total of 99,000 doctoral
scientists and engineers employed in industry in 1981, and 187,000 employed
inacademia. See National Science Foundation {1982, pp. 4, 5.

**See National Science Foundation (1985a), p. 51.

**See National Science Foundation (1983a), p. 653.

“For intermediate years, see appendix table 4-18.

87

Figure 4-14

Portion of all journal publications* written
with industry participation that are
co-authored with universities
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the major performer of the Nation’s total S/T activities,
with four-fifths of all employed engineers and half of all
scientists. From these efforts come most of the new tech-
nologies that affect the economic and social welfare of the
public.

The resources devoted to these industrial activities have
been maintained, and have even increased, in spite of fluc-
tuations in the economy. Since 1976, the employment of
industrial scientists and engineers has increased much faster
than overall industrial employment. Similarly, industrial
R&D funding in constant dollars has been rising every
year since 1975, with an increase in recent years of 6.0
percent per year. Private industry itself pays for two-thirds of
industrial R&D. From 1984 to 1985, an increase in private
funding of 7 percent is forecast, in constant dollars. Some
of the increased private spending can be attributed to the
Economic Recovery Tax Act of 1981. Federal support
increased at a slower pace from 1975 to 1980, but it has
accelerated since 1980. Defense-related work has been a
major part of this increase.



Other indications of the health of industrial science and
technology can be seen in the funding available for high-
technology small business. This component of the private
business sector is considered especially important as a source
of technological innovations and new jobs. For this rea-
son, Government policy has encouraged small business in
several ways. The maximum capital gains tax has been
lowered, most recently in 1981, thereby encouraging pri-
vate investment. In addition, the Small Business Innova-
tion Development Act of 1982 requires Federal agencies
with large extramural R&D budgets to allocate a certain
portion of those funds to small companies. Private venture
capital has, in fact, flowed into high-technology small compa-
nies in record amounts, reaching a total of $16.3 billion in
1984. New public offerings of stock in high-technology
industries have also increased substantially, particularly in
1983, when they reached $1.5 billion.

Small companies in high-technology industries have
increased their employment much faster than large companies
in such industries. From 1976 to 1980, the larger compa-
nies grew in employment by 3.5 percent per year, while
small companies grew at an 8.0 percent rate. In addition,
the success of small companies in producing innovations
is suggested by the fact that a sample of such companies
introduced twice as many new products to the market in
1982, per R&D dollar, as did all the companies studied.

For all U.S. industry, the production of new technology
can be measured in part in terms of the number of newly
patented inventions. There was a general decline in the
filing of successful patents by American inventors, including
those employed in industry, from 1969 to 1979. Since 1979,
the trend has been less certain, but is generally upward.
Hence, there is some evidence that R&D increases in industry
since 1975 have led to a lagged increase in technical
inventions.

In a few high-technology fields, the indicators taken
together show exceptional levels of 5/T activity. In genetic
engineering, for example, patenting increased at the remark-
able rate of 53 percent per year from 1978 to 1984. Ven-
ture capital financing of new companies in this field reached
an all-time high in 1983, though in recent years this tech-
nology has been getting a declining share of all venture
funding.

Computers and related technologies make up another
area of high activity. Computer specialists are by far the
most rapidly growing group of scientists or engineers in
industry; their numbers grew by 18 percent per year from
1976 to 1983. Patenting in computer-related technologies
has also been increasing significantly. In digital computer
systems themselves, the growth rate in patent grants was
10 percent per year from 1978 to 1984, while total patent
grants were declining by 3 percent per year. Computer-
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related companies are the largest and fastest growing group of
small companies in terms of receiving venture capital fi-
nancing. In 1983, computer hardware and systems accounted
for 30 percent of funding, while software and services,
which were growing especially rapidly, accounted for 13
percent.

Nonmanufacturing industries that perform R&D had
high employment growth from 1973 to 1983, while employ-
ment was declining in high-technology manufacturing and
other manufacturing industries. Computer and data pro-
cessing services are a significant component of this rapidly
growing nonmanufacturing sector.

Another aspect of the health of industrial science and
technology is their connection with S/T activity in the
academic sector. Academic research is recognized as pro-
viding a necessary base for more applied R&D in industry.
In addition, technically trained personnel come to industry
from the academic sector. For these reasons, Federal tax
law encourages research contracts between industry and
universities, as well as research equipment donations by
industry.

There are several indicators of the degree of interaction
and information exchange between these two sectors. Since
1981, the year of the Economic Recovery Tax Act, univer-
sities report that direct support by industry to academic
R&D has increased by an estimated 8.5 percent per year,
in constant dollars. This is greater than the rise in indus-
try’'s funding of research within its own sector, but is
below the rate of increase in university R&D support by
industry over the preceding three years. One measure of
information transfer between sectors is the number of pro-
fessional personnel who leave a job in one sector and take
up employment in another. This transfer, of course, also
reflects changes in the job market. The predominant move-
ment has been from academia to industry. Between 1981
and 1983, about 4,800 doctoral scientists and engineers (3
percent of the total employed in this sector] left academia
for industry, while 1,700 (2 percent of such employees in
industry) moved in the other direction. In the preceding
two-year period, the proportion moving into industry was
even greater.

Another measure of the interaction between the univer-
sity and industry sectors is the number of research papers
jointly published by authors in the two sectors. From 1973
to 1982, the fraction of industry-authored papers with a
university co-author nearly doubled, going from 13 to 24
percent. In biology, nearly half the industry-authored papers
now have academic co-authors. Large increases in co-
authorship have occurred in biomedicine and clinical med-
icine. This may be another reflection of the great expan-
sion in recent years of genetic engineering and related fields of
research.
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Chapter 5
Academic Science
and Engineering



Academic Science and Engineering

HIGHLIGHTS

o Increased Federal support for academic R&D. After grow-
ing at an average annual constant-dollar rate of 2.8 per-
cent between 1980 and 1984, total expenditures for aca-
demic research and development (R&D) grew by 7 per-
cent between 1984 and 1985 to reach a total of $4.1
billion in 1972 constant dollars. Federal expenditures for
academic R&D accounted for two-thirds of the growth
observed between 1984 and 1985. (See pp. 107-108.)

o Increased academic basic research. As a result of new
funding emphases, academic expenditures for basic
research grew at an average annual rate of 4.1 percent
(in constant 1972 dollars) between 1980 and 1985. In
contrast, academic applied R&D expenditures grew at
an average annual rate of 3.1 percent during the same
period. Increased Federal support accounted for much
of the growth in academic basic research. Between 1980
and 1985, Federal support for academic basic research
grew at an average annual rate of 3.6 percent, account-
ing for two-thirds of the growth observed during that
time. By 1985, basic research represented 68 percent of
total academic R&D expenditures, up from a level of 66
percentin 1980. (See p. 108.]

e More freshmen choosing engineering and computer sci-
ence majors. Approximately one-third of the freshmen
registered in U.S. colleges and universities in 1983 indi-
cated that their probable field of study would be science
or engineering, a level comparable to that recorded in
1974. By 1983, engineering had surpassed the social sci-
ences and the biological sciences as the most popular
selection of probable S/E majors. In addition, 5 percent
of the 1983 freshmen planned to major in the computer
sciences, up from 1 percent in 1974. The proportion of
probable S/E majors planning a career in medicine or a
related health profession declined from 23 percent in
1974 to 11 percentin 1983. {See pp. 98-99.)

o Foreign graduate student enrollments up in science and
engineering, but down at top schools. Between 1980 and
1983, total full-time enrollment in graduate S/E pro-
grams grew by 6 percent. Foreign student enrollment
accounted for 85 percent of the net growth. In 1983,
while foreign students constituted 25 percent of all full-
time S/E graduate students, they made up 42 percent of
enrollments in engineering, 40 percent in mathematics,
38 percent in the computer sciences, 29 percent in the
physical sciences, and only 4 percent in psychology.
Enrollments of foreign students in graduate departments
rated the top 25 percent in terms of quality declined
from 40 percent in 1977 to 35 percent in 1983. (See
pp.100-102.]
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o Federal support for graduate research training in science
and engineering continues to decline. Between 1980 (the
recent peak year of Federal support] and 1983, the num-
ber of full-time S/E graduate students receiving Federal
support declined by about 10 percent, or about 6,000
students. Substantial reductions in the number of full-
time S/E graduate students with Federal fellowship
support (whose numbers declined by 28 percent between
1980 and 1983) accounted for most of the decline. Increased
research training support from non-Federal sources has
offset the decline in Federal training support. By 1983,
non-Federal funding represented the primary source of
research training support for full-time S/E graduate stu-
dents in doctorate-granting institutions, accounting for
53 percent of the total number of students with fellow-
ships, traineeships, or research assistantships. (See pp.
101-103.)

e Faculty increases in engineering and computer science,
but drops in physical science. Between 1981 and 1983,
the number of doctoral scientists and engineers employed
in 4-year colleges and universities grew by 5 percent.
The greatest growth occurred among doctoral-level com-
puter specialists whose numbers expanded by 30 percent,
followed by doctoral-level engineers (up 12 percent].
The number of doctoral-level physical science faculty
declined by 2 percent between 1981 and 1983. (See p. 104.)

e Biosciences lead academic research literature growth.
Academic institutions provide about two-thirds of the
research literature in the most influential science and
technology journals, a ratio that has increased slightly
in the past 10 years. Between 1973 and 1982, the number
of academically authored articles grew by 9 percent, with
the greatest increase occurring in biomedicine (24 percent],
clinical medicine (21 percent], and biology {11 percent).
{See pp. 105-106.)

o Expenditures on research equipment up. In 1983, an
average of about $7,200 was spent in the academic sec-
tor for the purchase of research equipment for each full-
time equivalent research scientist or engineer, up from
$6,900 in 1982. According to a 1982 survey, the median
age of academic scientific instruments in the eight fields
surveyed was 6 years. About 46 percent of the depart-
ment chairpersons in those fields viewed the research
instruments as “‘inadequate”” for permitting investiga-
tors in their departments to pursue their major research
interests. (See pp. 113-114.)

e Broader use of large-scale academic research facilities
urged. Federal policies for the improvement of academic
research facilities in the 1980°s place substantial empha-




sis on broadening the utilization of existing facilities. In
the area of supercomputers, for example, Federal efforts
are underway to increase access to advanced computer

The demand for academic science and engineering con-
tinues to grow in the United States. This growth is evident
in the higher rates of investment from both public and
private sources for basic research performed in the aca-
demic sector,' as well as in S/E enrollment growth and
good employment opportunities for S/E graduates in many
fields.?

The success of academic science and engineering in ful-
filling its dual rescarch and teaching mission depends on
an institutional environment which can support excellent
scientific and technological activities. Numerous resources
are needed, including dedicated and talented faculty; bright,
motivated students; adequate levels of funding; up-to-
date technical instruments; and properly maintained facilities.

The indicators presented in this chapter analyze recent
trends in academic science and engineering. The first sec-
tion traces some changing patterns in the organization of
S/L on U.S. campuses. Special attention is given to sup-
port for graduate S/E training, to new patterns of funding
for academic R&D, and to emerging relationships between
university and industrial sectors.

The second part of the chapter examines recent changes
in S/L faculty activities, including trends in R&D activi-
ties, especially renewed emphasis on basic research in many
S/L fields. The role of faculty consulting is also described
as it relates to the university-industry interface.

The chapter concludes with a review of the adequacy of
the status of resources available to academic scientists and
engineers. This section reports findings from a recent national
inventory of academic research instrumentation and reviews
recent Federal policies relevant to the improvement of aca-
demic research facilities.

THE ACADEMIC SCIENCE AND
ENGINEERING SYSTEM

Academic administrators face the task of dividing lim-
ited fiscal and human resources among the diverse constit-
uents of their institutions. How, for example, will they
meet the growing demand for faculty members in one depart-
ment while assuring the continuation of appropriate staff-
ing levels in other, perhaps less popular, departments?
Should the institution hire a patent administrator to capi-
talize on emerging patenting and licensing opportunities?
What new funding arrangements can be made to respond
to student demands for increased financial assistance? This
section identifies some of the changes already underway in

"For a description of some of the reasons behind increased public and
private investment in academic research and development see Keyworth
[1981]; Young (198-1); Bowen [1984]; and Langenberg (1984).

2See also the chapter in this report on U.S. scientific and engineering
personnel for a discussion of $/E employment trends
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resources through electronic networks linked to a lim-
ited number of university-based supercomputers. (See
p.115.)

the organization of science and engineering on university
campuses in response to some of these challenges and
opportunities.

Institutions for Science and Engineering Education

Postsecondary education in 5/E occurs in a variety of
settings. In 1982, 1,457 4-year institutions, representing
just over 70 percent of all 4-year postsecondary institu-
tions in the United States, offered a baccalaureate {or higher)
degree in at least one S/E field. (See appendix table 5-1.)
The remaining 4-year colleges not offering degrees in S/E
are primarily specialized institutions characterized by a
programmatic emphasis in one area, such as business
colleges.®

The number of institutions offering S/E degrees contin-
ues to grow, although in recent years there has been a
considerable decline in growth. {See figure 5-1.) Between
1960 and 1975, the number of institutions granting S/E
degrees grew overall at an average annual rate of 1.9 per-
cent; since that time, growth in the number of S/E institu-
tions slowed to an average annual rate of 0.3 percent. The
number of S/E institutions in which the highest degree
offered is a doctorate has continued to grow, as has the
number whose highest offering is the S/E master’s degree.

Average annual percent change

Highest degree 1960-75 1975-82
Baccalaureate 0.6 -0.2
Master's 4.3 1.0
Doctorate 4.3 1.4

Thus, since 1960, the shift in institutional growth has
been clearly in the direction of advanced-level preparation

in S/E.

While more institutions offer degrees in science and engi-
neering than ever before, the number of degrees awarded
has outstripped even that growth. (See figure 5-1.) For
example, the number of institutions offering S/E doctoral
degrees grew at an average annual rate of 3.4 percent between
1960 and 1975. The average yearly growth in the number
of S/E doctorates granted in that period was 7.5 percent.
Thus, on average, institutions not only increased in num-
ber but also increased in size between 1960 and 1975.
Since 1975, the number of institutions offering S/E degrees
has remained essentially level, changing only about 0.3
percent per year. Total S/E degree production followed a
similar pattern at a rate of 0.3 percent per year. (See appendix
tables 5-1 and 5-2.) The institutional expansion observed

*See National Center for Education Statistics (1984).



Figure 5-1
Relative growth in the number of institutions offering
S/E degrees and the number of S/E degrees awarded
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See appendix table 5-1 and 5-2

in the 1960’s and early 1970’s has apparently given way to
arather steady-state condition in S/E education.*

Program guality. Institutions differ with respect to the
quality of the environment in which S5/E training occurs.
A recent analysis of programs in 30 disciplines revealed
that the top 25 percent of the S/E programs were responsi-
ble for producing just over 40 percent of the Ph.D. recipi-

“The response of the higher education community to slower growth
in the 1970's has been the subject of a number of studies, including
Stadtman {1979); Carnegie Council on Policy Studies in Higher Educa-
tion (1980} ; Bowen (1982, and Phillips and Shen (1982).
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ents in 1983.% (See appendix table 5-4.) This proportion
varied across the five broad S/E fields surveyed, as shown
below:

Percent of Ph.D. recipients
from top 25 percent of
rated programs

Fields surveyed

Engineering 51
Physical/environmental sciences 50
Mathematics/computer sciences 48
Biological sciences 35
Social sciences® 32

Changes have occurred since 1973 in the rate at which
the top-rated programs are contributing to the production
of S/E doctorate recipients. Although top-rated programs
were graduating fewer Ph.D.’s each year than they were in
1973, the decline in annual Ph.D. production was gener-
ally not as great as that observed for lesser-rated or non-
rated programs. {See figure 5-2.J Only in the social sci-
ences has significant growth occurred in the number of
Ph.D. recipients trained in lesser-rated or non-rated pro-
grams, compared to the number produced in 1973. This
trend has been accompanied by a yearly decline in the
number of Ph.D. recipients graduating from institutions
with top-rated social science programs.

As the number of Ph.D.’s produced by these S/E pro-
grams has changed, the distribution of new Ph.D. recipi-
ents across program quality has also changed. By 1983, 51
percent of the Ph.D.’s in engineering were trained in one
of the top 25 percent of the rated programs, up from a
level of 45 percent in 1973. Similar changes are evident in
the physical and environmental sciences (from 45 percent
of the total in 1973 to 50 percent in 1983}, in the mathematical
and computer sciences (from 46 percent to 48 percent],
and in the biological sciences (from 32 percent to 35 per-
cent). Only in the social sciences did the proportion of
Ph.D. recipients trained in top-rated programs decline, from
40 percent of the total in 1973 to 32 percent in 1983.

In summary, more institutions offer degrees in science
and engineering than ever before. In terms of program
quality, top-rated research doctoral programs are graduat-
ing more Ph.D.’s than they were 10 years ago, while lesser-
rated or non-rated departments are graduating fewer Ph.D.’s
An exception to this trend has occurred in the social sciences.

Engineering education. An important aspect of the changes
underway in the organization of academic S/E education is
the status of engineering education. In the past few years
much attention has been directed at whether the supply of
faculty members is adequate to meet the demands of grow-
ing student enrollments.” Given continued national inter-

SFor a listing of the S/E fields included in this survey, see appendix
table 5-5. S/E doctoral programs were rated along 16 dimensions. The
findings reported in this section are based on measure 8: “"Mean rating
of the scholarly quality of program faculty.” See Jones, Lindzey and
Coggeshall (1982).

Includes psychology.

"Faculty shortages in engineering education have been the subject of a
number of reports. See, for example, National Society for Professional
Engineers (1982); Botkin et al. (1982); Geils (1982); Business-Higher
Education Forum (1982); Mann (1983]; and Upthegrove (1984).




Figure 5-2

Relative change in the number of doctoral recipients by program quality rating' and selected S/E fields
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*As ranked by the reputational survey of the Conference Board of Associated Research Councils {1981)

2*QOther™" includes doctoral recipients in departments not rated by the reputational survey
**'Social sciences’" includes psychology
See appendix tables 5-4 and 5-5.

est in the production of researchers who can advance Amer-
ica’s technological lead, concern over engineering education
will undoubtedly persist.

In fall 1983, nearly a half million individuals were enrolled
on a full-time (FT) basis in engincering programs at 292
schools of engineering, up from a level of about 300,000 in
fall 1976, [See appendix table 5-6.] Four fields accounted
for over 00 percent of total 1983 FT engineering enroll-
ments® with the greatest enrollment growth occurring in

#ln 1983, towr Fields accounted Tor over o0 percent of FT engineering
enrollments at the undergraduate and graduate levels combined: electn
cal (20 percent ol total FT enrollments] . mechanical (17 percent), civil 10
percent, and chemical {8 percent) engineermg. These same four frelds
also accounted tor the same percentages m 197, See Alden (1977}, p. 59
and Sheridan {198.1]. p. 47,
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electrical engineering (up 83 percent between 1976 and
1083], followed by mechanical engineering (up 77 per-
cent), and chemical enginecring (up 49 percent). Only in
the field of civil engineering was there essentially no change
in the total number of FT students. In aeronautical and
astronautical engineering, FT enrollments grew by about
110 percent between 1976 and 1983. By 1983, enrollments
in those fields accounted for 3 percent of total FT engineering
enrollments, up from 2 percentin1976.°

*Another major subfield in enginecring is computer science and com
puter engineering, which accounted for about o percent of total FT enroll-
ments in 1983, However, data are not available in a disaggregated form
for 197¢ to permit a trend analysis.



Faculty employment trends have not kept pace with enroll-
ment growth in engineering. Between 1976 and 1983, aca-
demic engineering employment grew by 32 percent com-
pared to the 57 percent overall growth in student enrollments.
(See appendix tables 5-6 and 5-7.) A survey of engineering
deans revealed that approximately 9 percent of all author-
ized FT engineering faculty positions were unfilled in fall
1983." Electrical engineering reported a vacancy level of
10 percent, followed by mechanical engineering (8 per-
cent), aeronautical/astronautical (8 percent], chemical (7
percent), and civil (5 percent). Higher vacancy levels were
observed in certain smaller emerging areas, such as com-
puter science and computer engineering (16 percent)."”
Differences were also reported in vacancy levels by institu-
tional control. Public institutions reported that 10 percent
of their authorized FT positions were unfilled in 1983,
compared to a level of 5 percent for private institutions.
Further, vacancies in private institutions appear to have
declined between 1982 and 1983, in contrast to the contin-
ued growth in vacancies in public institutions.” The greater
flexibility private institutions have in adjusting faculty sala-
ries to attract FT engineering faculty may be contributing
to the differences in these employment trends."

One approach to handling enrollment growth used by
engineering deans has been to hire part-time (PT) engineering
staff. As figure 5-3 indicates, the hiring of PT engineer-
ing staff has exceeded FT staff hiring in every major sub-
field of engineering, with the most pronounced differ-
ences occurring in those areas having the highest enroll-
ment growth.

Despite these efforts, student-to-staff ratios continue
to grow. As Table 5-1 suggests, the ratio of FT students to
academic staff (both FT and PT) increased in almost every
major subfield of engineering between 1977 and 1982. Only
in the field of civil engineering, where enrollments remained
essentially constant between 1977 and 1982, has the student-
to-staff ratio declined. Among the engineering specialties,
chemical engineering has had one of the highest student-to-
staff ratios (22.5 students per staff member in 1982], fol-
lowed by mechanical (20.8 students) and electrical (19.1
students). While there is no known “opitmal” ratio, con-
cern has been expressed by a number of observers about
the inability of engineering school deans to meet increased
student enrollment through expansion of faculty numbers.™

In summary, certain important changes have come about in
engineering education in the last few years. While stu-
dents at both the graduate and the undergraduate levels

19Gee Doigan {1984], table 2, p. 51.

11bid. Faculty shortages in areas such as these were the subject of a
recent conference. See McPherson (in press].

2bid.

13Between 1982 and 1983, engineering vacancies in private institutions
declined from 7 to 5 percent, while those in public institutions rose from
8 to 10 percent. See Doigan (1984].

I 1983, engineering faculty salaries at all ranks averaged $30,559 in
public institutions and $35,569 in private institutions. Faculty salaries at
public institutions average $27,395 across all fields, and average $26,080
at private institutions. See College and University Personnel Association
(1984a and 1984b).

5Gee, for example, Business-Higher Education Forum (1982) for a
discussion of the relationship of student enrollments and faculty hiring
rates relative to the quality of the educational experience.

26

Aeronautical /

Figure 5-3

Relative average annual change in full-time
and part-time engineering staff in

U.S. colleges and universities,

by selected subfield: 1976-83
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Table 5-1. Ratio of fuil-time
engineering students to FTE'
academic staff in engineering, by
selected subfield: 1977 and 19822

Fall Fall
Field 1977 1982
{Number of
students per
staff)
Total engineering ... .. 16.4 195
Aeronautical ....... 9.6 175
Chemical .......... 18.2 22.5
Civil ...l 14.6 12.3
Electrical .......... 16.3 19.1
Mechanical ........ 15.5 20.8
other ...vovvvvn... 18.4 224

TFTE = full time equivalent.
2 Based on fall enrollments of the year shown,
and staff estimates for the following January.

SOURCES: Student enroliments from the an-
nual survey of the American Association of En-
gineering Societies; staff counts from the Na-
tional Science Foundation annual survey of
academic S/E’s.
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are enrolled for the most part in four major engineering
subfields, enginecring enrollments have grown as a whole
by almost 60 percent between 1976 and 1983. The inabil-
ity of engineering deans to recruit and/or retain FT faculty
has resulted in the greater use of PT faculty in engineering
schools. Nonctheless, student-to-staff ratios remain high in
every major engineering subfield.

Education for biomedical research. American society has
come o expect gains to be made in the state of its health
and the quality of its health care. In response to those
expectations, medical schools have evolved into large, com-
plex academic medical centers that pursue their objectives
through education, research, and patient care.'® Medical
schools have thus become a focal point for the blending of
basic biomedical and behavioral research with the care of
patients, as well as the education of physicians and medi-
cal scientists,

The number of aceredited medical schools in the United
States has grown from 8o in 1960 to 127 in 1983."7 During
the same period the number of full-time medical school
faculty rose from 11,200 to 55,000, an increase from an
average of 130 faculty members per medical institution in
1960 to 440 in 1983. Growth has occurred primarily in
clinical departments,’® which reported a total of 42,000 FT
faculty members in 1983, In contrast, basic science depart-
ments reported a totalof 13,500 FT faculty members.'®

Medical schools play an important role in the scientific
education of both medical researchers and physician practi-
tioners through the introduction of biomedical concepts
into the undergraduate medical curriculum,® through pro-
grams of rescarch training for postdoctoral physicians,®'
and through programs of graduate education in the bio-
medical sciences for nonphysicians.? The medical school
thus serves as an important locus for scientific training in
the biomedical sciences.

A major change in the medical school environment over
the past decade is the rise in the number of Ph.D. scientists
on medical school faculties. As figure 5-4 suggests, Ph.D.
faculty in clinical departments increased by about 08 per-

"*See, for example, Association of American Medical Colleges {1083
for a brief review of the issues related to the evolution of medical educa-
tion since World War 11

"Figures tor 1982 include tiwo U.S. schools offering the first two vears
of medical carriculum only. See Crowley, Etrel, and Petersen (1983).

Clinical departments include internal medicine, psychiatry, pediatrics
and surgery.

Basic science departments in schools of medicine include such fields
as anatomy, biochemistry, microbiology. pathology, pharmacology, and
physiology.

©Puring the last quarter century, the undergraduate medical curricu-
lum has been put under tremendous pressure by the rapid expansion of
biomedical knowledge, Observers generally agree that more must be done to
anticipate the scientific information needs of future medical practition-
ers. See Kemph, Clavbrook, and Sodeman (1084); Wyngaarden (1984]:
Krevans (198 and Bishop {1984).

?15ince the mid-1900¢, postgraduate medical education has increas-
ingly been assodiated with schools of medicine. See Association of American
Medical Colleges [1083). In 1983, 37 percent of all postdoctorals enrolled
in research training in medical schools held a medical or other health
professional degree, up from a level of 20 percent in 19082, See National
Science Foundation (1984], p. 283 and unpublished tabulations.

ZMedical schools train a significant proportion of biomedical scien-
tists, In 1082, 10 percent of the graduate students engaged in the study of
the biological sciences were enrolled in basic science departments in medical
schools, up from a level of 37 percent in 1073, See Association of Ameri-
can Medical Colleges (1983]) and National Science Foundation {1984].

Figure 5-4
Percent change in full-time medical school faculty
by degree type and department: 1972-82
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'Basic science departments Include such fields as anatomy, biochemistry, microbiology.
pathology, and pharmacology.

Total includes M.D.'s plus Ph.D.’s only. These represented approximately 91 percent of alt
fuli-time faculty in basic science departments and 89 percent of all full-time clinical depart-
ment facully in 1982.

*Clinical departments include anesthesiotogy. dermatology, family medicine, internal medicine,
and psychiatry.

See appendix table 5-8. Science Indicators-1985

cent between 1972 and 1982, while M.D. faculty grew by
54 percent. Furthermore, Ph.D. faculty in basic science
departments grew by about 35 percent, while the number
of M.D. faculty in those departments declined.

One outcome of the growth in the number of Ph.D.
faculty has been the emergence of the Ph.D. scientist as
the primary performer of biomedical research in U.S. schools
of medicine. In figure 5-5, almost 60 percent of medical
school faculty serving as principal investigators on research
grants awarded by the National Institutes of Health (NIH]
or the Alcohol, Drug Abuse, and Mental Health Adminis-
tration (ADAMHA) in 1982 were nonphysician investiga-
tors. The marked decline in physician interest in research
careers partially accounts for the relative gains of non-M.D.
investigators in schools of medicine,® and has led a num-
ber of observers to speculate that clinical research may be
hampered as aresult of these trends.

In summary, medical schools have grown in size and
number over the past quarter century. Concurrently, more
Ph.D. scientists have become members of medical school
facultics. One result has been the emergence of the Ph.D.
investigator in medical research.

“ Lhe decline of clinical investigators has been the subject of numerous
reports. Chiet among these are Thier (1979); Institute of Medicine (1983a);
and Wyngaarden (1984].

Z5ee, forexample, Fuchs (1982) and Zusman (1983).



Figure 5-5

Relative proportion of Ph.D. and M.D. medical
faculty identified as principal investigators on
NIH® research grants: 1972 and 1982

1972

1982

TNIH™ includes National Institutes of Health and Alcohol, Drug Abuse, and Mental Health
Administration.

SOURCE Herman, S. S. and A. M. Singer, *'Basic Scientists in Clinical Departments,”" tnsti-
tute of Medicine, Washington, D.C., 1984.
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STUDENT ENROLLMENT AND SUPPORT

The vitality of the /T enterprise depends on a continu-
ing flow of new talent. The precollege science and mathe-
matics experience plays a significant role in the prepara-
tion of students for careers in science and engineering.?® It

#The performance of the elementary and secondary school systems in
science and mathematics education has been the subject of a number of
studies in recent vears, including: National Science Foundation (1980
and 1983); Shymansky and Aldridge [1982); National Science Board
(1982 and 1983}: National Commission on Excellence in Education {1983};
and Johnston and Aldridge (1984). Also, see the chapter in this report on
precollege science and mathematics education.
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is at the college science level, however, that the training of
the nation’s future scientists and engineers formally be-
gins. This section explores changes that have taken place in
the characteristics of entering undergraduates who planned to
major in science or engineering. It also describes the trends
in graduate S/E enrollment and traces emerging directions
in the financial resources available to S/E students at the
graduate level.

Freshmen Characteristics

In fall 1983, just over one million students registered for
the first time as freshmen in U.S. 4-year colleges and uni-
versities,? representing an increase of about 7 percent over
the level observed in fall 1974. Student interest in science
or engineering as a major remained stable during that time—at
about one-third of total freshmen in 1974 and in 1983.%
However, significant changes have occurred in student
preference for S/E majors, as shown in table 5-2. Consis-
tent with the widespread perception that undergraduate

%Data throughout this section refer to first-time, full-time freshmen
only. They are drawn from special tabulations provided by the Higher
Education Research Institute (HERIJat UCLA, October, 1984. "First-
time, full-time freshmen” excludes individuals who have transferred from
2-year colleges to 4-year institutions as full-time students, but includes
any students who may have registered for college level courses in the
intervening summer between high school graduation and their enroll-
ment that fall as full-time freshmen at 4-year colleges or universities.

277G /E baccalaureate degrees have represented about 30 percent of total-
bachelor's degrees since the 1950's. See National Science Foundation
{1982]).

Table 5-2. Probable maijor field of first-
time, fuli-time freshmen in the 4-year
colleges and universities: Fall 1974
and Fall 1983

Probable Falt  Fall
Major field 1974 1983

(Percent)
Total Freshmen ............... 100.0 100.0
Total S/E ... 33.4 320
Physical sciences ......... 26 1.8
Mathematics .............. 20 1.2
Computer science ......... 08 49
Environmental sciences .... 0.8 04
Engineering .............. 77 115
Biological sciences ........ 83 47
Social sciences ........... 113 7.6
Total other fields ............ 61.6 619
Arts & humanities ......... 13.7 9.7
Business ................. 140 222
Education ................ 116 85
Other ...........cc....... 224 236
Undecided ................. 50 6.1

SQURCE: Higher Education Research Institute, Co-
operative Institutional Research Program, unpublished
tabulations, October 1984.
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education has become increasingly “vocational” in na-
ture,?® entering freshmen appear to be selecting fields of
professional study—such as business, engineering, and com-
puter sciences—with greater frequency.® As entering fresh-
men have gravitated toward these professional fields, a
shift has also occurred in the highest degree to which stu-
dents aspire. (See table 3-3.) In 1983, 37 percent of the
probable S/E majors intended to terminate their formal
education after earning a master’s degree, up from a level
of 30 percent in 1974, (See appendix table 5-9.) An atten-
dant decline occurred in the proportion intending to earn
professional doctoral degrees other than the Ph.D. or Ed.D.
—such as M.D. or ].D. degrees.

The type of professional careers these freshmen intend
to pursuc has also changed. In 1974, 12 percent of the
entering freshmen planned to pursue a career in business,
compared to 20 percent in 1983, A decline occurred in
student interest in health professional careers,® down from 17
percent of all freshmen in 1974 to 12 percent in 1983, and
from 23 percent of all freshmen intending to major in
science or engineering to 11 percent in 1983,

An issue of intense interest to the education community
is the question of changes in the quality of students enrolled
in the study of science and enginecring, although adequate
measures of “quality” are often elusive. Two recent stud-
ics of the opinions of senior academic officials found no

Table 5-3. Relative proportion of first-time, full-time
freshmen hoping to attain master’s or doctor’s S/E
degree, by probable major field: 1974 and 1983

Probable Master's Doctor's’
major field 1974 1983 1974 1983
(Percent)

Al S/Efields .............. 30 37 19 18
Physical sciences ........ 20 26 35 33
Environmental sciences . .. 40 42 28 25
Social sciences .......... 30 31 18 22
Biological sciences ....... 19 20 15 20
Mathematics ............. 40 44 20 17
Engineering ............. 40 47 16 16
Computer sciences ....... 37 40 12 8

" Includes Ph.D. and Ed.D., only.

SOURCE: Higher Education Research Institute, Cooperative Institutional
Research Program, unpublished tabulations, 1984.
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T his trend has been addressed in the report of the Study Group on
the Conditions of Excellence in American Higher Education (1984]. See.
also, Bowen (198.1).

2 An exception is education, where the proportion of <tudents selecting
that professional field declined.

T his includes MDD, DS, and other health professional degrees.
Nursing is not included in this calculation.
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perceived change in the quality of students in the sciences
or humanities.*" Another measure of student quality is the
high school grade point average (GPA]. In 1983, 28 per-
cent of the freshmen reported their average high school
grade to have been an A, a level essentially unchanged
from that reported in 1974.3% In 1983, A" students pre-
ferred to major in engincering (17 percent] and business
(1o percent), followed by arts and humanities (9 percent),
social sciences (7 percent], and biological sciences (7 per-
cent]. (See figure 5-0.]

Another measure reflecting the “quality” of entering
freshmen is the level of their precollege preparation in
science and mathematics. As appendix table 5-11 reveals,
freshmen intending to major in science or engineering gener-
ally had more preparation in mathematics than those intend-
ing to major in other fields. There are even greater differ-
ences when previous experience with the physical sciences
is considered. In 1983, slightly more than one-third of the
intended S/E majors reported having had at least 3 years

Figure 5-6

Probable major field of first-time, full-time
freshmen with ““A’" high school grade point
average, by selected field.
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See appendix table 5-10. Science indicators— 1985

B15e¢ Andersen [1084), Atelsek {1984]), and National Science Founda-
tion (19854,

2Higher Education Research Institute, unpublished tabulations. "A’
includes average grades of A+ to A-, and is presented in such terms in
the questionnaire. See Astin [1982).



of high school physical science studies, compared to one-
fifth of students intending to major in other areas. Similar
differences were also apparent among S/E component fields.

In conclusion, the proportion of first-time, full-time fresh-
men intending to major in science or engineering in 1983
had not changed substantially from the proportion observed
in 1974 (30 percent). What has changed, however, is the
mix of intended S/E majors. In 1983, engineering sur-
passed the social sciences and the biological sciences as the
most popular selection of probable major field among the
sciences and engineering by entering freshmen. Further-
more, student interest has shifted away from the basic
science areas and a substantial decline has occurred in the
proportion of probable S/E majors planning work in the
health professions.

Graduate Enrollments in Science and Engineering.

Over 400,000 individuals were enrolled in graduate study
in science or engineering in fall 1983, representing an increase
of about 8 percent over the level enrolled in fall 1980 and
18 percent over fall 1975. The greatest growth between
1980 and 1983 occurred in the computer sciences, which
nearly doubled enrollments (from 13,600 students in 1980
t023,800in1983).3°

The primary locus for graduate training in science and
engineering in the United States is the doctorate-granting
institution. In 1983, these institutions accounted for 87
percent of all graduate S/E enrollments, and 92 percent of
all full-time graduate S/E enrollments. Between 1980 and
1983, S/E enrollments at these institutions grew by 7 per-
cent, although this growth varied across fields. (See figure
5-7.) By 1983, graduate enrollments in engineering repre-
sented 24 percent of all S/E graduate enrollments in
doctorate-granting institutions. Enrollments in the social
sciences accounted for another 21 percent, followed by the
biological sciences (12 percent) and the health sciences (11
percent).3* In the computer sciences, total 5/E enrollments
increased from 3 percent in 1980 to 5 percent in 1983.

Two trends are of particular interest for understanding
the changes underway in graduate S/E enrollment pat-
terns. The first of these is the growth in the number of
women enrolled in S/E graduate education. The number
of women enrolled on a full-time basis in doctorate-granting
institutions increased by 7 percent between 1980 and 1983,
thus extending a growth trend which began in the 1970°s.%
As figure 5-8 illustrates, the rate of growth in female,
full-time S/E graduate enrollments between 1980 and 1983
exceeded that for men in each major S/E field. The greatest
growth in the number of female, full-time S/E graduate
students occurred in the computer sciences, followed closely
by engineering and the physical sciences. By 1983, women

33Gee National Science Foundation {1984b), p. 60. This represents S/E
graduate enrollments in both doctorate-granting and master’s-granting
institutions.

3366 National Science Foundation (1984), op.cit.

350ne of the most dramatic features of graduate enrollment growth in
the last decade has been the trend for more women to select S/E degree
training. This has made possible the growth in the number of women in
S/E employment. However, women are more likely than their male S/E
counterparts to be unemployed and seeking employment, and less likely
to hold jobs in science or engineering. See, for example, National Research
Council (1983) and National Science Foundation {1984b). See also the
chapter in this report on S/E personnel.
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Figure 5-7

Percent change in S/E graduate enroliments
in doctorate-granting institutions

by field: 1980-83
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SOURCE: National Science Foundation, Academic Science and Engineering:
Graduate Enroiiment and Support, Fall 1983 (NSF 85-300).
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accounted for 24 percent of total full-time graduate enroll-
ments in the computer sciences (up from 21 percent in
1980), 11 percent of the engineering enrollments (up from
9 percent) and 19 percent of the physical sciences enroll-
ments (up from 16 percent). In certain fields, such as psy-
chology, the growth in the number of female full-time
graduate students offset the decline which might have other-
wise occurred in total enrollments in that field as a result
of the decline in male enrollments.

The number of foreign students enrolled in S/E training
in the U.S. has also grown.?® By 1983, nearly 60,000 for-
eign students were enrolled on a full-time basis in gradu-
ate S/E programs in doctorate-granting institutions, repre-
senting 25 percent of all full-time S/E students. As figure
5-9 reveals, the lion’s share of those students were enrolled
in engineering (38 percent), followed by the social sciences
(18 percent), mathematics and computer sciences (12 per-
cent), and the physical sciences (11 percent).

%A number of reports have addressed the economic and educational
implications of foreign student enrollment growth in U.S. graduate educa-
tion. Among the more recent are: American Council on Education (1982],
Goodwin and Nacht (1983], and National Science Foundation (1985b].




Figure 5-8

Percent change in male and female full-time
S/E graduate enroliments in doctorate-
granting institutions by field: 1980-83
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See appendix table 5-12. Science indicators—1985

Growth in foreign student participation in S/E graduate
education continues to exceed that of U.S. citizens.*” Between
1980 and 1983, total full-time graduate S/E enrollment in
doctorate-granting programs grew by 6 percent. The rate
for the foreign student component was 23 percent, while
that for U.S. citizens was just over 1 percent. (See figure
5-10.)% Foreign student participation thus accounted for
85 percent of the net growth in the number of full-time
S/E graduate students in doctorate-granting institutions
between 1980 and 1983.

The rapid growth of foreign graduate enrollments in
certain ficlds has meant that foreigners are constituting
increasing proportions of the total enrollments in those
fields. Thus, by 1983, foreign students represented 42 per-
cent of all full-time graduate enroliments in engineering,

3 Also see the chapter in this report on international science and tech-
nology for a discussion of the role of the university in international 5/T
relations.

BGee National Science Foundation [1981b], pp. 09-100.
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Figure 5-9
Foreign students in full-time graduate study in
science and engineering by field: 1983
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See appendix table 5-13. Science Indicators—1985

40 percent in mathematics, 38 percent in the computer
sciences, and 29 percentin the physical sciences.®

Foreign student enrollment growth has not been uni-
form when examined by quality of S/E program. (See appen-
dix table 5-14.) Growth has occurred largely in lesser-
rated or non-rated institutions. In 1983, one-third of the
foreign students enrolled in full-time graduate study in
mathematics/computer sciences were enrolled in one of
the top-25 percent R&D institutions in those fields, down
from a proportion of about 44 percent in 1975. Fields vary
with respect to this pattern of growth.

Support for Science and Engineering
Graduate Students

Most S/E students receive some form of financial assis-
tance during the course of their graduate training. In 1983,
over two-thirds of the full-time S/E graduate students in
doctorate-granting institutions had such support. (See appen-
dix table 5-15.) Among the various mechanisms of sup-
port in 1983, teaching assistantships were the most preva-
lent (24 percent of the full-time S/E enrollment used such
support), followed by research assistantships (22 percent},
and fellowships/trainecships (15 percent). In 1983, nearly
one-third of the full-time S/E graduate students used “self-
support’ as the primary mechanism of support. Students

¥ These are the four fields with the greatest share of foreign students.
Data for the remainder of the fields are provided in National Science
Foundation (198.4b], pp. 101 and 140, and in National Science Founda-
tion (10835b).



Figure 5-10

Percent change in the number of full-time
S/E graduate students in doctorate-granting
institutions by citizenship: 1980-83
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who borrow money for graduate study are included in this
category.*°

Concern has been expressed about reductions in Federal
funding for research training in science and engineering.*'
Between 1980 (the most recent peak year] and 1983, the
number of full-time S/E students receiving Federal sup-
port declined by about 10 percent, or about 6,000 individ-
uals. Much of this decline was related to a decline in fund-

©For a review of the range of financial assistance available to graduate
students, see Garet and Butler-Nalin (1982); Anderson and Sanderson
(1982); Irwin (1983); and National Commission on Student Financial
Assistance {1983). Issues related to growing student indebtedness are the
subject of a number of studies including Hartle and Wabnick (1983}; and
Butler-Nalin, Sanderson, and Redman {1983].

“1Gee, for example, National Commission on Higher Education Issues
(1982); Brademas (1984); Rosenzweig (1984); and Senese (1984). Federal
support for research training is provided primarily in the form of fellow-
ships, traineeships, and research assistantships.
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ing through NIH and Federal agencies other than NSF
and DOD.*? (See appendix table 5-16.)

The decline in Federal support for training has occurred
as a result of the substantial reduction in support through
fellowships and traineeships. (See figure 5-11.) Between
1975 and 1983, the number of full-time S/E graduate stu-
dents with Federal fellowship or traineeship support declined
by 34 percent, while those having Federal research assis-
tantships increased by 25 percent.* Reductions in fellow-
ship/traineeship support have occurred in every field of
science and engineering. In several areas, however, the
declines have been compensated by an expansion of research
assistantship support. An exception is evident in the fields
of psychology and the social sciences, where such compensa-
tory support has not been forthcoming.* (See appendix
tables 5-15and 5-16.)

Research training support is by no means limited to
Federally funded fellowships, traineeships, or research assist-
antships.®® The number of students with research training
support from non-Federal sources rose about 33 percent
between 1975 and 1983. (See table 5-4.] By 1983, non-
Federal funding represented the primary source of research
training support for full-time S/E graduate students, account-
ing for 53 percent of the total number of students with
fellowships, traineeships, or research assistantships. More
significant growth was evident for non-Federal research
assistantships (up 48 percent between 1975 and 1983) than
for fellowship/traineeship support (up 14 percent]. (See
figure 5-11.)

The reduction in Federal research training support has
affected both top-rated and lesser-rated S/E departments.
The number of full-time graduate students in the top 25
percent of the doctoral programs in engineering, mathe-
matics, and the physical/environmental sciences whose pri-
mary source of support was the research fellowship or trainee-
ship dropped from 5 percent of total graduate enrollments
in those fields in 1975 to just over 2 percent in 1982.%
However, in the biological sciences it dropped from 33
percent to 21 percent; and in the social sciences, from 14
percent to 6 percent. Although the number of Federal
research assistantships grew between 1975 and 1982 in
those same fields, most of the top programs had propor-
tionately fewer students receiving Federal research train-
ing support of any kind in 1982 than in 1975.

The recent history of S/E degree production reflects
renewed student interest in science and engineering. Between

*2For a discussion of labor market trends which have led to changes in
student research training support by that agency and by NIH, see Insti-
tute of Medicine (1983), and earlier reports in thatseries.

43Gee National Science Foundation (1984b}, pp. 129 and 131.

@[n these fields, there has been a sharp decline in Federal support. In
1975, students whose primary source of support was the Federal Govern-
ment represented 12 percent of full-time social science graduate students
and 22 percent of all full-time graduate students in psychology. In 1982,
the figures were 8 percent and 11 percent, respectively. See National
Science Foundation (1984b), table C-14.

*[nstitutional and State support is largely provided through teaching
assistantships. Increases in teaching assistantships, which have occurred
over the years, do not compensate for losses of fellowships, traineeships,
or research assistantships, since the latter support mechanisms are aimed
at strengthening research skills, while the former serve as an opportunity
to develop pedagogic proficiency.

%See Snyder (1984b].




Figure 5-11

Full-time S/E graduate students with fellowships/traineeships and research assistantships
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See appendix tables 5-15 and 5-16.

1979 and 1982, the total number of S/E degrees awarded
grew at an average annual rate of 1.5 percent, following a
5-year decline from the recent peak year of 1974, (See
appendix table 5-2.) This pattern of renewed growth is
evident at cach degree level, as shown below.

Average annual percent change

S/E degree level 1974-79 1979-82
Bachelor's - 1.5
Master's . 1.5
Doctor's -1.7 1.1

Although the number of 5/E bachelor’s degrees has grown
annually since 1979, trends vary among S/E fields. The
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most significant gains have occurred in the computer sci-
ences and engineering, where the average annual growth
rates between 1979 and 1982 were 32.0 percent and 8.0
percent, respectively. Indeed, computer science bachelor’s
degrees accounted for 8o percent of total S/E baccalaure-
ate degree growth in that time. (See appendix table 5-3.)

FACULTY ROLESIN SCIENCE
AND ENGINEERING

The academic sector is second only to industry in the
employment of scientists and engineers at all degree levels.
In 1983, educational institutions employed about 24 per-
cent of all scientists and 3 percent of all engineers in the



Table 5-4. Relative change in the number of S/E graduate
students’ and source of research training support: 1975 to 1983

Number having research training
support from:

Total S/E

S/E field enroliment' Federal source Non-federal source

Al S/E fields .............. 13.0 -1.4 27.8
Engineering ............. 324 10.9 49.6
Physical sciences ........ 9.8 24.6 30.1
Environmental sciences . .. 19.6 5.8 32.3
Mathematics® ............ -0.3 -11.7 -39
Computer sciences ....... 100.0 64.3 59.3
Agricultural sciences ..... 13.7 2.2 25.6
Biological sciences ....... 1.2 1.5 34.1
Health sciences .......... 29.9 2.5 50.1
Psychology .............. 7.3 —48.4 23.9
Social sciences .......... -0.9 -39.8 5.7

3 Includes statistics.

United States; 51 percent of all scientists and 80 percent of
all engineers worked in business and industry.*” Educa-
tional institutions are a major source of employment for
doctoral S/E’s. In 1983, these institutions employed about
60 percent of all doctoral scientists and about 33 percent of
all doctoral engineers. Thus, of the 370,000 doctoral S/E’s
employed in 1983, 53 percent {196,000) were employed in
educational institutions. (See appendix table 5-26.) Virtu-
ally all of the academically employed doctoral S/E’s (96
percent) were employed in 4-year colleges and universi-
ties. (See appendix tables 5-26 and 5-27.)

Between 1981 and 1983, the number of doctoral S/E’s
employed in 4-year colleges and universities expanded by
5 percent. The greatest growth occurred in the number of
doctoral-level computer scientists, which grew by 32 per-
cent, and in the number of doctoral-level engineers, which
grew by 12 percent. (See appendix table 5-27.) Low growth
was observed in the remaining fields with the exception of
the physical sciences whose numbers declined by nearly 2
percent between 1981 and 1983.

Important changes have occurred in recent years in the
composition of the academic doctoral S/E workforce. In
1983, about one-third of the doctoral S/E’s employed in
4-year colleges and universities were under 40 years of
age, as opposed to 44 percent in 1977. (See appendix table
5-28.) The decline among the under-40-year-olds has
occurred across all fields of science and engineering, although
to varying degrees, as shown below.

47Gee National Science Foundation (1985a), pp. 4 and 9, and the chap-
ters in this report on S/E personnel and on industrial S/T.

104

1 Full-time students in doctorate-granting institutions.
2 Research training support includes fellowships, traineeships, and research assistantships.

SOURGCE: National Science Foundation, Academic Science/Engineering: Graduate Enroll-
ment and Support, Fall 1982 (NSF 84-306), pp.101, 127-132, and unpublished tabulations.
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Percent of academic doctoral S/E’s under 40 years of age

1977 1983
All S/E's 44 33
Physical scientists 45 26
Engineers 38 28
Mathematicians 53 30
Computer scientists 57 48
Life scientists 46 37
Psychologists 47 40
Social scientists 40 30

Changes in salaries of the academic doctoral S/E work
force are related to changes in market conditions for doc-
toral S/E faculty. In 1983, engineers reported the highest
median salaries at both the full-professor and the assistant-
professor levels, $51,500 and $36,200, respectively. Math-
ematicians reported the lowest among broad S/L fields,
with $38,900 for full professors and $25,000 for assistant
professors. Between 1977 and 1983, median salaries for
full and assistant professors in science and engineering
grew by 7 percent in current dollars; however, this change
actually represented a 2-percent decline when converted to
constant dollars.*® The greatest salary growth between 1977
and 1983 occurred among assistant professors in engineer-
ing, whose salary grew by 10 percent in current dollars
and by 2 percent in constant dollars. Declines were evident
in all other fields of science.

Changes in student enrollments, R&D funding, and
university-industry linkages are responsible in part for
new patterns of academic S/E employment. This section

Jsing the Consumer Price Index and indexing 1977 as the base year.




explores some of the changes that have occurred in the
employment of the S/E faculty in recent years in response
to these new teaching and research demands.

Teaching

In recent years, nearly three-quarters of academically
employed doctoral S/E’s reported teaching as their pri-
mary or secondary work activity—73 percent in 1981, and
72 percent in 1983, Disciplinary variations in teaching
ranged from a low of 62 percent of the life scientists to a
high of 88 percent for mathematicians and 84 percent for
social scientists. (See appendix tables 5-27 and 5-29.)

The number of academic doctoral S/E’s primarily or
secondarily employed in teaching increased by 18.4 per-
cent between 1981 and 1983. (See figure 5-12.) The great-
est increase in teaching occurred among computer special-
ists (31 percent), reflecting the substantial enrollment growth
which has taken place in that field.

In 1983, about 4o percent of the teaching academic doc-
toral 5/E’s were ranked as full professors in 1983, about
the same as the 44 percent recorded in 1981. (See appendix
table 5-29.) The lower proportion of full professors who
teach among computer specialists is probably related to
the expansion of academic doctoral S/E's in that field at
the lower end of the “academic ladder.” In most fields, the

Figure 5-12

Percent change in the number of employed
academic' S/E’s whose primary or
secondary activity is teaching: 1981-1983
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See appendix table 5-29. Science Indicators—1985
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number of full professors engaged in teaching grew at a
higher rate than the number in other academic positions,
as shown below.

Percentchange (1981 to 1983)

Other academic

Full Professors positions
All S/E's 37 5
Physical scientists 31 -26
Mathematicians 39 -15
Computer specialists 53 68
Environmental scientists 11 2
Engineers 48 14
Life scientists 35 11
Psychologists 34 5
Social scientists 44 17

In some fields, such as the physical and the mathemati-
cal sciences, the number of teachers in positions other than
full professors actually declined. Such changes contrib-
uted to the growth in the share of doctoral S/E’s who teach
and who hold full professorships in the physical sciences
from 50 percent in 1981 to 60 percent in 1983, and from
40 percent in 1981 in the mathematical sciences to 47 per-
cent in 1983. In other words, the professoriate in these
fields appears to be aging.

Research

Slight growth (2 percent} occurred in the numbers of
academic doctoral S/E’s who conduct research primarily
or secondarily (including management of R&D} between
1981 and 1983. In 1983, 62 percent of the doctoral S/E’s
employed in academia classified themselves in this cate-
gory, ranging from a high of 76 percent in the environmental
sciences to a low of 47 percent in the social sciences. Between
1981 and 1983, the greatest growth in the number of these
academic research S/E’s occurred among computer specialists,
as shown below.

Percentchange {1981 to 1983)

All SE's 2
Physical scientists -5
Mathematical scientists 2
Computer specialists 23
Environmental scientists -3
Engineers 17
Life scientists -2
Psychologists -2
Social scientists 7

The majority (68 percent) of academic doctoral S/E’s
conducting research primarily or secondarily in 1983 per-
formed basic research. Between 1981 and 1983, the num-
ber of these basic R&D scientists and engineers grew by 3
percent, with the greatest growth occurring among engi-
neers performing basic research (up 35 percent between
1981 and 1983)}. As a result of this trend, the proportion of
academic doctoral engineers primarily or secondarily engaged
in R&D grew from 38 percent of the total in 1981 to 43
percent of the total in 1983.

Academic doctoral S/E’s performing R&D in the mathe-
matical sciences, physical sciences, and the life sciences
continue to have the highest proportion engaged in basic
rescarch—between 75 and 79 percent in 1983.

Between 1973 and 1982, the number of articles by U.S.
college and university authors grew by 9 percent, although



decreases occurred in three of the eight fields examined.*?

(See figure 5-13.) The preponderance of publication growth
in the biological and medical areas is likely related to the
high proportion of research scientists evident among the
life scientists employed in academia and to continued fund-
ing growth in those fields during that period. The annual
number of journal-based articles by academic authors in
those fields also revealed the highest growth rates during
this 9-year period, rising 24 percent in biomedicine, 21
percent in clinical medicine, and 11 percent in biology.

Service

A significant element in stronger university/industry
ties is the practice of consulting by academic S/E’s. University
policies commonly permit 1 day per week consulting to
provide professors with a mechanism to supplement their
income, to provide a channel for bringing industry research

Figure 5-13

Percent changes in the number of science
and technology articles' by U.S. college and
university authors by field*: 1973-82
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See appendix table 1-8 for the subfields included in these fields.

See appendix table 5-31. Science indicators—1985

#9The research literature indicators presented here are based on articles,
notes, and reviews from over 2,100 highly cited or influential journals.
The same set of journals has been examined for the 1973-1982 period so
that longitudinal comparisons could be made without the artifact of a
change in level of research coverage. See appendix table 1-7 for a sum-
mary of world trends.

projects to the university, and to maintain a communica-
tions network between the university and industry.® None-
theless, as figure 5-14 reveals, consulting remains a con-
siderably more modest share of total work time among
doctoral 5/E’s.®

In 1983, less than 5 percent of total work time was spent
on average in consulting (including professional services
to individuals) by full-time faculty employed at 4-year
colleges and universities (including medical schools}. The
proportionately higher rate of consulting time observed
for psychologists (10.4 percent on average) is most likely
linked to the professional services offered by academically-
employed clinical and counseling psychologists. Similarly,
clinical services most likely also explain some of the con-
sulting time reported by life scientists.

A recent survey of consulting behavior among full-time
S/E faculty engaged revealed that faculty employed in doc-
toral granting universities were more likely to have engaged in
consulting than full-time S/E faculty employed by other

Figure 5-14

Mean percent time in consulting or
professional services of doctoral S/E’s
employed full-time in 4-year colleges and
universities® by selected field: 1983

(Mean percent time)

0 2 4 6 8 10 12
T T T T T

All academic S/E’s |

Psychologists

Statisticians |

Computer/
information | . ) J
specialists

Engineers ]
el ]
scientists
]
scientists
Physical
scientists :I

'Includes medicai schaols.
SOURCE: National Science Foundatien, unpublished tabulations, 1984.
Science Indicatars— 1985

0This policy was found to exist in 62 percent of the colleges and
universities studied by Peters and Fusfeld {1982], p. 89.

s'Peters and Fusfeld (1982) report that consulting in business schools
generally occurs at a much higher rate than in either engineering schools
or science departments. See also Kruytbosch and Palmer (1979].




kinds of academic institutions.®? Differences were evident
among fields. (See appendix table 5-32.)

Numerous benefits accrue from faculty consulting, includ-
ing the connections established between the campus and
private industry which lead to educational and employ-
ment opportunities for S/E graduates. Familiarity with
departmental activities may also lead companies to donate
materials or equipment for academic R&D activities or to
provide direct support for R&D. As table 5-5 indicates,
faculty consulting in most S/E fields is reported to have
led chiefly to jobs for departmental graduates. Equipment
donation has also apparently been an important byprod-
uct of consulting in engineering and in the biological and
the physical sciences. Together with the enhanced R&D
funding, the benefits which campuses have enjoyed from
faculty consulting are likely to lead to a continued role for
this activity.

ACADEMIC RESEARCH AND DEVELOPMENT

The changing context of U.S. science and technology
influences the conduct of research in colleges and univer-
sitics. An example is the formation of new university-
industry research arrangements in response to industry’s
increasing need for a strong science base.®® This section
describes some of the changes that have occurred in the
organization of R&D on our Nation's campuses.

Patterns of Academic Research and
Development Funding

Virtually all separately-budgeted academic R&D activi-
ties are carried out in a relatively small group of colleges

Darknell and Nasatir, forthcoming.

3D avid (1981] has observed that these funding changes are not new.
What is new is the dramatic expansion of the interaction between univer-
sity and industry, the greater involvement of students, and the greater
degree of cooperation between industry and academic scientists.

and universities. In 1983, 300 institutions, out of more
than 2,000, accounted for 99 percent of total academic
R&D activities, or $7.08 billion out of $7.74 billion.* Fur-
ther, academic R&D is concentrated in doctorate-granting
institutions. In 1983, just 100 of these universities accounted
for 84 percent of total R&D expenditures, a proportion
which has remained essentially unchanged over the years.

National support for academic R&D has reached histori-
cally high levels in current dollars in recent years. (See
figure 5-15.) In 1985, an estimated $9.6 billion was spent
in support of academic R&D. In constant-dollar terms,
national expenditures for academic R&D grew by 7 per-
cent between 1984 and 1985, from about $3.8 billion to
$4.1 billion. This represented a substantial acceleration of
the constant doltar growth rate which had been expanding
at about 2.8 percent per year between 1980 and 1985.

The primary source of R&D support in U.S. academic
institutions is the Federal Government. In 1985, Federal
funding provided 66 percent of total R&D expenditures in
those institutions, down from 68 percent in 1980. The
declining share of Federal funding among total academic
R&D expenditures is related to the relatively greater growth
of academic R&D support by other sources. Between 1980
and 1985, Federal R&D expenditures grew at an annual
rate of 2.6 percent in constant dollars. (See appendix table
5-20.) In that same period, academic R&D expenditures
from industrial sources grew at an average annual rate of
9.4 percent, while those from universities” own funds grew at
a yearly rate of 5.7 percent. As a result of the substantial
growth of its contributions, industrial sources contributed
5 percent of total R&D expenditures reported by academic
institutions in 1985, up from a level of 3 percent 12 years
earlier.

5-

54See National Science Foundation (1984c¢), pp. 14 and 17, and appen-
din table 3-19 of this report.

Table 5-5. Proportion of full-time S/E faculty whose paid, off-campus consulting
resulted in tangible benefits for the campus, by field and type of benefit: 1984

Type of Benefit

Donations of: Jobs for:
S/E fields Equipment  Materials Funding Students  Graduates
(Percent)

All S/IEfields .............. 36 38 50 55 50
Physical sciences ........ 41 34 50 45 47
Environmental sciences . .. 41 47 63 70 63
Mathematics/statistics 14 22 35 44 35
Biological sciences ....... 33 42 46 51 46
Engineering ............. 47 43 59 65 62
Computer sciences ....... 30 33 50 62 51

SOURCE: F Darknelt and D. Nasatir, unpublished tabulations, 1985.
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In recent years, Federal R&D policy has sought to increase
funding for basic research, especially in the university sec-
tor.% In addition, the industrial sector is expected to expand
its support for basic academic research in an effort to
strengthen the science base for industrial development.®®

Figure 5-15
National expenditures for academic R&D by source

Current dollars

(Billions)
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GNP implicit price deflators used to convert current dotlars to constant 1972 dollars.
See appendix table 5-20. Science ndicators—1985

5Gee, for example, Keyworth (1984) and Executive Office of the Presi-
dent [1985) for a statement of Federal policies in this area.

6Growth is also expected in industrial support for basic research in the
university sector. In 1980, 57 percent of industrial support of academic
R&D represented funding for basic research; in 1984, estimates were 61
percent. See National Science Foundation (1984e). For a discussion of the
reasons behind industrial support of academic R&D, see: Botkin, et. al.
(1982); Business-Higher Education Forum (1983); David (1984); and
Langenberg (1984).
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As a result of these renewed funding emphases, academic
expenditures for basic research are expected to grow at an
average annual rate of 4.1 percent (constant dollars) between
1980 and 1985, and by 7 percent between 1984 and 1985
alone. In contrast, academic expenditures for applied R&D
are expected to grow by 3.1 percent between 1980 and
1985, in constant dollars. The absence of growth in Fed-
eral support for applied R&D has contributed substan-
tially to the differences in these anticipated growth rates,
as shown below:*”

Average annual percentchange (1980 to 1984)

Applied research
and development

Basic research

All sources 4.1 3.1
Federal Government 3.6 —
Industry 10.2 7.3
Other sources 4.6 7.7

By 1985, basic research is expected to represent about 68
percent of total academic R&D expenditures, up slightly
from a level of 66 percent in 1980, but still considerably
below the level of 77 percent observed in 1972.

As Federal support for academic basic research has grown,
preference has been given to the support of research in
engineering, mathematics, and the computer sciences. {See
appendix table 5-21.) Related to this is the differential
growth evident in the basic research funding trends of the
various Federal agencies.®® Between 1980 and 1985, DOD
support for basic research in academia grew at an average
annual rate of 10.3 percent in constant dollars, well ahead
of the 5.3 percent rate for Federal support of academic
basic research as a whole. Other differences were evident
across agencies, as shown below:*?

Percentchange (1980to 1985)

All Federal agencies 5.3
USDA 5.4
DOD 10.3
NIH 6.4
NSF 3.5
NASA 3.8
3.8

Other agencies

There has been little impact as yet of these changes in
Federal basic research funding priorities on the relative
mix of agency support. (See figure 5-16.) NIH continues
to be the predominant source of Federal basic research
support in U.S. colleges and universities.

University-Industry Research Relations

Over the years, an American system of university-industry
research connections has developed that is without parallel
in the world. The system is complex, involving individual,
institutional, and corporate responses to perceived needs
and opportunities. Industrial interaction may consist of

57Gee National Science Foundation (1984e).

s8Gee Executive Office of the President (1984), p. K-6. Emphasis has
been placed on Federal support of basic research through agencies sup-
porting primarily physical science and engineering.”” These include NSF
and DOD. More modest growth has been proposed for agencies such as
NIH which primarily support life sciences and other basic research.

°[n constant 1972 dollars. See appendix table 5-22.




Figure 5-16

Relative distribution of Federal obligations for
basic research in universities and colleges
by selected agencies

(Percent)
60
50 b NIH N
/ _,_./'
,\'/'-—
a0 |- -
L’ ~e— NSF
30 - 7\ ,_.,‘\\ —_— -
L~ \\ "
20~ DOD .
P —
- ~ T g |
10 o -,L;SDA N T =T NASA
o S s v Y Y
1967 69 71 73 75 77 79 81 83 85

See appendix table 5-22. Science Indicators—1985

genceral research support to colleges or universities in
the form of monctary gifts, equipment donations, endow-
ment funds, or the construction of research facilities. It
may also take the form of cooperative research support
through rescarch consortia, cooperative research centers,
and university-based institutes serving industrial needs.®

The structural antecedents of many of today’s campus
arrangements for university-industry interaction may be
found in the land-grant system. These institutions were
established specifically to promote the linkage of applied,
problem-focused rescarch with the teaching functions of
higher education.® With the formal creation of the agricul-
tural experiment stations at land-grant colleges and universi-
tics in 1887, a mechanism was put into place for universi-
tics to incorporate R&D activities that were problem-focused,
housed apart from instructional activities, and accountable
to sponsors. Nearly 100 years later, organized research
units number over 6,000, representing nondepartmental
structures variously referred to as institutes, laboratories,
centers, bureaus, and the like.®? The majority of these units

%I 1980, the National Science Board commissioned a number of back-
ground studies on the university-industry interface. Many of the papers
which resulted contributed to a better understanding of the extent and
variety of the interactions through case studies. See, for example, Peters
and Fusfeld (1982) and Thackray {1982). Also see the chapter in this
report on industrial science and technology for a discussion of university-
industry interaction from an industrial perspective.

S'"More specifically, the land-grant institutions were created to encour-
age the “liberal and practical education of the industrial classes in all
pursuits and professions of life.” See Friediman and Friedman (1982).

82See Teich (1980); Bowen (1981); Friedman and Friedman (1984]; and
Haller {1984). The Directory of Research Centers listed over 0,000 such
units in 1983, but this is believed to be an underestimate of the true
population.
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were established after 1960—about two-thirds of the units
in core campus fields, and four-fifths of the medical sci-
ences units. (See appendix table 5-23.)

Centers, institutes, and other separate academic research
facilities furnish means for coordinating programs to attract
industry. For example, they can provide equipment or give
coherence for related research efforts in a general way. A
number of State Governments have worked with public
universities in recent years to set up organized research
programs aimed at attracting industrial funding, thereby
promoting State economic growth.®?

One mechanism is the “'research incubator,” a research
facility that provides low-cost physical space, equipment,
and technical services as well as access to technical and
management expertise to new start-up businesses. Most
are affiliated with universities, although some are privately-
owned. A recent survey of the 50 states revealed that nine
such university-based facilities were in place by 1983, with
another nine being planned.®* (See table 5-6.)

The research park is another mechanism increasingly
adopted to develop closer university-industry research link-
ages. Research parks are designed primarily to attract
private industry by creating settings not unlike university
campuses within which collaborative research can take place.
As table 5-6 suggests, the number of parks is expected to
double from 1983 levels during the next few years, as
States implement plans for establishing these research
entities.®®

The Federal Government has also contributed signifi-
cantly to the promotion of university-industry research
relations. Through R&D tax credits, the modification of
antitrust laws to permit the formation of cooperative research
ventures, and changes in the patent system, the Federal
Government has created a climate in which greater private
sector support of university R&D might take place. Another
mechanism which has received considerable attention in
recent years is the cooperative research center. Federal sup-
port through these institutional structures has thus far
been limited largely to that provided by the National Sci-
ence Foundation.®®

In summary, substantial changes have taken place in the
organization of academic R&D, to make it more respon-
sive to industrial research needs. These changes may be

**State-level task forces, boards, and commissions are frequently used
by Governors to plan, develop, and implement strategies like these to
promote high-technology development in a direction suited to the State’s
existing industrial base. See Task Force on Technological Growth (1983);
and Office of Technology Asscssment (1984).

#See Task Force on Technological Innovation (1983), pp. 73-76. In
togd, Cornell University provided an update of the various university-
industry research arrangements. See Haller {1984,

®There are many other ways in which states have strengthened university-
industry linkages beyond the establishment of organized research units
or parks. Through venture capital activities, for example, States can
provide funds for start-up activities for spin-off firms originating in the
university sector. The reports of the Task Force on Technological Innovation
(1983], the Office of Technology Assessment {1984, and Cornell University
(Haller, 1984) identify some of the mechanisms presently in use at the
state level.

#Sce the chapter in this report on national support for R&D for a
discussion of the Federal role in developing industry-university coopera-
tive research centers. NSF has extended support to include engineering
rescarch centers which house cross-disciplinary research and teaching
activities. See National Academy of Engineering (1984]. For a discussion
of Federal cooperative rescarch efforts, see Konkel (1982); Tornatzky, et
al. (1983); and Johnson, etal. (1984).



Table 5-6. Selected State initiatives for university-industry interaction: 1983

Year of initiative

Type of Before Initiative  Total number
initiative 1980 1980 1981 1982 1983 planned of States
Research incubators .. .. 2 4 — 4 6 5 21
Research parks ......... 4 — - 1 2 9 16

SOURCE: National Governor's Association, Technology and Growth, Appendix, 1983.

expected to continue as both State and Federal Govern-
ments encourage the formation of research arrangements
suitable to university-industry interaction.

Commercialization of Research Results

Another aspect of the change that has come about in the
organization of academic R&D is the expansion of patent-
ing and licensing activities on U.S. campuses. A major
stimulus was the enactment of the U.S. Patent and Trade-
mark Amendments of 1980, which provide contractors
with an incentive to bring the products of Federally-funded
research to commercial use.’” About half the top 100 aca-
demic R&D institutions had modified their patent policies
sometime between 1981 and 1984 in an effort to respond
more effectively to new opportunities for patenting and
licensing.®®

Between 1980 and 1983, the number of U.5. patents
issued to U.S. academic institutions grew by 10 percent,
increasing from a total of about 380 in 1980 to approxi-
mately 430 in 1983.%° The number of patents issued to the
top 50 R&D institutions grew at an average annual rate of
17.1 percent between 1980 and 1983. For the next 50 R&D
institutions, the rate was about 15.5 percent. For all other
academic institutions, the number of patents granted each
year between 1980 and 1983 remained essentially con-
stant. (See figure 5-17.)

s’Public Law 96-517. Section 6 established a uniform policy for assign-
ing title to inventions made by small businesses or nonprofit institutions—
including academic institutions—during Government-sponsored research.

0Only two of the top 100 R&D institutions (as ranked by total R&D
expenditures in 1982) had no patent policy as of spring 1984. The revi-
sions introduced into existing policies frequently simplified in-house arrange-
ments for the review of patent proposals from faculty, or adjusted the
method for distributing royalty income. See Ebert-Flattau (1984). The
total number of academic institutions with patent policies is not known.
However, the Society of University Patent Administrators reported more
than a doubling of membership between 1982 and 1984 as colleges and
universities beyond the top 100 R&D institutions sought to establish
formal patenting and licensing arrangements for the first time. See
Blaylock (1984].

*The source of these data is the Office of Technology and Forecast of
the U.S. Patent and Trademark Office. Because academic institutions
frequently use the services of patent management organizations, data
were augmented by patent reports provided by the Research Corporation
and University Patents, Inc., two of the larger patent management organ-
izations representing academic clients.
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Figure 5-17
Average number of patents issued to U.S. universities
by R&D rank of institution' and year of grant
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'Ranked by total R&D expenditures in FY 1983.

SOURCE: U.S. Patent and Trademark Office, unpublished tabulations, 1985.
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Although many U.S. universities attempt to market inven-
tions arising from research, few have the resources to patent
and license them beyond U.S. borders. Worldwide patent
coverage is expensive and few universities are willing to
opt for more than domestic coverage.”® Cost is not the only
factor, however, in the disinclination of U.5. universities
to patent at home or abroad. Another factor is the tend-
ency of faculty to use scholarly publications as a mecha-
nism to disseminate research findings. The decision to publish

7The Research Corporation estimates that in addition to the $5-10,000
required to prepare and file for U.S. patents, it cost another $15-20,000
to file for protection in Canada, Japan, and the Common Market coun-
tries in 1984. See Bacon (1984).




forecloses the possibility of protecting an invention in most of
the world. Nonetheless, evidence for increased patenting
activity on U.S. campuses suggests that the commercialization
of research results is a growing option among academic
rescarchers and their institutions. In exercising this option, it
will become important for universities to ensure that their
patents are vigorously developed, including the pursuit of
foreign patent protection wherever possible.”

University Administered Federally Funded Research
and Development Centers (FFRDC’S)

A small but important number of universities, such as
Princeton, Stanford, the University of Chicago, and sev-
eral consortia, serve as managers of FFRDC’s.7? Because
FFRDC's often share faculty with S/E departments and
make advanced research facilities available to investigators
on a local as well as a national basis, it is instructive to
consider how trends in the growth of R&D expenditures
at these FFRDC's compare to national support for R&D at
U.S. colleges and universities.

In 1983, R&D expenditures at the 19 university-
administered FFRDC's totaled over $2.7 billion (see appendix
table 5-24), slightly more than the amount of Federal sup-
port reported by the top 20 doctorate-granting institutions
that year.” As figure 5-18 indicates, R&D expenditures at
these FFRDC's primarily support work in the physical
sciences {33 percent of the funds), while R&D support in
doctorate-granting institutions emphasizes work in the life
sciences (35 percentof the funds).

Between 1980 and 1983, R&D expenditures at the
FFRDC's grew at an average annual rate of 5.0 percent
compared to a rate of 9.5 percent for R&D expenditures at
doctorate-granting institutions. (See figure 5-19.) FFRDC's
emphasized R&D funding growth in mathematics and the
computer sciences, which grew at an average annual rate
of lo.3 percent between 1980 and 1983. By 1983, 48
percent of R&D expenditures in mathematics and com-
puter sciences were spent through university-administered
FFRIDC's, up from carlier levels of 38 percent in 1972 and
4o percent in 1980, Other fields in which a sizable share of
academic R&D expenditures were spent through these
FERDC's in 1983 include: the physical sciences (02 per-

TTA statement issued at the conclusion of a conference of university
presidents and industrial exccutives emphasized the desirability of pursuing
patents and licenses not only to promote the public interest, but also to
further rights of rovalty income. Conferees warned, however, that professors
may choose to delay publication of rescarch findings for a bricf period to
permit prior filing of patent applications. However, without a contrac-
tual obligation, universities should not try to prevent faculty from pub-
lishing or disclosing their research findings to preserve the universities’
patent rights. See Bok, etal. {1982].

710 be dassified as a FFRDC. an organization primarily performs
basic rescarch, applied research, development, or management of R&D
on direct request of the Government or under broad charter from the
Government. A FFRDC is also organized as a separate entity within a
parent organization, receives its major financial support (70 percent or
more} fromy the Federal Government, has or is expected to have a long-
term relationship with its sponsoring agency, is established in such a way
that most or all of the facilities are owned or funded by the Government,
or has an average annual budget of at least $300,000. See National Sci-
ence Foundation (1984¢), and appendix table 53-24 of this report for a list
of university-affiliated FFRDC s

i 1082, the top 20 academic institutions {as ranked by total R&D
exvpenditures) reported a total of $1.9 billion in federally financed R&D
support. See National Science Foundation (1084¢], p. 47.

Figure 5-18

Relative distribution of R&D expenditures at
doctorate-granting institutions and university-
administered FFRDC’s® by field: 1983
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See appendix tables 5-19 and 5-25.
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cent), engineering {38 percent), and the environmental sci-
ences (23 percent).

The R&D activities of the FFRDC’s are typically less
basic than the R&D activities carried out in the S/E depart-
ments of doctorate-granting institutions. In 1983, two-
thirds of the R&D expenditures in university-administered
FERDC's were spent for applied R&D:; the comparable
level observed in doctorate-granting institutions was only
one-third. (See appendix tables 5-19 and 5-25.)

In January, 1983, the 19 university-administered FFRDC's
employed 15,000 full-time 5/E’s, or 20 percent of all S/E's
engaged in R&D at doctorate-granting universities and
FFRDC's combined.” In 1983, about one-third more was

"See National Science Foundation (1984d], pp. 20 and 74. In 1983,
approximatety 59,000 full-time equivalent S/E's were employed in R&D
at doctorate-granting institutions.



Figure 5-19

Average annual percent change in R&D
expenditures at doctorate-granting
institutions and university-administered
FFRDC’s® by field: 1980-83
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spent on the R&D work of scientists and engineers employed
by FFRDC's than was spent on the R&D activities of
full-time equivalent 5/E’s doing R&D in doctorate-granting
institutions. (See table 5-7.} Owing to the higher R&D
costs associated with the instrument-intensive work of the
physical sciences, the per capita R&D costs were signifi-
cantly higher for physical scientists than for S/E’s in any
other field.”

In summary, FFRDC’s play a significant role in the work
of academic science and engineering. While representing

sThe high per capita expenditures observed for FFRDC scientists in
the “other’ category was probably related to the costs associated with the
computer modeling activities of social and economic scientists employed
in that category.

26 percent of the combined R&D expenditures of doctorate-
granting institutions and FFRDC's, and 20 percent of
the academic research S/E’s, the university-administered
FFRDC's differ in several important ways from doctorate-
granting institutions. FFRDC's, for example, largely sup-
port work in the physical sciences and engineering. R&D
activities in FFRDC's are more applied in their orientation.
More funds are spent in FFRDC's per R&D scientist or
engineer than in academic S/E programs, which is largely
accounted for by the instrument-intensive work of the
physical scientists employed by FFRDC's.

SUPPORTING INFRASTRUCTURE

Up-to-date facilities and instrumentation are essential to
the conduct of frontier research. Improvements in scien-
tific instrumentation can also lead to increased productiv-
ity in the industrial sector. Thus, a major incentive for
obtaining state-of-the-art university research equipment
is that it contributes both to the research productivity which
advances science and to the innovations which more broadly
benefit American industry.”

In recent years, concern has been expressed in the sci-
ence community about the state of academic research facil-
ities.”” The growing costs of conducting research have led
many research managers to divert funding from facility
maintenance and improvement to the support of research
projects. Some facilities, for example, need renovation to
bring them into compliance with new regulatory standards
in such areas as health and safety, handling of dangerous
materials, and disposal of hazardous waste.” In some cases,
facilities need to be constructed to keep pace with theoreti-
cal advances, especially computer facilities.

Between 1980 and 1983, capital expenditures for facili-
ties and equipment for research, development, and instruc-
tion” in the academic sector grew at an average annual
rate of 10.6 percent, reaching a total of $1.1 billion in
1983. Federal support for facilities and equipment declined 11
percent during that time, while funding from other sour-
ces rose by 46 percent. By 1983, Federal funding repre-
sented 12 percent of total academic capital expenditures
for facilities and equipment, down from 19 percent in 1980.
{See appendix table 5-35.)

75The National Science Board addressed this point in its policy state-
ment of March, 1981. See National Science Board (1981); Branscomb
(1982); and Abelson (1983).

77Facilities include buildings, research platforms (ships, field stations,
etc.) and major instruments (costing over $1 million].

8See, for example, Association of American Universities {1981) for a
limited assessment of the research facility needs of R&D universities.
Systematic information regarding the state of academic research facilities
is generally lacking. However, in 1983 the Federal Government estab-
lished an Ad Hoc Interagency Steering Committee on Academic Research
Facilities. Preliminary work of the Committee led the National Science
Board to issue a statement of concern in 1984 about the adequacy of
existing facilities and to recommend that consideration be given to the
development of a facilities support program in the areas of biotechnol-
ogy, engineering, and advanced scientific computing. See National Sci-
ence Board (1984a and 1984b).

"Capital expenditures for facilities and equipment include funds for
fixed equipment such as built-in equipment and furnishing; movable
scientific equipment such as oscilloscopes and pulse-height analyzers;
and special separate facilities used to house scientific apparatus such as
accelerators, oceanographic vessels, and computers. (See National Sci-
ence Foundation in 1984c¢].




Table 5-7. R&D expenditures per S/E! in doctorate—-granting
institutions and university—administered FFRDC’s?, by field:
1983

S/E field

All S/E fields
Engineering
Physical sciences
Environmental sciences
Mathematics/computer sciences
Life sciences
Other

Doctorate-granting
institutions FFRDC'’s?
(Thousand dollars)
$1235 $169.8
153.8 991
115.2 250.7
187.9 217.9
123.4 155.0
113.0 1211
99.0 229.4

* R&D expenditures were divided by the number of full-time equivalent S/E's employed
in research and development in doctorate-granting institutions and by the number of full-
time S/E's employed in university-administered FFRDC's to derive these ratios.

2 Federally funded research and development centers administered by universities.

SOURCES: National Science Foundation, Academic Science/Engineering: R&D
Funds, Fiscal Year 1982 (NSF 84-308) and, Academic Science-Engineering: Scientists
and Engineers. January 1983 (NSF 84-309).

This section reviews recent trends in the condition of
existing scientific instrumentation and research facilities
in the academic sector.®°

Scientific Instrumentation

The single-investigator research grant is the predomi-
nant mechanism for funding the purchase of scientific
instruments in the university sector.®' In 1983, approxi-
maltely o percent of separately budgeted R&D expendi-
tures at colleges and universities represented research equip-
ment expenditures. (See appendix table 5-33.) This propor-
tion varied from 9 percent of total academic R&D expendi-
tures in the physical sciences to 3 percent in the social
sciences. The proportion of academic R&D expenditures
devoted to the purchase of research equipment has remained
stablein recent years.®?

Of the $435 million spent in 1983 for the purchase of
academic research equipment, $273 million (or 63 percent)
represented Federal funding. Since 1980, academic research
equipment expenditures from Federal sources grew at an
average annual rate of 3 percent, but declined slightly as a
share of total equipment expenditures (06 percent to 03
percent in 1983). Although it is too early to determine
whether these data represent a stable trend, the apparent
rise of non-Federal funding for research equipment seems

8See the chapter in this report on advances in S&T for a discussion of
the contribution of specific <cientific instruments to the advancement of
science in selected areas.

#1In this discussion, scientific instrumentation includes pieces of research
equipment not exceeding $1 million in cost.

¥5ce, for example, National Science Foundation (19820,
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to reflect a growing use of alternate financing arrange-
ments for equipment purchase.®

Per capita rescarch equipment expenditures (dollars per
FTE research scientist or engineer) averaged about $7,200
in 1983, up from a level of $6,900 in 1982. (See table 5-8.)
Equipment expenditures per FTE researcher varied from
$17,400 in the computer sciences to $2,100 in the mathe-
matical sciences.

In keeping with the higher per capita research equip-
ment expenditures for the computer sciences, it is not sur-
prising to learn that 78 percent of the research instruments
in use in the computer sciences in 1982 were purchased
since 1978, (See figure 5-20.) The median age of academic
rescarch instrument systems in the 1982 national inven-
tory® was o years, although this varied by field: 6 years
each in the physical, biological, and medical sciences; 5
years in engineering and agriculture; and 3 years in the

B5ome universities are replacing obsolete equipment through tax-exempt
financing, such as the issuance of revenue bonds or industrial develop-
ment bonds. See Baum (1981); Olson (1984); and Sheppard (1984). The
Association of American Universities is now completing a project (start
in 1983) which is examining alternatives to meeting university equip-
ment needs,

#In response to Public Law 96-44, the National Science Foundation is
in the process of completing the tabulations from a 1982 national survey
of research instruments and instrument use in 43 institutions, statisti-
cally sampled from the 157 largest academic R&D performers. The sur-
vey was designed to vield nationally representative estimates on the amount,
condition, and cost of existing scientific research instrument systems in
calendar year 1982, Information available to date has been published in
National Science Foundation (1984g), NSF (1984h), and National Insti-
tutes of Health (1985). For a summary of the several major studies of
academic scientific equipment needs, see General Accounting Office (1984).



Table 5-8. Per capita current fund research
equipment expenditures at colleges and
universities per FTE' scientists and
engineers employed in research and
development, by field

S/E field 1982 1983
All S/E fields .............. $6,900 $7,200
Engineering ............. 9,800 10,700
Physical sciences ........ 10,700 11,200
Environmental sciences ... 9,500 10,300
Mathematics ............. 1,900 2,100
Computer sciences ....... 15,900 17,400
Life sciences ............ 5,700 5,800
Psychology .............. 3,900 4,500
Social sciences .......... 2,000 2,500

1 Full-time equivalent. Current fund expenditures for re-
search equipment (see appendix table 5-33) were divided by
the number of full-time equivalent S/E's employed in research
in universities and colleges.

SOURCES: National Science Foundation, Academic Sci-
ence/Engineering: R&D Funds, Fiscal Year 1982 (NSF
84-308) and Academic Science/Engineering: Scientists and
Engineers, January 1983 (NSF 84-309), and unpublished
tabulations.
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computer sciences. In materials science, the median age of
instrument systems was eleven years.

In the 1982 NST national survey, department chairper-
sons were asked to evaluate the adequacy of research instru-
mentation to enable investigators to pursue major research
interests. About 8 percent of the respondents rated the
equipment situation as excellent, 46 percent as adequate,
and another 46 percent as insufficient in the S/E fields
surveyed. Although the computer sciences tended to have
newer equipment and a greater proportion of state-of-the-
art instruments, chairpersons in that field rated the ade-
quacy of the systems lower than in the other fields.*

Since the supply of equipment for frontier research is
limited, it is important that the available equipment be
well utilized. Just over 40 percent of all in-use research
equipment in the 1982 NSF inventory was located in shared-
access facilities.® Fields with the largest share of in-use
equipment in shared access facilities were the computer
sciences and the materials sciences, each with 81 percent
of their systems so used. The biological sciences (including
that performed in medical schools) and the physical sci-
ences had the lowest proportion of shared equipment, at a
level of about one-third. (See table 5-9). These shares var-
ied when analyzed by the status of research equipment.

The importance of computer systems in academic research
and teaching is reflected in the large share of in-use equip-

85Gee National Science Foundation [1984g]).
86Shared access facilities include department-managed common labora-
tories and national and regional laboratories. See NSF (1984h.)
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ment in shared-use facilities.®” The use of modern comput-
ers in scientific research spans a period of only three decades,
but it has been a period in which profound and rapid
changes have occurred. In the 1950’s and 1960's, Govern-
ment support was a deciding factor in the growth of uni-
versity access to computers.®® Although most universities
chose to develop computing facilities on an institutional
basis, others developed shared facilities. A characteristic
of all the facilities was that they were developed for multi-
disciplinary use—providing computing services to researchers
without regard to discipline—as well as for educational
use, and often for administrative applications.

Figure 5-20
Age distribution of academic research
instrument systems: 1982-83
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universities and the 92 iargest R&D medical schaols in the nation. Agricul-
tural, biclogical and environmental sciences estimates are as of December
1983. For all other fields, estimates are as of December 1982. Sample is 6985
instrument systems.

SOURCE: National Science Foundation, Academic Research Equipment in the
Physical and Computer Sciences and Engineering (1985), and unpublished
tabulations.
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7Computers and their related technologies have become major tools in
education and in industry. The effects of this technological development
are addressed in numerous publications, including: Office of Technology
Assessment (1981 and 1982); McCredie and Timlake (1933); Willen-
brock (1983); Arons (1984]; and Gerola and Gomory (1984). Also see the
chapter in this report on public attitudes toward 5/T for a discussion of
the public’s views about computers.

8850 National Science Foundation (1983b), pp. 3-5, for an historical
review of the use of computers in the academic environment.




Table 5-9. Percent of in-use academic research instrument
systems located in shared access facilities, by research status,
selected fields’

Research Status

State-of-the- Other systems

Field of research Total art systems in research use
(Percent)

Total ... ... 41 38 42
Agricultural sciences .......... 36 31 38
Biological sciences, total ...... 35 32 36
Graduate schools . ............ 34 29 36
Medical schools .............. 36 35 36
Environmental sciences ....... 48 46 49
Physical sciences ............ 35 27 37
Engineering .................. 50 50 49
Computer science ............ 81 73 83
Materials science ............. 81 73 83
Interdisciplinary, n.e.c. ........ 73 84 68

! All statistics are national estimates encompassing the 157 largest R&D universities and the
92 largest R&D medical schools in the Nation. For agricultural, biological, and environmental
sciences, estimates are as of December, 1983. For all other fields. estimates are as of December,

1982. Sample is 6985 instrument systems.

SOURCE: National Science Foundation, unpublished statistics.

The horizons for the role of computing in science and
engineering broadened extensively with developments which
began in the 1960's to improve access to computers. Remote
access, coupled with timesharing and interactive systems,
permitted users who were physically remote from the com-
puter to make concurrent use of a computer facility. In the
early 1970's, some universities had the supercomputers®
of the period. However, by the middle of the decade there
were no universities with state-of-the-art supercomputers.
Lacking Federal support for research instrumentation, aca-
demic facilities fell behind industrial laboratories in com-
puting resources for research.

By December 1984, five U.S. universities had the latest
supercomputers in place.®® (See table 5-10.) These university-
based supercomputers serve a variety of uses, just as the
carlier campus computer facilities did.®’

It is doubtful that due to their high cost, supercomput-
ers will ever be as commonplace on university campuses as
state-of-the-art computers were in the 1960's and early
1070's. As a result, while providing for significant increase in

Supercomputers are the fastest and most poworl'ul scientific comput-
ing systems available at any given time. For a further description of the
role of supercomputers in large-scale computing, see Lax {1983,

©The universities with supercomputers in 1984 were: Colorado State
University {Cyber 205), University of Minnesota [Cray 1], University of
Georgia [Denelcor HEP), Purdue (Cyber 205), and Florida State Univer-
sity [Cray 1]

1Some Federal agencies have become off-campus users of academic
supercomputers. The National Bureau of Standards, for example, has a
direct line to the supercomputer at Colorado State University, thus extending
the research capability of that U.S. Federal laboratory.
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the acquisition of supercomputers, current Federal policy
emphasizes improved access to modern computer technol-
ogy through computer networking. (See appendix table
5-34.) NSF is currently the lead agency in renewed Federal
efforts to strengthen the academic computing environment.*

92The National Science Foundation program in advanced scientific
computing was launched in April, 1984, The Department of Defense has
established a program aimed at the development of strategic computers to
meet DOD objectives, which will also indirectly enrich the university
computing environment. Other agencies planning specialized computing
programs include NASA and DOE. See NSF {1983b), p. 12.

Table 5-10. Installed “supercomputer” systems in
the United States: 1983 and 1984

Type of

installation 1983 1984 (est.)

Alf installations ...................... 49 56
Government research laboratories . . . 23 26
Universities ............c.covnen. 3 5
Industry ... i 20 22
Computing science bureaus ........ 3 3

SOURCE: National Science Foundation, unpublished tabulations.
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Because access to supercomputers through telecommunica-
tions has become a reality, Federal officials envision a national
computer network which will provide access by the aca-
demic research community to multiple levels of computa-
tional resources and to large data-bases. Such a computer
network is expected to reduce wasteful duplication of effort in
software development.

Research Libraries

An important aspect of the academic research environ-
ment is the research library. While many American col-
leges have built libraries that serve as outstanding resour-
ces for research and learning, many face substantial problems
in maintaining present inventories at a time of increasing
costs and shrinking budgets. A recent analysis of the research
libraries of the top 50 academic R&D institutions revealed
that between 1980 and 1983, expenditures for library materi-
als (other than serials) increased by 90 percent while the
number of volumes added each year remained essentially
constant. (See appendix table 5-36.) Although the top aca-
demic R&D performing institutions have managed to stay
ahead of inflation in terms of budget size, a decline in the
proportion of their collections that represents new acquisi-
tions is evident. (See table 5-11.) Given the continuing
constraints placed on academic fiscal resources, it appears
likely that academic institutions with a high level of R&D
activity will be challenged to sustain their growth in the
coming years, a problem which libraries of lesser-ranked
institutions may have already confronted.

OVERVIEW

The Nation’s colleges and universities continue to play a
major role in U.S. science and technology. This is evident

in the higher rates of investment for R&D performed in
the academic sector, up 7 percent between 1984 and 1985
(even after inflation). Increased Federal expenditures
accounted for the two-thirds of this growth.

Science and engineering continue to attract talented and
motivated students. However, two significant trends are
evident. The first of these is the absence of growth in the
number of U.S. citizens enrolled in full-time graduate study
in S/E in doctorate-granting institutions. Between 1980
and 1983, total full-time enroliments in graduate S/E pro-
grams in those institutions grew by 6 percent; the rate for
U.S. citizens alone was less than 1 percent. Thus, foreign
student participation accounted for 85 percent of the net
growth in full-time S/E graduate enrollment in doctorate-
granting institutions between 1980 and 1983. The 10 per-
cent decline in Federal support for graduate S/E research
training between 1980 and 1983 may be related to the
slowing of U.S. citizen enrollment in graduate S/E study.

Cenerally, changes in Federal research training support
have occurred uniformly across the whole program qual-
ity spectrum. Thus, Federal fellowship/traineeship sup-
port declined about 45 percent between 1975 and 1982 in
the top 25 percent of the rated S/E doctoral progams and
by a comparable amount in the remaining S/E programs.
Similarly, the 25-percent growth in the number of Federal
research assistantships reported between 1975 and 1982
was spread fairly evenly between the two levels of pro-
gram quality. Only in the fields of psychology and the
social sciences did a substantially greater decline occur in
overall graduate research training support in the top 25
percent of the top-rated programs than the decline that
occurred in lesser-rated or non-rated programs.

Most S/E fields continue to draw a substantial propor-
tion of their new Ph.D. recipients from top-rated pro-
grams. In 1983, 51 percent of the engineering graduates
received their doctoral training in the top 25 percent of the

Table 5-11. Volumes added as a percent of total
library collection at the research libraries of the
top 50' academic R&D institutions: 1969 and

1980-1983
R&D
Rankings' 1969 1980 1981 1982 1983
(Percent)

First 10 ......... 52 3.0 27 2.5 2.8
1120 ........ 4.0 3.0 2.9 2.6 2.7
21-30 ........ 6.7 3.6 3.3 341 3.4
3140 ........ 6.6 3.6 3.3 3.1 341
41-50 ........ 57 35 3.1 3.2 34

1 As ranked by total academic R&D expenditures in 1982, Includes
only those institutions who were member of the Association of Research
Libraries in 1984. (45 of the 50 institutions)

SOURCE: Association of Research Libraries, special tabulations,

1984,
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rated programs—a level comparable to the Ph.D. produc-
tion rates observed in the physical and environmental sci-
ences and in mathematics and the computer sciences. Possibly
as a result of the erosion in graduate training support for
psychology and the social sciences, the proportion of Ph.D.
recipients from top-rated programs declined from 40 per-
centof the total number of new Ph.D.’s in psychology and
the social sciences in 1972 to 32 percent in 1982.

As student interest has shifted to the computer sciences
and engineering, academic employment of doctoral scien-
tists in the remaining fields has not grown on the whole,
although in general no decline has occurred. This may
have long term deleterious effects if demand priorities change.
As the demand for research grows in fields other than
engineering and the computer sciences, it will be impor-
tant to assure that faculty are available in these other fields
to perform research.

Inrecent years, U.S. colleges and universities have initi-
ated a number of changes in the organization of science
and engineering designed to foster stronger ties with the
industrial sector. For example, many campuses have adopted
new institutional arrangements to promote university-
industry linkages for R&D purposes. They have accom-
plished this through the creation of research units estab-
lished specifically for the performance of problem-focused
rescarch. In public institutions, this trend has been broad-
ened by State initiatives intended to promote economic
growth through increased access to academic expertise.
Some of the mechanisms that have been introduced to date
are rescarch’incubators and rvesearch parks.

As industrial R&D support has grown and Federal poli-
cies have changed, academic administrators have also decided
to pursue patents with greater vigor than in the past, not
only to promote the public interest but also to further their
rights to royalty income. Although many U.S. universitics
have attempted to market inventions arising from research,
few have had the resources to patent and license them

bevond U.S. borders. It is not clear to what extent universities
will be willing to elect for more than domestic coverage at
this point. However, this option is likely to become increas-
ingly important as administrators pursue the full develop-
ment of patents arising from academic R&D.

Up-to-date instruments and facilities are critical elements in
the performance of R&D. The level of sophistication of
scientific equipment has a decisive effect on the kinds of
research which can be done. Evidence suggests that scien-
tific instrumentation and facilities will be one of the most
critical problems confronting academic institutions in the
coming years. Findings from a recent national inventory
of academic scientific instruments revealed that 8 percent
of S/E department chairpersons viewed their equipment
situation as excellent, 45 percent as adequate, and another
4o percent as inadequate. Although the computer sciences
tended to have newer equipment than many other fields, a
greater proportion of chairpersons in that field rated instru-
ments as inadequate than respondents from the other sci-
ence fields surveyed.

Access to advanced computational facilities appears to
be a major dilemma for academic researchers. While Fed-
cral programs in the 1960’s permitted many institutions to
acquire contemporary state-of-the-art computers, a lag in
Federal program support has resulted in the emergence of
only five academic institutions with state-of-the-art super-
computers at the end of 1984. Because of the high costs of
these computers and of the rapid advances being made in
the computer field, it is doubtful that the most advanced
computers will ever be as commonplace on university cam-
puses as state-of-the-art computers were two decades ago.
As a result, Federal policies presently promote broader
utilization of the most advanced computer equipment
through computer networking. A national computer net-
work is envisioned which will provide all researchers access to
multiple levels of computational resources and to large
data bases through telecommunications.
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Chapter 6
Precollege Science
and Mathematics Education



Precollege Science and Mathematics Education

HIGHLIGHTS

® During a time when science and technology are playing
an increasingly important role in the lives of all citizens,
the average high school student knows comparatively
less about these subjects. In 1982, science achievement
scores of students aged 9, 13, and 17 were lower than
scores in 1970. From 1977 to 1982 the only positive
changes were on achievement scores of 9-year-olds. In
mathematics assessments from 1973 to 1982, the perfor-
mance of 9-year-olds was relatively stable; scores of stu-
dents aged 13 fell slightly from 1973 to 1978, then increased
4 percentage points from 1978 to 1982; scores of 17-
year-olds dropped 4 percentage points from 1973 to 1978
and then leveled off from 1978 to 1982. (See pp. 125-126.)

o Blacks and Hispanics scored well below their white
counterparts in all assessments in each year. But in the
1977-82 science assessments, 9-year-old black students
improved in performance while white students declined.
Also, during 1973-82, black students and students in
the lowest performance quartile improved on exercises
assessing mathematics knowledge. (See p. 126.)

e Some positive signs of performance have occurred dur-
ing the latest mathematics assessments, but most of these
improvements have occurred in the knowledge, skills,
and understanding of items which test a student’s ability
to solve routine computational and measurement prob-
lems usually associated with textbooks and learning by
rote. Relatively few students perform well on problems
requiring analytical skills and application of mathemat-
ics to nonroutine situations. (See pp. 126-127.)

o The Scholastic Aptitude Tests (SAT) show that students
intending to major in science or engineering (S/E} score
significantly higher than other students on both the ver-
bal and mathematics tests, averaging more than 30 scale
points above the national means. However, national SAT
score means for all students declined during 1975-84 for
students intending to major in science or engineering.
By 1984, scores for prospective S/E majors were 13 scale
points below their 1975 level on the SAT verbal test;
corresponding scores dropped 12 scale points on the
SAT math test. Most of the declines occurred from 1975
to 1981: in 1984, both the verbal and quantitative scores
were slightly above thosein 1981. (See p. 127

o The proportion of students with the best quantitative abil-
ity, as indicated by SAT scores of 650 or above (of a
possible 800), has remained relatively stable over the
past decade. As a percentage of all SAT takers, students
scoring 650 or above on the SAT mathematics test
increased from 7.9 percent in 1975 to 8.7 percent in
1984. (See p.129.)
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e In 1982, high school graduates on the average took 2.2

years of science and 2.7 years of mathematics during
their 4 years of high school. Except for basic courses,
such as biology, algebra I, and geometry, enrollment in
science and mathematics courses was generally low. {See
pp.130-131.)

The 10th grade is the last time that most high school
students in the U.S. are exposed to science. Less than
half of the juniors and only one-third of the seniors take
a science course. Furthermore, there has been a substan-
tial drop (54 percent of all students in grades 9-12 took
science courses in 1948-49, compared with 44 percentin
1081-82) in the percentage of students enrolled in precol-
lege science courses from the late 1940’s to the early
1980’s. (See p.131.)

American high school students take substantially less
coursework in science and mathematics than students in
other highly developed countries such as Japan, West
Germany, East Germany, and the Soviet Union. Ameri-
can students receive only one-half to one-third the expo-
sure to science as their counterparts in these countries.
(Seep.133.)

In a recent survey of international mathematics, U.5.
students scored well below the Japanese and slightly
below the Canadian students in British Columbia. By
the end of the 12th grade, U.S. students in calculus
classes, considered to be the best mathematics students,
scored at only the mean performance of all senior high
school mathematics students in other countries. Thus, it
is clear that the overall U.S. high school student body is
less skilled in mathematics. {See pp. 133-134.]

Several recent surveys point to shortages of qualified
teachers in subject areas such as science and mathemat-
ics, although the extent of these shortages varies signifi-
cantly according to survey methodology. Surveys of
headcounts of teacher vacancies show that serious short-
ages exist only in certain fields such as physics and chemis-
try, while surveys of state science supervisors and place-
ment officers indicate that severe shortages of qualified
teachers exist in most fields of science and mathematics.
The differences may result because opinion surveys con-
sider the qualification of teachers to teach in the subjects
to which they are assigned. (See pp. 134-135.]

Graduate Record Examinations (GRE) scores of college
graduates in science and mathematics who are planning
careers in education (exclusive of those who intend to
become administrators) are significantly below the aver-




age of science majors intending to major in the same or
related fields in graduate school. Also, the typical grade-
point average of undergraduate degree recipients in sci-

In 1983, six nation-wide commissions including the
National Science Board’s Commission on Precollege Educa-
tion in Mathematics, Science and Technology published
reports recommending reforms for our educational sys-
tem." In each of the 50 states, one or more commissions on
education have been appointed by public officials.

The conclusions of these bodies are similar: that there
are serious problems in precollege science and mathemat-
ics education which threaten our economic future and
national security and the ability of all citizens to function
in a high-technology society. These reports point out that
many students leave high school without adequate prepa-
ration in science and mathematics. Colleges are required to
spend large amounts of scarce resources on remedial educa-
tion in these subjects. The reports identify shortages of
qualified teachers of science and mathematics, poor teacher
preparation, inadequate teacher compensation, adverse work-
ing conditions, and low academic standards as roots of the
problem.?

Because of renewed interest in precollege science and
mathematics, it is especially important to study the present
conditions to provide benchmarks for measuring changes.
The National Science Board Commission firmly believes
that “achieving its educational objectives requires monitoring
of educational progress, and that such monitoring will itself
increase the speed of change.”® Accordingly, this chapter
examines statistics on precollege science and mathematics
education, including student achievement and aptitude,
the courses students take, international comparisons, and
the supply and demand of teachers and their qualifications.*

STUDENT ACHIEVEMENT

Recent studies assessing educational and training require-
ments for future U.S. production workers suggest that
many prospective employees will not have the basic knowl-

'See National Science Board (1983); National Commission on Excel-
lence in Education (1983); Task Force on Education for Economic Growth
(1983); College Entrance Examination Board (1983); Twentieth Century
Fund Task Force on Federal Elementary and Secondary Education Policy
(1983); and Boyer {1983).

2For information on efforts that are underway to improve the teaching
and learning of science and mathematics by all students in elementary
and sccondary school and a comprehensive review of the data currently
available to assess the condition of science and mathematics education in
the Nation’s schools, see Raizen and Jones (1985}.

3See National Science Board (1983}, p. 12.

*Original plans for this chapter included a section on student attitudes
toward science and engineering, particularly in regard to achievement
among minorities and women. Review of existing literature revealed,
however, that inadequate national data exist to make valid inferences. To
fill this gap, National Science Foundation will place priority on analyses
related to this topic in the coming years.
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ence and mathematics who intend to major in education
is well below that of students intending to major in the
same or related fields. {See pp. 135-137.)

edge of science and mathematics required to perform their
jobs effectively. Shortages of science and mathematics
instructors at all levels impede the development of basic
skills needed for careers in modern manufacturing.® Recent
employer surveys, moreover, indicate widespread dissatis-
faction with the quality of the education that high school
graduates have received.®

Educational achievements of precollege students in the
U.S. are most commonly derived from surveys such as the
National Assessment of Educational Progress (NAEP). NAEP
is designed to measure the knowledge of precollege stu-
dents in a number of areas, including science and mathem-
atics. NAEP conducted four science assessments during
1969-82 (the 1982 survey was a special supplement con-
ducted for NSF by the University of Minnesota), and three
mathematics assessments during 1973-82, based on national
samples of students aged 9, 13, and 17.

In science, achievement trends showed overall declines
during 1969-82 for all age groups. (See figure 6-1.) From
1969 to 1977, achievement scores in science declined 4.7

Figure 6-1
National trends' in achievement scores in
science by age and year
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SOURCE: National Assessment of Educational Progress, Education Commission of
the States, *‘Three National Assessments of Sciences,”” June 1978, and University
of Minnesota, ''Images of Science,”" June 1983.
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*See Office of Technology Assessment (1984).
8See National Academy of Science (1984].



percentage points for 17-year-olds, compared to about 2.4
percentage points for 13-year-olds, and just over 1 percentage
point for 9-year-olds.

From 1977 to 1982, scores on achievement items admin-
istered to 9-year-olds improved 1.0 percentage point, rep-
resenting the first overall positive change at any age level
in the four science assessments. For 13-year-olds, there
was a small improvement on achievement items, while scores
of 17-year-olds declined by two additional percentage points.
This decline was primarily due to significant declines of
scores in earth sciences (-3.1 points), and integrated topics
(-4.4 points). Biology continued to decline at about the
same rate as the two previous assessments (-1.1 points].
Physical science achievement remained more than 6 per-
centage points below 1969 levels.

Whites at all age levels continued to outperform blacks,
with the gap narrowing since 1977. Nine-year-old males
scored only slightly higher than females, but 13-year-old
males outperformed females with differences increasing to
3.4 points. For 17-year-olds, males outscored females by
3.3 points, less than their 1977 lead of 4.2 points.

The mathematics performance of 9-year-olds declined
by 1.3 percent from 1972 to 1978, then increased by 1.0
percent from 1978 to 1982. (See figure 6-2.) Performance of
13-year-olds declined about 2 percentage points between
the first two assessments and then improved almost 4 points
between the second and third. Performance of 17-year-olds
declined about 4 percentage points between the first and
second assessments, then leveled off between the second
and third.

Students’ mathematical skills, knowledge, and under-
standing, and their application showed no significant changes
for ages 9 and 17. However, improvement for 13-year-olds
was shown in all four areas, mostly on the knowledge,
skills, and understanding of exercises.

Figure 6-2
National trends' in achievement scores in
mathematics by age and year
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At age 9, none of the racial groups (white, black, and
Hispanics) showed a significant change in average perfor-
mance in mathematics skills during 1973-82. However,
black students and students in the lowest performance
quartile improved on exercises assessing mathematical know-
ledge. At age 13, all of these groups showed significant
gains in average performance. Students in schools with
large minority enrollments showed gains at twice the national
average. Black and Hispanic students gained close to 6
percentage points, compared to the national average of 4
points. At age 17, significant increases in average perfor-
mance were registered by students attending schools with
largely minority enrollments. That group improved 5 per-
centage points, while the national population of 17-year-olds
made no gain at all.

A study based on SAT and NAEP data attempted to
explain the consistent reductions during recent years in
the size of average mathematics achievement score differ-
ences between white and black students.” Based on SAT
quantitative test scores during 1976 to 1983 and NAEP
mathematics assessments in 1973, 1978, and 1982, the study
examined both school and individual background vari-
ables. The average SAT mathematics scores for white stu-
dents declined by 9-scale points over the 8-year period,
while average scores for black students increased by 15
scale points. In the NAEP assessments, at age 9 and 13,
white children performed in 1982 neither better nor worse
than in 1973, whereas blacks averaged 5 percent more cor-
rect answers in 1982. At age 17, over the same period, the
white-black average difference declined by 2 percent. The
study concluded that the best prediction of performance
by far is the number of years taken of high school algebra
and geometry. The study also concluded that the most
effective way to improve mathematics achievement levels
and to reduce further white-black achievement differences
is to encourage further enrollment in mathematics courses
in high school. Based on other studies, while recognizing
that 17-year-olds’ performance had stopped declining and
13-year-olds’ performance had improved significantly since
1978, mathematics educators who reviewed the results
of the three assessments nevertheless concluded that
“_improvements have been largely in the knowledge, skills,
and understanding exercises assessing things most easily
taught and learned by rote. Concern [should be expressed]
that performance on nonroutine problems and on problem
solving in general continues to be unacceptably low.”

These findings point out that schools are doing a good
job of teaching those mathematical topics that are rela-
tively easy to teach, e.g., basic mathematical operations,
such as those often found in textbooks. Within the context
areas of geometry and measurement, students performed
best and improved most on those items measuring recognition
of shapes and measures. When they were asked to calcu-
late areas and volumes, they were much less sucessful.
Other analyses based on NAEP mathematics assessment
data in 1982 suggest that students may not understand the
underlying concepts of the problems they solve.

An investigation of student performance in the area of
multi-step problem-solving and applications reveals that

’See Jones (1984).
8Gee National Assessment of Educational Progress (1983).




students at all three ages found multi-step word problems
difficult. Likewise, nonroutine problem-solving skills, which
call for some analysis of the problem and application of
mathematical knowledge, were generally weak.

SCHOLASTIC APTITUDE

Students who intend to major in science or engineering
{S/E) in college scored 59 composite points higher in 1984
on the verbal and mathematics portion of the Scholastic
Aptitude Tests (SATs) than all other students taking these
tests. (See figures 6-3 and 6-4.) In 1984, SAT takers intending
to major in S/E disciplines had mean scores of 451 on the
verbal test and 505 on the mathematics test, compared
with 426 and 471 for the general population.®

The mean mathematics scores for students intending to
major in science or engineering were approximately 33
points higher than all SAT takers, although the gap nar-
rowed slightly from 1975 to 1984.

The number of students intending to major in science or
engineering increased steadily from 234,700 in 1975 to

Figure 6-3
Mean SAT mathematics scores of prospective science
and engineering majors and of all majors by gender
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*All statistics summarized in this section are based on the SAT candi-
date population. This population is a subset of all students entering
college cach year, and of an even smaller self-selected subset of all high
school seniors. Other data derived from the Student Descriptive Ques-
tionnaire, which most SAT takers complete voluntarily, are based on
student self-reporting. While studies of the validity of self-reports have
indicated that such data are sufficiently valid for most purposes, caution
should be used in interpreting them.
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Figure 6-4
Mean SAT verbal scores of prospective science and
engineering majors and of all majors by gender

(SAT verbal score)

470

Paa, Female science
450 s Total science _

-

n —— |

450 Male science -:_.____.-....
"mununn
440 I~ All males Grand total
—
T T~ - ——
420 - Al females .....'~..---...--'-l‘"---.----
410 ] | ) | | | ]
1975 76 77 78 79 80 81 82 83 84

NOTE: Data are not available for 1976. SAT scores range from a minimum of 200 to a maxi-
mum of 800.
SOURCE: For all SAT takers: Educational Testing Service, National College-Bound Seniors
(annual series); For science and engineering majors; Educational Testing Service, unpub-
lished data.
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288,800 in 1984, even though the total number of students
taking the SAT declined after 1979, from approximately
820,000 to 780,000. The number of SAT takers repre-
sented about one-third of the entering freshman classes of
college in both the fall of 1975 and the fall of 1984. Within
S/E disciplines, dramatic shifts occurred. There was sub-
stantial growth in the number of SAT takers who intended
to major in computer science (from 13,600 to 85,900), as
well as sizable increases for those planning to major in
engineering and in the social sciences. There were signifi-
cant declines in mathematics and biological sciences, and a
smaller decline in the physical sciences.

SAT scores for students intending to major in science or
engineering declined during 1975 to 1984, approximately
paralleling the declines for the total SAT population. The
mean SAT math scores for students intending to major in
S/E disciplines declined from 517 in 1975 to 503 in 1980-81,
then rose slightly to 505 in 1984. SAT verbal scores were
404 in 1975, 450 in 1980-81, and 451 in 1984.

Mean SAT mathematics scores for women intending to
major in science or engineering tended to be substantially
lower than men’s, with some exceptions. The mean scores
for women in engineering (the highest of the means for
women) tended to be 10 to 20 points higher than those for
men, while those for women were substantially lower than
the men’s for physical sciences {where the means for men
were the highest). Thus, the highest-scoring women tend
to select engineering as a major, whereas the highest-scoring
men select physical sciences.

As with men, the women who intend to enter science or
engineering consistently earn mean scores in SAT mathe-
matics that are higher than the mean scores for all SAT
takers.

Similar results are shown on tests given by the Ameri-
can College Testing Program [ACT). Composite scores of
four types of tests (English, mathematics, social studies,



and natural science) and separate scores for mathematics
and science are shown in appendix table 6-1, based on 10
percent samples of students who have taken the ACT tests
between 1973 and 1984. Males have higher average scores
than females in three of the four tests. In 1984, when all
ACT scores increased, females made somewhat greater gains
than males, but there was still a gap of 1.4 points in the
composite scores (19.3 for males and 17.9 for females), a
difference of 2.5 in mathematics, and 2.5 in natural sciences.

Black test takers indicating an intention to major in sci-
ence or engineering steadily increased from 1975 to 1984;
the number almost doubled but then fell off slightly in
1984. The pattern of numerical growth and decline across
majors tended to resemble that of the total sample. Simi-
larly, black students’ mean SAT verbal scores followed the
trends of those of the total S/E sample, except that the
means averaged 112 points below white students’ means.
However, from 1975 to 1984, differences between the mean
scores for blacks and whites narrowed, from 115 scale
points to 110 scale points. (See figure 6-5.) For SAT mathe-
matics scores, whites averaged 134 points above black stud-
ents’ means, but they too declined from a high of 143 in
1977 to 127 in1984. (See figure 6-6.)

More black males intended to enter engineering than
any other discipline, but by 1984 the number citing com-
puter science increased nearly to the number citing engi-
neering. Black women tended to choose computer sciences
or the social sciences. The mean SAT verbal scores of
black females were consistently slightly lower than those
of black males, whereas the SAT mathematics scores of
the black women tended to be about 30 points lower than
those of the black men.

Hispanic students taking SAT tests and indicating an
intention to major in science or engineering increased from
4,000 in 1975 to 10,000 in 1984. The number interested in

Figure 6-5
Mean SAT verbal scores of all prospective science
and engineering majors by ethnicity
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Figure 6-6
Mean SAT mathematics scores of all prospective
science and engineering majors by ethnicity
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engineering (the most popular field) tripled, and the num-
ber citing computer sciences increased five-fold. The SAT
verbal means of Hispanic students tended to run about 80
points less than the means for white students, with no
evidence of change in the size of the differences over time.
The SAT mathematics scores of whites and Hispanics
showed a similar difference.

In 1984, approximately 17 percent of all SAT takers
intending to major in science or engineering reported that
they expected to need help in college to improve their
mathematics ability. A higher percentage of the students
selecting earth, environmental, and marine sciences antici-
pated that help would be needed; the lowest percentage
was in prospective physical science majors. A relatively
high percentage of black students (32 percent) anticipated
such a need, as opposed to about 16 percent of white
students. The percent of female students anticipating a
need for help was only slightly greater than for males.

A panel was formed in 1982 to seek possible explana-
tions for the generally declining test performance of stu-
dents.™ It found that precollege school data from standard-
ized test and national assessments point to better performance
among the youngest students, but a continual decline in
the upper grades. However, the patterns of change have
become different over the past two decades. Through the
1960’s, the greatest decline occurred in computational skills;
during the 1970’s and 1980’s, in comprehension and ana-
lytical skills.

The panel attributed about half of the general decline in
scores from 1960-1972 to changes in the composition of
students taking the tests. As educational opportunity

19Gee Austin and Garber (1982).




expanded in the U.S., increasing numbers of lower ability
students began taking the tests. Other factors believed to
have contributed to the decline in scores were diminishing
standards in education, increased tolerance of absentee-
ism, grade inflation, automatic promotion, reduction of
homework, and lower reading levels of textbooks. The
panel also supported the proposition that most television
programs detract from homework and compete with school.
Lastly, most of the panel members thought that student
motivation played a role in score declines; e.g., students
now concentrate less on the tests since the opportunities
for getting into college without them have widened.

Another recent study of changes in academic achieve-
ment of high school seniors between 1972-80 found that
the major factor contributing to test score decline was a
decreased emphasis on academic attainment in the educa-
tional process.” Relatively more seniors were enrolled in
the general or vocational curricula in 1980 than in 1972,
while fewer students were enrolled in the academic curric-
ulum. Students in the academic curriculum decreased from 46
percent of all seniors in 1972 to 38 percent in 1980. Seniors in
the general curriculum increased from 32 percent of the
total in 1972 to 37 percent in 1980. The shift into the
general curriculum was greater for males than females and
occurred primarily among white students.

A related study showed that a significant number of
students who were sophomores in 1980 and seniors in 1982
moved out of the general curriculum into the vocational
curriculum during their last 2 years of high school.” In
their sophomore year, 43 percent of the ctudents who stayed
in school were enrolled in the general curriculum and 19
percent in the vocational curriculum. By the senior year,
33 percent of the students reported being in the general
curriculum and 27 percent in the vocational curriculum.

TOP TEST SCORES

The quality of students with the best academic ability,
as indicated by top test scores on the SAT verbal and
mathematics tests, remained relatively stable from 1975 to
1984, However, based on the number of students taking
advanced placement exams, there has been a relative shift
of interest away from mathematics as a subject by the best
students.

Students scoring 050 or above [of a possible top score of
800) on the SAT mathematics test increased from 7.9 per-
cent of the total in 1975 to 8.7 percent in 1984. (See figure
0-7.} There has been a steady increase in the percentage of
all SAT takers scoring 650 or above on the mathematics
test since 1980; further, females scoring 650 or above on
the mathematics test increased slightly from 3.7 percent of
the total in 1981 to 5.0 percent in 1984. (See appendix
table 6-2.) Students scoring 700 or above on the mathematics
test declined slightly from 3.4 percent of the total in 1975
to 3.0 percent in 1984.

As indicated by the relative volume of test takers on
Advanced Placement examinations, interest by some of
the best students in biology, chemistry, and physics has

""See Educational Testing Service, December 1984,
2See Educational Testing Service, March 1085,
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Figure 6-7
Percentage of prospective majors in science and
engineering who scored 650, 700 or above on the SAT
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SOURCE: Educational Testing Service. unpublished data.
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remained much the same over the past decade, while inter-
est in mathematics has declined more than any other sub-
ject. [See appendix table 6-3.) Advanced Placement (AP)
courses and examinations are given at over 20 percent of
American secondary schools to 15 to 20 percent of their
college-bound students. Participants do college-level work
and are generally high-achievers and highly motivated.
Students” interest in taking AP courses is enhanced because
many colleges and universities give advanced standing to
those who score well.

Although the absolute number of students taking AP
mathematics examinations more than doubled, the percentage
of all AP students who took mathematics examinations
declined from 20.3 percent in 1974 to 17.8 percent in 1983.
Mathematics (calculus) dropped from the subject of sec-
ond greatest interest in 1974 (English being first) to third
in 1977 and thereafter. Biology, chemistry, and physics
were in 4th, oth, and 9th places in 1974 and in 1983.

UNDERGRADUATE STUDENT QUALITY

Another important indicator of the effectiveness of high
schools is the quality of graduates who go on to college
and major in science or engineering. In 1982 in a nation-
ally representative survey of senior academic officials at
254 institutions with S/E programs, most {61 percent)
believed that student quality had not changed significantly
over the previous 5 years.

About one-fourth thought that the quality of their S/E stu-
dents had improved and roughly one-sixth felt that they



had declined significantly. (See figure 6-8.) When asked
about shifts of their most able students away from S/E
fields, the majority (53 percent} believed that no such shifts
had occurred over the past 5 years. In fact, about two-
fifths of the officials said that their most able majors were
shifting into S/E fields—computer science (32 percent],
engineering (18 percent), and the physical sciences (6 per-
cent). Changes in student perceptions about employment
opportunities after receiving their degrees was considered
the dominant reason for their shifting into S/E fields."

COURSES AND ENROLLMENT

Because the U.S. school system consists of 16,000 inde-
pendent districts, each with mathematics and science pro-
grams of its own design or selection, it is difficult to gener-
alize about student coursework. For example, an examination
of course catalogs {as part of a national survey of high
school students) found 47 different mathematics courses,
32 life science courses, 35 physical science courses, and 4
unified science courses. Another study identified 135 differ-
ent science courses, but found that most of the enrollment
was confined to 8 or 9 of the traditional ones.™

Although course titles are diverse and content may be
even more varied, numerous studies have shown that stu-
dent achievement correlates strongly with the instructional
time that students spend on a subject."® The relationship
between mathematics achievement and coursework is espe-
cially close. In a special study based on analyses conducted
by the Wisconsin Center for Educational Research in 1984, a
direct relationship was found between the average achieve-
ment scores and the average number of years that students
took Algebra 1, Algebra 2, or Geometry."” These analyses
were based on national probability samples of seniors in
1980 and 1982 in the High School and Beyond survey. For

12Gee American Council on Education (1984).

14Gee National Center for Education Statistics {1984a).
15560 Welch, Harris and Anderson (1985).

1%Gee Borg {1981).

"See Jones {1984).

Figure 6-8
Perceptions of change in quality of S/E
undergraduates: 1977-82
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ing: Opinions of Senior Academic Officials, Higher Educational Panel report
no. 58 {Washington, OC: American Council on Education, February, 1984).
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both groups of seniors, the mean scores on mathematics
tests for those students reporting no mathematics were
about 22 points below those reporting five courses in
mathematics. (See table 6-1.)

Data from a national longitudinal survey'® conducted in
1982 reveal that high school graduates on the average took
only 2.2 years of science and 2.7 years of mathematics
during their 4 years of high school. Students in academic
programs took more years of both science and mathemat-
ics than students in general or vocational programs. (See
figure 6-9.]

18Gee National Center for Education Statistics (1984a).

Table 6-1. Average mathematics scores for 1980 and 1982 high school
seniors by mathematic courses taken

Mathematic courses taken

Mean standard score

1980 seniors 1982 seniors

None
Algebra 1
Algebra 1, 2
Algebra 1, geometry
Algebra 1, 2, geometry

Algebra 1, 2, geometry, trigonometry, & calculus

41 39
44 44
46 46
50 49
54 52
..... 63 62

SOURCE: Jones, L. V, “White-Black Achievement Differences’, American Psychologist, vol. 33, no. 11

{November 1984).
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Figure 6-9

Percentage of 1982 high school graduates
who took at least 3 years of mathematics
and science, by type of program

Science
(Percent)
0 10 20 30 40 50 60 70 80
T T T T T T T
All students |
Academic
General [
Vocational |
| i | !
Mathematics
(Percent)
0 10 20 30 40 50 60 70 80
T T T T T T I
All students ]
Academic
General |
Vocational I
| 1 ] ! i |

SOUCRE: Nationat Center for Educational Statistics, Science and Mathematics in
American High Schools: Resuits trom the High Schools and Beyond Study, (NCES
84-2116).

Science indicators— 1985

Except for basic courses (especially biology, in which 70
percent of the students were enrolled), enrollment in sci-
ence courses was generally low. Other basic courses such
as Chemistry 1 and Physics 1 each enrolled less than one-
fourth of the students {24 and 11 percent, respectively).
Only small percentages of students took advanced courses
such as advanced chemistry (4 percent), advanced physics
{1 percent], advanced biology (8 percent), and zoology (6
percent].

The same patterns were seen in mathematics courses.
Algebra 1 had been completed by two-thirds of the stu-
dents and geometry by 48 percent. But fewer than one-
third had been enrolled in Algebra 2, compared with 8
percent in advanced algebra, 7 percent in trigonometry, 6
percent in calculus, 13 percent in other advanced mathe-
matics courses, and only 1 percent in statistics.

During 1981-82, a special supplement to the National
Assessment of Educational Progress in science was conduc-
ted, which included questions about science enrollments in
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junior and senior public and private high schools (grades
7-12)."°

Overall, 90 percent of the students in grades 7-8 took a
science course; however, in the ninth grade, only three-
fourths of the students did. (See table 6-2 and appendix
table o-4.)

The most significant characteristic of high school sci-
ence enrollment was the sharp decline in the upper grades.
The 10th grade was the last exposure that most pupils
have to science. In the 10th grade, 82 percent of all stu-
dents were enrolled in science courses, but less than half
the juniors and only a third of the 12th graders took any
science courses. Slightly more than half (56 percent] of the
students in grades 10 through 12 took any science classes.

Trend data on enrollment of students in all high school
science courses are not available. However, a special analysis®
was made of the number of students enrolled in eight
common courses for selected years over a 32-year period.
These eight courses include about three-fourths of the total
science enrollment in grades 9 through 12. Though the
data showed a slight upturn in the number of students
enrolled in science in the last 5 years for which data were
available (1976-77 to 1981-82), there was a significant decline
from 00 percent in 1960-61 to 44 percent in 1976-77. (See
figure 6-10.) This is still well below the figure of 54 per-
cent of approximately three decades ago. The peak year
1960-61 probably reflects the great interest in science dur-
ing the immediate post-Sputnik period.

Although many factors determine what courses students
elect to take, one possible explanation of why students do
not take more science and mathematics is that many tend
to enroll in courses where good grades can be achieved
with little, if any, homework. A recent study,?' for exam-
ple, showed that substantially higher grades are given in
visual and performing arts {V&PA)? and in personal and
social development (P&SD)? courses than in courses in
any other instruction program category, making these sub-
jects relatively attractive to many students. The percentage
of A’s in these two areas was about 2.5 times the percent-
age of A’s in mathematics courses and more than twice
those given in physical science courses; the percentage of
D’s and F's was only about one-third to one-half as great.
V&PA and P&SD courses, which are nearly always elec-
tives, accounted for about 20 percent of all high school
credits earned, compared with about 12 percent for mathe-
matics and 4 percent for physical sciences.

Another important factor is geography, since there is
considerable variation in science enrollment among vari-
ous regions of the United States. In 1981-82, the North-
east was well above the other regions in the proportion of

19Gee Hueftle, Rakow, and Welch (1083].

25¢e Welch, Harris and Anderson (1985). The eight courses are gen-
cral science, biology, botany, zoology, physiology, earth science, chemis-
try, and physics. The study was based on surveys conducted by the
National Center for Education Statistics of the numbers of students in
grades 9-12 enrolled in the eight common courses for selected years and
data reported by Welch of the percentage of grade 9-12 students in these
eight courses for 1948-49, 1960-01, and 1972-73.

215¢e National Center for Education Statistics {1984b).

2[ncludes courses in crafts, dance, design, dramatic arts, film arts, fine
arts, graphic arts technology, and music.

Bncludes the following subcategories: basic skills, citizenship/civic
activities, health-related activities, interpersonal skills, leisure and recrea-
tional activities, and personal awareness.



Table 6-2. Science enrollments in junior and senior high schools by type of
course: 1981-82

Type of courses Junior high ~ Senior high  Junior high  Senior high
Enroliments Percent

Total courses .............. 10,151 9,623 100 100

Total science .............. 8,691 5,365 86 56
General science ......... 2,698 225 27 2
Life science ............. 1,939 0 19 0
Biology ................. 533 2,261 5 23
Physical science' ........ 1,493 220 15 2
Chemistry ............... 0 1,132 0 12
Physics .............. ... 0 504 0 5
Earth sciences ........... 1,459 118 14 1
Other sciences .......... 569 905 6 9

1 Data are not available for physics and chemistry courses in junior high school.

See appendix table 6-4.

Figure 6-10
Enrollment in one or more of eight science courses as
a percent of all enrollment, grades 9-12
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SOURCE: University of Minnesota, unpublished data.
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students enrolled in science courses in both junior and
senior high school. In the Northeast, 97 percent of junior
high students took science courses compared with two-
thirds in senior high school. The West lagged behind other
regions in the junior high school years with only 72 per-
cent science enrollment. In high schools in Southeastern
states, only 47 percent of all students were enrolled in
science courses. Science course enrollment of 12th graders
was especially low in the Southeastern and Western states.
(See appendix table 6-5.)

132

Science Indicators—1985

INTERNATIONAL COMPARISONS

Data on international comparisons of science education
systems must be interpreted with caution because the struc-
ture and goals of these systems vary widely among nat-
ions. The social and political milieu, natural resources, and
economic conditions have substantial impacts on educa-
tional systems. Also, relative emphasis on science and
technology education in foreign countries, particularly com-
munist countries, does not mean that the knowledge acquired
by comparatively large segments of the population will be
translated into the betterment of citizens. Nevertheless, at
a stage when U.S. education policies are being reexamined,
it is important to place our system within a global context.

A recent study of Japan, China, East Germany, West
Germany, and the Soviet Union found that instruction in
mathematics and the sciences in these five countries is
more closely linked to the requirements of modern indus-
trial society than is the case in the United States.?* Particu-
larly in the communist countries, more emphasis has been
placed on training students to be productive members of
the labor force and to develop skills that are relevant to
technology; thus, knowledge of science and technology
and its application in industry is considered essential for
understanding and living in the modern world.

In the United States, the current practice is for public
school students to take one science subject for one aca-
demic year and then move to another discipline the follow-
ing year. In contrast, the preferred approach in these other
five countries is the parallel teaching of an array of disci-
plines over a period of years.

Although country-by-country comparisons are difficult
to make, it appears that American students spend only

2Gee American Association for the Advancement of the Sciences. (1985)
and Hurd (1982]).




one-half to one-third as much time learning science as
their counterparts in the USSR and the other four coun-
tries. This statistic takes into account the days of instruc-
tion per year (about 180 in the United States versus 210 to
220 in the other five countries), attendance patterns, length of
school day and week, fraction of total school time allotted
to science, and amount of homework assigned.

Science and mathematics teachers in these other coun-
tries receive more special training than their American
counterparts. They are trained in specially designed pro-
grams in a university, pedagogical institute, normal school, or
tecachers’ college. Each of the five countries has provisions
for a continuing program of in-service education.

Comparisons with programs in other countries® show
that in many European countries, biology, physics and
mathematics are taught concurrently for the last 2 or 3
years of secondary school, while in the U.S., one-half of
all high school graduates have taken no math or science
beyond 10th grade. In the Soviet Union and Eastern Euro-
pean nations, an attempt is made to expose all students to
mathematics and science every year for 10 years, including
5 years of physics, 5.5 years of biology, 4 years of chemis-
try, 1 year of astronomy, 2 years of calculus, 7 years of
algebra, and 10 years of geometry. In the United States,
fewer than one-third of all school districts require more
than one year of science or mathematics in grades 9 through
12. In the People’s Republic of China, which has the larg-
est school system in the world, all students take elemen-
tary science, chemistry, physics, and biology.

Another comparative analysis of the U.S. and Soviet
Union’s precollege systems found that perhaps the great-
est contrasts are the Soviet's emphasis on science and mathe-
matics and the grades in which those courses are introduced.?

In the Soviet Union, mathematics is introduced in 1st
grade, biology in Sth grade, physics in oth grade, and
chemistry in 7th grade. At the terminal point in the “incom-
plete secondary training’ (grades five through eight), all
students have had 8 years of exposure to mathematics, 3
years to physics, and 2 to chemistry.

In 1981-82, students and teachers in a national sample
of over 500 classrooms in the U.S. joined their counter-
parts around the world in the second international study
of school mathematics in two dozen countries.®” The first
study was conducted in 1964.

The 1981-82 study was targeted at 13-year-olds (eighth
grade in the U.S.) and at college preparatory mathematics
students who had taken at least 2 years of algebra and 1
year of geometry by the end of the final year of secondary
school (twelfth grade in the United States]. Two class types
were surveyed and analyzed separately for the twelfth grade:
precalculus and calculus. To date, individual country data
are available for 1982 for the United States, Japan, and
Canada (British Columbia}; data are also available for 1964
and 1982 for the United States and Japan. In addition,
composite international comparisons are available for 20
countries at the eighth-grade level and for 15 countries at
the twelfth-grade level.

2For example, see Gardner and Yager (1983).

#%5¢e Ailes and Rushing (1982).

2See International Association for the Evaluation of Educational Achieve-
ment (1985).
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In the United States, the average number of hours per
year provided for eighth grade mathematics instruction is
145. This is comparable to the amount of time devoted to
mathematics instruction at this grade level in the vast majority
of countries in the study. By the end of the 8th grade, U.S.
students are at the international average of achievement in
arithmetic and algebra, but well below the Japanese in all
mathematics subjects. {See figure 6-11 and appendix table
6-0.) The U.S. students are slightly below the students in
British Columbia in mathematics achievement as well.
Between 1964 and 1982, the patterns of change in mathe-
matics achievement scores for eighth graders were similar
for both the U.S. and Japan. Both countries experienced a
modest overall decline in mathematics achievement, including
a decline in scores on arithmetic test items.

By the end of the 12th grade, the achievement of the
Advanced Placement calculus classes, which enroll the Nat-
ion’s best mathematics students, is at or near the average
achievement of the groups of senior secondary school college-
preparatory mathematics students in other countries. (See
figure 6-12.) That is, the achievement of our best mathe-
matics students (i.e., those taking college preparatory courses
at grade 12) is only equivalent to the mean performance of
all senior high school mathematics students in other coun-
tries. The average Japanese student in the 12th grade achieved
scores that were substantially above our best students in
all mathematics subjects tested. The U.S. pre-calculus stu-
dents {approximately the remaining four-fifths of the 12th
grade college-preparatory mathematics students) achieve
at a level which is substantially below the international
mean scores for all countries in the study, and in some
cases are ranked with the lower one-fourth internation-
ally. (See appendix table 6-7). For 12th graders, the pat-
terns of change during 1964-82 are much more favorable

Figure 6-11
Algebra test scores at end of eighth grade,
for selected countries: 1982
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Figure 6-12
Mathematics test scores at the end of secondary
school, for selected countries: 1982
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for the Japanese than for U.S. students. In total, achieve-
ment scores for students studying college preparatory mathe-
matics increased about 11 percent for the Japanese, com-
pared with 6 percent for the U.S. students.

A recent study of three cities in Japan, Taiwan, and the
United States found that Americans lag even in the early
grades.?® In standard mathematics tests administered in
the study, the Taiwanese students registered the best scores in
the first grade and Japanese in the fifth grade, with Ameri-
can children third at both grades. American first graders

BGee Stevenson (1983).
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accounted for only 15 percent of the top scorers in the
mathematics tests. Among fifth graders, only one Ameri-
can student achieved a superior score, while the bottom
group included 67 American students. All of the 20 American
fifth-grade classrooms had lower average scores than the
worst-performing Japanese classroom.

One explanation offered for the low mathematics achieve-
ment of these American elementary school children is that
they spend less time in school, and of the time they do
spend in school, a smaller proportion is devoted to mathe-
matics than in the other two countries. For example, teach-
ers in the United States spend a much lower proportion of
time on mathematics instruction than on language arts,
which includes reading, spelling, and writing.

TEACHERS OF SCIENCE AND MATHEMATICS

Many recent studies have pointed to a shortage of quali-
fied teachers of science and mathematics in the public schools.
Reports of national commissions argue that a shortage of
qualified teachers has adversely affected the quality of
education. Whether survey findings show that the short-
age is critical or moderate, however, depends on the meth-
ods used. For example, head counts of the number of unfilled
teaching positions indicate that the shortages are moderate
and exist only in certain areas such as physics, chemistry,
and mathematics. Conversely, opinion surveys of univer-
sity placement officers or state science supervisors show
that the shortages are severe. Differences may result because
in opinion surveys, respondents can estimate the extent to
which unqualified teachers are being utilized.

Both types of surveys suffer from defects. Head counts
suffer because some school districts simply eliminate courses
that were previously taught because teacher vacancies cannot
be filled or vacancies are filled with unqualified teachers.
The important question of quality is either not addressed
or is estimated by using proxies for quality such as teacher
certification.

The results of opinion surveys are difficult to interpret
because opinions cannot be translated into actual numbers
of teachers represented in the shortages. In addition, indi-
vidual perceptions are lacking in uniform definition and
interpretation, i.e., we do not know whether a shortage is
defined by the respondent as being classrooms without
teachers, or by empty classrooms plus those with teachers
who are not fully qualified in the subject area they teach.

In 1984, the National Center for Education Statistics
surveyed school administrators for information on bud-
geted positions, present teachers (both those newly hired
and those continuing), and their certification status.? Pre-
liminary results do not indicate serious shortages of sci-
ence and mathematics teachers. {See appendix table 6-8.)
Except for physics, where shortages were 4.5 teachers per
thousand, and to a lesser extent chemistry, with 1.9 teach-
ers per thousand, shortages in the sciences and mathemat-
ics were about the same as the overall average of 1.5 per
thousand for all secondary teachers. (See table 6-3].

Relatively large numbers of teachers were not certified
to teach in the fields to which they were assigned. The

29Gee National Center for Education Statistics (1984c).




Table 6-3. Shortages and field certification status of
precollege teachers, by level and fieid: 1984

Shortage Non-certified
per 1000 as percent of

Fields teachers all in field
All levels
Allfields ..................... 1.6 3.5
All science fields .............. 1.7 4.1
Biology .......... ... ... .. 1.7 3.8
Chemistry .................. 1.9 4.1
Physics .................... 45 5.6
Other sciences ............. 1.4 4.0
Mathematics ................ 1.8 41
Secondary
Allfields .................... 1.5 3.3
All science fields .............. 1.4 4.1
Biology ............ ... 1.7 3.8
Chemistry .................. 19 4.1
Physics .................... 45 56
Other sciences ............. 0.8 4.0
Mathematics ................ 1.4 4.1
Elementary
Alifields ..................... 1.6 3.6
General science ............ 3.9 4.0
Mathematics ................ 4.1 4.2

See appendix table 6-8.
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proportion of non-certified teachers in science and mathe-
matics was higher than in other teaching fields.®

Only 3.3 percent of all secondary teachers lacked field
certification for their teaching, compared with 4.1 percent
of all science and mathematics teachers. In physics, nearly
6 percent of teachers were not field certified.

In a national survey in the fall of 1980, and again in
1981 and 1982, most of the 50 state science supervisors
reported worsening shortages in mathematics and physical
sciences in their states in each succeeding year.?" (See table
6-4.)

By the 1982-83 school year, only three states reported
an adequate supply of mathematics teachers, four of phys-

3 Although there is no unanimity among the states regarding the require-
ments for certification, “general certification” usually indicates that the
individual has successfully completed such pedogogical courses as are
required by the individual states, and has served an apprenticeship of
varying length as a student teacher. “Field certification,” on the other
hand, also requires the completion of certain courses or credit hours in
the subject ficld. The number of college credits required for certification
in the relevant discipline is specified by states and varies substantially
among, the states. Furthermore, the sequence and content of required
courses often depends on policies of individual institutions of higher
education. There is also disagreement about the proper mix of disciplin-
ary and pedagogical courses as determinants of effective teaching. For a
detailed analysis of the issues surrounding data on the supply, demand,
and quality of precollege science and mathematics teachers, see Commit-
tee on National Statistics (1985).

315¢0 Howe and Gerlovich {1982) and Howe and Gerlovich (1983).
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ics teachers, and five of chemistry teachers. By contrast,
141 had enough biology teachers and 33 had enough gen-
eral science teachers.

Another survey conducted in 1983 found that only five
states had no shortages, while the number of states indicating
a shortage in particular fields ranged from 35 in mathematics
to one in biology.®? Five states indicating no shortage of
mathematics teachers in 1983 said that they expected a
shortage the following year, as did three states for science
teachers.

A continuing survey of placement directors found near-
critical shortages of teachers in mathematics, physics, chemis-
try and two computer fields in1984.%°

Not only are the qualifications of science and mathematics
teachers in question, the number of new teachers has been
declining. As shown in figure 6-13, a survey of 600 col-
leges and universities found a 77 percent decline between
1971 and 1980 in the number of college mathematics grad-
uates prepared to teach in secondary schools. There was
also a 65 percent decline in the number of college science
graduates. Additionally, the fraction of those graduates
who enter teaching has declined, so the effect of these
trends together was a 68 percent drop in newly employed
science teachers and an 80 percent drop in newly employed
mathematics teachers over the decade.

While fewer college graduates are choosing teaching as
a career, the academic credentials of those entering the
teaching profession also appears to be relatively low. In
1082, SAT scores of high school graduates who intended
to major in education were 32 points below the national
average on the verbal test and 48 points below on the
mathematic test.>

SAT scores for students planning teaching careers are
not available separately for proposed teaching fields; thus,
we do not know whether scores of those planning to teach
science or mathematics are significantly lower than those
of other students. But Graduate Record Examination (GRE]

Table 6-4. States reporting a shortage of science
and mathematics teachers

Critical shortage Shortage
Subject 1980-81  1982-83 1980-81 1982-83
Physics ........ 21 27 22 15
Mathematics .. .. 16 21 19 24
Chemistry ...... 10 16 25 30

SOURCE: Howe and Gerlovich, “National Study of Estimated Supply and
Demand of Secondary Science and Mathematics Teachers”,Warking docu-
ment, lowa State University, Ames, lowa, 1982, and Howe, TG. and |.A.
Gerlovich, "Where the Jobs Are", The Science Teacher, March, 1983.
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32Gee Education Commission of the States (1983).
35ee Akin (1980) and Akin (1984).
3Gee Carnegie Foundation for the Advancement of Teaching {1983).



Figure 6-13
Supply of new science and mathematics teachers
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scores for college graduates in science and mathematics
who plan to enter graduate studies in education and other
areas do indicate differences. Among U.S. citizens, the
average GRE scores for those having an undergraduate
degree in science or mathematics is lowest among students
planning to major in education (excluding administration)
at the graduate level. (See figure 6-14.) Undergraduates
with a degree in science or mathematics who planned to
major in education at the graduate level scored below the
mean of all GRE examinees and well below the average of
undergraduate S/E majors who planned to also major in
the same or related field in graduate school.

Mean undergraduate self-reported grade-point-averages
(GPA) for U.S. citizens also indicate that students with the
best subject-matter knowledge are not going into educa-

tion at the graduate level. Undergraduates with science
and mathematics degrees who intend to major in education
at the graduate level had GPA’s that were lower than the
national GPA average and also below the average for those
bachelor’'s degree recipients who intended to continue in
science studies at the graduate level. (See figure 6-15.)

Although test-takers planning to enter the teaching pro-
fession generally score lower than others, it appears that
the ability of prospective teachers has not been declining
in three specialty areas related to science and mathematics
(chemistry, physics, and general science) and may have
actually increased. (See figure 6-16.) These conclusions
are based on mean scores on the National Teacher Exami-
nation (NTE) during 1980-84, which was administered to
approximately 25,000 prospective teachers in eight states
and New York City and Chicago. The specialty areas mea-
sure understanding of the content and methods applicable

Figure 6-14
Graduate Record Examination scores by intended
major in graduate school'
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Figure 6-15
Mean overall GPA by intended major’
in graduate school
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to the separate subject areas. The major qualifications on
the interpretation of the NTE are the limited number of
states requiring the test in all of the years and the unknown
number of persons taking the test who actually went on to
enter the teaching profession.

Figure 6-16
Mean scores on the National Teachers Examination
in four specialty areas
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A recent report® referred to the “structural problem of
the teaching profession”, listing a number of factors con-
tributing to the present adverse situation. Among these
factors were: demographic trends creating supply and
demand imbalances for teachers; women and minorities
who formerly went into teaching now choosing other pro-
fessions offering greater financial rewards; low teachers’
salaries; and dwindling non-pecuniary awards such as lack of
input into professional decisionmaking, restrictive bureau-
cratic controls, and inadequate administrative support.

OVERVIEW

In the last 2 years, a number of reports have been issued,
including that of the National Science Board’s Commis-
sion on Precollege Education in Mathematics, Science and
Technology, that question the overall quality of precollege
education in the United States. These reports have received
much publicity and have raised public awareness of national
issues surrounding elementary and secondary education.
A common theme of these reports is that the achievement
levels of our Nation’s youth are insufficient in science and
mathematics to meet present and future economic, technolog-
ical, and military demands, and that there is a national
need to ensure scientific and technical literacy for all stu-
dents. In support of this position, a recent study by the
National Academy of Sciences found that high school gradu-
ates who proceed directly to the workplace need very nearly
the same education in the core competencies as those going
on to college. Out of the national debate has grown a
consensus that all students must have a solid basis of knowl-
edge about science and mathematics to function in the
society of the next century.

National assessments of science and mathematics over
the last decade show significant and continual declines for
achievement of 17-year olds. These declines in mathemat-
ics are primarily in student abilities to conceptualize and
solve multi-step problems rather than mathematical com-
putation. Scores on college entrance examinations (SATs
and ACTs) have declined over two decades for the general
population and for students who intend to major in sci-
ence and engineering in college. Women’'s mean SAT mathe-
matics scores tend to be substantially lower than men’s.
Blacks and Hispanics also score much lower than whites,
but the differences have been declining. And the academic
credentials of persons entering the teaching profession appear
to be relatively low. The average GRE scores for college
degree recipients in science or mathematics is lowest among
those planning to major in education. The grade point
average for undergraduates who intend to major in educa-
tion in graduate school is below the national average.

Yet, there are some positive signs. There was an increase
in the percentage of students with high scores (650 or
above) on the SAT mathematics test from 1975 to 1984 and
the number has been rising for 3 years. National assess-
ment results show that steady advances have been made
by 9-year-old elementary school children and particularly
by young minority students in areas of mathematics com-
putation. Recent mathematics achievements scores have

*5ee Darling-Hammond (1984).



risen significantly for 13-year-olds. SAT scores began to
rise in 1984 after a steady decline over two decades.
Perhaps the most encouraging sign is that local state school
administrators are beginning to respond to the problem.
Nearly every state has launched programs to improve sci-

ence and mathematics in several areas, including: upgrad-
ing course requirements and offerings, improving the con-
tent and structure of current offerings, enhancing teacher
qualifications and training, and improving the subject matter
knowledge of teachers in areas they are certified to teach.
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Chapter 7

Public Attitudes Toward
Science and Technology



® Public has high level of interest in science and tech-
nology, but low level of knowledge. Almost half of
the American public report a high level of interest in
issues concering science and technology. In 1983, 48
percent of the adults surveyed said they were very inter-
ested in issues concering new scientific discoveries and
44 percent were very interested in issues involving the
use of new inventions and technologies. (See p. 143.)

* In contrast to interest, significantly fewer Americans
feel well informed about public policy issues involving sci-
ence and technology. In 1983, only 14 percent of the
public classified themselves as very well informed about
issues concerning new scientific discoveries or the use of
new inventions and technologies. About 12 percent of
college students consider themselves to be very well
informed about science and technology issues. {See
pp.144-145.)

e Public confidence in scientists. The public expresses a
high level of confidence in the scientific community.
Out of 12 major American institutions, only the medical
community receives a higher level of confidence, and
the gap has been narrowing since 1973. (See p. 152.)

e Public optimistic about future accomplishments of sci-
ence and technology. Looking to the future, the public
holds high expectations for scientific and technological
solutions to many important problems. In 1983, a majority
thought it was “very likely” that in the next 25 years
scientists and engineers would find a cure for the com-
mon forms of cancer. The public was not as optimistic
about finding a safe way to dispose of nuclear waste.
(See pp.151-152.)

e Public sees both benefits and dangers in science and
technology. A substantial majority of Americans believe
that science makes their lives healthier and easier. In
1983, 88 percent of American adults subscribed to the
notion that the future prosperity of the United States
depended on “‘more and better technology.” Six out of
10 Americans agreed that ““most of the economic and
social problems we face today’” will eventually be solved
by technology. In 1985, slightly less than 60 percent of
American adults expressed the view that overall, science
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and technology have caused more good than harm. (See
pp. 146,152.]

At the same time, there is wide recognition that science
and technology offer potential dangers. In 1983, three
out of four Americans were concerned that through the
development of biological, chemical, and nuclear weapons
“science and technology may end up destroying the human
race.” (Seep.146.)

Despite this awareness of potential dangers, survey re-
sults from 1979 and 1983 indicated that, with the excep-
tion of research involving the creation of new life forms,
most Americans are opposed to placing restrictions on
the kinds of studies that scientists and engineers may
undertake. (See pp. 152-153.]

Public ambivalent about effects of science and technol-
ogy on them. The public appears to be able to differenti-
ate among various technologies in terms of their likely
effect on society. In 1983, 88 percent of Americans be-
lieved that computers will make the quality of their lives
better. In contrast, only 48 percent of adults thought
that nuclear power would have a positive effect on the
quality of their lives. (See pp. 147-148.)

The public is ambivalent about the impact of science
and technology on the economy and employment. From
1983 to 1985, about equal numbers believed that science
and technology lead to more employment and that they
lead to less employment. A 1983 study found that 74
percent of adults agreed that factory automation was
necessary to make American products competitive in
international markets, and 71 percent agreed that fac-
tory automation will cause substantial unemployment.
(See pp. 148-149.)

Public attentiveness toward science and technology. In
1983, those citizens who reported a high level of interest
in science or technology issues, felt well informed about
those issues, and indicated a regular pattern of relevant
information consumption (the “attentive public”” for sci-
ence and technology policy) made up approximately a
quarter of American adults, an increase of four percent-
age points from comparable measures taken in 1979 and
1981. {See pp. 145-146.)




Since science and technology have a continuing and ex-
panding influence on the lives of the American people,
this chapter assesses the public’s perception of that in-
fluence. The citizen in a modern industrial society faces a
wide array of complex public policy controversies. Science
and technology compete for attention with other public
policy areas. It is important to know what proportion of
the public elects to follow science and technology policy
matters, as well as the composition and attitudes of this
segment of the public.

The expanding scope and impacts of science and tech-
nology have brought renewed attention to the possibility
of governmental regulation of scientific research. To date,
most governmental regulation has focused on the applica-
tion of selected technologies. However, in areas such as
the use of human subjects in research, experimentation
with recombinant DNA, and the use of nuclear materials,
Federal policies have been established that relate directly
to both basic and applied research. The judicious use of
this regulatory power requires a public that is knowledge-
able about the benefits and risks of scientific research and
technological development.

Further, it is the public who experience the impact of
new technologies and may have to adjust their lives to
accommodate changes in pace and lifestyle. Many exam-
ples, such as the automobile, radio, television, nuclear weap-
ons, vaccines for polic and measles, and—more recently—
home computers, are well known. It is important to
understand the public’s reaction to new technologies and
to scientific research, which usually affects society more
indirectly. This chapter explores the levels of public inter-
est in and knowledge about science and technology, and
the relationship between high levels of interest and knowl-
edge and substantive policy attitudes.

INTEREST IN SCIENCE AND TECHNOLOGY

According to recent public opinion surveys,' the propor-
tion of American adults with a high level of interest? in
issues involving science and technology has increased mark-
edly over the last several years. In 1983, nearly half of
American adults reported that they were “very interested”
in issues about new scientific discoveries or new inven-
tions and technologies, considerably more than had such
interestin 1979 and 1981.7 (See table 7-1.)

Given the strong emphasis on “high tech”” in our politi-
cal dialogue, advertising, and educational system, this pat-
tern of increasing public interest in issues involving sci-
ence and technology should not be surprising.

Among the issue areas listed in the table, the level of
interest in science and technology is exceeded only by public

"The selection of samples from populations and the measurement of
attitudes are grounded in modern social science theory. While the litera-
ture is clear that non-systematic sampling procedures or biased wording
can produce erroneous results, all of the data reported in this chapter
were collected by respected national survey organizations, often located
in universities. For a comprehensive review of current survey research
methods, see Rossi, Wright, and Anderson (1983).

2The method used to assess levels of interest was validated in an
earlier study. See Miller, Prewitt, Pearson {1980).

3Throughout this chapter, only differences that are statistically significant
at the .05 level will be discussed. For the sake of simplicity, exact signifi-
cance levels will not be reported.
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interest in economic issues and business conditions, which
may be viewed as the traditional core political issues. The
sharp increase in public interest in economic issues in 1981
and 1983 appears to reflect the level of conflict within the
Congress and the Administration over the issues of infla-
tion, unemployment, economic growth, tax reductions, and
Sacial Security.

The effect of the changing national agenda can also be
seen in the proportion of adults expressing a high level of
interest in energy policy issues and space exploration. From
the oil embargo of 1973 through the early 1980’s, the sup-
ply and price of energy was a topic of national concern
and of extensive Presidential and Congressional activity.
The accident at Three Mile Island raised concern about the
safety of nuclear power plants. In 1979 and 1981, about
half of the American people surveyed reported a high level
of interest in energy policy matters. By 1983, the immedi-
acy of the energy problem, the frequency of media cover-
age of energy issues, and the proportion of Americans
reporting a high level of interest in energy-related issues
had all declined. {See table 7-1.)

In contrast to the nuclear power controversy, the American
program of space exploration has not been the object of
comparable organized opposition, and its achievements in
the shuttle program and related efforts have received sub-
stantial public exposure via television and the press. Slightly
more Americans reported a high level of interest in space
exploration in 1983 than in 1981. Interest in space exploration
is now on a par with public interest in foreign policy.

In 1979 and 1981, Americans who had college degrees
were clearly more interested in science and technology than
were other Americans. This was true for both sexes and all
age groups (See appendix table 7-1.) However, the gap has
been narrowing considerably. One result is thatin 1983 no
significant differences were found between those in the
17-34 age group who had college degrees and those who
did not, with respect to their level of interest in science and
technology. When new issues emerge on the national
agenda, they are often first noticed and followed by better-
educated citizens. The longer a set of issues is prominent
in the news, the more likely it is to attract the attention of
less well educated citizens. This pattern is particularly rele-
vant to issues involving science and technology.

Young people show especially high levels of interest in
science and technology. In 1983, undergraduate college
students in a national study* were more interested in new
scientific discoveries than in any other issue included in
the study. (See table 7-1.) The second highest level of
interest concerned the use of new inventions and technol-
ogies. On the other hand, the levels of interest in science
and technology were not greater for students at the higher
grades than for those in lower grades. Young people aged
18-25 who had never attended college seem to have simi-
larly high levels of interest in science and technology.®
Hence, it appears that this younger age group itself is
especially interested in science and technology, regardless
of college attendance.

41983 College Youth Study (Simmons Market Research Bureau and
the Public Opinion Laboratory at Northern Illinois University, private
communication].

sMiller (1985). This result is based on a small sample, however.



Table 7-1. Public interest in selected policy issues: 1979-83

All adults Coliege

Percent “very interested” in... 1979 1981 1983 1983
Economic issues and business conditions ............. 35 54 57 33
New scientific discoveries .................... i 36 38 48 42
Use of new inventions and technologies .............. 33 34 44 38
ENergy POICY ...t 46 50 40 27
international and foreign policy .......... ... 22 36 30 24
Space exploration .......... . e NA 26 29 33

N = 1,635 3,195 1,630 2,011

“There are a lot of issues in the world today and it is hard to keep up with every area. | am going to read a
short list of issues and for each one—as | read it—! would like for you to tell me if you are very interested,
moderately interested, or not at all interested in that particular issue.”

SOURCES: Miller, Prewitt, Pearson (1980), Miller (1982, 1983c, 1984).

KNOWLEDGE ABOUT SCIENCE
AND TECHNOLOGY

It is important to examine the proportion of the public
that thinks of itself as being well informed about issues
involving science and technology. Previous analyses® have
demonstrated that the subjective feeling that a person is
reasonably informed about an issue area is strongly and
positively associated with public participation in regard to
that issue. Persons who think they are well informed are
more likely to write a legislator or an agency about an
issue, contribute to interest groups concerned with an is-
sue, or take other actions intended to influence the policy
formulation process. This subjective report of a respond-
ent about how well informed he or she may feel is more
relevant to learning about probable participation in the
formulation of public policy than an objective test of scientific
or technological knowledge would be.”

The 1979, 1981, and 1983 studies found that about 14
percent of American adults thought that they were “very
well informed’” about issues pertaining to science and tech-
nology. (See table 7-2.) This is well below the number
who feel well informed about the economy and business
conditions, but comparable to the number feeling informed in
the other areas. The proportion feeling well informed about
science and technology issues has increased by about four
percentage points over the last five years, paralleling an
increase in the percent feeling informed in several other
areas. In contrast to the substantially higher levels of
intercst reported above, these results on levels of perceived
knowledge indicate that there are significant numbers of
Americans—about 60 million—who have a strong interest
in matters pertaining to science and technology, but who
assess their own knowledge in this area as deficient.

sMiller, Prewitt, Pearson {1980}, Miller (1983a}.
Thid.
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The patterns of perceived knowledgeability for both en-
ergy policy and foreign policy illustrate the problem of
maintaining public information concerning an issue area.
In the energy area, the peak of public activity and media
coverage in the 1970’s and early 1980’s was paralleled by
an increase in the proportion of Americans who thought
of themselves as being well informed about energy mat-
ters. However, the subsequent decline in activity and cov-
erage has been followed by a decline in the proportion of
persons classifying themselves as knowledgeable in this
area. The Iranian hostage crisis apparently played a sim-
ilar role in regard to the public’s perceived knowledgeabil-
ity about foreign policy issues. Public interest in foreign
affairs rose during the period of the hostage crisis, and
declined to pre-crisis levels within a few months after the
end of the hostage situation.®

The proportion of adults who think of themselves as
being well informed about science or technology increased
significantly between 1979 and 1983 among non-college-
educated women in all age classifications and among non-
college-educated men aged 55 and over. (See appendix
table 7-3.) As noted above, the longer a set of issues is on
the national agenda, the more accessible it becomes to all
citizens, regardless of their formal education. This increased
accessibility comes, in part, from the repeated coverage of
issues in newspapers, news magazines, and other media
addressed to mass audiences.

The level of perceived knowledgeability among college
students was comparable to the level for adults generally.
In view of students’ exposure to science and public affairs
courses, a higher level of perceived knowledgeability might
have been expected. In absolute terms, however, almost 9
out of 10 college students do not think of themselves as
being well informed about science and technology issues.

8Gallup (1980, 1982).

]




Table 7-2. Public perception of its knowledge

about selected policy issues: 1979-83

All adults College

Percent “very well informed” about... 1979 1981 1983 1983
Economic issues and business conditions .. .. ... 14 30 28 15
New scientific discoveries ..................... 10 13 14 12
Use of new inventions and technologies ........ 10 11 14 10
Energy policy .......... ... . 18 24 19 13
International and foreign policy ................ 9 18 14 10
Space exploration ........... ... . ... NA 14 13 13

N = 1,635 3,195 1,630 2,011

“Now, I'd like to go through this list with you again and for each issue I'd like for you to tell me if you are
very well informed about that issue, moderately well informed, or poorly informed.”

SOURGCES: Miller, Prewitt, Pearson (1980), Miller (1982, 1983c, 1984).

Among college students, a higher proportion of males than
females thought of themselves as being well informed about
these issues in all demographic classifications. {See appen-
dix table 7-4.) Students planning a scientific or public
service career® were more likely to think themselves as
being knowledgeable than were other students, and this
difference was especially pronounced among female col-
lege students.

ATTENTIVENESS TO SCIENCE
AND TECHNOLOGY

Several studies' have argued that a high level of interest
and the perception of knowledgeability in an issue area
combine to produce a citizen who effectively follows that
issue. This person acquires information about the issue
and is significantly more likely to take some action to
influence policy. Such citizens are referred to as being
“attentive’” to a given policy area and, in the aggregate,
they are referred to as the “attentive public’” for a given
issue area. Following this approach, those respondents in
the 1979-83 studies who reported that they were both very
interested in and well informed about either new scientific
discoveries or the use of new inventions and technologies
were classified as attentive to science and technology policy.™

°An analysis of the proportion of students attentive to science and
technology issues found that those students planning careers in basic
science, applied science, engineering, education, or public management
were significantly more likely to be attentive to science and technology
issues than students planning careers in other fields. For the purpose of
analytic clarity, occupational preference was grouped into the combina-
tion of scientific and public service carcers versus all other choices.

YAlmond (1950), Miller (1983a), Miller, Prewitt, Pearson (1980).

"In the actual determination of attentiveness for this analysis, an addi-
tional defining factor was used. A respondent also had to demonstrate a
pattern of sustained information acquisition relevant to science and tech-
nology policy by reporting that he or she regularly engaged in two or
more of the following activities: (1) watching the television news, (2)
reading a news magazine, (3) reading a daily newspaper, or (4] reading a
science magazine.
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An examination of the proportion of Americans atten-
tive to science and technology policy found a small but
steady increase during the period from 1979 to 1983. (Sec
table 7-3.) By 1983, almost a quarter of the American peo-
ple qualified as attentive to science and technology issues.

There are some people who do not qualify as attentive
because they do not feel knowledgeable about scientific
and technological matters, although they have a high level
of interest in those subjects. These individuals have been
called ““the interested public’” for science and technology
policy.'? Since they are interested, they are more likely to
follow scientific and technological issues than are the other
nonattentives. They are also the pool from which new
attentives are likely to come. The proportion of Americans
who were interested—but not attentive—in science and tech-
nology policy increased from 1979 to 1983, reaching 28
percent. (See table 7-3.) This increase took place mainly
between 1981 and 1983.

Since 1979, significant growth in the attentive public
has occurred among non-college-graduates aged 55 and
over. (See appendix table 7-5.) In 1979, persons aged 55
and over were significantly less likely to be attentive to
science or technology issues than other citizens, but by
1983 the proportion of attentives among this group paral-
leled the average for all groups. This result is consistent
with the idea that exposure to an issue arca over a period
of years increases citizens’ access to those issues.

In summary, from 1979 to 1983 substantial increases
occurred in the proportion of adults who reported a high
level of interest in science or technology, but little gain
occurred in the proportion that felt well informed about
such issues. By 1983, almost a quarter of the American
people—over 42 million adults—expressed a high level of
interest in science or technology issues, indicated a feeling
of being well informed about those issues, and engaged in

2Miller {1983a).



Table 7-3. Attentiveness to and interest in science and technology: 1979-83

All adults College
Percent of public . . . 1979 1981 1983 1983
AfENtIVE . .. e 19 20 24 25
interested but inadequately informed. ........... 21 18 28 22
Not interested or attentive ..................... 61 62 47 53
N = 1,635 3,195 1,630 2,011

' Both "very interested” and “very well informed” about science or technology.

SOURCES: Miller, Prewitt, Pearson (1980), Miller (1982, 1983c, 1984).

a regular pattern of relevant information acquisition. This
attentive public is the segment of the American public that
is most likely to monitor the formulation of science and
technology policy in the United States. By comparison
with agricultural or economic policy, the formulation of
science and technology policy has only rarely involved
substantial public participation. However, if future issues
should generate broader public input into the process, that
participation will come primarily from this attentive pub-
lic for science and technology.

SCIENCE AND TECHNOLOGY POLICY
ATTITUDES

After defining three strata of public interest and knowl-
edgeability about science and technology issues, it is
appropriate to turn to the substantive views of the Ameri-
can people about science and technology. What impact do
Americans think that science and technology have had on
their lives in the past and what impact do they expect in
the future? How do Americans view the growth of com-
puter utilization, especially in manufacturing? How will-
ing are Americans to have governmental restraints placed
on the work of scientists and engineers? This section will
examine these questions, looking at both the overall atti-
tudes of the total adult population and, when possible,
the views of the three groups identified in the preceding
section.

A Retrospective Assessment of Science
and Technology

In broad terms, an overwhelming majority of Americans
believe that science and technology have made their lives
healthier and easier, and expect future prosperity based on
the same contributions from science and technology. (See
table 7-4.) A quarter century ago, a 1957 opinion survey™

#The 1957 survey is a landmark in the study of public attitudes to-
ward science and technology. The field work was completed just two
weeks prior to the launching of Sputnik I by the Soviet Union. This is
our last and best measure of public attitudes toward science and technol-
ogy prior to the beginning of the space age and all of its implications for
the public's thinking about science and technology. For a description of
the study, see Davis (1958).
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found that 94 percent of Americans agreed with the identical
statement and that only 3 percent disagreed.™ Although
the level of positive assessment has declined, the relative
stability of these attitudes over the last 25 years is a re-
markable commentary on the relationship between the sci-
entific and technical communities and the larger society.

Reflecting this positive evaluation of the past contribu-
tion of science and technology, 9 of 10 Americans inter-
viewed in a 1983 survey agreed that the future prosperity
of the United States will depend on “‘more and better tech-
nology.”” (See table 7-4.) A majority of the American
people expected science and technology to solve “most of
the economic and social problems that we face today,” but
a full third of the public expressed doubts that science and
technology would be able to solve social and economic
problems as effectively as physical and engineering problems.

There is wide recognition among the public that science
and technology simultaneously offer the promise of plenty
and potential danger. Three-quarters of the people polled
in a 1983 survey's expressed concern that the development
of nuclear, chemical, and biological weapons could destroy
the human race. A parallel study'® of selected leadership
groups found that this view was shared by 71 percent of a
sample of Congressmen and top aides, 69 percent of a
sample of science editors, 64 percent of a sample of school
superintendents, and 46 percent of a sample of corporate
executives.

Although the specific objects of concern have changed
over the last 25 years (i.e., from atmospheric testing of
nuclear weapons to the placement of nuclear and laser
weapons in space), the overall pattern of public attitudes
has been remarkably stable.

Despite the potential hazards of science and technology,
there is no evidence of a weakening of public support for
scientific research. When asked whether scientific research
should be supported “even if it brings no immediate bene-
fits,” 8 of 10 Americans endorsed the support of scientific
research as worthwhile. (See table 7-4.} This view was
shared by virtually all of the leadership groups. In 1957,

“Davis (1958].
“Harris (1983), p. 129.
8]bid.




Table 7-4. Public perceptions of the effects of science and technology: 1983

Science is making our lives healthier, easier, and
more comfortable. (Miller, 1983) .................

The future prosperity of the United States depends
on more and better technology. (Cambridge
Reports, 1983) ... ... .

Most of the economic and social problems we face
today as a society will eventually be solved by
technology. (Cambridge Reports, 1983) ..........

Even if it brings no immediate benefits, scientific
research, which advances the frontiers of
knowledge, is a necessary human endeavor worth
supporting. (Harris, 1983) ......................

With the development of nuclear, chemical, and
biological weapons, science and technology may
end up destroying the human race. (Harris, 1983) .

One trouble with science is that it makes our way of

life change too fast. (Miller, 1983) ................

One of the bad effects of science is that it breaks
down people’s ideas of right and wrong (Miller,

Agree No opinion Disagree N
Percent
85 3 12 1,630
88 3 9 1,466
58 8 34 1,466
82 4 14 1,256
74 3 23 1,256
44 2 54 1,630
29 7 65 1,630

SOURCES: Cambridge Reports (1983, 1984), Harris (1984). Miller (1983c).

43 percent of the public expressed the view that science
makes our way of life change too fast.”” A 1983 survey
found that 44 percent of the American people still held the
same view.'® Similarly, the 1957 survey found that 23
percent of those respondents were concernedthat science
might break down people’s “ideas of right and wrong.”" In
1983, 29 percent of American adults expressed the same
concern.

An analysis of these attitudes indicates that citizens who
are attentive to science and technology issues are signifi-
cantly more likely to hold positive views of the effects of
science on the quality of American life and to be less con-
cerned about potential hazards. (See table 7-3.) Citizens
who were interested in science or technology issues but
who did not think of themselves as being well informed
about those issues (the interested public) were more posi-
tive toward the contributions of science than citizens not
interested in the issues, but less so than the attentive public.

Attitudes Toward Recent Technological
Developments

Looking at more contemporary technological develop-
ments, surveys in 1983 found that the public was able to
differentiate between those technologies that it evaluates

"Davis (1958].
®Miller (1983c¢).
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Table 7-5. Perceptions of the effects of science and
technology, by level of attentiveness: 1983

Attentive  Interested Balance
Percent agreeing that... public public of public

Science is making our
lives healthier, easier,
and more comfortable. . 92 88 79

One trouble with science
is that it makes our way
of life change too fast. . 37 41 54

One of the bad effects of

science is that it breaks

down people’s ideas of

right and wrong. ....... 23 27 36

N = 398 462 770

“Now I'm going to read you some statements about science. After | read
each one, please tell me whether you tend to agree or disagree with it

SOURCE: Miller (1983c).
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positively and those about which it has reservations.” One
survey?® asked respondents to indicate whether or not they
expected various technological developments to make the
quality of their life a lot better, somewhat better, some-
what worse, or a lot worse. The results indicated that at
least three-quarters of the public thought that computers,
electronic calculators, and laser beams were positive tech-
nological developments. (See table 7-6.] A majority of the
adults surveyed also thought that permanent space sta-
tions, genetic engineering, and robots and automation would
improve the quality of their lives.?" In short, several of the
major results of science and technology appear to have
been well received by the American public. In contrast to
the positive reactions to other scientific and technological
developments, the relatively higher level of negative evalua-
tion of nuclear power indicates a public divided almost
equally on this issue.??

19Previous evidence that the public can make reasonably well informed
judgments about various technologies was presented by LaPorte and
Metlay (1975a, 1975b). Using data from a survey of California residents,
they examined the public’s understanding of several technologies and
found a high level of ability to differentiate in terms of potential positive
and negative effects.

20Harris (1983}, p. 81.

21 assessing these results, it is important to understand the level of
public awareness of new technologies like genetic engineering. A 1985
study asked a national sample of adults to explain what they thought of
when they heard the term “genetic engineering.”” Almost 60 percent had
no knowledge of the term and another 18 percent gave general or vague
responses like " test-tube babies.”” Only one in five respondents gave a
response that suggested any understanding of the term. (Cambridge Asso-
ciates, 1985.)

2Fqr a review of the relevant empirical literature on public attitudes
toward nuclear power, see Nealey, Melber, and Rankin (1983).

Science, Technology, and Employment

Looking at other contemporary issues, recent studies of
the public’s view of the impact of science and technology
on employment have produced a portrait of uncertainty
and, perhaps, wariness. The proportion of the American
public that believes that science and technology cause un-
employment has fluctuated between 35 and 45 percent in
recent years (see table 7-7}, as has the portion believing
that science and technology create jobs. These responses
depend strongly on levels of income and education; those
with high incomes and high education levels believe that
science and technology lead to more employment, while
less privileged Americans believe the opposite.*

The public appears to understand the dimensions of the
problem and, at the same time, to accept the necessity of
increased automation. [See table 7-8.) Almost three-quarters
of the public expected factory automation to cause the
unemployment of “hundreds of thousands” of American
workers, but three-quarters of the public also agreed that
American factories will be unable to compete with facto-
ries in other countries unless they automate. Over 40 per-
cent of the American public indicated that computers will
create more jobs than they will eliminate.

This pattern of attitudes reflects a public that is basi-
cally positive toward science and technology, but recog-
nizes that negative impacts on employment and on spe-
cific industries may occur. Clearly, the public credits science
and technology with substantial contributions to the cur-
rent standard of living in the United States and expects
additional positive results in the future. Most Americans

3Cambridge Associates (1985).

Table 7-6. Public evaluation of recent technological developments: 1983

“Will make “Will make
life life
Development better” worse”
Percent
COMPULET ... oot 88 9
Hand-held electronic calculator ... ... 87 8
Laserbeam ............cooiieeinnnn 76 13
Permanent space stations ............ 70 14
Genetic engineering .. ............... 67 16
Robots and automation .............. 64 28
48 44

Nuclear POWer .........ovenaneennns

“Now, let me ask you about some more recent developrents. For each, from what you know or have
heard do you think it will make the quality of life a lot better for people such as yourself, somewhat better, make it

somewhat worse, or a lot worse?”

SOURCE: Harris (1984), p. 81.
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Table 7-7. Public perceptions of the impact of science and technology on
employment: 1983-85

Percent agreeing that scientific and

technological changes .................. 1983 1984 1985
Cause unemployment .................. 40 45 35
Cause job increases over the long run. .. .. 42 35 45
Don't know/notsure .................... 19 20 20
N = 1,466 1,862 1,864

“Some people say that scientific and technological changes cause unemployment because peoples jobs are
replaced by machines. Others argue that, while some jobs may be lost in specific areas. scientific and
technological changes increase the total number of jobs over the long run. Which view do you think is closer to
the truth™?

SOURCE: Harris (1984), p. 81.
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Table 7-8. Public perceptions of the impact of computer-based technologies
on employment: 1983

Agree No opinion Disagree

Percent
Factory automation will put many hundreds of factory
employees out of work in this country in the next five
years. (Harris) ... . 71 2 27
If we don't automate our factories, American products
will be too expensive to compete successfully against
products made in automated factories in Japan and
Europe. (Harris) .......... ... 74 3 23
One of the main reasons why there is high
unemployment in this country is that technological
developments have put many Americans out of work.
(Harris) . ... 55 2 43
Companies place too much emphasis on machines
and new technology and not enough on the workers
who use them. (Cambridge) ....................... 72 5 22
On balance, computers will create more jobs than they
will eliminate. (Miller) . ........... ... ... ... . 42 6 52
N for Cambridge Reports = 1,466
N for Harris = 1,256
N for Miller = 1,630

SOURCE: Cambridge Reports (1983, 1984). Harris (1984), Miller (1983c).
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recognize the need for increased automation, but many significantly less likely to predict that factory automation
apparently fear significant job losses in their own industries. would lead to substantial additional unemployment. Among

In contrast, approximately 90 percent of a national lead- the 100 corporate executives included in the Harris study,
ership sample surveyed in 1983 held the view that factory only a third thought that automation would lead to higher
automation was necessary to make American products com- unemployment.

petitive in world markets.?* However, these leaders were
Computers and Society

Computers have other impacts on society. Recent sur-
#[larris (1983, pp. 130—231. The leaders were Congressmen and top veys indicate that over three-quarters of the American people
aides, corporate executives, science editors, and school superintendents. recognize the speed of computers, the freeing of human
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time from repetitive tasks, and the stimulation of new
learning opportunities. (See table 7-9.) Over 90 percent of
the public realize that computers can do only what they
are told, and 83 percent believed that “almost anyone can
learn to use a computer.” Actual computer usage appears
to be more broadly distributed than previously thought.
Forty-five percent of the public reported that they had
some knowledge of how to use a computer.? When asked
to assess their own skill level, 29 percent labelled them-
selves a beginner and 13 percent claimed an” intermediate”
level of skill. Only 3 percent thought that they could be
called an “expert.”” Another 1983 survey® found that 9
percent of American homes claimed to own a home com-
puter, but only a quarter of those units had a central proc-
essor of 36K or more. A 1985 survey found that 11 per-
cent of adults ““use a computer” in their job.?” Despite the
portrayal in film, television, and science fiction of computers
that think or have personalities, most American adults
think of computers as tools that are potentially accessible
to persons like themselves and not elitist, technocratic, or
evil.

At the same time, 88 percent of the public expressed an
awareness that computer-based data banks provide an op-

Harris (1983), p. 60.
26Miller (1983c}.
7Cambridge Associates (1985).

portunity for the unauthorized or improper modification
of records. (See table 7-9.) Virtually the same percentage
of the national leadership sample® expressed the same con-
cern. Half of the public was willing to agree that “some
day” computers might be running our lives, while more
than half expressed concern that computers would be able
to increase the institutional control of individual workers’
time, thus creating ““human robots.”” A 1985 survey found
that 26 per cent of American adults thought that comput-
ers pose a “very serious’ threat to personal privacy.® Since
most of this wariness seems to be future-oriented, it ap-
pears that the public has a reasonable and accurate image
of the current impact of computers on society but is less
certain how computers might be employed in the future.
The public appears to recognize that the computer, like
science and technology generally, simultaneously offers
the opportunity to improve our standard of living and the
potential for abuse.

When asked specifically to assess the positive and nega-
tive impact of the computer on society, however, a solid
majority of Americans reported that the computer has done
more good than harm (see table 7-10), and far fewer were
willing to say that the computer had caused more harm
than good. A separate analysis found that the view that

2Harris (1983), p. 133.
2Cambridge Associates (1985].

Table 7-9. Public perceptions of the impact of computers on society: 1983

Agree No opinion Disagree

Percent
Computers can solve problems in a few days that used
to take years or months to do. (Harris) .............. 91 2 7
Computers can free up time for individuals to do
creative and highly productive work. (Harris) ......... 85 2 13
In education, computers will allow talented students to
go much further in their studies and learn much more
than they do now. (Harris) ...t 78 2 20
Computers can only do what people tell them to do.
(MIller) ..o 91 2 7
Almost anyone can learn to use a computer. (Miller) .. 83 2 15
Computers open up the real possibility of vital records
being tapped and tampered with by outside computer
meddlers. (Harris) ...........cov i 88 3 9
Someday, compute