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PRINCIPAL PROBLEMS OF THE REFLECTOR ANTENNAS SYNTHESIS 

V. I Andrianov, L. D. Bakhrakh, V. F. Los', A. Y. Makarov, 
V. B. Tarasov 

Moscow Scientific-Research Institute of Device Designing (MSRIDD) 
Phone: (095) 249-22-41, 249-0704; fax: (095) 148-79-96 

An idea to controlling the radiation field at changing 
medium parameters and a form of boundary surfaces 
initially has been proposed in optics, though the practi- 
cal development it has gained in the antenna tech- 
niques, in particular, when developing reflector and 
lens antennas. A great deal of works were devoted to 
the expedient synthesis of reflector antennas (and gen- 
erally to two-surface ones) in geometrical approxi- 
mation. As a rule, forms of wave fronts with the distri- 
butions of electromagnetic field vectors prescribed on 
them had been used as the initial data, that is a certain 
continuously-unique conformity between points of these 
forms had been given. 

The problem of transformation of the input wave front 
into the output one in two-surface axially symmetrical 
systems was solved long ago. However, in axially 
asymmetric antennas this problem accurate solvability 
had been denied [1]. This circumstance, nevertheless, 
did not make weaker the interest to the problem, taking 
into account high practical importance of asymmetric 
reflector antennas. Various practical methods of wave 
fronts transformation were published, and in a number 
of cases, approximations proved to be satisfactory. And 
although the problem had not been clarified theoreti- 
cally, doubts in validity of conclusions of the work [1] 
appeared, what stimulated the theoretical investigations 
to be continued. 

In the work [2], the rigorous proof was given of the 
accurate solution to the problem of transformation of 
wave fronts amplitude distributions in the general case 
of two-surface systems (reflectors and homogeneous 
lenses) with the aim to optimize their energetic char- 
acteristics. 

At the same time in a lot of cases, the problem of accu- 
rate expedient transformation of the antenna polariza- 
tion characteristics is of theoretical and practical inter- 
est as well. 

On the example of homogeneous two-surface lens (a 
particular case of which at the reactive index n = -1 is a 
two-reflector antenna), the following theorem has been 
proved. If between two points of arbitrary wave fronts 
the continuously-unique conformity is given, there the 
two-surface lens produced from homogeneous isotropic 
material exists, that transforms 

the input wave front into the output one. The proof is 
based on the existence inside medium of the normal 
straightforward congruence of beams under condition 

that the refracting surfaces of lens are not in the do- 
main of the vector field caustic. Vectors of the refracted 
beams between lens surfaces are described by the Pfuff 
differential equations, which are integrated when the 
theorem conditions are satisfied. Thus, under given 
assumptions, an antenna of any complexity with optical 
feeding is equivalent to the generalized two-surface 
lens. 

The proof of existence of the accurate geometrooptical 
solution is based on the normalized equation of ener- 
getic balance in different cross-sections of a beam-pipe. 
This equation does not depend, in particular, on polari- 
zation direction of the transformed field vectors, and 
therefore, has certain degrees of freedom. The latter 
means availability of arbitrary relation between 
parametrizations of both wave fronts, i.e. ambiguity of 
the solution to be obtained. In particular, this relation 
can represent limitations on a choice of symmetry type 
of the amplitude characteristics. 

Prescription of additional requirements to transforma- 
tion allows to eliminate the solution ambiguity. Just so 
in the work [3] is shown that the adding of the practi- 
cally and theoretically important requirement of expe- 
dient transformation also of the antenna polarization 
characteristics (so-called the equation of polarization 
balance) leads to the closed, without degrees of free- 
dom, system of equations to be solved with the known 
methods [4]. 

As an example, in 1996 there was treated the ampli- 
tude-polarization transformation of the far-field zone of 
an electric dipole (with a cross-polarization component 
sharply manifesting itself) into the homogeneous in 
amplitude and polarization field of plane wave in the 
antenna aperture. Such a transformation is of high 
applied importance, for example, in radio astronomy. 

It is shown, that the equation of polarization balance 
imposes the rigorous conditions on a choice of the wave 
converter architecture (of the Gregorian or Cassegrain 
type). In this case, the reflector system realizing the 
specified transformation is to be asymmetric, and just 
of the Cassegrain type. It should be expected that the 
analogous conclusion will take place in the general case 
of the geometrooptical amplitude-polarization trans- 
formation of the input field into the output one as well. 
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This paper reflects the state-of-the-art of a new and 
rapidly growing field [1], dealing with fiber-optic sys- 
tems for antenna signal transmission. The two principal 
configurations of fiber-optic links with intensity 
modulation and direct photodetection (IMDD) are 
analyzed, using direct (DM) and external modulation 
(EM) of optical carrier by antenna signals. The basic 
system parameters of both configurations are compared: 
frequency bandwidth, insertion loss of RF signals, noise 
performance, linearity and dynamic range. The princi- 
pal problems are formulated, which restrict wide appli- 
cations of fiber-optic systems for antenna signal trans- 
mission in optically based antennas in radar and 
communication electronic complexes. The modifica- 
tions of fundamental IMDD fiber link schemes are 
considered, providing successful solution of mentioned 
problems. Examples of practical IMDD fiber link ap- 
plications are discussed. 

INTRODUCTION 

Development of modern high performance radar, com- 
munication and monitoring electronic complexes, util- 
izing antenna systems, including phased arrays, for air- 
and space-born applications, requires further decreas- 
ing of cost, mass, size and power supply; increasing the 
operational frequency, bandwidth, output power, sector 
and rate of spatial scanning. 

Future antenna systems must have extended functional 
possibilities due to preliminary signal processing in 
space, time and spectral domain [2]. 

First the possibility of fiber- and integrated optic tech- 
nology application in antenna technique was realized in 
[3] for phased arrays. At present, except of numerous 
review publications [4]-[5] and large number of papers, 
several monographs are issued in the new field by both 
antenna and fiber optic specialists [6]-[7]. 

There are three main fields in antenna technique, 
where fiber-optic and optoelectronic technologies find 
now successful application: (a) fiber- optic systems for 
antenna signal transmission and distribution; b) fiber- 
optic systems for beamforming and beamsteering in 
phased arrays and (c) fiber-optic systems for data proc- 
essing. 

This paper covers the first topic, dealing with fiber- 
optic systems for antenna signal transmission. 

FIBER-OPTIC SYSTEMS FOR ANTENNA 
SIGNAL TRANSMISSION 

This section considers the two principal IMDD fiber 
link configurations, using direct (DM) and external 
(EM) modulation of optical carrier by antenna signals 
[8]. The goal of such a consideration is to compare both 
DM and EM techniques in terms of main link figures of 
merit: bandwidth, loss, and noise performance in the 
form of signal-to-noise ratio (S/N), dynamic range and 
linearity. 

RF 
input      DM 

O     f »o— 

EM' %'< 

LD EOM mm %-\> 
LNA      RF 

output 

Fig. 1. The schematic of the two basic fiber-optic IMDD 
links with direct (DM) or external (EM) RF modulation of 

the optical carrier 

The Fig. 1 shows the schematic of the two principle 
fiber-optic IMDD link configurations, united in the 
same hypothetical block diagram. 

In the DM fiber link the antenna signal is imposed onto 
the laser bias current, yielding an intensity modulation 
of the optical beam. The EM based fiber link use a laser 
operated CW to drive an external optical modulator, 
which imposes the RF signal. 

Frequency Bandwidth 

In short single mode fiber links the bandwidth limita- 
tions are mainly due to modulation and photodetection 
processes. 

Bandwidth limitations due to modulation: The band- 
width performance of DM fiber link modulating device 
is determined by the relative intensity noise (RJN) 
spectrum of the laser diode 

RIN{f) = (AP2{f))/P0
2, (1) 

where <Ai*(/)) is the spectral density of the square of 
the optical power fluctuation and P0 is the dc laser 
power. The frequency / of LD modulation is normally 
limited by the relaxation oscillation frequency fr. The 
operating DM frequency has to be much less than fr, 
because in the vicinity of fr laser enters the self- 
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oscillating mode and instead of useful modulation im- 
poses on optical carrier the relaxation oscillations. So 
maximum bandwidth of DM links is roughly 20 GHz, 
Fig. 2. The external modulator, that typically is in use 
in EM configuration Fig. 1 is an electrooptic travelling 
wave device, containing an optical waveguide structure 
in the form of Mach-Zehnder interferometer (MZI), 
embedded into LiNb03 substrate, over which a micro 
stripe electrode pattern is deposited. Accurate matching 
of optical and microwave phase velocities gives the 3- 
dB electrical bandwidth of 70 GHz. Simultaneous im- 
provement of coupling the modulation signal onto the 
electrodes increased the bandwidth to 94 GHz. 
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Fig. 2. Summary of DM and EM IMDD link gains (losses 
of RF signal) across frequency bands [8] 

Bandwidth limitations due to photodetection: The 
photodetection bandwidth limitations are common for 
both DM and EM links with IDDD. Most of the photo- 
detectors (PD) now have p-i-n semiconductor structure 
and operational wavelengths 1.3-1.55 urn. The Fig. 3. 
shows the summary of reported PD bandwidths versus 
responsivity. 
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Fig. 3. Summary of reported PD bandwidths versus 
responsivity [8] 

Insertion Loss 

Fibers with transmission losses (0.2-0.5) dB/km are in 
competition with coaxial cables, metallic and dielectric 

waveguides with loss 120 dB/km, 1 and 0.5 dB/m, 
correspondingly. Insertion loss coefficient in directly 
modulated über link Fig. 1 is given by [1], [8] and one 
could estimate the order of loss coefficient magnitude 
CCDM = -( 15 - 35) dB. The insertion loss of RF modu- 
lation power in the external modulation link is given by 
[1], [8] and is estimated to be about -(35-60) dB, that is 
approximately 30dB worse than CCDM • 

Noise Performance 

Signal-to-noise-ratio (SNR): In any IMDD link the 
total noise power at the PD output is contributed by: all 
components of LD noise (Pw)\ short noise (Psh), arising 
from the photodetection process; and thermal noise, 
arising from modulation device, PD and LNA (Pth) and 
also from ohmic losses in matching interfaces between 
input RF link and LD or EOM and between PD and 
output RF link. The Fig. 4 shows the dependence of 
(SNR)"1 on photodetector current I0 and link loss aDM ■ 

PL=10mW; SPD=0,45W/A 

Sj> = 0,45A/W;   rLD = 10fi 
R„ = 50Q; T0 = 290K; T'= 5; 

NFLNA=1,5; m2 = 0,5; GLNA = 1 

RIN = -120 dB/Hz 
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Fig. 4. Noise-to-signal ratio (S/N)"1 dependence on dc 
photodetector current h and loss ao/w for typical link 

parameters [1] 
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Fig. 5. Noise-to-signal ratio (S/N)"1 dependence on dc 
photodetector current l0 and loss CCDM for typical link 

parameters and KCC.4= 0.01 [1] 
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If operational bandwidth is, for example, AF = 1 GHz, 
SNR is estimated to be within 30-50 dB. The corre- 
sponding (SNR)"1 dependence for EM is depicted in 
Fig. 5. If operational bandwidth is, for example, AF= 1 
GHz, SNR is estimated to be within 10-30 dB. 

Linearity 

The nonlinearities are generated mainly in the optical 
source module and potentially in any amplifier, oper- 
ating in large input signal mode. Thus the performance 
of the laser and external modulator must be examined 
to determine harmonic and intermodulation signal 
levels. In spectral domain the IMDD links look like 
narrow band passband RF filters with bandwidths less 
than one octave, so mentioned harmonics might be 
filtered in optical receivers with second harmonic sup- 
pression ratio more than 50 dB. That's why in narrow 
band IMDD links the primary measure of nonlinearity 
is the two-tone third order intermodulation products 
(IMP). The IMP level is typically measured at the link 
RF output for the two input RF signals at closely spaced 
frequencies f\ and f2. Interaction with nonlinear char- 
acteristics of LD or EOM leads to the appearance of not 
only higher harmonics offi,2, but also of intermodula- 
tion overtones of third-order at frequencies 2/1 -f2 and 
2/2-/1, inside link bandwidth. 

In direct modulation IMDD fiber link nonlinear distor- 
tions appear mainly due to injection LD, which is an 
active source of distortions [9]. The third order inter- 
modulation product (IMP) is shown to have the form 

V^^#*2-^],    (2) 

where P0 is time averaged photon density, Jx{at)are 

the modified Bessel functions of the xth order and ah i 
= 1,2 are steady state solutions for output amplitudes of 
photon densities of both optical test signal components. 

In external modulation IMDD fiber link nonlinear 
distortions appear mainly due to EOM, which is a pas- 
sive source of distortions [9]. The third-order inter- 
modulation product at frequency 2a2-coj may be esti- 
mated as follows 

^2a>2-ffll ^^max^lW^McOS^-sin^COj -<0,)f ,(3) 

where a = nvm/V7:, VM is the applied voltage, V„vs, the 

bias voltage yb, required for 100% modulation or for 
full on-to-off optical switching. 

Dynamic Range 

If antenna signal consists of multiple RF carriers, the 
dynamic range (DR) of fiber link has the form of in- 
termodulation-free DR (IMFDR). Following [8] and 
[9], the IMFDR is the maximum difference between the 

noise floor and the fundamental output power, which 
produces IMD term of equal amplitude to the noise 
floor. By another words, the IMFDR is the third order 
IMD-free range of input RF power for which the fun- 
damental signal power at the link output is above the 
noise floor. It is important fo note, that while the SNRo 
has the dimension of dB in 1Hz bandwidth (dB Hz), the 
IMFDR being measured in 1 Hz bandwidth, has the 
dimension of dB-Hz 2/3. If antenna signal consists of 
single RF carrier, the DR of fiber link has the form of 
compression dynamic range (CDR). The IMFDR of 
direct modulated IMDD fiber link depends on LD type 
used. The DM links on the basis of Fabry-Perot (FP) 
laser diodes has lower IMFDR, than that, based on 
DFB lasers, because DFB lasers have less RIN and 
more linear light-current dependence: IMFDR pp * 105 
dB-Hz273, IMFDR DFB « 120 dB-Hz2/3 . The techniques, 
which improve RIN by using an optical isolator and 
low back-reflection photodetector, permitted a FP laser 
link to have approximately the same IMFDR as the 
DFB laser link [8]. 

The IMFDR of an external modulated IMDD fiber link 
is dominated by the external modulator type used and 
average optical power. However, the IMFDR for EM 
fiber link using a standard Mach-Zhender modulator is 
about the same as for a DFB-based DM fiber link. 

In practice experimental data is used to characterize 
both DRs in any concrete situation, Fig. 6. 
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Fig. 6. Measured dynamic range of the experimental 
external modulated fiber-optic link at 900 MHz [9] 

Direct vs. External Modulated Fiber Link: What Is 
Better? 

To answer the question it is necessary to summarize the 
significant properties of both configurations: 
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• The unavoidable loss of the modulator always 
makes external modulation have 20-30 dB lower 
gain. 

• In the EM link the post-amplifier and PD thermal 
noise are dominant compared with LD noise, the 
SNR is less compared with DM link. 

• Direct modulation links operate at f{fr, where 

laser's RIN is large. 

• When large input signal level PL must be accom- 
modated, the DM fiber link will seriously degrade 
in S/R due to uncreased RIN. 

• External modulated links can use lasers with 
f))fr. In this case, the laser contribution to the 

link noise can be negligibly small. 

Summarizing the mentioned above conclusions, the 
traditional answer usually was [8], that of course, it is 
better to modulate LD directly, than to use it as optical 
source for external modulator. 

However, small nonlinearities, high DR and possibility 
of link gain improvement make EM fiber link more and 
more attractive for numerous antenna applications. 

MODIFICATIONS OF FUNDAMENTAL IMDD 
FIBER LINK CONFIGURATIONS 

Modifications, Caused by the Problem of Frequency 
Bandwidth 

Comparison of bandwidth limitations in IMDD fiber 
links due to modulation and photodetection processes 
shows, that while the latter may be done up to 350 
GHz, modulation may be performed in considerably 
less bandwidth. The problem of modulation bandwidth 
can be principally solved by using the coherent method 
of remote heterodyning [10], where the classic modula- 
tion process is absent, but millimeter and even submil- 
limeter harmonic signals can be obtained by interferen- 
tion in PD active volume of the two optical carriers, 
shifted in frequency domain to the desired RF beat note 
reference [11]-[12]. 

Generation of the two offset tuned optical components: 
The main difficulties of this generation in practice are 
due to multifrequency character of LD output spectrum 
and random fluctuation of spectrum parameters due to 
natural and technical reasons. Natural fluctuations are 
connected with: (a) the single mode LD instability 
(mode hopping), caused by temperature and age effects 
and (b) quantum fluctuations of frequency and phase of 
optic field, which determine the line width of generated 
mode Av and instantaneous frequency inside Av. Tech- 
nical fluctuations are conditioned by high sensitivity of 
the frequency to the variations of LD temperature and 
pump current - 120 GHz/degr and (1-5) GHz/mA, 
respectively. 

At present the mode hopping problem is successfully 
resolved by using the LD with distributed feedback 
(DFB) or distributed Bragg reflectors (DBR), where the 
boundary between p- and n- semiconductor areas for 
the whole length or only near the LD facets, respec- 
tively, has the corrugated form, supporting the stable 
single longitudinal mode generation [13]. The technical 
fluctuations of LD spectrum are eliminated by fre- 
quency etalon in the form of Fabry-Perot optical reso- 
nator or gas cell with super narrow transmission spec- 
trum. Frequency stabilization is also performed by 
optoelectronic feedback systems, where the error signal, 
proportional to frequency shift, controls the LD tem- 
perature and pump current. Mentioned systems provide 
relative frequency instability of (Af/fo) = 10~12- 10~u 

for 100 s [14]. Returning back to the effect of quantum 
frequency and phase fluctuations on relative frequency 
instability (Af/f0) of the two off-set tuned LD, note, 
that instantaneous optic frequency of both LD randomly 
changes in the vicinity of their Av. If both variations 
are independent, the beat frequency bandwidth, cen- 
tered at differential frequency /0= v, - v2 is twice an 
each LD bandwidth: A/= 2A v, otherwise, Af-> 0 inde- 
pendently on A v. 

Semiconductor InGaAs lasers of DFB and FP types, 
operating at X = 1.5 um have Av = (10-300) MHz, that 
corresponds for f, = 30 GHz to the relative frequency 
instability Af/f0~ (10-3 - 10-2) [15]. This value is not 
suitable for antenna applications in present electronic 
complexes, which require at least Af/fo ~ (10"4 - 10" ) 
[16]. To improve this performance, LD with less Av 
should be used or frequency and phase correlation 
should be introduced of both lasers. In one method of 
LD line width narrowing it locates inside high quality 
optical resonator: under weak coupling to resonator Av 
= 1 MHz was obtained, that is corresponded to Af/fo ~ 
10"4, and under strong coupling, respectively, Av= 15 
kHz and A///0 ~ 10~6 [17]. Another method of beat 
signal line width narrowing is based on correlation 
improvement of phase (and frequency) fluctuations of 
both lasers by external injection locking of each LD as 
slave ones from master LD with much less Av [11]- 
[12]. 

For injection locking of two offset tuned LD, the master 
LD is modulated by harmonic signal with the frequency 
F, so that 2kF =/0 = (v, - v2), k=l, 2, By this way 
output spectrum of master LD acquires components at 
frequencies of the two slave LD vU2 = v0±kF, k = 1, 
2, ... . Injection locking improves correlation of phase 
fluctuations in both lasers, leading to the narrowing of 
A/independently of the A v values in each LD. By this 
method the values of A/and Af/f0 were obtained as 20 
MHz H 10~3, respectively. 

Better A/ narrowing may be obtained by injection 
locking of the two longitudinal modes inside DFB la- 
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ser: A/ = 10 kHz and Af/f0 ~ 10-6 [18]. This method 
was also realized in fiber version of DFB laser [19], 
which is more convenient to conjugate with optical 
fiber, than conventional semiconductor LD. This 
structure with the two longitudinal modes detuned onf0 

= vi - v2 = 40 GHz, provided A v = 900 Hz and A///0 ~ 
0.5 -10~4 even without external injection locking [20]. 

To solve the bandwidth problem by coherent interfer- 
entional technique, it is necessary to ensure the narrow- 
est line width of both single mode LD (or both modes 
in single LD), stable position of mode frequencies and 
high level of frequency and phase correlation between 
interacting optical components. Simultaneous applica- 
tion of mentioned methods [14] provides A/= 10~3 Hz, 
that is, A///O~3.10~12. 

Modifications, Caused by the Insertion Loss 
Problem 

In the case of antenna signal distribution between M 
remote customers including modules of phased arrays, 
real loss in a single channel is 201gM dB bigger than 
«DHEM- Extra big loss limitation by ~25 of the number 
Mmax of antenna channels, fed by single optic source, 
decrease SNR and dynamic range of distributed signals, 
require multistage electronic amplifiers, that compli- 
cates the total system, increases its mass, cost and 
power supply. As a result, fiber optic system may lose 
in competition with traditional microwave transmission 
systems. The insertion loss problem may be successfully 
resolved by modification of classic configurations Fig. 1 
on the basis of erbium doped fiber amplifiers (EDFA). 
Compared with semiconductor optical amplifiers and 
non-linear (Raman) fiber amplifiers, EDFA have the 
advantages [21]: low insertion loss (< 1 dB) with more 
than 30 dB gain, which is insensitive to light polariza- 
tion; more than 10 dBm saturation power; low crosstalk 
for several amplified signals; low insertion noise with 
the quantum limit level (3-4 dB); good reproducibility 
of spectral amplification dependence for all samples; 
low rippled and weakly temperature dependent gain as 
a function of wavelength. Disadvantages of EDFA: 
operates only at X,= 1.5u.m optical wavelength; re- 
quires additional components: optical pump source 
with output power 50-100 mW, selective optical cou- 
pler and optical isolators; can't be manufactured on 
integrated optic basis. A travelling wave EDFA sche- 
matics, presented in Fig. 7, contain three main ele- 
ments: Er-doped fiber 4, selective optic coupler 2 and 
semiconductor laser pump source 1. 

Optical isolators 3 and bandpass filters 5 provide the 
elimination of fiber end reflection effects on optic sig- 
nal source operational mode and makes the filtration of 
the amplified spontaneous emission for SNR increas- 
ing, respectively. Reflection-type EDFA in Fig. 7b 
provides higher differential amplification 9 (amplifica- 
tion in dB per 1 mW of pump power Pp) that gives 

more effective utilization of pump power but increases 
EDFA sensitivity to Pp fluctuations. Low threshold 
pump power Pth t required for total transparency of 
fiber, is typical for the reflection-type EDFA. For Pp = 
18mW and 6 = 1.1 dB/mW the reflection-type EDFA 
has Gmax = 20 dB. Traveling wave EDFA under the 
same conditions provides only G = 2-3 dB and twice 
lower 9 value. 
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Fig. 7. Structural configurations of travelling wave (a) 
and reflection type Erbium-doped fiber amplifiers [21] 

Modifications, Caused by the Problem of Phase 
Stability 

The problem of phase stability is common for both DM 
and EM IMDD fiber links [1]. This problem arises 
every time when it is necessary to distribute in-phase 
harmonic signals (or digital signals without mutual 
delays) to several remote antennas of long base line 
radio interferometers, multipositional radars and mod- 
ules of phased arrays. For mentioned above applications 
parasitic phase difference between adjacent channels 
should not exceed 1-5° [22]. The thermal sensitivity of 
modulation signal phase O is usually characterizing by 
the thermal phase sensitivity (TPSJ coefficient 

A.71 

<£>dT ' (4) 

So, temperature variation Ar causes at the output of 
fiber link the L -dependent parasitic phase shift 

AQ = QK$AT. (5) 

For the fiber with silica core and polymer cladding 
dNjNdT^l-W6 1/degr,  dL/LdT «(5-10-7 - 3TO'5) 

1/degr, (L/N)dN/dL * -0.22, and the TPS value may be 

estimated as K.f «(7-10-6 - 3-10"5) 1/grad. If AT = 

10 °K, L = 100 m and/o = 30 GHz, then AO * (6.4- 
27.5) radians or (367-1576) degrees that exceeds the re- 
quirements for mentioned applications. Transformation 
of IMDD fiber link into phase stabilized ones requires 
link modification on the component [23], system [24] 
or/and structural [25] basis. Fiber channels, providing 
AO =(1-5) degrees are usually called phase stabilized 
fiber links. The structural method of phase stabilized 
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fiber link modification [25] uses instead of traditional 
fiber length the extended optical filters, Fig. 8. 

COUPUCRS 

Fig. 8. Phase stabilized fiber optic link with lengthened 
transversal optical filter [25] 

This method does not need neither complicated and 
costly phase stabilized fibers as in the component ap- 
proach, nor the additional costly apparatus as in the 
system approach and stabilizes the electrical (for RF 
envelope) length of the fiber optic link over a wide 
range of environmental temperature. Structural method 

provides K.f «2-10~6, stabilizing the level of parasitic 

phase to A® = ±1 degrees for the environmental tem- 
perature range 15-100°C. 

(CDR) are 0 dB, < 22 dB and > -8.5 dBm, respectively. 
Fiber-optic link with direct modulation, being imple- 
mented in radar configuration as shown in Fig. 9, of- 
fered -0.09 dB, 18 dB and -4 dBm, respectively. Fiber- 
optic link with external modulation offered 0.06, 16 dB 
and -10 dBm, respectively. The SNRs measured with 
DM and EM fiber links were slightly lower than that, 
measured for the baseline: 82.3 and 81.5 dB, respec- 
tively against 82.6 dB in baseline. 

6tdttr(X<aan$ 
+ 36<JBmtMX 
75<SNFUB0dB 

1,3MHiBW 

CkcuMor f 

Transmitter 

Receiver (X-B»ref) 
Gain» 17 dB 
NF-S2<S 
P <«*-8.6(lBm 

Antenna 

Receive 

LNA 
Ct.22.5dB 
NF»6.6d8 
H**-(Ud0m 

Fig. 9. The simplified stuctural configuration of the AN/SPQ-9B 
Radar with the receiver fiber link [30] 

EXAMPLES OF PRACTICAL IMDD 
FIBER LINK APPLICATIONS 

Transmission of Microwave Signals to 
and from a Satellite Antenna 

The satellite and ground based fiber-optic distribution 
systems are used to transmit microwave signals from 
CPU to and from remote antennas located both on sat- 
ellite board and on the ground [26]-[27]. In [28] the 
DM IMDD fiber link is used for the transmission of the 
500-MHz C-band microwave signal spectrum to and 
from ground based 10-m satellite antenna, transmitting 
and receiving the 4 GHz signal from the AT&T Telstar 
T-302 satellite. Satellite signals, composed of typically 
3-4 video signals, 1-2 sets of 60 Mbit/s QPSK signals 
and several sets of 3.088-Mbit/s QPSK signal, is trans- 
mitted over distances of up to 20 km with 1 dB or less 
of degradation in SNR for video and digital signals. 
The minimum reduction of SNR due to fiber link, ex- 
pressed in noise figure (NF = SNRJSNR^) was about 
NF = 2.5 dB under the APD's gain of 39 dB. The total 
IMD level, mainly generated by LD, was about -42 dBc 
under -5 dBm of input modulation power. The IMFDR 
and CDR, estimated on the basis of experimental data, 
were about 27.5 and 39 dB, respectively, that was ac- 
ceptable for system operation. 

Fiber-optic links provide meeting the phase noise and 
signal-to-noise specifications of modern radars [29]. In 
that work fiber channel was used remote the transmitter 
and antenna of the AN/SPQ-9B radar in transmit con- 
figuration. In [30] the same demonstration was per- 
formed to demonstrate the receive configuration, Fig. 9. 

The AN/SPQ-9B radar specifications in receive chan- 
nel gain, noise figure and compression dynamic range 

The Indirect Phase Locking of Ka-Band Free 
Running Impatt Oscillator of Antenna Array 
Module 

In accordance with remote data mixing configuration 
[31] the feed to each module is comprised of two fiber- 
optic links 100 m long, Fig. 10. The LD1 of fiber optic 
synchronizing link with 3 dB bandwidth of 6.3 GHz is 
directly modulated in a large signal mode by an 8dBm 
input power from a master oscillator at 3.246 GHz. In 
this mode of operation LD generates higher order har- 
monics, and the fourth order harmonic at 12.986 GHz 
is detected, amplified and used to subharmonically 
injection locking an IMPATT oscillator at 38.96 GHz, 
that is, on the twelfth harmonic of the master oscillator. 
A locking range of over 100 MHz was achieved. The 
fiber optic data communication link carries the 1GHz 
bandwidth communication signal and imposes it on 
Ka-band carrier in nonlinear mixer. The LD2 of data 
link with 3dB bandwidth of 1.6 GHz is modulated by 
FM signal at GHz with modulation index ß = 0.85, 
providing the IMD level of DMD = -(28-9) dBc for m = 
0.1-0.9. 

FIBER-OPTIC 
SYNCHRONIZING LINK IMPATT 

PD AMP.     DIODE LO 

MO ^T^^i^mr* 
/, = 12460Hz 

ss *2?c> 

MWW 
SPECTRUM 
AWAI.YfflK 

A/=500MHz-!GH2 FIBER-OPTIC DATA 
COMMUNICATION LINK 

Fig. 10. Experimental set-up for indirect subharmonic 
synchronization of Ka-band IMPATT oscillator 

by S-band master oscillator [31] 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



Multichannel Transmission, Utilizing Er-Dopcd 
Fiber Amplifier 

Optical Er^-doped fiber amplifiers (EDFA) are used in 
the frequency division multiplexing (FDM) system, Fig. 
11 for distribution and transmission of 5 GHz-spaced, 
16-channel IM signals at a bit rate of 622 Mbit/s. Four 
from sixteen DFB LDs, operating at 1 = 1543 nm and 
stabilized in frequency at 5 GHz intervals, were inten- 
sity modulated by LiNb03 EOM with non-return-to- 
zero (NRZ) pseudo random code. The IM light beams 
were multiplexed and distributed by a 16x16 star cou- 
pler. Multiplexed signals at one of the output ports of a 
coupler were coupled to the EDFA with a length of 
90 m. The 1.48 um LD with output optical power of 
80 mW were used as pump lasers. Optical isolators 
prevented EDFA from lasing. 

135 (imbandEDFAUnil 

Er - COPED 
FIBER AMPLIFIER 

Fig. 11. Experimental set-up of 16-channel optical FDM 
distribution/transmission experiment utilizing Er3+-doped 

fiber amplifier [32] 

After transmission the 13 km-long single mode optical 
fiber the optical band-pass filter (OBPF) with 2 nm 
bandwidth absorbed the spontaneous emission of 
EDFA. The channel position in frequency domain is 
then selected by frequency selective switch (FSSW) 
providing the interchannel crosstalk less than -20 dB. 
A GaAs APD and FET circuit was used as the receiver 
for direct detection with single-channel sensitivity - 
39.1 dBm, which is degraded by 1.1 dB to 38 dBm for 
16-channel transmission. A signal gain of more than 
15 dB per channel was achieved in the experiment. At 
the output of post APD amplifier the signal level was 
1.0 dBm for single-channel transmission and -12.8 
dBm for 16-channel transmission. 

Fig. 12 illustrates another version of EDFA application 
in analog fiber-optic link [33]. A broadband and gain 
flattened EDFA is used with a flat amplification band- 
width of 54 nm by employing a parallel configuration/ 
The amplifier consists of 1.55 urn-band and 1.58 um- 
band EDFA units. The input 13 channel signals to each 
EDFA unit and the output signals from the units were 
multiplexed and demultiplexed using 1.55/1.58 um- 
band WDM coupler, respectively. The broadband fiber 
channel was shown to demonstrate the flat amplifica- 
tion for the signal wavelength regions of 1530 - 
1560 nm and 1576-1600 nm with a gain non- 
uniformity of < 1.7 dB and a signal gain of 30 dB. 

1.55/1.58 umbunJ 
WDM Coupler 

First Sub -unit Second Sub unit  • 

! :   9G0nm|—| - I  I480nni p~l < • 

i: U    WDM : L-J: U    WDM : i  r-* 

iB* 
J5/1J8 imbuid 
WDMCouplef 

FirrtSub-unil Secoad Sub-unit I 

Fig. 12. Broad band and gain-flattened fiber link with 
Er3+ fiber amplifier [33] 

SUMMARY 

Optical fibers find now application in the three princi- 
pal areas of antenna technique: (a) fiber-optic systems 
for antenna signal transmission and distribution; (b) 
fiber-optic systems for beamforming and beamsteering 
in phased arrays; (c) fiber-optic systems for data proc- 
essing. The first topic, being the fundamental for all the 
rest ones is described here in detail. The two principal 
direct detection configurations are analyzed and com- 
pared, using direct and external intensity modulation of 
optical carrier by antenna signals. The principal prob- 
lems are formulated, which restrict wide application of 
optically based antennas. The modifications of funda- 
mental fiber link schemes are considered, providing 
successful solution of principal problems. Examples of 
practical fiber link applications are discussed. 
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ABSTRACT 

The properties of black body SHF models which are 
artificial sources of radio noise radiation and methods 
for antenna parameters measuring with the help of 
«hot» radiators (at radiation temperatures of 1000 -s- 
100000 K) are given. In the radiators it is possible to 
control dimensions of the radiating aperture, polariza- 
tion and temperature of radiation. The hot radiators are 
certified by means of the national standard black body 
thermal model with the error not more than 2-4%. 

ARTIFICIAL RADIATORS 
FOR ANTENNA MEASUREMENTS 

The antenna parameters measured by classic methods 
at a narrow frequency band can be changed appreciably 
in case of the bandwidth broadens and the signal spec- 
trum changes. Radiometrie methods based on the use of 
artificial noise radiators allow to measure antenna pa- 
rameters over a required frequency range of the investi- 
gated radiation. 

Radiometrie methods of the antenna measurements 
have been developed since the fifties on the basis of the 
use of radiation of both the heavenly bodies and the 
artificial radiator so-called «the black disk». It is a 
plate made of a microwave absorber material. The 
black disk is placed against a «cold» sky background in 
the far-field region or in the Fresnel region of a test 
antenna and signals received by the antenna from the 
sky and the disk are compared. A black disk radiation 
temperature is near the standard temperature (290 K). 
The black disk method is considered as one of the most 
exact those (the error is not more than 5-10% [1], 7- 
14% [2]). In this method it is necessary to direct the 
principal efforts towards accounting of external radia- 
tions (of local objects, of a background, re-reflections 
from the source and so on). The antenna pattern side 
lobes were registered by the black disk method at the 
level of 13-17 dB [3], 15-20 dB [4]. 

Consider the properties of the thermal radiator- black 
disk. 

1. The disk is in the thermodynamic equilibrium with 
the environment at temperature T. The field on the 
radiating aperture of the disk has the correlation area 
c£k2/n, where X is the radiation midband wavelength. 

2. The isotropic radiation (without interference effects) 
is formed near the geometric radiating surface, at the 
far-field distance R of the correlation area, R > 2a/X. 

3. The radiation polarization is chaotic as a rule. 

4. The noise power spectral density (NPSD) and the 
noise temperature of the isotropic radiation are deter- 
mined by thermodynamic temperature T and emissiviry 
e (the absorption coefficient) of a material by Ts = KT; G 
= kTs; (as a consequence of Kirchhoff s and Rayleigh- 
Jeans' laws), where k = 1.3806xl0~23 W/K/Hz (the 
Boltzmann's constant). 

5. The radiation pattern is like Lambert's pattern, i.e. 
rs(9,(p) = e(S,cp)rs e7cosS. 

There is no need of orienting precisely the radiator 
electrical axis on a receiving antenna. 

6. An effective area of the radiating aperture is equal to 
the geometric area of the disk, i.e. Aä= SA. 

7. If the half-power beamwidth of a receiving antenna 
is larger than the angular size of the radiating aperture, 
a diffracted wave and a radiation pattern of a couple 
«disk-antenna» appear. In order to take into account 
this field it is necessary to introduce a diffraction cor- 
rection for a noise temperature measurement of the disk 
[1, 2]. 

In radio astronomy of the Sun for the absolute calibra- 
tion the standard field method is used. A standard field 
source comprises a calculated pattern horn with a cali- 
brated transmitter [5]. For the transmitter power to be 
calibrated by the resistor thermal noise it is possible to 
change the calibrated transmitter by a calibrated noise 
generator. The noise temperature ofthat source is much 
more than 290 K. It is the «hot» radiator. The method 
of the standard field enables one to decrease the meas- 
urement error down to 1 %. 

Consider the properties of the radiator in the form of a« 
directional antenna with a noise generator. 

1. The correlation area on the radiating aperture is 
equal to the antenna effective area^e. 

2.The isotropic radiation is formed at a far-field dis- 
tance R0 of the antenna, R0 > 2AJX. 

3. The radiation polarization is determined by an ei- 
genvector of the antenna polarization. 

4. A monomode spectral radiance of the isotropic ra- 
diation is equal to B = s^kT^/ln; 

where e^l-KSWR-iytSWR+l)]2}, 
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r„g is the noise generator radiation temperature; r\ is 
the antenna efficiency; the standing-wave ratio (SWR) 
in the antenna feed line describes a matching between 
the antenna and the noise generator. In the radiating 
aperture electrical centre Ts = siT„g. TV-distribution 
across the radiating aperture falls to its edges. 

5. It is important to orient precisely the radiator electri- 
cal axis on the receiving antenna. The radiation pattern 
rs(9,cp) is determined by the antenna parameters. 

6. The effective area of the radiator is equal to the ef- 
fective area of the antenna, i.e. AY=Ae. 

7. It is necessary to take into account a secondary ra- 
diation pattern of a couple of antennas. 

We see there is a large difference between the radiation 
pattern of the radiator in the form of the directional 
antenna with the noise generator and Lambert's pat- 
tern. Therefore, it is possible to attribute the value Ts 

only into a small solid angle round the antenna electri- 
cal axis. The angle has to be the same under conditions 
of the calibration and of the measurements of antenna 
parameters. When calibrating it is possible to place the 
receiving antenna only in the far-field region of the 
radiator. 

Now let us consider properties of a radiator in the form 
of an array of identical noise sources consisted of low 
directional antennas with a matching noise generator. 
This is a non-phased antenna array (NPAA). [6,7] 

1. The correlation area is equal to an effective area of 
the partial antenna, CTJ > X2/n. 

2. The isotropic radiation is formed at a far-field dis- 
tance of the partial antenna, R > la^lX. 

3. The radiation polarization is determined by the sum 
of eigenvectors of the partial antenna polarization. 

4. A monomode spectral radiance of the isotropic ra- 
diation is equal to B = NeikT^ln; where N is the num- 
ber of partial antennas in the NPAA. 

On the radiating aperture Ts= E^Tng. 

The 7V-distribution is nonuniform on the radiating 
aperture but if the NPAA intercepts the half-power 
beamwidth of the receiving antenna, the parameter 
«average radiation temperature T on the aperture» is 
used. 

5. The radiation pattern Ts(ß,cp) of the NPAA is deter- 
mined by that of a partial antenna by 

rs(9,(p) = e(a,cp)F =5^(9,9) f. 

There is no need to orient precisely the radiator electri- 
cal axis on the receiving antenna. 

6. The radiating aperture effective dimension De = D0 + 
2pi, where D0 is the radiating aperture geometrical 
dimension, the boundary of which passes over centres 

of the NPAA's external partial antennas and pi is the 
correlation radius of a radiating element. 

p, = 0.5<T,
1/2

= X(4Ttym = 0.282X. 

7. It is possible to decrease appreciably a diffraction 
field at the NPAA's edges framing it within an ab- 
sorber with the ambient temperature. 

After comparing the listed above properties of the dif- 
ferent artificial radiators of the radio noise we conclude 
that the radiation properties of a non-phased array of 
low directional identical noise sources are like those of 
the black disk, but such an array may give a much 
higher temperature when using plasma noise genera- 
tors. Therefore, it is possible to carry out all the meas- 
uring procedures of the black disk method with the help 
of a «hot» NPAA, to achieve a larger dynamic range 
and a higher precision because external radiations can 
be neglected in comparison with NPAA's radiation. 
With the NPAA the antenna pattern side lobes are 
registered at the level of 30-40 dB [8]. 

It is possible to manufacture hot radiators NPAA with 
controlled aperture sizes, polarization and temperature 
of the radiation. A variant of such a radiator is shown 
in Fig. 1 [9]: the side view (a), the view of the radiating 
aperture (b). Serial semi-conductor noise generators 3 
are connected through matching transformers 2 with 
slots 1. Over the slots plane there is net 4 of conductive 
tapes 5 which form cells 6 made in shape of the isosce- 
les right-angled triangle (IRT). Each slot is placed 
along DRT's cathetus symmetrically relatively to net 
nearest knots and a tape plane. Tape width L is selected 
by the equation 

LI a = 0.25/{[(aa)2- 0.25]1/2- [(a/X)2- 0.5],/2}, 

where a is ERT's cathetus length. 

.1 

Fig. 1 

If the net is mounted, then an elliptically polarized 
radiation has the right or left orientation when switch- 
ing on the noise generators in rows or in columns. The 
radiation has a horizontal or vertical polarization by the 
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same switching without the net. One gets the chaotic 
polarization by switching on all the noise generators. 

The hot radiators have enabled one to propose new 
methods for antenna diagnostics to be considered fur- 
ther. 

METHODS FOR MEASURING ANTENNA 
PARAMETERS 

Measurements ofohmic losses and efficiency 

1. The method for measuring antenna ohmic losses is 
worked out on the basis of a noise passing through the 
antenna. A device for mesurements is given in Fig.2 
[10]. Noise generator 1 and radiometer 2 are connected 
with inputs 4,5 of Y-circuIator 3; test antenna 7 is con- 
nected with input 6 of the Y-circulator. Two absorber 
rings 8 adjoin a contour of the antenna aperture. To- 
gether with the antenna they form a cavity whose ap- 
erture is recovered by polarization matching assembly 9 
and by well conducting metallic screen 10. Assembly 9 
must be excluded when testing an antenna with a linear 
polarization. 

In the device of Fig. 2 (without crosspiece 11) the noise 
generator is switched on and assembly 9 is controlled to 
get maximum signal Ui of the radiometer. The signal 
covers the following path l->4-»3-»6-»7->8->9->10 
=>9->8->7H>-6->5->2. 

Fig.2 

Each ring partially absorbs waves on the path from the 
antenna to the screen and backwards and prevents 
parasitic resonant oscillations of the cavity. 

When reflecting from screen 10 a mirror turn of an 
incident wave polarization ellipse takes place due to 
7t-shift of phases of orthogonal linearly polarized com- 
ponents. In assembly 9 a polarization vector direction 
changes twice so that polarization vectors of the an- 
tenna and of the arrival wave appear to be matched. 

In the device of Fig. 2 (without crosspiece 11) we leave 
one ring 8 and fix signal U2. The first ring is replaced 
by the second one and signal C/3 is fixed. Noise gen- 
erator 1 and the input of radiometer 2 are connected by 
setting crosspiece 11 between points 4.5. Signal Tng is 
fixed. The following equations describe these proce- 
dures 

Ui = T„g[kr\2(yw')  nR + q}; 

U2 = Tng[kT\1v1nR + ql 

U3 = Tng[kr\2w2nR + q]; 

(1) 

where r\ is the antenna ohmic loss factor to be defined; 
k,n,q are the certificate values of the Y-circulator 
transmission coefficients between arms 4-»6, 6-*5, 
4-*5; v, w are the transmission coefficients of the path 
«the antenna-the screen-the antenna» in the presence 
of one ring; R is a screen reflectivity. Taking into ac- 
count that R = 1 we define t|, v, w from the system of 
Eq (1). Let us determine r| by 

r\ = (l/w)[(£/, - qTns)/(Tn$x MR)]. 

According to this equation the total error of determina- 
tion of ohmic loss factor r\ for antenna array «7 %, for 
lens antenna » 9.5 %. Earlier there were no methods to 
define namely antenna ohmic losses being the principal 
part of antenna losses. In the proposed method antenna 
7 is the part of the hot radiator structure as well as 
noise generator 1. 

2. A device for the antenna efficiency direct mesure- 
ments is given in Fig. 3 [11]. Radiator 1 recovers an 
aperture of test antenna 2 connected with radiometer 3. 
Contact thermo-transformers are placed on the antenna 
surface. Noise temperature Ts and emissiviry s of the 
hot radiator are known. If the radiator is made as the 
NPAA, the apertures of the antenna and the radiator 
has to be placed at the distance R not nearer than the 
far field region of the radiating element. 

Fig. 3 

In the device of Fig. 3 antenna real temperature Ta is 
measured by the thermo-transformers and radiometer 
reading T is recorded. There are following signals ar- 
riving to a radiometer input: 1) from the radiator with 
noise temperature Ts after passing through the antenna, 
2) the antenna thermal radiation reflected by the ra- 
diator and falling on the antenna aperture, 3) the an- 
tenna thermal radiation in the direction of the radi- 
ometer. 

7=r,7;+Ti(l-e)7;+7;(l-r|) (2) 

From the equation (2) we define the antenna efficiency 
by 

y\ = (T-Ti)/(Tt-sT3). (3) 
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If Ts » rB (for the hot radiator) instead of (3) we can 
write 

n T/Ts (4) 

When using the approximate formula (4) instead of (3) 
an error is not greater than 1% if Ts is 10 times Ta and 
not greater than 0.1% if Ts is 100 times T3. The meas- 
urement error of the efficiency r\ does not exceed 4 %. 

We note that direct methods of an antenna efficiency 
measurement have been absent to this day. The known 
indirect methods are very labourconsuming. They are 
based on measurements in the free space. According to 
the first method it is necessary to measure in the far 
field region or in the Fresnel region of the antenna. 
According to another one it is possible to combine 
black disk radiation measurements in the near field 
region and near field phasometric ones. 

Measurements of gain and scattering coefficient 

Owing to creation of the aperture radiators with 
autonomously switched elements (NPAA), methods of 
absolute measurements of antenna gain and scattering 
coefficient [12, 13] are worked out. It is possible to use 
the radiator of Fig. 1. 

1. An equipment for gain measurements can be de- 
signed in two variants shown in Fig. 4: A) test antenna 
1 is placed on a mast; B) antenna 1 is ground-based. 
The latter is directed towards radiator 2 with which 
control system 3 is connected. The antenna is con- 
nected with radiometer 4. 

The radiator has to be placed in the far field region or 
the Fresnel region of the antenna. In the latter case an 
parabolic antenna feed has to be carried off the focus. 
In the variant B it is recommended to place a phase 
centre of a highly directional antenna at a distance 
from the ground surface not smaller than the doubled 
height of the antenna. Angle of vision Q of the radiator 
from the antenna has to be smaller than the antenna 
half-power beamwidth, i.e. 

nr<©a (5) 

In the equipment of Fig. 4 radiometer reading T, is 
recorded when the antenna is directed towards the 
radiator in which all the noise generators are switched 

on. Hot aperture area Si and its average noise tempera- 
ture Ts are known. 

Noise generators in the external hoop are switched off. 
ed off. The aperture area decreases to a known value S2 

and the noise tempereture does not change. Radiometer 
reading T2 is fixed. Every time when repeating opera- 
tions of switching off noise generators in radiator ex- 
ternal hoops a radiometer reading is fixed. We get a 
row of values The aperture area decreases to known 
value S2 and the noise tempereture does not change. 
Radiometer reading T2 is recorded. Every time when 
repeating operations of switching off noise generators 
in radiator external hoops a radiometer reading is re- 
corded. The obtained row of values Tu T2, ...Tj,...,T„, 
corresponds to the row of values of hot aperture areas 
SUS2, ... Sj, ... S„. The position of the radiator electri- 
cal axis does not change when switching off noise gen- 
erators in the radiator external hoops. 

All the noise generators are switched off and radiome- 
ter reading T0 is measured. We obtain the function J(S) 
= ATj/Sj, where A7}= 7} - T0, extrapolate it in a spot S 
= 0 and writers = 0) = AT/S(S = 0). We define the 
antenna gain by 

G = (4nR2/Ts)ATlS(S=0). (6) 

The G-definition error according to Eq. (6) is not more 
than 3.6%. 

2. For scattering coefficient measurement the equip- 
ment of Fig. 4 is used. The condition (5) is met. An- 
tenna efficiency r] is known. In the equipment of Fig. 4 
radiometer reading T} is recorded when the antenna is 
directed towards the radiator in which all the noise 
generators are switched on. Hot aperture area S and its 
average radiation temperature Ts are known. 

Each of two noise generators is switched off in chess- 
board manner. At this operation aperture area S does 
not change and the noise temperature decreases to 
known value T%'. Radiometer reading T2 is recorded. 

We define the antenna energy scattering coefficient off 
the solid angle fir by 

p = i_(r1-r2)/[n(rs-rs')]. (7) 

The definition total error according to Eq. (7) is not 
more than (4.6-5.4) %. 

Measurement of antenna pattern 

In the radio astronomy a multiplicative interferometer 
is used for measuring an antenna pattern. Spaced an- 
tennas 4, 5 are connected with inputs of correlation 
radiometer 7. (See Fig. 5.) Antennas electrical axes are 
directed towards radio noise radiator 1 which is placed 
in far-field or Fresnel region of antennas. A phase 
difference of source 1 radiation is compensated in the 
antennas. A correlation function of a radiation received 
with the different turning angles of test antenna 4 and 
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with auxiliary non-scanning antenna 5 is recorded in 
the radiometer output. An radiometer output signal in 
the quadrature corresponds with a real component of an 
unknown pattern of antenna 4 and in the phase with a 
imaginary component of the same pattern [14, 15]. 

-<£. 

D-- 

f" 
/ 

/     \ 

V 

iömn «■        Jy- \-Kl 

H]--^ hJ2 

Fig. 5 

After a correlation processing the larger the angle be- 
tween the directions of a disturbance source and of 
radiator 1 and the greater product Bxp, where B is the 
radiometer bandwidth and p is the distance between the 
antennas 4,5 the weaker a disturbance signal becomes. 
The correlation reception expands the dynamic range 
by 10-15 dB in comparison with traditional methods of 
the antenna measurements by means of ordinary radio 
receivers. 

Such antenna pattern measurements have a systematic 
error being stipulated by a nonlinearity of the correla- 
tion radiometer transfer characteristic and by the an- 
tennas' thermal noise. This error is estimated in [1] by 

a =10... 16%. (8) 

A principle enabling to increase the measurement accu- 
racy by eliminating the above mentioned error is de- 
scribed further and is illustrated by Fig. 5 [16]. Before 
the beginning of measurements electrical axes of the 
antennas are directed towards radiator 1. Power-supply 
2 is switched on and commutator 3 is locked. Switch- 
board 11 is in the first position (terminal 27 is con- 
nected with input 6 of radiometer 7; terminal 28 and 
matched load 29 is connected with feed line 9), tee 15 
is shunted by short-circuiting shown in Fig. 5 by means 
of a dotted line with arrows. Antennas 4,5 are con- 
nected consecutively with feed line 13 and each of them 
is turned to obtain the maximal signal of the radiometer 
indicator. A phase difference of source 1 radiation is 
compensated in the antennas by delay line 8. 

The primary channel of radiometer 7 is calibrated. The 
switchboard 11 is in the first position. Commutators 3, 
22 is switched synchronously in the opposite phase with 
the help of control system 24. Regulating attenuator 26 
reading the equality of the radiometer readings is ob- 
tained when radiator 1 or noise generator 23 is 
switched on. Later attenuator 26 reading does not 
change. 

The first measurement is carried out. Switchboard 11 is 
in the second position shown in Fig. 5. By means of 
regulating readings of attenuator 16 and delay line 8 
and switching in magazine 17 of fixed calibrated at- 
tenuators, the equality of the radiometer readings is 
obtained when radiator 1 or noise generator 23 is 
switched on. The summary attenuation magnitude of 
attenuator 6 and magazine 17 (A0) is fixed. 

The y'-th measurement is carried out. Switchboard 11 is 
in the second position. Test antenna 4 is turned so that 
its electrical axis deflected from the direction towards 
radiator 1 by angles cp;, 9 j. The first measurement is 
repeated and a summary attenuation magnitude of 
attenuator 6 and magazine 17 (Ay) is fixed. We define 
the y'-th point of an antenna power pattern by 

F((pi,&i)=Ay/A0 (9) 

So in the known method [14,15] the correlation radi- 
ometer is used for direct reading. In the proposed prin- 
ciple [16] the radiometer functions as a comparator and 
readings are obtained with the help of the more accu- 
rate instruments that are attenuator 16 and magazine 
17. It allows to compensate an measurement error be- 
ing stipulated by a nonlinearity in the channels of the 
correlation radiometer and by the antennas non-identity 
(by their thermal noises). The point (9) definition error 
is smaller than 1.6% [17]. 

Measurement of a field amplitude and phase distribu- 
tion (FAPD) 

When a long proving ground is absent near-field tech- 
niques is used. In this method a probe antenna is used 
to samble the phase and amplitude, for two polariza- 
tions, of the radiated narrow-band field in the near 
region of the test antenna that is at a few wavelengths 
from its surface. The probe antenna scans over a well 
defined surface which can be for example a plane in 
front of the test antenna. From the measured FAPD an 
antenna pattern may be defined by means of the space 
Fourier transform. If an information about frequency 
properties of the antenna is necessary the same meas- 
uring process must be repeated for every required fre- 
quency. 

Methods of defining FAPD in the required range of 
frequencies during one passage of the probe antenna 
are known. A wide-band pulse field is formed on the 
antenna aperture, field amplitude time dependences are 
recorded in space points of an antenna near region, the 
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time dependencies are transformed into the frequency 
domain by means of the frequency Fourier transform 
and then antenna patterns are calculated for required 
frequencies [18]. A measurement bandwidth is re- 
stricted by an upper frequency limit of a stroboscopic 
oscillograph (1-4 GHz). There is no possibility to test 
active receiving antennas which do not sustain pulse 
reactions. 

The use of a noise signal instead of an pulse one re- 
moves mentioned restrictions. A functional diagram of 
a device for FAPD measuring in the required frequency 
range is shown in Fig. 6 [19]. Source 1 of a radio noise 
signal includes a serial semi-conductor noise generator 
with the radiation temperature -200000 K, an amplifier 
with a bandwidth 3-4 GHz and a directional coupler. 
The first output of source 1 is connected with test di- 
rectional antenna 2. Probe antenna 3 is supported by 
orientable frame 4. It is connected with the first input 
of two-channel receiver 5. The second output of source 
1 is connected with the second input of receiver 5 
through connecting line 7. Receiver 5 outputs are con- 
nected with inputs of correlometer 6. The correlometer 
includes one quantizator in every input circuit. Further 
there is a steerable delay line in one channel. Then both 
the channels are connected with a multiplier. To its 
output an integrator, a discrete memory circuit and a 
digital indicator are connected consecutively. 

Fig. 6 

With the correlometer output frequency Fourier trans- 
former 8, memory circuit 9 and space Fourier trans- 
former 10 are connected in series. Instead of positions 
8,9,10 it is possible to use a computer with a corre- 
sponding software. 

This method allows to widen a measurement work range 
close to millimeter waves. The minimum wavelength is 
defined by a value of a probe antenna doubled step. It can 
make up 4-5 mm when an error of a probe antenna setting 
in a required point is not more than 0.5 mm. 
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ABSTRACT 

The paper presents an universal extremely fast- 
convergent iterative method of synthesis of physical 
objects and its application to synthesis of high perform- 
ance antennas and microwave components. Due to the 
proper combining in each iteration a fast approximate 
analytic or parametric synthesis with rigorous analysis 
and introduction and the proper generating a new 
modified design objective in accordance with obtained 
differences between rigorously calculated characteris- 
tics of interest and actual design objectives, the iterative 
process is usually completed after a few optimization 
iterations. 

INTRODUCTION 

At present there is a variety of synthesis techniques 
applied in electromagnetic devices and other field en- 
gineering. Most of them use gradient information to 
find global optimum of a given function. The procedure 
of global optimum searching is often very time- 
consuming, if rigorous analysis of such devices is used. 

The most versatile and precise method of diffraction 
synthesis of reflector antennas is proposed in [1]. When 
using this iterative method, the main reflector and 
subreflector profiles are represented in the form of 
expansion in Jacobi's functions, with subsequent gradi- 
ent optimization of the expansion coefficients to obtain 
the required radiation pattern. At each iteration radia- 
tion pattern is calculated with taking into account of the 
near field, boundary diffraction, the subreflector sup- 
ports, shading introduced by structures, etc. The 
method requires a large number of iterations and 
therefore is time-consuming that may be regarded as a 
disadvantage. 

The problem is: how can most of guesswork be re- 
moved from synthesis and thus synthesis procedure can 
be made fast-convergent? 

One possible way is using genetic algorithms [2], 
which have being extensively developed for electro- 
magnetic systems during last years. 

An another way is introduced in this paper and this 
way is a universal extremely fast-convergent iterative 
method of synthesis of physical objects. 

As concerns synthesis of new dual-reflector antennas, 
this method of synthesis fits into the group of indirect 
methods since the purpose of the synthesis is not the 
radiation pattern itself but the required amplitude and 
phase distribution of the electromagnetic field in the 
aperture of the antenna main reflector. However, this 
fact does not impair the method potentialities and its 
practical value since we may consider the problem of 
relation between field distribution in the main reflector 
aperture and the radiation pattern in the angular sector 
adjacent to the main lobe as solved. But these are the 
near side lobes that present main difficulty, being of 
main concern to designers of antennas with a pre- 
scribed envelope of side lobes. The far side lobe level 
depends primarily (in the case of correct choice of the 
aperture field distribution) on the choice of the radia- 
tion angle of the subreflector edge, accuracy of the 
reflector surface, selection of the cross-section and 
location of the struts and on the antenna adjustment. 

In the case of application of this synthesis method to 
improvement of performances of existing large dual- 
reflector earth station antennas to meet the current 
CCIR stringent requirements and to synthesis of high 
performance microwave components (filters, OMT, 
polarizers, rotators, etc.) as design objectives serve 
actual required characteristics like radiation pattern, 
VSWR, insertion loss, differential phase shift, et cetera. 
Recently, by using this method, a variety of high per- 
formance dual-reflector antennas and microwave com- 
ponents have been designed at the company "TERA" 
and Laboratory of Antennas and Telecommunications 
of National Technical University of Ukraine "KPI". At 
present some of the designed antennas and microwave 
components are in serial production. For example, 
updated 7 m and 3.66 m dual-reflector earth station 
antennas, that fully meet the CCIR requirements, are 
manufactured at state plant "Saturn" (Ternopil, 
Ukraine) and design office "Promin" (Ternopil, 
Ukraine) respectively. 

A BRIEF OUTLINE OF THE METHOD 

The block diagram of the method is shown in Fig. 1. It 
is assumed that actual required characteristics of a 
physical object under synthesis (e.g., amplitude and/or 
phase distributions, radiation patterns, frequency de- 
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pendencies of VSWR, insertion losses, phase shifts, 
etc.) serve as actual design objectives. In the first step 
these actual design objectives are used for an approxi- 
mate synthesis (analytical or parametric) of the object 
design parameters (profiles, geometric parameters, 
dimensions, etc.) in the first iteration. As a result of the 
synthesis a set of the object design parameters (vari- 
ables) is obtained. Then for the obtained design pa- 
rameters, characterizing the object, an accurate (rigor- 
ous) analysis of the object is performed and the 
characteristics of interest are calculated. Next step in 
the first iteration includes evaluation of differences 
between the calculated and the actual required charac- 
teristics of the object. If the differences obtained exceed 
the permitted values then new modified (false) design 
objectives are generated in accordance with the fol- 
lowing equation: 

r>mr _ s-m ck2 -cjfcl 
_ (Citl _ Ck\ k = l,2. (1) 

where C™[ is a new modified required k-th character- 

istic of the object, which must be used for the approxi- 
mate synthesis of the object parameters in the second 

iteration, C£ is a calculated k-th characteristic in the 

first iteration, Cf is an actual required k-th charac- 

teristic and C™ is a modified required k-th character- 

istic in the first iteration (usually C™{ = Cf). 

Generated in such a way new modified required char- 
acteristics serve as initial data for the approximate 
synthesis of the object parameters in the second itera- 
tion. Having performed the procedures like in the first 
iteration, in case the differences between the calculated 
and actual required characteristics exceed permissible 
values, we generate new modified design objectives 
which may be written as follows: 

/--v/Mr _ /-imr -(c|2 
r),fc = l,2.... (2) 

These new modified design objectives serve as initial 
data for the approximate synthesis of the object in the 
third iteration. After the Mb. iteration is completed, in 
case the differences between the calculated and actual 
required characteristics exceed permissible values, we 
generate new modified objectives: 

c*(i+l) 
-(0,-Cf),* = 1,2...,        (3) 

which define initial data for the approximate synthesis 
of the object in the (/'+!) iteration. 

Generation of 
new modified 

false design 
objectives, used 

for the object 
synthesis in the 

second and 
successive 
iterations 

Approximate synthesis 
(analytical or parametric) of 

the object 

T 
A set of object design 
parameters (variables) 

Accurate (rigorous) analysis 
of the object 

Calculated characteristics of 
interest 

Differences between the 
calculated and actual required 

characteristics 

No ■c Minimised? D 
Yes 

Are used in 
the first 
iteration only 

Actual required 
characteristics of a 

physical object 
under synthesis 

Optimisation 
iterations A set of optimized 

parameters characterizing 
the object 

Fig. 1. Block diagram of the universal fast-convergent iterative synthesis technique for generation of optimum 
design parameters of a physical object with required characteristics 
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The iterative process continues until the differences 
between the calculated and actual required characteris- 
tics will be minimized to a given accuracy. 

Thus, each iteration in this iterative method of synthe- 
sis includes four steps: 

1. approximate (analytic or parametric) synthesis of a 
physical object, using new modified (false) design 
objectives (except the first iteration where actual 
design objectives are usually used) generated in ac- 
cordance with equations (1) - (3); 

2. accurate analysis of the synthesized object; 

3. evaluation of differences between calculated and 
required characteristics; 

4. generation of new modified design objectives in 
accordance with (1) - (3) which are to be used as 
initial data for synthesis in next iteration, if the ob- 
tained differences between the calculated and re- 
quired characteristics are not minimized to a given 
accuracy. 

The quintessence of this synthesis technique consists in 
the proper combining in each iteration a fast rough 
synthesis (analytic or parametric) with a slow rigorous 
analysis and introduction and the proper generating - 
in accordance with equations (1) - (3) new modified 
design objectives, i.e. new modified required character- 
istics, to be used in next iteration. Due to latter, already 
in the second iteration errors of an approximate synthe- 
sis of the object parameters are evaluated and the itera- 
tive procedure may be terminated. In the next sections 
we shall demonstrate an extremely fast convergence of 
this iterative method of synthesis in designing high 
performance dual-reflector earth station antennas and 
some microwave components. 

APPLICATION OF THE METHOD 
TO DIFFRACTION SYNTHESIS OF MODERN 
HIGH PERFORMANCE DUAL-REFLECTOR 
ANTENNAS 

In this section we shall concentrate on application of 
the method to diffraction synthesis of new modern high 
performance dual-reflector earth station antennas. As 
actual design objectives - actual required characteris- 
tics of a physical object under design - we take actual 
required amplitude and phase distributions of the elec- 
tromagnetic fields in the aperture of an antenna main 
reflector under design. Correctness of this approach 
was discussed above. In this case the block diagram in 
Fig. 1 of the method is transformed to the block dia- 
gram in Fig. 2. 

In the first iteration we initially perform the "rough" 
synthesis of geometry of the dual-reflector antenna 
based on actual required amplitude and phase distribu- 
tion of the electromagnetic field yielding the prescribed 
characteristics of the antenna radiation. Then, for the 

obtained geometry of the antenna we carry out its rig- 
orous analysis by diffraction theory methods. As a re- 
sult, we obtain calculated amplitude and phase distri- 
butions of the electromagnetic field in the main 
reflector aperture. The amplitude and phase distribu- 
tions are compared with actual required values, and 
their differences are evaluated. If the differences ob- 
tained exceed the permissible values then new modified 
(false) required distributions of the field in the main 
reflector aperture are generated using the equation (1), 

where now C™2
r are new modified required amplitude 

(Jc = 1) and phase (k = 2) distributions of the field in the 
main reflector aperture to be used for the synthesis in 

the second iteration, C{ are the calculated amplitude 

(k = 1) and phase (k = 2) distributions of the field in the 

first iteration, Cf are actual required amplitude (k = 

1) and phase (k = 2) distributions of the field in the 
aperture. 

Approximate synthesis of 
antenna geometry by the 
geometric optics method 

Generation of 
new modified 

required 
amplitude and 

phase 
distributions 
equal to the 

previous 
modified ones 

minus the 
difference 
between 

calculated and 
actual required 

values 

X 
Antenna geometry (the 

reflector and subreflector 
profiles, spacing between the 

antenna elements) 

Strict analysis by the 
diffraction theory methods 

Calculated amplitude and 
phase distributions 

Differences between 
calculated and required 
amplitude and phase 

Minimised? 

[Yes 

Are used in 
the first 
iteration only 

Actual required 
amplitude and 

phase distributions 

Optimisation 
iterations 

The antenna geometry - a 
set of optimized 

parameters characterizing 
the antenna geometry 

Fig. 2. Application of the method to diffraction synthesis 
of dual reflector antennas 

The generated modified amplitude and phase distribu- 
tions of the electromagnetic field in the main reflector 
aperture serve as a initial values for the synthesis of the 
antenna geometry in the second iteration. Having per- 
formed the procedure similar to those in the first itera- 
tion, after the second iteration (in the case when the 
differences between the calculated and actual required 
distributions for amplitudes and phases exceed the 
permissible values) we generate new modified required 
amplitude and phase distributions in the main reflector 
aperture for the third iteration in accordance with 
equation (2). 
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After implementation of the z'-th iteration (if differences 
between the calculated and actual required amplitudes 
and/or phase distributions of the field in the aperture of 
the main reflector exceed the permissible values) we 
generate new modified amplitude and phase distribu- 
tions in the main reflector aperture which determine 
initial values for the synthesis of the antenna geometry 
in the geometric optics approximation in the (z'+l) 
iteration, following the equation (3). 

The iterative process continues until we minimize to a 
given accuracy the differences between the calculated 
by rigorous methods of the diffraction theory and the 
actual required distributions of amplitude and phase in 
the main reflector aperture. 

Due to the introduction and proper generation of new 
modified required amplitude and phase distributions in 
the main reflector aperture no later than in the second 
iteration we can accurately evaluate the error of synthe- 
sis of the antenna geometry by the approximate method 
of geometric optics, and the iterative procedure may be 
terminated. Figure 3 demonstrates a case of extreme 
convergence of the method with the example of synthe- 
sis of geometry of a dual 3.66 m dual-reflector antenna 
with required uniform phase distribution in the main 
reflector aperture. It may be seen that after the first 
iteration the phase maximum deviation from the uni- 
form pattern was 37°, and after the second iteration - 
less than 1°. 

It is apparent that the most important part of the pro- 
posed method of synthesis which determines its accu- 
racy is an accurate (rigorous) analysis of the dual- 
reflector antenna. 

In order to achieve a high accuracy we carry out analy- 
sis of dual-reflector antenna as follows: 
• feed horn analysis using mode matching technique 

or integral equation approach with taking into account 
a reaction of the free-space and the subreflector; 

• determination of the spherical wave expansion coeffi- 
cients for the electromagnetic field at the horn aperture; 

• determination of the currents on the subreflector 
surface generated by an incident near field of the 
feed horn; 

• determination of the fields near the main reflector 
surface by physical optics method using the subre- 
flector currents assuming that the reflector is in the 
near field of the subreflector; 

• determination of the currents on the main reflector 
surface generated by the subreflector currents; 

• determination of the far-field of the main reflector 
by physical optics method; 

• determination of the far-field radiation pattern of a 
dual-reflector antenna by superposition of the radi- 
ated far-fields by main reflector, subreflector and 
feed horn. 

40 
f = 11.7 GHz 

  1st iteration 

—♦— 2nd iteration M- 

H 20 

10 

0 

0,0 0,4 0,8       1,2       1,6    R, m 

Fig. 3. Obtained phase distributions of the field in the 
main reflector aperture at each iteration 

In order to obtain the overall generalized scattering 
matrix of feed horn we used mode-matching technique 
or integral equation method. At first horn is repre- 
sented as a set of regular circular waveguide sections 
with longitudinal dimension much less than free space 
wavelength. The generalized scattering matrices of 
junctions between two waveguide sections are found 
and then they are combined with scattering matrices of 
regular circular waveguide sections. Having the overall 
generalized scattering matrix of the horn and an am- 
plitude of the input mode it is easy to find amplitudes of 
incident modes in the horn aperture. By using moment 
method we obtain the scattering matrix of free space 
junction. Having calculated amplitudes of modes, re- 
flected from the free space, and incident modes ampli- 
tudes it is possible to find total amplitudes of modes in 
the aperture. Amplitudes of electric and magnetic fields 
of /ra-th mode are obtained as follows: 

A2(">) = a2(m)+b2(m) 

B2(m 
= fl2W 

(4) 

where a2
(m} is magnitude of m-th mode reflected from 

free space and b2
<m> is found from the following matrix 

equation: 

[/32HS21]*[fll] + [S22]*H, (5) 

where at is a column of incident amplitudes in the horn 
throat and S21 and S22 are elements of the horn gener- 
alized scattering matrix, which are matrices as well. 

Spherical wave expansion (SWE) technique is used for 
calculation of the feed horn and the subreflector radi- 
ated fields at an arbitrary distance from the source. The 
coefficients of SWE are obtained by using orthogonality 
of the spherical waves functions and calculated fields at 
the horn aperture for the horn radiated fields and by 
using currents at the subreflector surface for the subre- 
flector radiated fields. The integration over azimuth 
coordinate 9 is performed analytically. 
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The currents at the subreflector and the main reflector 
surfaces are calculated by PO-method. Assumptions of 
infinitesimal thickness and infinite conductance of the 
surfaces are accepted. Far-field radiation pattern of the 
antenna on the whole is calculated using Kirchhoff- 
Huygens-Silver integral with analytic integration of the 
currents over azimuth coordinate <p. 

Multiple reflections between feed horn and subreflector 
(including shading the subreflector by the horn) are 
taken into account using iterative procedure, where 
field as reflected from the subreflector is added to the of 
field oo reflected from the free space without influence 
subreflector: 

a2=a0+as. 

Obtained amplitude a2 is used in (4) and after that a 
new value of field reflected from the subreflector will 
be found. This iterative procedure converges quite fast 
(only 3-5 iterations are necessary). 

The main aperture blockage is introduced and correc- 
tion for the first sidelobes is provided by zeroing the 
induced currents in the blocked region. 

To illustrate the extreme convergence rate of the sug- 
gested method of diffraction synthesis of axially sym- 
metric dual-reflector antennas (Fig. 3) we used an ex- 
ample of synthesis of antenna with uniform amplitude 
and phase distributions in the main reflector aperture. 
Our purpose was to produce the uniform phase distri- 
bution and, respectively, only one new modified design 
objective was generated. 
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Fig. 4. Actual and modified required amplitude 
distributions of the field in the main reflector aperture, 

used in the iterative procedure 

Consider now the more sophisticated case when we 
have to generate two modified functions simultaneously 
for two independent characteristics, namely, the am- 
plitude and phase distributions of field in the main 
reflector aperture. The actual required amplitude dis- 
tribution for the antenna whose main reflector diameter 
is 3.66 m and its subreflector diameter is 0.43 m is 
shown in Fig. 4 by a solid line with diamond-shaped 

marks. This amplitude distribution, together with uni- 
form phase distribution, provides a level of side lobe 
envelope, meeting the current CCIR requirements for 
earth station antennas: 29-25 lg0 (dBi) in the angle 
sector 1...20 degrees (Fig. 5, solid line). In order to 
avoid exceeding side lobe peaks over the required en- 
velope in the angle sector not covered by the subreflec- 
tor, the angle of subreflector edge, seen from the phase 
center of the horn, was taken 25°. 

All the amplitude distributions given below are ob- 
tained as normalized components of the aperture distri- 
bution of the field with the main polarization which 
have been averaged over two main planes. In this case 
the normalizing coefficient is so chosen that the nor- 
malized aperture distribution of the field is transmitting 
the same power as the unit uniform distribution written 
in the form A(p) =l&ir<p<R where r is the subre- 
flector radius, and R is the main reflector radius. Then 
the normalizing coefficient 

K = 
R' 

2JV(p)p4> 
(6) 

Variations of the modified required amplitude and 
phase distributions of the field in the main reflector 
aperture at each iteration are presented in Figs. 4 and 6 
while the corresponding distributions obtained are 
shown in Figs. 7 and 8. Note, that only three iterations 
were necessary to produce the actual required ampli- 
tude distribution of the field on the main reflector ap- 
erture. In order to get the actual uniform phase distri- 
bution on the main reflector aperture we had to perform 
an additional iteration in which we changed only the 
modified required phase distribution of the field while 
the modified required amplitude distribution remains 
the same as in the previous iteration. 

Fig. 5. Required and obtained far-field radiation patterns 
of the synthesized antenna 

The dotted line in Fig. 5 corresponds to the radiation 
pattern of the antenna synthesized by this method. As 
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may be seen in the figure, the task of synthesis of the 
dual reflector antenna that produces actual required 
radiation pattern has been completely performed. Here 
the calculated efficiency of the antenna reaches 87.8% 
while maximum attainable value for the initial required 
distribution is 90%. 

R, m 

Fig. 6. Actual and modified required phase distributions 
of the field in the main reflector aperture, 

used in the iterative procedure 

In addition, a comparison between the suggested 
method of synthesis and optimization using the corre- 
lation integral between the transmitted and received 
fields on reflectors' surfaces ß] has been made. One 
may see in Fig. 9 that the suggested method gives more 
close amplitude distribution to the actual required one, 
especially, at the edge of the main reflector aperture. 
The reason is that the correlation method of optimiza- 
tion is seeking a compromise between the required 
amplitude distribution and the power level flowing to 
the main reflector. This level arises from the finiteness 
of the steepness of the pattern of the field scattering by 
the subreflector in the direction of the main reflector 
edge 0]. 

Fig. 7. Actual required and obtained in the iterative 
procedure amplitude distributions of the field in the 

main reflector aperture 

By using the suggested method and the new field theory 
approach the optimized dual reflector omnidirectional 
antenna for MMDS base station (Fig. 10) has been 
developed. 
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Fig. 8. Phase distributions of the field in the main 
reflector aperture obtained in the iterative procedure 
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Fig. 9. Comparison of amplitude distributions of the 
field in the main reflector aperture 

Fig. 10. Dual reflector omnidirectional antenna 
for MMDS base stations 
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APPLICATION OF THE METHOD 
TO IMPROVEMENT OF PERFORMANCES 
OF EXISTING LARGE DUAL REFLECTOR 
ANTENNAS 

In this section we show how the suggested universal 
iterative synthesis technique may be applied to radia- 
tion pattern control of existing large dual-reflector 
antennas, namely, to reduction of their sidelobes in 
order to meet the current stringent CCIR requirements 
to earth station antennas. 

In this case the block diagram in Fig. i is transformed 
to the block diagram, shown in Fig. 11. The main fea- 
ture of this procedure is the fact that now in the first 
iteration we may also have accurate measured charac- 
teristics of interest and use the characteristics for gen- 

eration C™{ in equation (1) as follows: 

■(Ce
kl-Cc

kl),k = \,2. (7) 

where C\x is the measured Ar-th characteristic of the 
object under synthesis. 

From this formula follows that in the first iteration 
actual required A-th characteristic is modified by a 
difference between measured and calculated k-th char- 
acteristic. Clearly, that only in the case, when this dif- 

ference is negligible, C™{ « C%r. Therefore, there are 
several reasons for using the procedure in Fig. 11 for 
updating existing large dual reflector antennas: 

• Experimental data for the existing antennas, that 
take account of manufacturing errors, main reflector 
and subreflector edge diffraction, strut diffraction, 
feed spillover and scattering of reflected power by 
feed, can be used in the first iteration. 

• Second or third iteration would produce a correct 
result because the new modified design objectives 
are generated taking account of constant differences 
between accurate measured and non-rigorous cal- 
culated characteristics. 

• Non-rigorous analysis can be actually used and 
nevertheless will give reliable results of the synthe- 
sis due to the reasons stated above. 

It is necessary to note, that an antenna under design has 
to be near the required optimum. For instance, these 
ones are antennas that have been designed for maxi- 
mum efficiency or for 32-251g(0) radiation pattern 
envelope. 

In order to synthesize a new geometry of the feed sys- 
tem allowing for reduction of the side lobe envelope of 
already existing axially symmetrical dual-reflector 
antennas to the levels stipulated by the INTEL- 
SAT/EUTELSAT standards, an iterative procedure 
presented in Fig. 11 is used. 

To prevent the elevation of the modified antenna radia- 
tion pattern arising from the side lobes compared to the 
standard envelope we have to generate such a distribu- 
tion on the aperture of the main reflector which has a 
steeper decrease and a lower level at the shadow 
boundary of the subreflector and at the edge of the main 
reflector as compared to the already available version. 
It is known, however, that in order to obtain simultane- 
ously the required amplitude and phase distribution on 
the main reflector (and, hence, the required radiation 
pattern), two surfaces are necessary. Thus, the variation 
of the amplitude distribution without changes of the 
phase one and with the use of geometrical optics may 
be achieved only by varying a feed radiation pattern if 
the profile of the main reflector remains unchanged. 
However, if we make the following assumptions: 1) the 
possibility for small deviations of phase; and 2) the 
antenna under optimization which has been designed 
by the geometric optics method, has a reserve of effi- 
ciency, which may be used for variations of the aperture 
distribution of field on the main reflector, then dimin- 
ishing the level of the side lobes of the dual-reflector 
antenna may be achieved by simultaneous changing of 
the feed and the subreflector profile which provides 
much more freedom for optimization. In a less general 
case only the subreflector may be replaced. 
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for the first 

iteration only 
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required 

sidelobe peaks 
envelope 
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Synthesis of the feed- 
subreflector geometry 

A setof the of feed- 
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subrefiector geometry 
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Fig. 11. Application of the iterative synthesis method to 
updating existing large dual reflector antennas. 
Dotted lines are related to the first iteration only 

Eventually the procedure of synthesizing new geometry 
of a feed system was defined as follows: 

1) choosing such a spacing between the feed horn 
which reduces the power spilling over the subreflector 
rim to the required level. 
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2) employing the above iterative method of diffraction 
synthesis of antennas except for the fact that, within the 
geometric optics approximation, we synthesize such an 
antenna that provides required amplitude and phase 
distribution with minimum deviation of the main re- 
flector profile from the existing one. It is performed 
with the aid of an iterative procedure of fitting the 
distance between the main reflector and subreflector in 
the process of the geometric-and-optical synthesis. 

3) performing the diffraction optimization of trie subre- 
flector profile (using the profile of the existing main 
reflector) based on Wood's iterative procedure |3] to 
obtain maximum uniformity of the phase distribution in 
the main reflector aperture. 
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Fig. 12. Radiation pattern of the existing 3.66 m 
dual-reflector antenna 

The method of diffraction optimization of subreflector 
used here is somewhat modified compared to that in 
£]. Here the planar uniform wave in the main reflector 
aperture is replaced by the planar wave having the 
desirable amplitude distribution. 
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Fig. 13. Radiation pattern of the 3.66 m antenna after 
optimization of the feed system 

As an illustration of applicability of the suggested fast- 
convergent method to improving the electric character- 

istics of already available large dual-reflector antennas 
let us consider the results of synthesis of a new feed 
system for existing 3.66 m Cassegrainian antenna. 
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Fig. 14. Amplitude and phase distributions of the field 
in the main reflector aperture 

Fig. 15. Updated 3.66 m dual reflector antenna at the 
Ukrainian National Exhibition Center 

The new feed system is designed to reduce the side lobe 
levels of the radiation pattern to the values permitted by 
CCIR standards for ground station antennas. The cal- 
culated radiation pattern of this antenna at frequency 
11.7 GHz is shown in Fig. 12. This modified 
Cassegrainian antenna was designed using the geomet- 
ric optics method to obtain maximum efficiency in the 
down-link frequency range of Ku-band (10.7... 12.7 
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GHz). As may be seen from Fig. 12, several side lobes 
including those dealing with spillover of the power 
outside the subreflector, are elevated over the side lobe 
envelope permissible by the INTELSAT standard. 

Optimization of this antenna was performed according 
to the method (Fig. 11). The amplitude distribution was 
identical to that used for the above synthesis of the 
antenna. The initial horn was replaced by the synthe- 
sized horn, providing the required characteristics in the 
whole Ku-band. The calculated radiation pattern of the 
updated antenna at frequency 11.7 GHz is presented in 
Fig. 13. Here one may see that the peaks of the side 
lobes do not exceed the side lobe envelope prescribed by 
INTELSAT, so the antenna may be employed in earth 
stations which use the space segments INTEL- 
SAT/EUTELSAT. 

Figures 14a,b show, respectively, the amplitude and 
phase distributions of the field in the aperture of the 
antenna main reflector. After optimization the field 
amplitude distribution in the main reflector aperture 
has changed sharply (Fig. 14a) which caused decreas- 
ing the side lobe level. As a consequence, one could 
expect simultaneous decrease of the antenna efficiency. 
However, due to application of the diffraction optimi- 
zation of the subreflector profile, the phase distribution 
became more uniform (Fig. 14b) and, as a result, the 
antenna efficiency remained as before the optimization. 
This synthesized 3.66 m transmit-receive earth station 
antenna (Fig. 15) is now under production at design 
office "Promin" (Ternopil, Ukraine). 
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Fig. 16. Measured radiation pattern of the existing 7.0 m 
dual-reflector antenna 

Another example of the improvement of electrical 
characteristics of existing large dual-reflector antennas 
to meet INTELSAT/EUTELSAT earth station require- 
ments is a 7 m Ku-band Cassegrainian earth station 
antenna. Measured pattern of this antenna is shown in 
Fig. 16. This modified Cassegrain antenna was de- 

signed for maximal efficiency using GO-method. It is 
seen from Fig. 16, that several sidelobe peaks and we 
applied the iterative procedure (Fig. 11) and only one 
iteration has provided the required characteristics spill- 
over exceed the INTELSAT sidelobe mandatory re- 
quirements. 

Fig. 17. Measured radiation pattern of the updated 
7.0 m dual-reflector antenna 

«»Anted, 

Ü 

Fig. 18. Updated 7 m dual reflector antenna 
at Kyiv uplink station 

Measured radiation pattern of the antenna is presented 
in Fig. 17, which confirms, that sidelobes peaks and 
spillover do not already exceed INTELSAT sidelobe 
mandatory requirements. Moreover, the efficiency re- 
mained the same due to Wood's iterative design. This 
antenna (Fig. 18) is manufactured at plant "Saturn" 
(Ternopil, Ukraine) and exported to European countries. 
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APPLICATION OF THE METHOD TO DESIGN 
OF SOME MICROWAVE COMPONENTS 

This section presents results of application of the 
method to design some high performance microwave 
components. To start with, consider the synthesis of a 
wideband waveguide ridged polarizer. The problem 
was to synthesize the geometry of the ridges which 
provides the differential phase shift 90+2 degrees in the 
required frequency range (more than 10%). To solve 
the problem we have analyzed the irregular ridged 
waveguide structure, shown in Fig. 19. 

Fig. 19. A polarizer under design 

t* 

Fig. 20. Frequency dependence of VSWR of the 
polarizer in the iterative synthesis procedure 

After the approximate synthesis, the polarizer geometry 
with differential phase shift characteristic close to the 
required one was obtained (curve 1 in Fig. 20). Then 
using rigorous analysis accurate differential phase shift 
characteristic for this geometry was obtained (curve 2 
in Fig. 20). After the modifications of the input data in 
accordance with equation (1) and second iteration com- 
pletion another geometry of the polarizer has been 
obtained. A differential phase shift characteristics cor- 
responding to the new modified design objective and 
rigorous calculation for the determined geometry of the 
polarizer are shown in Fig. 20 (curve 3 and 4 accord- 
ingly). 

By means of developed method we have also designed a 
unique high performance waveguide ridged rotator and 
tunable bandpass filters with near constant bandwidth. 

In particular, the unique rotator built prototype pro- 
vides constant differential phase shift 180° over 20% 
frequency band and VSWR<1.15. It is worthy to note, 
that the new designed, developed, constructed and 
tested mechanically tunable waveguide narrow band- 
pass filter prototype has got all over the tuning fre- 
quency range 4.4...5.0 GHz near constant bandwidth 
35 ± 2 MHz, insertion loss in pass band less than 1.3 
dB, VSWR < 1.4 and insertion loss values at frequen- 
cies f0 ± 60 MHz more than 50 dB and at f0 ±130 MHz 
- more than 85 dB. The excellent performances of the 
filter has been achieved due to idea of the proper com- 
bining inductive and capasitive discontinuities and 
using in the iterative synthesis procedure the developed 
adequate mathematical model that base on generalized 
scattering matrices and exclude entirely a necessity of 
any adjusting the filter after the accurate fabrication. 

CONCLUSION 

This paper introduced the new highly efficient method 
of synthesis of physical objects. Contrary to most clas- 
sical optimization methods a guesswork in this method 
is essentially reduced or fully removed. It has been 
shown that due to the proper combining in each itera- 
tion a fast approximate analytic or parametric synthesis 
with rigorous analysis and the proper generating a new 
modified design objective the iterative process is ex- 
tremely fast-convergent. In practice only a few itera- 
tions are needed to complete the optimization proce- 
dure. The method was successfully applied to design of 
high-performance dual-reflector earth station antennas, 
antennas for MMDS base stations, log-periodic dipole 
antennas, septum OMTs, polarizers, rotators, filters, 
etc. Such important features of the method as very fast 
convergence, universality and reliability have been 
practically demonstrated. These appealing features, 
despite the fact that the method has not been mathe- 
matically proven yet, give a hope to the author that this 
method may become a popular design tool for practical 
synthesis of various electromagnetic and other devices. 

REFERENCES 

1. D.Duan, Y. Rahmat-samii. A generalized diffrac- 
tion synthesis technique for high performance re- 
flector antennas. IEEE Transactions on Antennas 
and Propagation, Vol. 43, Jfel, January 1995, pp. 
27-39. 

2. E. Michelssen, Y. Rahmat-samii, D.S. Weile. 
Electromagnetic system design using genetic algo- 
rithms in modern radio science. Oxford University 
Press, 1999, pp. 91-123. 

3. P.J. Wood. Marconi review, Vol.35, Jfs 185, pp. 
121-138. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



27 

MODELLING OF PRINTED ANTENNAS ARRAYS 
FOR VARIOUS APPLICATIONS 

J. P. Daniel 

University of Rennes I. Laboratory "Antennes et Reseaux " UPRESA-6075 CNRS 
Campus de Beaulieu, 35042 Rennes Cedex, France 
e-mail: jean-pierre.daniel@univ-rennesl.fr 

INTRODUCTION 

The design of printed antenna arrays follows mainly 
two rules which are: first the choice of the elementary 
source and secondly the choice of the architecture of the 
array itself. At each stage the constraints of SWR, po- 
larization, frequency bandwidth, the required patterns, 
the feeding network...need choices between conflicting 
requirements. Moreover the flexibility of the printed 
technology offers the possibilities of innovative radiat- 
ing structures well suited to these various systems re- 
quirements (frequency, bandwidth, gain, size, pat- 
terns...). The paper shows first various printed sources 
developped in the Antenna Laboratory and classified 
through their bandwidth (from few % up to 50 % or 
more). The mutual coupling is a strong constraint for 
large bandwidth array but can be neglected in many 
cases when the distance between elements is large 
enough. Then different array architectures are pre- 
sented for different kinds of patterns and bandwidth. 
Some of the arrays have received applications: for in- 
stance dual beam doppler radar for accurate measure- 
ments of speed [1]. 

THE RADIATING SOURCES 

Sources with 1% to 5 % Bandwitdth: 

The most common source is the patch printed on one 
dielectric layer of limited thickness. The shape can be 
rectangular,  square,  circular...and various  feedings 

have been used (microstrip line, coaxial, electromag- 
netic coupling with slot for instance). Some examples 
are shown on Fig. 1. These patches can be modelized as 
resonant cavities which exhibit radiation losses (from 
edge magnetic currents) in addition to the dielectric, 
metallic and surface wave losses. 

The corner fed patch has received a special interest 
because it provides a high input impedance (superposi- 
tion of two degenerate modes (0.1) + (1.0)) well suited 
for serie's array [2]. The equivalent circuit is shown on 
the Fig. 2; it includes the resonant tank circuit which 
describes the radiating patch itself and a T discontinu- 
ity modelised by a transformer «, and a„ inductance Lj . 
Lp takes into account the effects of the higher order 
modes. The input resistance has been plotted versus 
W/h in C, X, K bands and typical dielectric thicknesses 
(1.57 mm, 0.79 mm, 0.38 mm respectively). 

Sources with 5% to 50 % or Higher Bandwitdth: 

To increase the frequency bandwidth the main idea is 
to increase the thickness or to use mutual coupling 
effects between the different parts of the antenna as a 
beneficial consequence. Stacked corner fed patch can 
exhibit a larger bandwidth (typically 20 %) thanks to a 
parasitic patch of proper size and a correct air gap 
(typically 1 to 2 mm in X band). 

However when a bandwidth up to 50 % or more is 
desired, the distance from the ground plane must be 
larger and can reach a quarter wave-length. Then the 
feeding structure has to support also this bandwidth and 

antenna 

slot in the 
microstrip line    ground plane 

fffc^ 

(0.D+O.0) 

^af\ feed point 

Fig. 1. Examples of microstrip patches and feedings: slot fed patch (a); 
corner fed patch and the field distribution at the edge (b) 
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y 
J.354 

0.24 

Fig. 2. Corner fed square patches: equivalent circuit (a); 
variation of the resistance at resonance in C,X,K band (b) 

Parasitic dipole     v I ;, 

Feeding dipole"t?^Tr 

Top view 

°-l-       ^Parasitic antenna 

Ground 
plane 

Feeding antenna 

Ground plane 
Microstrip 
feeding lines 

Dual slotted patch 

Side view 

a b 

Fig. 3. Large bandwidth dual polarized printed antennas: sleeve dipoles (a); double slotted patch (b) 

the baluns are often TEM lines such as coaxial cables 
or microstrip lines. Two examples of such antennas 
(both being dual polarised) are shown on Fig. 3 [3]. 
The first case is a double sleeve dipole with parasitics; 
the parasitic elements have been designed (lengths and 
positions) in order to increase the bandwidth. As the 
mutual coupling play a fundamental role a full wave 
analysis was necessary: here an integral equation on 
currents solved by a moment method has been used. 
The second antenna is a double slotted patch with lin- 
ear slots ended by triangular slots. The current distri- 
bution shows that current lines exhibit loop shape and 
as a consequence the external dimensions remain small 
in the whole frequency band (50 %). The electromag- 
netic analysis leads to an integral equation solved by a 
moment method also. 

THE ARRAYS 

When the distance between elements is large enough 
(typically > 0.6 X0) the mutual coupling remains small; 
the antennas can be considered as being independant. 

The problem is reduced to the computation of the in- 
terferences of sources. However for given sources the 
architecture have to be defined in order to get the de- 
sired pattern (synthesis problem with constraints) or to 
choose proper pattern sources to increase or reduced 
some angular part of the array pattern. As an example 
the design of dual beam, multibeam, sector beam an- 
tennas is developped for narrow bandwidth. Large 
bandwidth arrays are considered after with an example. 

Pattern Synthesis of Dual Beam Antenna 
with Low Side Lobes 

Let us consider a linear array of IN square patch an- 
tennas fed at theirs corners by a microstrip line, which 
is excited at its center by a coaxial probe (Fig. 4). 

Amplitude distribution 

If we keep a wavelength spacing between the elements, 
impedance transformers are necessary to obtain the 
given amplitude currents. To do this, a two-step quar- 
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ter-wave transformer can be used in each cell. The 
transformed admittance F,- in the TT}' plane is given by 

Y,= iL2 

VYLl 
Y^^nfY, i+l i J;+l (1) 

where 7/+j is the admittance of node (/ + 1), and Yjj2 

and 7LI are the characteristic admittances of each 

quarter-wavelength transformer. If necessary, four 
quarter-wave transformers can be inserted when the 
spacing equals one wavelength. 

4L<IL 

Yk  
A/4   A/4 
 h- 

input 
Y      Y   v 'L2    |TL1 

Fig. 4. Tapered linear serie's array 
and its equivalent circuit 

When the input voltage leads to a unit current in the 
first element, the current distribution is readily obtained 
with the following relations: 

*o=YAV = l 

h=nlYAV=rh 

lt =ni.ni_1..si1 

(2) 

It must be noticed that numerical synthesis methods 
have been developed [2], [3] in order to get the current 
distribution, taking into account the radiation pattern of 
the elementary sources. 

Phase excitation: 

A simple equal-phase excited dual-beam array can be 
made if the electrical length of the feeding line between 
two patches is a multiple of the guided wavelength [1]. 
Considering the patches located alternatively at each 
side of the feeding line (and as a result a 180° phase 
shift (Fig. 5)), the physical distance ds between such 

sources will define the angular positions ±0O of the 
two main lobes which are both located in the visible 

region: 

I", 
(3) 

To reduce the beam tilt the first idea is to increase the 
distance. However if the distance is too large grating 
lobes appear and four beams are obtained (Fig. 6). If we 
consider a group of two "in phase sources" with a 
spacing de = 0.64X0, it exhibits a more directive pattern 
with two nulls which arise at X0= +55°. If we consider 
an array (Fig. 5b) of such group of sources, it is clear 
that the null of the elementary source will cancel the 
grating lobe which stands at the same amplitude (Fig. 
5b'). 

Pattern Synthesis of Sector Beam Antenna 
with Low Side-Lobes 

The problem is very similar to the previous one. It is 
well known that the far field is the Fourier transform of 

ds 

(a) 
Tapered linear serie's array of square fed patch 

(with spacing ds = 1.93 Xo) 

"Tr^JL*-^*^ 

(b) 
Tapered linear serie's array of group of sources 

(with de = 0.64 Xo and spacing ds = 1.93 Xo) 

68   desre's 

0') 
Pattern of tapered linear serie's array of square fed 

patch (with spacing ds = 1.93 Xo) 

it 

u- / / 
>- ■"«; 

\ III) 
ions 
l.H 

/ \ 

/ 

^ 
\l \( 

^v 

\ 
V V \ 

(a) 

(b1) 

(b) 

• ID: ,N 

l(3):t.S« 
1<4): .!»■ 

Pattern of a group of 2 sources (with de = 0.64 Xo) and 
resultant pattern of the tapered linear serie's array 

(with spacing ds = 1.93 Xo) 

Fig. 5. Tapered linear serie's arrays and suppression of grating lobes 
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2 dl 

♦   ,♦!♦♦.♦.> ♦ ♦ ♦ ♦" 
(a) 

Tapered linear serie's array of square fed patches 
for sector beam of 90 ° 

-60     -30       0       30 

(a') 
Sector pattern of the tapered linear serie's array 

Fig. 6. Tapered linear serie's arrays with a sectoral pattern 

18 antennas at 4GHz-H Plane 

Angle (deg.) 

Fig. 7. Array of 2X9 dual polarized slotted antennas and the H plane pattern at 4 GHz. 
Distance between elements is 85 mm. One array is uniformly fed. The other is loaded 

the antenna distributed excitation. Then a sector beam 
is obtained thanks to a sin(x)/x excitation. The ampli- 
tude distribution can be realized with quarter wave 
transformer and the 180° of phase shift (negative sign 
of sin(x)/x) thanks to the alternate positions of the patch 
along the feeding line as before. If the feeding lines are 
simple straight printed lines on usual polymer substrate 
(with dielectric constant near 2) then the distance d = 
?ig # 0.75 Xo.The pattern of an array with such a dis- 
tance is given by: 

f(9) = Y^Oj COS(2TI(; - l/2)-^sin(9)) 
X0 

(4) 

Whatever are a,- it is clear thstßß) will be null when 

which is obtained for 9 = 42° with 

classical polymers. To avoid this constraint and in- 
crease the sector beamwidth one solution is to reduce 
the distance ld\ between the first elements. To reach 
45° it was necessary to reduce dx down to 0.25ko- A 

second important effect can come from the coaxial 
feeding point itself which often acts as parasitic source. 
To reduce this effect a small increase of the microstrip 
line width located in front the coaxial was enough to 
keep side lobe level smaller than -25 dB. The Fig. 6 
shows the atructure and the result obtained for an array 
printed on polymer substrate (thickness = 0.8 mm, 
distribution: a, = 1, a2= -0.218, o3= 0.117, a4= -0.082, 
a5 = 0.074, d = 0.75X<, and dx = 0.25 X0). 

These different pattern synthesis with equal or unequal 
spacings were performed using synthesis algorithms 
developed in the laboratory. They are mainly based on 
optimization process under constraints such as relaxa- 
tion and simplex [4]. Mutual coupling is ignored in this 
case. 

Pattern of Large Bandwidth Array (2-4 GHz) 

The design of large bandwidth arrays is far more diffi- 
cult and often needs a full wave analysis including all 
the mutual couplings [5]. The element pattern is not the 
same for all the radiating elements and active patterns 
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depend on the position in the full array. Here is shown 
the geometry of an two overlapped arrays of 9 elements 
each (one for emission and the other for reception) and 
the pattern of one of them for both polarization. Mutual 
coupling leads to distorsion and an increase of the side 
lobes. The numerical code ANTEF was used to solve 
this problem (10000 unknowns). 

CONCLUSION 

Various printed antenna arrays have been shown. Their 
designs need first the choice of a patch element. When 
the bandwidth requirement is limited to some percents 
then patch printed on one dielectric layer is enough. 
Moreover the limited bandwidth enables the designer to 
used serie's structures. Here two different kinds of pat- 
terns have been presented: directive multibeams and 
sector beam. Results of large bandwidth arrays have 
been also presented. Extensions of these fiat printed 
structures have been studied for cylindrical geometries. 
Some arrays of square fed patches have also received 
commercial applications [1] and they will be presented 
at the conference. 
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ABSTRACT 

An electronically tunable planar dipole grid deposited 
on a dielectric substrate is described. Such dipole grids 
can be used as active frequency selective (FSS) or po- 
larization sensitive (PSS) surfaces in reflector antenna 
systems. It is shown how the resonance frequency of the 
surface can be tuned by changing the steering voltage 
or current of electronically tunable components such as 
varactor diodes or YIG films, respectively, imple- 
mented with each of the dipoles. The analysis of the 
problem is based upon a Floquet theory approach for 
double periodic structures. The resulting integral equa- 
tion for the current distribution is numerically solved by 
the method of moment with Galerkin's weighting. The 
experimental investigations of the reflection- and 
transmission coefficient were performed by a 
waveguide simulation technique operating from 7 to 16 
GHz. A dipole grid of size 40x25 mm2 is deposited 
inside a tapered waveguide. Results show that the reso- 
nance frequency can be tuned around 9.85 GHz by a 
bandwidth of 7 % and around 10.1 GHz by 14 % in 
case of capacitive or inductive tuning, respectively. 

INTRODUCTION 

The concept of frequency selective surfaces have found 
many applications in microwave antenna systems like 
subreflectors in reflector antenna configurations or 
frequency windows in antenna radomes [1]. For com- 
munication and remote sensing satellites reflector an- 
tennas with single or multiple feed systems are prefered 
[2]. One particular disadvantage of a passive dichroic 
surface is that once designed and manufactured there is 
no possibility to change the reflection or transmission 
characteristics of the FSS/PSS. For many applications it 
would be desirable to have a controllable reflectivity or 
transmittivity levels at selected signal frequencies 
or/and polarization. In recent years there were many 
efforts to design such tunable surfaces. It was shown 
the possibility of changing the transmission response of 
a FSS by changing liquids within the substrate [3]. 
Similar results can be obtained for dipole grids printed 
on ferrite substrates which are biased by a DC magnetic 
field [4, 5]. Two arrays of dipoles positioned parallel 
and in close proximity to each other show a shift of the 
reflection response by varying the lateral distance [6]. 
This paper deals with the electronic shifting of the 

resonance frequency of a FSS. One advantage of such 
an electronically tunable surface is to be able to control 
the frequency response of a FSS at great distances (i.e. 
earth-satellite) for example by telecommand. 

CURRENT DISTRIBUTION - 
INTEGRAL EQUATION 

Fig. 1 shows the geometry of a two-dimensional peri- 
odic dipole grid in the x-y plane. Each planar dipole on 
the grid is loaded by equal lumped linear elements ZL,, 
at location / (homogenuous distribution). In order to 
calculate the current distribution on a single backscat- 
tering element we start from the surface impedance 
boundary condition [7]: 

'E,m+E'=ZLJJt, (1) 

where E'"c - incident electric fileld, Es - scattered 
tangential electric field maintained by the surface cur- 
rent on the dipole, and Jt - induced current element at 
the location / of the lumped element. This implies that 
the total tangential electric field vanishes on the surface 
of the dipole and maintains a voltage drop across the 

lumped element. The scattered field Es can be derived 
from the relationship 

Es=-jcop2+~V(V-A), 
y'cos 

(2) 

where A is the vector potential, 

Ä= j   JG(r,r')J(r')dx'dy' (3) 
—00 — 00 

with G denoting the free space Green's function and J 
the unknown surface current distribution. According to 
Floquet's theorem the current distribution on the sur- 
face can be expanded in a double infinite Fourier series 

J(x,y)=j5 Pfjper(kxpq,kypq)e-J(k^x+k^y) 

(4) 

with Floquet modes p, q and kxpq, kypq as propagation 

constants. Jper describes a function in spectral do- 
main and is valid for each scattering element on the 
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xP-   J 

Fig. 1. Geometry of a two-dimensional planar dipole grid loaded by lumped elements ZL with di 2 as grid vectors, 

dx,y lateral-axial spacing and Fthe area of the unit cell 

surface. For its calculation it is sufficient to integrate 
only over one element 

LIT,    a>/2 

jP*r{kxprkypq)=   J       jj(x,y)ej(kwx+k™y)dxdy. 
-LI2 -all 

(5) 

The propagation constants for the geometry in Fig. 1 is 
given by 

kxm =fc0sinScoscp + /p-     , 
n 

1~x 

kypq = k0 sin 9 cos 9 + (p + 2q) 
In 

L + d, 
(6) 

Substituting (3) in (2) yields an integral equation for 
the current distribution. It is preferable to solve this 
equation in the spectral domain. In the spatial domain 
the scattered field is the convolution of the dyadic 
Green's function with the current distribution. In the 
spectral domain it simplifies to a multiplication of both 
Fourier transforms. After taking the inverse transform 
we obtain the equation for the unknown current distri- 
bution on a free-standing surface [8, 9]: 

^x 
rr'nc 

v y 

1 
^FjaE2jkzpq 

kl-k2 
"-0     "-xpq 

-k     k xpq^ypq 

xpq 

ypq. 

-J(J<xpqX+kypqy) 
'-hi 

-k     k xpq^ypq 

"0     Kypq 

J x,i 

yj 
(7) 

Here the z-component of the propagation vector is 
- /w,2 given by km = (kQ -k. 

imag 

cent) 

xpq   kyPqfn and the negative 

imaginary part is taken for k$ < k\pq +kypq (evanes- 

As an equivalent technical solution an inhomogeneous 
dipole grid (e.g. varying lateral distance/dipole length) 
turns out to achieve phase changes like a parabolically 
curved reflector (focusing effect) [10, 11]. 

NUMERICAL RESULTS 

Equation (7) is numerically solved by using the method 
of moment and Galerkin's weighting. Expanding the 
unknown current in a series of orthonormal basis func- 
tions a matrix equation is derived. Because of the 
abruptly varying features of the current distribution due 
to the lumped elements, subdomain rooftop basis func- 
tions are chosen to represent the current adequatly. Fig. 
2 shows the calculated copolar transmission coefficient 
for a capacitively center-loaded dipole grid with rectan- 
gular geometry (Z dltd2 = 90°). It is obvious that the 

resonance frequency (X/2-resonance) of the surface can 
be shifted continuously from about 11.8 GHz to 9.2 
GHz by varying the capacitively loading from 10 fF to 
100 fF (e.g. by tuning of bias voltage of a varactor di- 
ode). Because of a minimum of the current distribution 
on the load location the X-resonance is fixed at about 
12.2 GHz. 

EXPERIMENTAL INVESTIGATIONS 

The measurements were made using a tapered 
waveguide simulator (aperture size 25x40 mm) with a 
calibrated frequency range from 7 to 16 GHz associated 
with varying the angle of incidence (7Ei0-mode) from 
about 32° to 13° (Fig. 3). The measured frequency 
response from a small dipole grid size inside a 
waveguide simulator is equivalent to a free space ex- 
periment with a grid of infinite extent (twofold mirror 
principle). Given the efforts and complexity of manu- 
facturing electronically tunable grids, this concept is 
considered to be an efficient and cost-effective solution. 
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11 1S 
frequency , GHz 

Fig. 2. Calculated copolar transmission coefficient for different capacitively loads varying from 10 fF to 100 fF 
(L = 23 mm; w = 0.5 mm; dx = 4 mm; dy = 2 mm) 

-a i i e- 

Fig. 3. Waveguide simulator with two tapered waveguides (aperture size 25x40 mm2). Frequency range from 7 to 
16 GHz (T£io-mode). Measurement of reflection- and transmission coefficient (twofold mirror principle). 

10 11 
frequency , GHz 

9 10 11 
frequency , GHz 

Fig. 4. Measured transmission coefficient (magnitude and phase) of an active dipole grid for two different DC 
voltages (-4 V -> 25 fF; +0.5 V -> 75 fF). Grid size: L = 23 mm; w = 0.5 mm; dx = 4 mm; dy = 2 mm 

on quartz substrate (tr= 3.8; tan 8 = 10"4; s = 0.28 mm) 

Tapering of the waveguide helps to minimize the 
problem of tolerances in positioning the dipole grid 
within the waveguide aperture. Fig. 4 shows the meas- 
ured transmission coefficient response (magnitude and 
phase) of an active dipole grid (10 dipoles in one row) 
deposited on quartz substrate (er = 3.8; tan 8 = 10"1; s = 
0.28 mm). Each dipole is center-bonded with a GaAs- 

varactor diode in chip form (dice). By tuning the diodes 
with a DC voltage from -4V to +0.5V (over two highly 
resistive meander lines) the resonance frequency could 
be continuously shifted by about 7 % (center frequency 
9.85 GHz). In agreement with results from computer 
simulations (Fig. 2) the X-resonance is fixed near by 
12.2 GHz. The measured phase distribution (Fig. 4, 
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Fig. 5. Geometry of a YIG-loaded 2 x 4-element dipole grid. Skewed terminations are to suppress multiple reflection 
of magnetostatic surface waves (MSSW) [12]. Position of the YIG film coincides with the maximum of the dipole 

current distribution. 

Fig. 6. Experimental verification of shifting the resonance frequency of a YIG-loaded 2 x 4-element array (Fig. 5) by 
varying the steering current (0-1 A) or transverse DC magnetic field (0.8A -> 2200 G; 1A -> 2700 G). Grid size: 
L = 11 mm; w = 0.5 mm; dx = 8 mm; dy= 1.5 mm on TMM3 substrate (er = 3.27; tan 8 = 1.6-10"3; s = 0.5 mm) 

right) shows that for a selected frequency, i.e. 10 GHz, 
it is possible to shift the phase from about -50° to 70°. 

In case of inductive tuning two YIG films of size 36x5 
mm2 and thickness 300 um were deposited across the 
2x4-element array of dipoles (Fig. 5). Fig. 6 shows the 
shift of resonance frequency by varying the external DC 
magnetic field from 0 to 2700 G (0 to 1A steering cur- 
rent). At center frequency of 10.1 GHz a bandwidth of 
14 % can be achieved. 
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Abstract: A multi-sector beam antenna consisting of directional beam antennas and a beam selecting switch is effec- 
tive for a terminal antenna of a broadband wireless access system and several antennas of this type have been used in 
the commercial services. In order to increase the channel capacity, higher frequencies such as Ku band, Ka band and 
millimeter waves are used or studied for the systems. In these high frequencies, the insertion loss of the beam selecting 
switch becomes large, therefore the antenna performances degrade. In this paper, a new type of the multi-sector an- 
tenna which has a distributed implicit RF switch is proposed for reducing insertion loss of the switch. The distributed 
implicit RF switch is composed of a Yagi-Uda antenna and diode switches in parasitic elements. Numerical calcula- 
tions have been carried out to ensure the feasibility of the proposed antenna. 

Keywords: multi-sector, RF switch, switch loss, distributed implicit switch, Yagi-Uda Antenna 

unwanted incident rays in the multipath environments 
such as indoor offices, and to access a basestation an- 
tenna from anypoint in the office. This is the different 
point from the antenna for a handheld telephone which 
has omnidirectional radiation pattern in the horizontal 
plane. 

INTRODUCTION 

In the last decade of the 20th century, great changes 
have occurred in the telecommunication field. One is 
the change from telephone switching networks to digi- 
tal networks which enable us to use various digital 
terminals such as personal computers (PC's). In other 
words, this is the coming of a multimedia era by the 
private LAN's and the Internet [1], [2]. People can send 
and receive various information, like data, images and 
videos, through computer terminals which have much 
more significant power than telephone terminals. The 
other one is the change from fixed communications to 
mobile communications. Especially, the advances in 
handheld telephone services have been changing our 
communication styles to be free from the restriction of 
the location [3]. 

The technological integration of computer terminals, 
digital networks and mobile communications have been 
creating new and enhanced communication services, 
and the demands for high speed systems in access net- 
works are increasing to offer the comfortable multime- 
dia mobile services. High speed wireless systems have 
appeared in the wireless LAN systems [4]. The Altair 
system [5] by Motorola and the VJ system [6] by NTT 
are the earliest systems of high speed wireless LAN and 
offer the date transmission rate of more than 10 Mbit/s, 
which is comparable to Ethernet. AWA [7] and wire- 
less ATM systems [8] which present more flexible and 
wide-area services have been also investigating. 

An antenna design for PC is one of the key technolo- 
gies to realize the above high speed wireless access 
systems. In the Altair system and the VJ system, multi- 
sector antennas, which are consisted of several direc- 
tional antennas and a beam selecting switch, are devel- 
oped. This kind of antennas is effective to mitigate 
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Fig.1. A rod-type 6-multisector Antenna (11) 

In the Altair system and VJ system, wireless terminals 
are used to be fixed, although they can be transportable. 
Therefore, the antennas used in those terminals are not 
small enough to be installed at notebook PC's. In AWA 
systems, it is assumed that notebook PC's are used as 
wireless terminals and various types of antennas have 
been proposed to be installed at the handheld wireless 
terminals [10]. As shown in Fig. 1, a multi-sector an- 
tenna where its radiating elements made of patch an- 
tennas are arrayed vertically and confined in a rod. 
Prototypes of the antennas were manufactured at 20 
GHz frequency band and measured data were reported 
[11]-[15]. The diameter and the length of the antenna 
is about 20 mm and 50 mm, respectively and it is feasi- 
ble to be installed at the notebook PC. However, the 
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insertion loss of its RF switch is relatively high and it 
degrades the total antenna performance. 

V "1 Sector beam 
J Antenna elem&nts 

PIN Diod* 
Transmit'R&CBivfe 
switch (or Trarsnit/ 
R«c»iva branching 
filter) 

-Bea-n selecting 
RF sqitching 

Transmitting circuit [       Receiving circuit  j 

Fig. 2. Fundamental structure of a multi-sector antenna 

In this paper, in order to reduce the insertion loss of the 
RF switch of the multi-sector antenna, a new configu- 
ration, which has the implicit RF switch instead of the 
conventional SPNT (Single Pole N Throw) switch, is 
proposed and fundamental analysis data are presented 
to ensure the validity of the proposed antenna. In sec- 
tion 2, a conventional multi-sector antenna is shown 
and its problem is pointed out. In section 3, the con- 
figuration of the proposed antenna ispresented, and 
numerical data of the antenna are described in section 
4. Finally, conclude remarks are given in section 5. 

A MULTI-SECTOR ANTENNA AND 
A BEAM SELECTING RF SWITCH 

A multi-sector antenna is composed of some directional 
beam antennas, a beam selecting RF switch and a 
switch controller as shown in Figure 2. The SPNT 
switch is usually used as the beam selecting switch and 
one of the paths in the switch is active in selecting one 
of the beams. In transmitting, RF power directly passes 
through the active switch to the antenna element. 
Therefore, insertion loss tends to be large, especially 
when operating frequency becomes high. Figure 3 
summarizes the insertion loss of the SPNT switches 
which were developed for the beam selecting switch of 
the multi-sector antenna [13]—[15]. As shown in Figure 

diode 

3, insertion loss becomes about 2 to 3 dB around the 
frequency of 20 GHz and degrades communication 
characteristics considerably. 

1 10 
Operating frequency (GHzi 

100 

Fig. 3.  Insertion loss of beam selecting switches 

A good solution to reduce the insertion loss of the 
switch is to use diode devices with excellent RF per- 
formances. However, it is expensive or may be much 
power consuming. Then, in the next section, a new RF 
switch configuration is proposed where the beam selec- 
tion is performed by the distributed implicit RF switch. 

A MULTI-SECTOR ANTENNA WITH 
A DISTRIBUTED IMPLICIT RF SWITCH 

A distributed implicit RF switch does not directly 
switch the RF power paths, but functionally creates a 
beam by altering the ON/OFF states of the switches 
which are positioned at the bottom of the wire ele- 
ments. An example of the multi-sector antenna with a 
distributed implicit RF switch is shown in Figure 4. 
This is a case of a six sector beams antenna. The an- 
tenna consists of one center element which is fed by a 
feeding cable and surrounding parasitic elements. They 
are all on a circular ground plane and almost quarter 
wavelengths. A RF circuit (transmitter and/orreceiver) 
is directly connected to the center element of the an- 

f A-A" cross section lygaiiot 
Iflik /^^C^f 

JM$ää%$ *1.»2»3_.I.. m ON 
others 

ited board      OFF 

Grojnri 

connector (To RFcircuit) 

(b) Cross-section of A-A' 
(Equal to 4 elements Yagi-Uda) 

(a) whole antenna configuration 

Fig. 4. A multi-sector beam antenna using distributed implicit RF switch 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



38 

tenna which works as an exciter of a Yagi-Uda array. 
The elements around the center element have diode 
switches or other switching devices at the bottom of the 
elements. 

By switching diodes properly, a directional beam is 
radiated to the desired direction. To clear how to real- 
ize the directional beams and to switch them, Figure 
4(b) shows the elements arraged in one diameter where 
the Yagi-Uda arrays radiating directional beams to left- 
hand side or right-hand side are constructed depending 
on the ON/OFF state of the surrounding elements. The 
element, whose switch is OFF, is out of resonant con- 
dition. Therefore, induced current on it is very small. If 
the elements of #1, #2, and #3 are ON and the other 
elements are OFF, the antenna radiates towards left- 
hand side. On the contrary, if the elements of #1', #2' 
and #3' are ON and the others are OFF, the antenna 
radiates towards right. An antenna array, which radi- 
ates maximum to 9-direction or (6+180)-direction, is 
arranged in the same diameter such as interleave man- 
ner, then the antenna can be constructed to be compact. 

Beam direction control by switching the elements in a 
Yagi-Uda array has been reported by Preston, Thiel et 
al [16], [17]. However, in their papers, a SPNT RF 
switch was also used to switch beams as in the usual 
multi-sector antennas [16]. In the antenna proposed 
here, switches are distributed and placed at the bottom 
of the parasitic elements. Therefore, RF power does not 
pass through the diode switches directly. This is the 
principle why the insertion loss becomes small in this 
multi-sector antenna. 

circular board with 
parasitic elements 

element 
'rotating guide 

connector 

Fig. 5. A multi-sector beam antenna 
using mechanical implicit RF switch 

Figure 5 shows the mechanical beam steering antenna 
which is the alternative version of a low insertion loss 
multi-sector antenna. An exciter and a feeding cable 
are connected and fixed. A circular ground plane with 
parasitic elements rotates with an axis of the exciter. At 
the frequency of 20 GHz, the diameter of the ground 
plane is about 15 mm to 20 mm, therefore it is easy to 
rotate the ground plane. 

NUMERICAL RESULTS 

In order to ensure the feasibility of the antenna pro- 
posed in section 3, numerical calculations were carried 
out based on the antenna configuration shown in Figure 
6. Although radiating elements with about a quater- 
wavelength in Figure 4, about half-wavelength ele- 
ments are used in Figure 5 due to the assumption that 
the perfect image is produced by the ground plane. In 
this calculation model, a directive beam towards right- 
hand side or left-hand side is produced by a fixed ex- 
citer, a reflecting element and a directing element de- 
pending on the ON/OFF state of the switches, respec- 
tively. 

#1 #2 «3 #4 
V 

OFFV VON OFFV VON 

II 
N direct connection 

RF circuit 

(a) two-beam sector antenna 
consisting of 3 elements Yagi-Uda array 

2i~oo 

(b) coodinate system for analysis 

Fig: 6. Antenna analysis model 

Figure 7(a) and (b) show the radiation patterns when 
the maximum radiation is cp = 0°when elements of #2 
and #4 are ON, and #1 and #3 are OFF. It is assumed 
that all diode switches work idealy, when a diode is ON 
or OFF. This means that the impedance at the center of 
each element is zero or infinite, respectively. Broken 
lines in Figure 7(a) and (b) mean the radiation patterns 
of a conventional three elements Yagi-Uda array. Ra- 
diation patterns of the proposed antenna agree well to 
those of the conventional Ygi-Uda array. Therefore, It 
is understood that the elements with OFF diodes do not 
influence to the total radiation pattern. The directivity 
of the proposed antenna is 9.0 dB, while the conven- 
tional Yagi-Uda array is 8.8 dB. 
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Fig. 8. Current distribution on the elements 

Figure 8 shows the current distribution on each element 
of the proposed multi-sector antenna. In the figures of 
the elements with diode switches ON, current distribu- 
tions of the conventional Yagi-Uda array with the same 
configuration are drown together with broken lines. 
The magnitude of induced currents on the elements 
with OFF switches are one-tenth or less to those of the 
elements with ON switches. From these current distri- 
butions, it is easy to understand that the radiation pat- 
terns of the proposed antenna are almost the same as 
those of the conventional Yagi-Uda array. 

In the above calculations, attention was not paied to the 
impedance match, but it is not difficult to match the 
antenna impedance to the feeding circuit for all direc- 

tive beams, because this antenna is rotationary symmet- 
ric. This is also the advantage of the proposed antenna. 

CONCLUSION 

A multi-sector beam antenna is promising antenna in a 
broadband wireless access system. However, when the 
operating frequency becomes high, the insertion loss of 
the sector switch increases. In this paper, in order to 
decrease the insertion loss, a new configuration of the 
multi-sector beam antenna was proposed and the feasi- 
bility was ensured by the numerical data, such as ra- 
diation patterns and current distributions. However, it 
is assumed that diode switches are ideal, so the more 
practical model should be considered. It is also neces- 
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sary to evaluated the total RF loss due to switches and 
compare quantitatively to that of the existing multi- 
sector antenna by experiments. 
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SYSTEM 
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Abstract: In this paper, a satellite communications system using a Quasi Geostationary Satellite Orbit (Quasi-GSO) is 
proposed. A 24-hour period Quasi-GSO system could give high quality communication to high latitude regions with 
its satellites observed from earth stations having high elevation angles. In this paper, a system concept and a deploy- 
able flat antenna with light weight antenna elements are described proposing it to be a good candidate for mobile 
communications satellite use. 

Keywords: Quasi GSO, Satellite Communication, Deployable Antenna, Antenna Arrays, Multibeam Antenna 

Hence the earth station antennas do not need any 
tracking function. This is the reason this orbit system is 
called "Quasi-GSO". 

INTRODUCTION 

In recent years, mobile communication has developed 
increasingly and there are more difficulties in coping 
with the growing demand of the users with limited 
channels. The Quasi-GSO system is fit for this de- 
mand having the ability to provide similar services 
that are now provided by GSO systems without caus- 
ing the problems of frequency sharing with the GSOs. 
It also can provide high quality communication having 
high elevation angle seen from earth terminals in me- 
dium and high latitude regions. This feature is impor- 
tant especially in large cities with skyscrapers or in 
countryside with high mountains where terrestrial 
waves would not easily be reached. The details of the 
Quasi-GSO and its orbital parameters are described in 
section 2. 

In section 3, the system concept is described in detail 
with the link budget. The proposed system is aimed for 
mobile communication with small and low powered 
earth terminals. In order to make the earth stations 
small and low power, the satellite antenna needs to be 
large and high power. This requirement calls for a fair 
amount of breakthrough in fundamental technologies 
such as element antennas, power feeding method and 
antenna deployment. Some of these technologies have 
been dealt with and are described in section 4 followed 
by conclusion. 

QUASI-GSO'11 

In this section, the orbital parameters for the satellite 
orbit are described. A Quasi-GSO with 24-hour period 
is chosen for this system. Satellites in this orbit stay in 
a limited longitude position in respect to the earth. By 
using more than three satellites, seamless service of 24 
hours a day could be possible while the operating satel- 
lite would be seen in a high elevation angle staying in 
an almost stationary position observed from the earth. 

Here, the orbit with the following parameters is used in 
this proposed system. 

Table 1. Orbit parameters 
Mean longitude East 140 deg. 
Orbit inclination 45 deg. 
Perigee height 30000 km 
Apogee height 42000 km 
Period 24 hours 

Figure 1 shows the ground trace of the satellite using 
this orbit system. 

50        80        110       140      170      200      230 

longitude [deg.] 

Fig. 1. Ground trace of Quasi-GSO satellite 

The operating time of one satellite is 8 hours and by 
utilizing 3 satellites, the system can offer 24 hours a 
day service. This can be understood from Figure 2 that 
shows the elevation angle of the three satellites ob- 
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served from Tokyo. One can see at least one of the 
three satellites with more than 79 degrees elevation 
angle. Figure 3 is a skyward view showing the move- 
ment of one of the three satellites observed from Tokyo. 
The operating satellite stays in a limited portion in the 
sky and this is a characteristics that greatly resemble 
the GSO except that its elevation angle is fairly high. 

79.2deg. 

48.6deg. 

Fig. 2. Time variation of the elevation angle of the 
satellites observed from Tokyo 

300 

East 

120 

180 
South 

Fig. 3. Movement of a satellite observed from Tokyo 
(solid line corresponds to the operating time) 

number of channels as follows. The number of beams 
(?) is, 

C 
5 = 

Fd, 
-W 

where C is the required number of channels. Fd is the 
frequency bandwidth at one of the multibeams and Cw 

is the carrier signal frequency bandwidth. 

The beam width in which the coverage area S fsr] 
illuminates is as follows. 

0 = 

Here, the antenna aperture D can be expressed as, 

D = 60.2— 
0 

5.6 kbps digital voice service with carrier signal fre- 
quency bandwidth of 12.5 kHz is considered. When the 
carrier frequency is 2.5 GHz and the frequency band 
width of one of the multibeams is 7.5 MHz, the relation 
between the required number of channels and the an- 
tenna aperture could be calculated as shown in Fig. 4. 
For example, if an antenna of about 45 m2 aperture size 
is used, 100,000 channels would be available. 
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Fig. 4. Relation between the number of channels 
and antenna aperture 

SYSTEM CONCEPT m,pl 

In the proposed system, the satellite illuminates multi- 
ple beams to a certain area from high elevation angle so 
that the degradation due to shadowing effect can be 
reduced. When large aperture antennas are used for 
satellite antennas, high communication capacity can be 
attained using small size portable terminals as earth 
stations. 

In an SCPC (Single Carrier per Channel) system, the 
antenna aperture can be determined from the required 

A system configuration of this system is shown in 
Fig. 5. To realize a 45 m2 size antenna, conventional 
aperture antenna would not be a realistic choice. A flat 
panel antenna would be easier to make its aperture 
large. In this system, a large aperture phased array 
antenna is proposed for the satellite antenna to attain 
high power that makes it possible to achieve low power 
portable terminal. 

In the proposed system, 100,000 digital voice channels 
could be provided by using 45m2 phased array antenna. 
Three types of communication method have been taken 
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into consideration and the examples of the link budget 
are shown in Tables 2 and 3. 

Fig. 5. System configuration 

KEY TECHNOLOGIES 

There are several technologies that need to be consid- 
ered especially for space use. Some of the most impor- 
tant ones are described in this section. 

DEPLOYABLE PHASED ARRAY141'51 

Antennas for space use should be small during 
launching of the satellite but need to be large after once 
they are out in space. A deployable antenna is a good 
candidate for this requirement. In order to deploy the 
antenna panels into 2-dimensional continuous plane, 
their fundamental structure should be composed of 
simple and loose mechanisms. The schematic deploy- 
ment sequence is shown in Fig. 6. Since the axes of 
rotation of the panel joints are crossing normally, the 
deployment motion should be composed of two inde- 
pendent phases (The two phases are (1) to (2) and (3) to 
(4) in Fig. 6). 

(I) 

Fig. 6. Deployment sequence of the 2D-APAA structure 

This type of structure often causes inaccuracy in its 
deployment, although the antenna is a phased array 
antenna that can control its beam electronically and 
thus the antenna structure need not be in accurate con- 
dition. This beam control can be realized by utilizing 

the digital beam forming technology and an estimation 
method of the antenna distortion. 

LIGHT AND THIN ANTENNA PANEL16' 

To realize a large size deployable phased array antenna, 
the antenna panel with light weighted and thin struc- 
ture has to be constituted. The conventional honeycomb 
material is too heavy for this system. Here, we propose 
an antenna with new material. The antenna configura- 
tion is shown in Fig. 7. The frame is made from CFRP. 
The dielectric plane on which antenna radiators are 
mounted is made with Kevlar fiber. In the first stage of 
its fabrication, the antenna is constructed at a tem- 
perature of 170 thermal degrees. The thermal expan- 
sion rate of these two materials is different and as the 
antenna is cooled to the steady thermal state, the frame 
made with CFRP expands and the antenna panel made 
with Kevlar fiber shrinks and consequently the desired 
plane configuration can be attained. A picture of the 4 
by 4 sub-array panel is shown in Fig. 8. 

Parasitic element 
(degenerated circular 
patch antenna] 

siting element 
■generated circular 

patch antenna) 

E/0 »odule 

Fig. 7. Antenna configuration 

The weight of this antenna panel becomes lighter than 
that of the conventional type, because there is no mate- 
rial besides the frame that is supporting the patch an- 
tennas over the earth conductor. At the present stage, 
the antenna panel has a weight of 300 g/m2. 

SMALL-SIZED HIGH EFFICIENCY LASER 
DIODE SUB-MODULE'71 

The proposed system requires flexible, lightweight, and 
low loss feeders to activate the deployable phased array 
antennas. A feasibility study on the application of fiber- 
optic links to microwave signal transmission has been 
done and we have developed a small-sized highly effi- 
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Table 2.   Up link budget (frequency 2.5 GHz). 

SCPC/FDMA TDMA CDMA 

Power of earth 
terminal 

Average 16.2dBm   (41.7mW) ]6.8dBm   (47.9mW) l3.5dBm   (22.4mW) 

Maximum 37.8dBm   (6.0W) 29.4dBm   (871 mW) 

Gain of earth terminal -2.2dBi ~2.2dBi -2.2dBi 

Free space loss -l92.0dB -l92.0dB -l92.0dB 

Fading and rain scatter loss -3.2dB -3.2dB -3.2dB 

Feeding loss -2.0dB -2.0dB -2.0dB 

Power of arriving signal (Q -122.7dBm -lOl.ldBm -123.4dBm 

Noise power -l33.0dBra(B=7kHz) -liI.4dBm(B=lMHz) -97.4dBm (B=25MHz) 

CDMA gain 37.9dBm 

Noise and interference (N+I) -131.7dBm -liO.ldBm -94.5dBm 

Total C/(N + D 9.0dB 9.0dB 9.0dB 

Total Eb/(NO+ 10) 6.0dB 6.0dB 6.0dB 

Desired Eb/(NO+ 10) 4.0dB 4.0dB 4.0dB 

System Margin 2.0dB 2.0dB 2.0dB 

Table 3.   Down link budget (frequency 2.6GHz). 

SCPC/FDMA TDMA CDMA 

Total power of SS P 63.7dBm (2.34kW) 64.3dBm (2.69kW) 61.0dBm(1.26kW) 

Transmitting 
power at Ich 

Average 13JdBm   (23.4mW) 14,3dBm   (26.9m W) ll.OdBm   (12.6mW) 

Maximum 35.3dBm   (3.39W) 26.9dBm   (490mW) 

Feeding loss -1.5dB ~1.5dB -1.5dB 

Gain of satellite antenna 6L0dBi 61.0dBi 61.0dBi 

Fading and rain scatter loss -3.2dB -3.2dB -3.2dB 

Free space loss -19l.5dB -!9L5dB -191.5dB 

Gain of earth terminal -2.2dBi -2,2dBi -2.2dBi 

Power of arriving signal (Q -123.7dBm -102.1dBm -124.4dBm 

Noise power 
~134.0dBm 
(B=7kHz) 

-112.4dBm(B=lMHz) -98.4dB (B=25MHz) 

CDMA gain „.,-.„„„„.„„-, „„,.„„„ 37.9dBm 

Noise and interference (I) -132.7dBm -HI.ldBm -95.5dBm 

TotalC/(N + D 9.0dB 9.0dB 9.0dB 

Total Eb/(NO+ 10) 6.0dB 6.0dB 6.0dB 

Desired Eb/(NO+10) 40dB 4.0dB 4.0dB 

System Margin 2.0dB 2.0dB 2,0dB 
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cient laser diode sub-module. Fig. 9 shows the picture 
configuration of this module. 

15th. Int. Communications Satellite Systems Con- 
ference, pp. 1075-1084, Feb. 1994. 

5. M. Tabata, et. al., "Conceptual study of a 2-D 
deployable active phased array antenna," 8 th. 
ICAST, Oct. 1997. 

6. T. Takahashi, et. al., "Super lightweight planar 
array antenna with stretched structure for satellite 
communication systems," Proc. AP-S (to be pre- 
sented in July 1999). 

7. S. Kaneko, et. al., "Small-sized and highly effi- 
cient laser diode sub-modules for fiber-fed phased 
array antennas," Proc. CPT'99, pp. 59-60, Jan. 
1999. 

Fig. 8. 4x4 sub-array antenna panel 

Aluminum ceramics sidsttale       ,Basemelal(CuW) 

Fig. 9. Configuration of the module 

CONCLUSION 

We have proposed a new satellite communications 
system using Quasi-GSO satellites that mount deploy- 
able phased array antennas. In this system, the satellite 
illuminates multiple beams to a certain area from high 
elevation angle, so that the degradation due to shad- 
owing effect can be reduced. When large aperture 
phased array antennas are used for satellite antennas, 
high communication capacity can be attained using 
small size portable terminals as earth stations. 
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Abstract. The Meteosat Second Generation project (MSG) concerns a launch and operation of three new satellites in 
the coming years. MSG continues meteorological services, which are currently provided by the very successful first 
generation of satellites in the Meteosat Operational Program (MOP), operated by Eumetsat. MSG expands on the 
services offered by MOP by providing more frequently data in more observation bands, with higher resolution. The 
telecommunication system for the MSG satellite transmits the measured data to the primary ground station and re- 
ceives and re-transmits pre-processed images and meteorological data from the latter station. It collects meteorological 
data from data collection platforms. The MSG satellite carries also a Search and Rescue transponder. The antenna 
sub-system has been specifically designed for the necessary functions and permits appropriate data throughput with the 
satellite spinning at a rate of 100 revolutions per minute. The antenna sub-system for MSG is explained, after a short 
general description 

system is a major part. Aerospatiale is the prime con- 
BACKGROUND tractor for the satellite. 

The first of two pre-operational Meteosat satellites was 
launched in 1977. Meteosat Operational Program was 
started in 1983 after this 'pre-operational' period with 
an agreement to launch three operational satellites. A 
prototype of a pre-operational satellite called P2, was 
also prepared and launched with the first ARIANE 4 
launcher in 1988. One more satellite of the MOP type 
was launched in 1997 and continues service today in 
the so-called Meteosat Transitional Program (MTP). 
ESA [1] carried out the operations of Meteosat satel- 
lites (data collection, pre-processing and redistribution 
of meteorological information), until a new European 
organisation Eumetsat [2] took over the responsibility 
of these tasks in 1995. Eumetsat operates the MOP 
satellites and MTP, which continue services for another 
one and half year more, after which new MSG satel- 
lites shall take over with much more enhanced capa- 
bilities. ESA and Eumetsat are preparing this MSG 
program, with ESA responsible for procurement of the 
satellites. The first of the three MSG satellites is 
planned to enter services after commissioning in the 
year 2001 (launch the second half of 2000). MSG will 
have much more capabilities than MOP, as will be 
outlined below. 

The antenna subsystem for MSG is the main subject, 
but first some more descriptive information is given for 
both MOP and MSG satellites. It assists to understand 
MSG antenna optimisations, decisions, implementation 
and functionality under specific constraints. Alenia 
Spazio in Roma is fully responsible for the MSG tele- 
communication payload, of which the antenna sub- 

MOP AND MSG SATELLITES 

A MOP-type satellite orbits the Earth at an altitude of 
35.800 km, in geostationary orbit, thus leading to a 
satellite position above the equator on a fixed meridian. 
MOP is positioned on the Greenwich meridian. It is a 
spin-stabilised spacecraft, rotating at a speed of 100 
revolutions per minute (100 RPM) and has its spin-axis 
perpendicular to the orbital plane. The primary payload 
for MOP is a high resolution three channel radiometer 
instrument, which images the Earth in less than half an 
hour in the three spectral bands (wavelength: 0.5- 
0.9 ^m, 10.5-12.5 um and 5.7-7.1 um). One image 
line is taken over the Earth disc over a part of the 
revolution from +10° to -10° (as seen from the 
geostationary orbit). An image composed out of 2500 
scan-lines results after 2500 revolutions, so 25 minutes. 

The stored image line data are re-sampled and trans- 
mitted down to the Earth during remainder part of the 
360° arc outside this ±10° interval. 

The data are processed on the ground at a dedicated 
location (at Eumetsat in Darmstadt), where also other 
meteorological products are derived. Processed images 
with additional data are sent up again towards the sat- 
ellite, which in turn redistributes data to users within 
the coverage zone. Much more info is found in [1] and 
[2]. Some data products are received in the Ukraine [3]. 

The satellite collects also meteorological data from 
remote (automatic) platforms within its coverage zone 
and relays this information to the central ground station 
(this is the so-called DCP mission). 
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WIMWSM' 

Fig. 1. MSG Mission Scenario with RF links for the raw 
radiometer data to the primary ground station (with 

back-up) and the up- and downlinks for the processed 
data to primary and secondary users (courtesy ESA) 

A very broad basis has been created of experiences with 
the satellite, with its operations, with data processing 
and data utilisation, after more than 25 year. It pro- 
vided a very good starting point for a configuration of a 
new satellite, the Meteosat Second Generation satellite. 

MSG satellite will also be a spin-stabilised spacecraft, 
operating from a geo-stationary location. A number of 
enhanced capabilities are foreseen. The radiometer will 
generate images at double the speed, every 15 minutes, 
and will do this in 12 spectral bands, with a much bet- 
ter resolution (1 km for the visible channel, 3 km for 
other spectral channels). This permits to extract three- 
dimensional data about the atmospheric composition. 

The reader is invited to estimate the pointing and lo- 
calisation accuracy (1 km from 35800 km). The larger 
amount of data is also transmitted to the primary 
ground station of Eumetsat (in Usingen in Germany), 
from where processed data are transmitted up to the 
satellite again for re-distribution to primary and secon- 
dary users within the coverage [2]. Fig. 1 shows the 
link schema. MSG provides the data collection mission 
(DCP) with a larger number of channels than available 
on the MOP satellite. A Search and Rescue transponder 
is carried. It makes use of the UHF and L-band antenna 
for respectively reception (up) and transmission 
(down). 

MSG is a much larger spacecraft than MOP, due to the 
enhanced capabilities with the much larger radiometer, 
the need for a longer lifetime and the associated sup- 
porting equipment. Fig. 2 shows the MOP spacecraft 
and the MSG spacecraft (left) with relative dimensions. 

Fig. 2. MSG satellite (left) and MOP satellite 
at a similar scale (courtesy ESA) 

Fig. 2 indicates also already a very important constraint 
for the antenna farm, located on top of the spacecraft. 
The height permitted for the antenna farm of MSG is 
relatively small, much less than the height available on 
top of the MOP satellite body. This is very important; it 
has led to many calculations to optimise the antennas 
for MSG in the presence of the satellite structure, as 
indicated below. 

Conversion of the transfer orbit to the geostationary 
orbit is also different: MOP uses a solid fuel apogee 
boost motor to change from the transfer orbit to the 
geostationary orbit with one motor firing. MSG will use 
a set of two apogee boost motors, which use bi- 
propellant fuel. Three motor firings are planned to 
convert the transfer orbit to geostationary orbit (Fig. 3). 

Fig. 3. From a high elliptic trasnfer orbit to a 
geostationary orbit. MSG will use three motor firings 

(courtesy ESA) 

ANTENNAS USED FOR THE 
TELECOMMUNICATION SYSTEM 

The telecommunication system of MSG has a number 
of tasks, each of which requires a particular antenna: 

• Reception of telecommands and transmission of 
house keeping data. A dedicated (redundant) S- 
band transponder is used for this task, connected to 
a dedicated telemetry and telecommand antenna, 
(TT&C antenna), the antenna is not redundant 
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• Transmission of the measured radiometry data, 
coming from the data handling subsystem to the 
primary groundstation. The electronically despun 
antenna (EDA) is used for this task in L-band. 

• Reception of pre-processed images with associated 
data. A toroidal pattern antenna is used, operating 
in S-band. 

• Transmission to users, using the L-band EDA 
antenna for low resolution and high-resolution 
data. 

• Receiving data from Data Collection Platforms 
(DCP). The Electronically Switched Circular array 
antenna is used (UHF-EDA at 402 MHz). 

• Transmission of the DCP data, using the L-band 
EDA antenna. 

• Receiving emergency messages (S&R or Search 
and Rescue). The UHF - EDA is used at 406 MHz. 

• Transmission of S&R messages, using the L-band 
EDA antenna. 

The antenna subsystem will be discussed in more detail 
and the first results will be presented, together with 
considerations related to decisions for solutions. 

THE ANTENNA FARM FOR MSG 

Alenia Spazio is responsible for design, manufacture 
and test of MSG-'s antenna subsystem (Fig. 4). The 
Engineering Model (Fig. 4) antennas permitted after 
detailed measurements to tune the parameters to an 
optimum for the Flight Model antennas, which is dur- 
ing July 99 right at the moment of writing this abstract 
under test at Alenia Spazio (It). 

3SIS 

Fig. 4. MSG Antenna Farm, Engineering Model 
(courtesy Alenia Spazio / ESA) 

The respective antennas are, going from top to bottom: 

-1- TT&C antenna on top, 

-2- S and L-band toroidal pattern antennas inside the 
black cylindrical radome, 

-3- L-band Electronically Despun Antenna, using 32 
columns, 4 dipole radiators in each column. 

-4- UHF Electronically Despun Array, using 16 crossed 
dipole radiators, positioned in front of the L-Band 
EDA. 

(The white vertical bars at 90 degree interval on the 
outer edge belong to ground support test equipment). 

Very detailed analysis support has been provided by 
Space Engineering for all antennas and scattering 
analyses. The full paper will describe a number of the 
activities in detail. Also test results will be discussed. 
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ABSTRACT 

A radome, an acronym coined from radar dome, is a 
structure placed over an antenna that protects the an- 
tenna from its physical environment. Ideally, the ra- 
dome is radio-frequency (RF) transparent and does not 
degrade the electrical performance of the enclosed 
antenna. Today, radomes find wide applications in 
ground, maritime, aircraft, and missile electronic sys- 
tems (Fig. 1.) 

Fig. 1. Hercules Aircraft with Radome 
Enclosed Radar Antenna 

Very early methods of radome evaluation were cumber- 
some, relying on the use of a nomograph (1, 2). With 
the advent of the personal computer (PC), geometric 
optics approaches based on PC computers were devel- 
oped (3, 4). But with recent advances in the PC speed 
and capabilities, physical optics based surface integra- 
tion approaches that previously required a mainframe 
computer can now be accomplished on a PC (5). 

INTRODUCTION 

During recent decades, rapid growth in the use of the 
electromagnetic spectrum has led to many improve- 
ments in the performance of electromagnetic sensors. 
Two examples of these improvements are (a) dual- 
polarized, wide band antenna systems for improved 
tracking and radar performance, and (b) very low side 
lobe antennas that provide ground clutter rejection for 
airborne radars that use pulse-Doppler modes,  (c) 

SATCOM and other telecommunications antennas 
using frequency reuse (dual polarization.) 

These sensors require more stringent radome perform- 
ance than their predecessors because the antenna per- 
formance can be altered by radome effects on its radia- 
tion patterns. These efforts include, but are not limited 
to the following: 

(1) Boresight error (BSE) and boresight error slopes 
(BSES) 

(2) Increased antenna sidelobe levels 
Depolarization (folding of energy from one polari- 
zation sense to the other) 

(3) Introduction of an insertion loss 

(4) Flash lobe effects 

Most modern approaches of radome analysis use ray 
tracing to describe propagation through the radome 
wall onto the receiving antenna aperture where inte- 
gration produces the antenna port voltage. These meth- 
ods use many approximations such as treating the ra- 
dome wall at each ray intercept point as locally plane 
and also assuming parallelism between the inner and 
outer radome walls at each intercept point. These ap- 
proximations introduce some error between the pre- 
dicted and measured results. 

Although a number of different radome electromagnetic 
analysis techniques are feasible, primarily the geomet- 
ric optics (GO) and the physical optics (PO) approaches 
can be most easily implemented on a PC. Both transmit 
and receive formulations are possible. 

GO treats the electromagnetic propagation as "light 
like" in behavior and, although approximate, is exact 
only in the limit of zero wavelength (infinite fre- 
quency.) However, it produces reasonably good results 
for radome enclosed antennas as small as five wave- 
lengths in diameter. GO will not give good results near 
physical boundaries, but provides useful insights in 
those cases. We must consider three aspects to fully use 
GO; (a) ray reflections within the dome, (b) wave po- 
larization, and (c) amplitude variations both along the 
ray path and through the reflections (6). 

PO is based on Huygen's principle, which has been of 
fundamental importance to the development of elec- 
tromagnetic wave theory. Huygen's principle states that 
each point on a primary wavefront can be considered as 
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a new source of secondary spherical waves, and that a 
secondary wavefront can be constructed as the envelope 
of these spherical waves. Thus, a spherical wave from a 
point source propagates as a spherical wave, whereas 
an infinite plane wave continues as a plan wave. The 
PO method is employed in surface integration formula- 
tions that produce reasonably good results for a ra- 
dome-enclosed antenna less than a wavelength in di- 
ameter, and is generally a more robust modeling 
approach than GO. 

Other radome approaches that are worthy of mention, 
but more difficult to model on a PC computer include 
the method of moments (MOM) approach (7) and the 
plane wave spectra (PWS) method (8, 9). 

GEOMETRIC OPTICS (GO) 

GO analysis approaches have conceptual simplicity 
combined with reasonable accuracy. The concept for 
receiving and transmitting formulations are illustrated 
in Fig. 2. Both receive and transmit formulations were 
researched (10) and were found to produce identical 
BSE prediction. However, the receiving application 
required greater computer run time. 

Ill) RrtmlkTr MrvJu 

iEri Tiswatit MfHie 

Fig. 2. GO Raytracing: Receiving Formulation (Top) 
Transmitting Formulation (Bottom) 

GO Receiving Formulation 

The GO receiving mode ray trace (Fig. 2 (a)) uses the 
direct rays incident on the aperture from a specified 

direction. The insertion voltage transmission coeffi- 
cients based on flat-panel theory for both the parallel 
and perpendicular polarization are used to transform 
the plane wave fields associated with each ray from 
their values outside the radome to their values on the 
antenna aperture. 

The receiving formulation finds the voltage at the an- 
tenna port when a plane wave is incident on a radome- 
enclosed antenna; this is sometimes referred to as a 
"backward ray trace." The complex antenna port volt- 
age is obtained from the incident fields and the known 
characteristics of the antenna from the formula (11): 

Va=\\FaE%da 

where £" is the incident plane wave function; F° is the 
complex valued receiving aperture distribution at point 
on the antenna surface; and Tw is the complex valued 
radome transmission coefficient at the z'th ray intercept 
point. The integration over the differential antenna 
aperture "da" extends over the physical antenna surface 
area for which F° has a significant contribution. 

Usually, the radome is considered locally plane at each 
ray intercept point, which leads to small errors in the 
calculation of the transmission coefficient, Tw. The 
transmission characteristics of the radome wall for any 
given frequency, material type, number of layers, and 
layer thicknesses also depend on the angle-of-incidence 
8 (the angle between the propagation vector and the 
radome surface normal vector at the ray intercept point) 
and the apparent polarization of the incident wave with 
respect to the plane of incidence. 

At each ray intercept point, it is customary to normally 
decomposed into components parallel and perpendicu- 
lar to the plane-of-incidence prior to applying the re- 
spective transmission coefficients. Subsequently, the 
wave is reconstructed on the other side of the wall. For 
all cases, an equivalent transmission coefficient Tw can 
be defined. The calculation of Tw usually ignores multi- 
ple reflections within the radome wall and trapped 
waves. Some researchers (12) have observed that sig- 
nificant errors sometime occur by this omission. 

The antenna aperture distribution can be found from 
probing the near field at several wavelengths from an 
actual antenna surface, and applying a backward 
propagation (Fourier transform) technique. Alterna- 
tively, it can be probed very close to the antenna aper- 
ture with a suitable probe. 

GO Transmit Formulation 

Early GO transmitting formulations modeled the an- 
tenna aperture as a collection of sources with arbitrary 
amplitude and phase. The collection of rays define an 
equivalent aperture outside of the radome whose am- 
plitude and phase distribution incorporats the effect of 
the radome (Fig. 2 (b).) The fast Fourier transform 
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(FFT) of this distribution yielded the far-field radiation 
pattern of the radome-enclosed antenna. 

In the transmitting mode, the antenna aperture distri- 
bution is projected through the radome wall to form an 
equivalent aperture outside of the radome. Each ray is 
modified by the amplitude and phase of its associated 
radome transmission coefficients, and the modified 
effective aperture distribution therefore includes the 
effect of the radome walls. Points forming the modified 
aperture distribution are related to the actual aperture 
distribution via: 

Fe = TwFa 

where, F* is the complex valued transmit aperture dis- 
tribution at a point on the equivalent aperture outside 
the radome. In this case, the equivalent aperture size is 
identical in size to the actual antenna aperture. 

Assume that the antenna is in the x-y plane with the z- 
coordinate corresponding to the radome axis. We can 
obtain the normalized far-field antenna array pattern 
from the equivalent aperture on a PC via: 

M    N 
E, ,=—TTFr MN 

e    -/fc(xmsin6cos$+.y„sin8sin4>) 

m=\ n=l 

here we assume that the external aperture is modeled 
with MN sample points so that xm = mdx; y„ = ndy; 
where dx, dy are the sample spacings in the x and y 
coordinate directions, respectively. 

PHYSICAL OPTICS (PO) 

In analyzing the performance of a radome-enclosed 
antenna system, the PO techniques generally offer 
higher computational accuracy than GO because of the 
necessary assumptions used with GO. For instance, GO 
makes the assumption that the EM wave propagates as 
a plane wave confined to a cylinder whose cross section 
the antenna aperture defines. However, in reality the 
field diverges. 

For radomes smaller than about five wavelengths in 
diameter, the GO approach is too approximate and we 
must go to PO techniques. Integration over the radome 
surface with the Kirchoff-Fresnel integral yields better 
results to obtain the field at each point on the antenna 
aperture (Fig. (3).) 

PO Receiving Formulation 

To accomplish this integration, we use an external 
reference plane to reformulate an incident plane wave 
as a grid of Huygens's sources, and we then trace rays 
between that grid and each point on the antenna aper- 
ture (Fig. 3 (a).) Hence, the complex antenna antenna 
voltage is (12): 

ya=SSFa{!!E'T^Ly-ds}da 

where k is the wavenumber, r is the distance from any 
point on the external reference plane to a point on the 
antenna surface, and the integration over ds is over the 
external reference plane. The integration over the dif- 
ferential antenna aperture da extends over the antenna 
surface area for which F3 has significant contribution. 

t\ 
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Fig. 3. PO Raytracing: Receiving Formulation (Top), 
Transmitting Formulation (Bottom) 

PO Transmitting Formulation 

In a PO transmitting formulation (Fig. 3 (b),) the fol- 
lowing steps occur: 

(1) We obtain the antenna near-field distribution on 
the inner radome surface. 

(2) The transmission coefficients of the radome wall 
are applied to give the field on the exterior of the 
radome. 

(3) We make a final transformation to the far field 
using a Fast Fourier Transform (FFT) technique. 

A PC computer implementation of this transmit radome 
analysis technique uses PO for tracing the field from an 
antenna aperture through the radome wall to an exter- 
nal reference plane, where the contributions are col- 
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lected (13). Assuming that each point on the antenna 
aperture radiates as a Huygens's source, the complex 
distribution for each point on an external reference 
plane is: 

'••ti> 

-jlcr 

-da, 

here, the integration extends over the physical antenna 
surface area for which F a provides a significant contri- 
bution, and where the physical area forming the exter- 
nal reference plane is generally significantly larger 
than the physical area of the antenna. An exact solution 
corresponds to an infinite external plane, but this is not 
possible. Often, it is in the order of two to four times 
the physical area of the antenna. With a PC computer, 
the far field radiation pattern can be computed from the 
reference plane distribution in the identical manner it 
was for the GO transmitting case, previously. 

Comparison of GO and PO Methods 

The direct ray (GO) and surface integration (PO) meth- 
ods differ primarily in the computation of the total 
transmission coefficient. With the PO method, the fact 
that the integration of a bundle of rays through the 
radome wall, as opposed to a single ray, more densely 
samples the curvature variation results in a more robust 
wall transmission model. Both the GO and PO methods 
use the flat-panel approximation to compute wall 
transmission coefficients at the ray intercept points and 
ignore both multiple internal reflections and trapped 
waves. Several researchers compared predicted with 
measured data for these two ray-trace methods. Overall, 
the researchers found that the surface integration was 
more accurate, especially for radomes that were small 
in wavelengths. 

OTHER TECHNIQUES 

Method of Moments (MOM) 

Joy et al. (14) applied a two-dimensional method of 
moments (MOM) technique to a tangent ogive radome, 
based on the approach developed by Richmond (15- 
17). An integral equation for the electric field was 
solved by dividing the dielectric into cells that were 
small enough so that the electric field intensity was 
approximately uniform in each cell. 

Also applying a MOM approach, Tricoles et al. (18) 
analyzed the EM fields scattered by a hollow cone, 
using two formulations. One was based on a scalar 
Green's function and the other on a tensor Green's 
function. The two are equivalent, but the procedures 
differ in the following ways: 

(1) The scalar Green's function method decomposes 
the cone into circular cylinders, and subsequently 
decomposes the cylinders into angular sectors. The 

tensor Green's function method decomposes the 
cone into spheres. 

(2) The number of cells differs because the cell sizes 
differ. 

(3) Polarization dependance differs. 

Tricoles et al. (19) applied the MOM technique to di- 
electric cylinders of arbitrary shape. Although sophisti- 
cated, the MOM is seems more difficult to apply to 
radome modeling than the other methods previously 
discussed. Very limited validation data appear in the 
technical literature at this time to compare its accuracy 
with the GO and PO methods. However, MOM may 
give a more robust solution to the effects of guided 
waves or scattering by a radome rain erosion tip. 

Plane Wave Spectra 

Paris developed a three-dimensional approach that 
could find the tangential fields on the outside radome 
surface because of horn antenna radiating inside the 
radome (20). Wu and Rudduck developed a three- 
dimensional method that used a plane wave spectrum 
representation to characterize the antenna (21). A dis- 
crete plane wave spectrum (PWS) is a complex vector 
array obtained from a Fourier transform of the near- 
field aperture and represents the radiating antenna 
properties. If an antenna aperture has MxN sample 
points, then the PWS contains MN plane waves. The 
PWS approach is illustrated in Fig. 4. 

cLu-i-r'*' ■ M-r\ i rrf-f-h- 

Fig. 4. Illustration of PWS Approach 

Joy and Huddleston expanded on this idea by using a 
FFT to speed the computer calculations when applying 
a plane wave spectrum approach (22.) PWS is believed 
to give more accurate results than either GO or PO 
approaches discussed earlier. However, PWS requires 
considerably larger amounts of computer run time and 
cannot be implemented on a PC. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



53 

SOURCES OF RAY-TRACE 
COMPUTATIONAL ERROR 

Ray-trace computational errors have several causes, 
including the following: 

(1) Antenna modeling; 

(2) Statistical wall variations; 

(3) Internal wave reflections; 

(4) Rain erosion tip modeling; 

(5) Radome wall modeling. 

Table 1 gives an assessment of additional factors con- 
tributing to radome performance computational accu- 
racy. The internal reflections are a potentially signifi- 
cant source of computational error. In most radomes, it 
is safe to ignore rays that reflect off the radome wall 
more than once before striking the antenna because 
these multiple bounces produce insignificant energy. 
The mathematical modeling describing this error 
source is shown in Burks et al. (23). 

Table 1 

Parameters That Influence Prediction Accuracy 

Category Uncertainties 

Antenna Antenna aperture distribution 
modeling Polarization detail 

Physical detail 

Statistical wall Thickness variations 
variations Dielectric constant inhomogeneity 

Loss tangent uncertainty 

Internal Back wall reflections 
reflections Bulkhead reflections 

Multiple bounce 
Flashlobe 

Tip modeling Refraction 
Wall model Flat-panel assumption 

Anisotropie materials 
Variation of permittivity 

with temperature 
Adhesion layers 
Trapped waves 

Many aircraft or missiles have a bulkhead plate be- 
tween the radome and the vehicle body. If this bulkhead 
is not microwave-absorber treated, incoming rays can 
reflect off this surface and strike the backside of the 
antenna. The backlobe pattern of the antenna receives 
this reflection, causing boresight errors. Generally, 
bulkhead reflections will not have much effect until the 
angle-of-incidence of the incoming rays (with respect to 
the radome axis) becomes large. In actual applications, 
antenna gimbals and other electronic hardware may 
block some reflections from reaching the antenna. To 

evaluate the typical contribution of each of the ray 
bounce error contributors, we studied an A-sandwich 
tangent ogive radome with a fineness ratio of three. 
The antenna size was approximately 20 wavelengths at 
the operating frequency and the polarization was verti- 
cal. Using a GO receiving mode prediction model, we 
compared the measured elevation plane BSE data to 
predicted data. For this particular radome, when ig- 
noring all internal reflection error sources, reasonably 
good correlation was seen between measured and pre- 
dicted BSE data, but the predominant internal reflec- 
tion error source was found to be bulkhead reflections. 

Wall Model and Statistical Variations 

Another source of computational error is the wall 
transmission model. In all current ray-trace solutions, 
the radome walls are approximated as locally plane at 
the ray intercept point because most radome walls are 
approximated as locally plane at the ray intercept point 
because most radome shapes are not separable coordi- 
nate surfaces, and differential equations cannot be used. 
The flat-panel approximation is not valid for thick, 
highly curved walls. For spherical radomes, Bloom et 
al. (24), attempted to compensate the transmission 
coefficient to account for wall curvature by use of a 
divergence factor (DF). Kozakoff (25) derived a solu- 
tion applicable to ogive radome shapes. Geometric 
optics was used to trace the fields from the reference 
plane through the radome wall to a receiving mono- 
pulse antenna, where the wall transmissions on each 
ray collected. However, a DF derived from Snell's law 
for spherical shells accounted for the local wall curva- 
ture at each ray intercept point. 

Most radome wall models assume that the dielectric 
and magnetic properties are homogeneous and isotropic 
with individual layers. This is not always true, and is 
another potential source of computational error and 
complication in the modeling. For instance, Kozakoff 
and Hensel (26) showed that the orientation of struc- 
tural fibers in reinforced plastic radomes results in 
anisotropy of the electromagnetic medium that influ- 
ences the modeling. To solve this type of problem, 
White and Banks (27) derived the wave equation into 
three components to deal with plane wave transmission 
and reflection from anisotropic materials. Guided 
waves were observed to propagate in radome walls by 
Tricoles and Rope (28), and are potential source of 
computational error. According to Ersoy and Ford (29), 
a radome performance degradation from the theoretical 
predictions also occurs from radome surface irregulari- 
ties. Vorobyev (30) has applied statistical methods to 
manufacturing tolerances (on both dielectric constant 
and wall thickness) and related the manufacturing 
tolerances to the electrical performance of radomes. 
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ABSTRACT 

The work is devoted to analysis of Atomic Functions 
(AF) applications to principal problems of antennas 
theory. The analysis follows the result of the solution of 
some applied problems, such as is to determine the field 
of antenna in the far zone when the distribution of the 
current or the tangential components of the electro- 
magnetics field on the surface of antenna is known, and 
of synthesis is to determine a current (or a field) in the 
antenna by means of radiation pattern in the zone, and 
boundary value problems of the antenna theory is to 
determine the field in antenna and surrounding area 
when excitation by outside sources and boundary con- 
ditions are known. In the second part of paper, the new 
algorithm for numerical solution of radiation pattern 
synthesis problems is proposed. A number of numerical 
examples were performed to illustrate the effectiveness 
of presented approach. Unique approximating proper- 
ties of Atomic Functions (AF) let us apply more simple 
and effective method, which result in significant com- 
putational gain, and, hence, the solution requires less 
memory and run time. 

INTRODUCTION 

AF are widely used in different branches of computa- 
tional physics and also in digital interpretation of 
measurements of signals and in regeneration of images. 
For the first time it is proposed to apply AF mathemati- 
cal instrument to the antenna theory. The advantages of 
this principally new approach in analysis and synthesis 
of the antenna were shown, and also in boundary tasks 
of antenna theory. It was shown that AF in many cases 
are in the best agreement with the physical content of 
the antenna concept, and take possibility to construct 
simple and steady algorithms of calculation of their 
basic essential features. 

It is known that a large role in approximation theory 
and numerical methods is played by algebraic and 
trigonometric (exponential) polynomials. This univer- 
sal instrument of approximation has an essential flaw 
in practice - the "non-finiteness" of classical polynomi- 
als. In numerical realization, it is desirable to apply 
"local", i.e., finite functions, with carriers of small 
diameter, since in that case in the corresponding matri- 
ces the majority of elements are equal to 0, and the 
matrix is "rare" or even "ribbonlike", but at the same 
volume of computer operating memory it is possible to 

use an approximating subspace of high dimensionality 
and thus receive precise approximations. The widely 
used local spline functions are not universal in the 
sense that to obtain an optimal approximation function 
with better smoothness, higher degree splines are 
needed. Thus, the classical algebraic and trigonometric 
polynomials are universal, but not local, and splines are 
local, but not universal. The question arises of the con- 
struction of spaces for functions that would be simulta- 
neously local and universal. The question arises of the 
construction of spaces for functions that would be si- 
multaneously local and universal. At the same time, it 
is desirable that they be easily calculated. The functions 
discussed in more detail below are so simple and easy 
to use that it has proven expedient to fill a class of 
"elementary functions" with them. 

The question arises: how are these functions con- 
structed? We have in mind the fact that nonuniversal 
splines are conditioned by their already insufficient 
smoothness, which makes it necessary to consider infi- 
nitely differentiable finite functions. It is known that 
finite splines of the N-* degree are N-times folds of 
characteristic functions of intervals. These finite func- 
tions are infinitely repeated folds of characteristic 
functions of intervals. To obtain finite functions, the 
interval length should reach zero as quickly as possible. 
If (p(x) is a sought-for function and (p'(x) is its Fourier 

transform, then  cp'(x)=]~T —; here ak >0 and 

OO 

monotonically tends to zero,  ~^jxk <oo. Out of all 
k=\ 

sequences a= | ak | tending monotonically to zero, we 
will pick those for which cp(x) = cpa(x) possesses good 
approximation properties. It is evident that the simplest 
and most convenient can be the function cp(x) that cor- 
responds to the geometric progression ak=2"k. Such a 
choice of is at least logical. We will designate this 
function up(x). Consequently, 

1 sinf2" 

*=I ti~ 
(i) 

The original results for the theory of AF were obtained 
at the end of 1970 by V. L. Rvachev. The first publica- 
tion appeared in 1971 in [1]. The problem of the exis- 
tence of the simplest and, to date, the most important 
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AF, up(x), originating with V. L. Rvachev in 1967 and 
solved by him jointly with Rvachev V. A., was a fun- 
damentally new scientific result of the structural 
method suggested at the time by V. L. Rvachev for the 
solution of boundary value problems for equations in 
partial derivatives of mathematical physics. The func- 
tions up(.xr) discussed here appeared under the following 
circumstances. In 1967, V. L. Rvachev put forth the 
following problem [2]. If cp(x) is a finite differentiable 
function, having one part rising and another falling (a 
"hump"), then its derivative <p'(x) will consist of a 

"hump" and a "hole". Does a function <p(x) exist for 
which the " hump" and the "hole". Does a function cp(x) 
exist for which the "hump" and the "hole" of the de- 
rivative are similar to the "hump" of the function itself? 

In the language of mathematics this means the follow- 
ing: does a finite solution, in which for definiteness we 
consider the carrier of <p(x) to be the segment [-1; 1], 
exist? In this manner, V. L. Rvachev and Rvachev V. 
A. proved in a 1971 work the existence and uniqueness 
of such a finite solution with an interval equal to 1, and 
this is the function up(x). 

Thus, at the same time that classical algebraic and 
trigonometric equations with constant coefficients, the 
function up(x) and other analogous functions satisfy 

m 

equations of the form Ly{x) = 'k!£jcky{ax-bk), where 
k=l 

a>\, and L is linear differential operator with constant 
coefficients. These equations are close to linear differ- 
ential equations with constant coefficients in the sense 
that here the Fourier transformations operates effec- 
tively for them as well. In the theory of AF are studied 
AF and similar functions, spaces created by AF, and 
also their application in approximation theory, mathe- 
matical analysis, the theory of differential functional 
equations in numerical methods, signal processing and 
image restoration, the statistical theory of knowledge of 
forms, boundary value problems of diffraction and 
scattering of electromagnetics waves, and problems of 
optimal control, analysis, and synthesis of antennas. 

THE FUNCTION up(x) 

The function up(x) [1-17] (Fig. 1) is defined from (1). 

It has compact support [-1, 1] and is a solution of the 
functional-differential equation 

y\x) = 2y(2x + 1) - 2y(2x - 1). (2) 

Approximation of various classes of differentiable 
functions by expressions of the form 

f; Cjkup(^-*2->), (3) 
fc=-oo 

for fixed/) as h -> 0 was investigated earlier in [3, 14]. 
In this note we study the order of approximation of 

differentiable functions by means of linear combination 
of translates of the function up(x) in the form 

<p(x) = %kup{x-k-2-P), (4) 
k=-K> 

asp -» oo. It turns out that such approximations have a 
combination of properties not encountered with the 
classical trigonometric and algebraic polynomials and 
polynomial splines. 

Fig. 1. Atomic function up(x) 

Let {£„}, n = 1, 2,..., be a sequence of subspaces of the 
space C[-l, 1] such that 

dimL„ = n,L„ciLni-i. 

Definition 1. The sequence {L„} is said to be approxi- 
mately universal (a.u.) if for any natural number m and 
any^x)e C [-1, 1] 

infl/_cp|c[-i,i] -c»>"   y Hc[-u] 

for n > n(m). 

Definition 2. The sequence {!„} is said to be sequence 
with local basis (an l.b. sequence) if for any n there is a 
basis in L„ that consists of functions with compact sup- 
ports whose diameters tend to 0 as n -> oo. 

Remark. For subspaces of C [-1, 1] used in numerical 
methods both the property and the existence of a local 
basis are important, one reason being that in this case 
the matrices of the corresponding algebraic systems 
turn out to be "thinly populated". 

It is well known, that spaces of algebraic (trigonomet- 
ric, in the periodic case) polynomials are a.u., but they 
do not have local bases. The spaces of polynomial 
splines do not have local bases, consisting of the B- 
splines of Schoenberg, but they are not a.u. However, if 
we consider a sequence of spline subspaces {L„} for 
which the degrees of the splines increase as n -» oo, 
then we do not have the following condition, which is 
important from a practical point of view 

Theorem 1. There exist a sequence {L„}, 
LnczC [-1,1], such that: 

a) dim Ln = n, 

b) Ln<zLri-\, 
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c) L„ is a subspace of space of linear combination of 
the form (4), where/? = [log2«], 

d) the sequence {L„} is a.u., 

e) {L„} is an l.b. sequence and the diameters of the 
supports of the functions in a local basis for L„ are 
equal to (p + 2) Tp. 

STATEMENT OF THE PROBLEMS 

1) In the antennas theory the following questions are 
considered: 

(i) problem of analysis is to determine the field of an- 
tenna in the far zone when the distribution of the cur- 
rent or the tangential components of the electromag- 
netic field on the surface of antenna is known, 

(ii) problem of synthesis is to determine a current (or a 
field) in the antenna by means of radiation pattern in 
the far zone, 

(iii) boundary value problem of the antenna theory - 
determination the field in antenna and in surrounding 
area when the activation by outside source and bound- 
ary conditions are given. 

AF can be successfully applied to solve all this prob- 
lems. Consider one of them. 

2) Problem 1. This problem is reduced to solving vector 
linear equation 

LI = E, (5) 

where L is linear operator produced by Green's function 
of the medium antenna placed, / is current distribution 
(electrical magnetic current or polarization current) in 
antenna, E is field in far zone (usually considered a 
tangent components of electric or magnetic field to a 
sphere which radius is much more than the length of 
wave of light). To evaluate the advantages of applying 
AF to this problem lets consider one of the simplest 
following situations: analysis of the rectilinear antenna, 
which described by equation 

E(u) = A-jl{x)-e-iuxdx, (6) 

where E(u) is complex amplitude of the field in the far 
zone that is proportional to the radiation pattern of the 
antenna, u = icosG (0 is the angle of aspect, which is 
reading from normal to the antenna, A is complex con- 
stant which is not depended upon the angle of observa- 
tion, 2/ is the length of the antenna, I(x) = up(x) is 
distribution of the current (electric, magnetic or current 
of polarization) in antenna that is placed along x axis of 
the Cartesian coordinate system. It is essential that J(x) 
should be finite function of the x variable and should be 
differentiable, at last, two times (the low of the conti- 
nuity of the current) and should be equal to zero on the 
end of the antenna. There in AF are very suitable to 
present function I(x).  Actually,  AF are finite  and 

nonanalytic functions on the segment, smoothly ap- 
proaching to zero on the end of the segment. For exam- 
ple all this conditions are satisfied by function up(x). 
Same is referred to atomic functions of the higher or- 
ders. As it is known, when the segment [-1, 1] is sup- 
plemented with infinity, the equation (2) can be consid- 
ered as Fourier transform. Therefore when using AF 
relevant are their spectral properties. 

The Fourier transform from AF up(x) i.e. the radiation 
pattern of allocation of a current l(x) = up(x) looks like 

*(*)]=n 
sin«2~ 

m=\ uT 
(7) 

The Fourier transform of the AF belongs to class reac- 
tivity of entire functions of an exponential type of an 
extent not superior 21, descending on the material axis 
when u -> oo exponentially. 

Fig. 2. Fourier transform from up(x) 

In other words a set of radiation patterns which corre- 
spond to AF has property to concentrate energy in a 
range of real angles -k < u < k. Representation of a 
current (field) in a uniform linear array (among them, 
in aperture) with the help of the main AF [10, 12] en- 
sures a radiation pattern with quick descending side 
lobes. It allows constructing antennas with optimal 
radiation patterns. 

The approximation of composite distribution of a cur- 
rent I(x) with the help of AF is possible by a partition of 
length of the antenna 2/ on IN of cuts of length D = UN 
and representation function I(x) the following way 

J{x)=   X  C(»)-up x/A- 
(8) 

JnA 
(9) 

Thus, the radiation pattern will be introduced by the 
sum of the partial charts 

N »   ( 

£(«)= x c(»)-n 
Thus, in the tasks of analysis of the theory of antennas 
a body of mathematics of AF allows to construct the 
constructive approach adequately representing analyti- 
cal properties of these functions: finiteness, approach- 
ing to zero on the end, and concentration of a radiation 
energy in the area of physical observation angles (small 
reactance). 
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Fig. 3. Radiation pattern of allocation 
of a current l(x) = up(x) 

3) Problem 2. This problem is the inverse with the 
respect to the problem 1 and in the simplest case of the 
rectilinear antenna (6) it can be reduced to the solving 
of the integral equation of the 1st kind. As it was stated 
in the problem 1), the reduction of (6) to the form of 
bilateral Fourier transform requires complement of the 
I(x) function with zero on the rest of x axis and some 
complement of the E(x) function on the same interval 
without breaking the conditions of Wiener-Paley theo- 
rem. While using the AF for the representation of I(x), 
there are no difficulties with the provision of the finite- 
ness of I(x) and with the progressing into the region of 
the superguided solutions, for avoiding of which one 
often refers to the methods of solution of incorrectly 
stated problems of mathematical physics. Consequently, 
the solution of the problem of antennas synthesis with 
the help of AF allows to suggest simple and stable 
algorithms for this class of problems. 

4) Problem 3. The boundary value problems of anten- 
nas theory are, as a rule, solved with a Method of Mo- 
ments (MoM), that is often called the generalized 
method of induced EMF. At the same time, from the 
boundary conditions there follows the equation 21= U, 
where Z is a linear (impedance) operator, 7 is a sought 
distribution of the current (electric, magnetic or polari- 
zation) in the antenna, C/is the given distribution of the 
primary (incident) field in the antenna. The important 
aspect of the MoM method is the choice of system of 
basic functions for decomposition of the sought current 
distribution. Formerly, for solving the problems of the 
antenna theory different systems of basic functions were 
used. The basic functions of subdomains upon the 
enough simplicity of the calculation of moments (recip- 
rocal resistances or conductances) do not have the 
needed smoothness that often leads to errors upon 
solving the practical problems. 

NUMERICAL APPROACH TO THE ANTENNAS 
SYNTHESIS BASED ON ATOMIC FUNCTIONS 

The relative distribution of radiated power as a function 
of direction in space is the radiation pattern of the an- 

tenna. It is common practice to show planar sections of 
the radiation pattern instead of the complete three- 
dimensional surface. The two most important views are 
those of the principal £-plane and //-plane patterns. 
The £-plane patterns is a view of the radiation pattern 
obtained from a section containing the maximum value 
of the radiated field and in which the electric field lies 
in the plane of the chosen sectional view. In this paper 
we deal with it-plane radiation patterns. 

Formulation 

Radiation pattern of linear radiator is expressed in the form 

L/2 

F6= |/(*yfecose<fe ,        do) 
-L/2 

where L is the radiator's width and I(z) is the current 
distribution in radiator. For numerical solution of the 
above integral equation Method of Moments is used. As 
basis functions we take shifts of AF [1-17] 

then 
L/2 

,= //„(*> jkzcosBj  _ 

-L/2 

L/2 

(12) 

f     V I i-m Life cos 9 j, _ J     2_cnup\f-n2     )e dz = 

-L/2«=-°° 
co       L/2 . 
Zf       / i-m Life cos 6 J_ _ c„  J up\z-n2    )e dz = 

«=-°°   -L/2 

= Yjc„FT[up({ccosQ-n2-mJ 

where FT[up(z)] is well known expression for Fourier 
transform of the function up(z) [1-3] 

FT[up(z)lu) = Yl 
sin^-2 k) 

k=i u-Y 

AF possess unique spatial-frequency features: finiteness 
in ordinary space and exponential localization in Fou- 
rier space. Let us consider the antenna with following 
current distribution I(z) = up(z) shown in Fig. 1. 

j=vp(z) 

Fig. 4. Base function for current ductribution up(z) 
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Then according to (1) radiation pattern will have the 
form 

FT[up](u) 

Fig. 5. Fourier transform of the function up(z) 

or in the polar coordinate system 

Fig. 6. Radiation pattern of allocation 
of a current /(z) = up(z) 

Thus, we obtain the convenient antenna element with 
known current distribution and radiating pattern and, 
which is most important, with unique approximating 
properties. 

NUMERICAL EXPERIMENTS 

Representative computations are given to show the 
validity of the proposed method and to demonstrate its 
merits. We consider the following examples: 

a) Linear antennas array. 

b) Linear radiator. 

For computation of Fourier transform of the up(z) 

FT[upYu) = Y\ ——  we can use approximating 
m=i u2~ 

formula 
M 

FT["PL(«)=U 
sinw2" 

»!=i u2~ 

where M = 16 is sufficient for requiring accuracy. The 
square error in this case 

e= \l\FT[upf (u)-Fr[up^(u)du =0.5791.10*. 

Function up(z) equals to zero outside the [-1, 1] and is 
non-negative and even. Consequently, computing of 
up(z) on the [-1, 1] can be performed by means of Fou- 
rier series 

1 °° 
up(z) =—+ "^FT[upJnk)-cos(nkz). 

2 i=l 

Linear antennas array 

Directivity function for the linear antenna array can be 
define in the form 

N 
£>(0, v|/) = £>0(6, v|/)  Yj]n exp(in(kd cos 0 -t|>)), 

n=-N 

where D0(Q, v|/) is the element radiation pattern and 
N 
^I„exp(in(kdcosQ-y)) is the array factor. There 

n=-N 

are three common cases of radiation. 

A. Normal radiation, y = 0 

Fig. 7. Pattern of linear array of radiators 
for /(z) = up(z), vj/ = 0 

B. Slope radiation, 0 < vj/ < kd 

Fig. 8. Pattern of linear array 

of radiators with /(z) = up(z), vj/ = 
24 

C. Axis radiation, \\i>kd 
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Fig. 9. Pattern of linear array of radiators 
71 

for /(z) = up(z), \|/ = 
8 

Fig. 10. Pattern of linear array of radiators 
2n 

for l(z) = up(z), v|/ = — 

Linear radiator 

Let us consider characteristics of linear radiator based 
on up(z). To show the effectiveness of the proposed 
approach we calculate same antennas characteristics of 
linear radiator with current distribution in form of up(z) 
to compare them with ones of widely used antennas. 

The following antenna characteristics are of interest: 

(i) Radiation pattern width A9 0. 

(ii) Radiation pattern width A8 0.5 on half-power level. 
The half-power beam width is usually given for the 
principal it-plane patterns and is angular width be- 
tween points at which the radiated power per unit area 
is one-half of the maximum. 

(iii) Highest sidelobe level (in decibels) HSLL. 
Let 9i, 92, ... be the local maximum angles of D(9), 
distinct from 9majn. Then 

HSLL = 10 log max 
k 

D{h) 
Domain) 

(iv) The so-called "usefulness factor" v, which is de- 
fined by 

L/2 

\l{z)d2 
-L/2 

and equals to the equivalent noise bandwidth. 

Here FSLL is abbreviate for first sidelobe level, which 
is equal, in this case, to highest sidelobe level [5]. 

Further, we can also define other parameters: 

(i) Overlap correlation: for the 50% overlap 
L/2 /L/2 

OC=   jl(z)l(z-L/2)dz /   jl2(z)dz = 11.8%. 
0 /   -L/2 

(ii) Spurious amplitude modulation (SAM) 

/)lTT/7f 

SAM = - 10 log ■ D(*/2) 
D(0) 

= 1.21. 

(iii) Maximum transformation loss (MTL) 

MTL = 10 log v + SAM = 3.29. 

(iv) Asymptotic rate of sidelobe fall-off (in decibels per 
octave) 

10 log lim 
|e|->oo 

P(29) 

D(e) 
: — 00. 

(v) Coherent gain 

i Ll2 

A J7 (,)* 
A-1 

= 0.5. 
-L/2 

Such a physical set of parameters makes proposed nu- 
merical method effective and convenient, especially 
taking into account simplicity in definition of up(z). 

cosu 

0.5-- 

Fig. 11. Computed value 
of considered radiation patterns 

CONCLUSION 
The properties of the AF allows avoiding such errors, 
and as far as the partial radiation pattern are concen- 
trated around zero, it guarantees the stability and ex- 
actness of calculation of field distribution in the far 
zone of the antenna, that is the first characteristic of 
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Table I 
Characteristics of Radiator Based on up(z) 

Current Distribution, 
I(z) 

Array factor 
Fc(u), u = (kL/2)cosQ A9o A90.5 

FSLL, 
dB 

Factor 
v = D/DQ 

I(z) = up(z) 
A sin«2~w 

226°- 
L 84°- 

L 
-23.5 0.8085 

I(z) = 1 sin u / u 115°- 
Z, 

51°^ 
Z 

-13.2 1 

COS(TT Z / L) 
7t2      cos a 

172° — 
Z, 

67°- -23.0 0.81 
4 (71/2)2-«2 

C0S2(7I z / L) 
2     sin« 

71 ^7) 229°- 
L 

83°- 
L 

-32.0 0.667 

any antenna by importance. The most attractive aspect 
is the application of AF in the theory of lattices of vi- 
brator or slot antennas. Here the representation by AF 
is the most corresponding to the pattern of real distri- 
bution of the current in any transmitter, and conse- 
quently, it will yield the best convergence to the exact 
solution. 

It was established that using AF as basis functions to 
far-field pattern approximation we obtain current dis- 
tribution in the form of AF series. This result in suffi- 
cient computation gain and approximation accuracy. 
This algorithm can be further expanded to wide class of 
antenna synthesis problems. 
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AND ANTENNA ARRAYS SUPERRESOLUTION TECHNIQUES 
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Kharkiv Military University - 6 Svoboda Square, Kharkiv, Ukraine 
tel. +38-0572-437010 

1. In recent research on AA theory one of the major 
issues is elaboration of methods for estimation of spa- 
tial spectrum of noise sources that could lower con- 
straints of antenna's resolution stipulated by its limited 
aperture. List of the proposed up to now 
"superresolution" methods of spectral estimation is 
extremely long [1-6] and all-time continues to be sup- 
plemented. 

But criteria and substantiations used for synthesis and 
analysis of these methods are rather heterogeneous, and 
conclusions on their efficiency and advantages are often 
based on either unrealistic assumptions about exact 
knowledge of the covariance matrix (CM) in array 
outputs or on "visual impressions [16]" about the forms 
of output effects realizations obtained by simulations. 

Such a situation forces a number of problems to be put 
against the theory and engineering of spectral estima- 
tion based on AA. The most important of them may be 
formulated as follows. 

A. Understanding of essence of the proposed 
"superresolution" methods of spectral estimation from 
the point of statistical resolution theory [7, 8] that de- 
termines potentialities and optimal resolution methods 
by statistical criteria that consider random nature of 
emissions and interference noises. 

B. Determination of "the payment" for passing from the 
complicated optimal methods to more simple quasi- 
optimal ones and usage of non-statistical criteria (in 
particular, the Rayleigh criterion) for analysis and 
comparison of methods. 

C. Determination and analysis of statistical character- 
istics of resolution, including the Rayleigh criterion as 
well, under real conditions of a priori undeterminacy 
that is overcome using the replacement of unknown 
CM with random estimation matrix, being formed on 
the basis of teaching samples of finite size. Classifica- 
tion of the methods by the level of requirements to the 
size of a teaching sampling, dependence of these re- 
quirements on the specificity of AA. 

D. Substantiation of practical means for realization of 
superresolution spectral analysis methods, their unifi- 
cation and complexing that would enable to join ad- 
vantages of different methods and to weaken their 
shortcomings. 

The research on the above listed problems as well as on 
a number of other problems, are carried out in many 
countries, and by no means they can be considered as 
completed. The same considerations can be applied to 
the following description of some new findings on the 
above mentioned circle of problems. 

2. The theory [7, 8] treats different types and criteria of 
resolution, and each of these types or their certain com- 
bination may be required to solve estimation problems 
of spatial spectrum of radiation. Nevertheless, the ma- 
jority of known methods as well as a number of new 
ones may be obtained on the basis of the statistical 
theory of quasi-complete resolution-detection. Accord- 
ing to this theory, n signals in the noise are considered to 
be resolved if the statistical characteristics of the detection 
(conditional probabilities of false alarm F and correct 
detection D) of each of them, in turn, being considered as 
useful, become worse due to the impact of the rest (« - 1) 
signals playing the role of interfering ones, in comparison 
with the case when diere is only noise (without interfer- 
ence) not exceeding the given limits. Under such an as- 
sumption, the analysis of radiation spatial spectrum in the 
given sector (a^oty) consists in testing of the hypotheses 

Hi of presence or H0 of absence of the source in the se- 
quentially or parallel controlled "signal directions" 
a ea4,ay on the basis of the processing of the input 

realization. 

First, let us consider potentialities of the based on AA 
spatial resolution-detection of n sources of stationary 
noise radiation, assuming that the input realization is 
given by the sampling of size K > 1 

Y = {VXP Y,=tf(0,*), 

Y~ = 0,   Y,-Y;=<I>.8„,   i,jel,K 
(1) 

of Gaussian mutually independent (8,y=0, / & j, 5,,=1) 

M-dimensional vectors Y(. = {y,(,) £1, of complex am- 

plitudes of M AA elements at K discrete time points, 
with equal M*A/CM [3,5,8,9] 

* = {<P«> 
M      _ Y, Y =1, pq>p,q=\ i        i M 

/eU. 
G(J3)-h-G(ß) (2) 

Here IM is an identity M*M matrix that describes CM 
of mutually independent sensor noises, with a power 
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X(ßv) = W 
j{l-{M+\)ll)$y 

taken to be equal to one, G(ß) = {x(J3v)}"=1 is M*n 

matrix with M-dimensional vectors 

L' (3) 
ßv = 2%d • sin8v IX, v € 1,«, 

which describe phase distribution of source v (from the 
direction 9V with respect to normal) as per the ele- 

ments of uniform linear AA. Matrix h = diag{hv }"=1 is 

n*n diagonal matrix of mutually independent radiation 
powers, d and X denote the inter-element distance and 
signal wavelength. The bar and asterisk (*) denote an 
average and the set of Hermitian transpose, respec- 
tively. 

Under conditions of (1), (2) the H\ hypothesis is true 
(or rejected in favour of H0 hypothesis) if the statistics 

5(«)=~£M°OT' 
(4) 

ya(a) = Yi .R0(a), R0(*) = 4>? -X(a) 

exceeds (or does not exceed) the threshold level 

co(a) = xtr -o\lK,al= ^) = R'B (a) ■ 4>0 • R0 (a).   (5) 

In the equations (4), (5) X(a) is the phase distribution 
vector of the (3) type of radiation from the "signal" 
direction a being analyzed, with the h(a) power, <D0 is 
the CM of Y,- vectors of the H0 hypothesis, xtr IK is 

the factor of threshold exceeding, over the mean value 

§0(oc) of the pre -threshold statistics |0(
a) according 

to the HQ hypothesis that ensures the prescribed prob- 
ability of false alarm F, xtr is the root of the equation 

/(**) = *".   f(x)=jpa(^)d^e--^x'/i\,     (6) 
x >'=0 

where pa(x,a2) is the Erlang distribution [10] 

pa(W)= (a2 -(K-iyy .(xte^-1 -expj-x/a2 (7) 

of the statistics a = K ■ Z,(a) (4) with the parameters of 
the form K and scale: 

a2=al=^J, a2=a2=a2(l + u) = ^o),   (8) 

^ = l^)/f^)-l = A(a)-X*(a)-<-X(a)    (9) 

according to H0 and Hx hypotheses respectively. 

At that, the probability of the correct detection 

Z) = /(x,r/(l + u)) (10) 

is determined by the parameter u (9) that means a 

power signal/(interference + noise) ratio (SINR) and is 

maximized by an optimal linear processing at forming 
the weight sums yZj (iel,K) with the weight vector 

R0(oc) (4). 

In ordinary test case, with the two (« = 2) sources of 
equal power (hi = h2 = h) at a = ß, (ß2) we obtain 

H = ?--^> K=l- 
q -H\ 

l + <7 

p = -1--X*(J31).X(ß2)«sin7tA/7rA , 
M 

(11) 

where q=Mh is the signal/noise ratio (SNR) at the 

optimal linear processing of the "useful" signal when 
interfering ones are absent, Ke < 1 is mentioned in the 
[1] "coefficient of energy usage of the "useful" signal" 
in the presence of, p is the coefficient of their spatial 

correlation, A = (|32 — ß,)/A0 is the relative angular dis- 

tance between the sources (in relation to the half width 
A0 = 271 IM, M »1 of the in-phase AA radiation pat- 

tern as per the level of the first zeros). 

From the equations (6)-(l 1) it follows that in the ex- 
amining test situation the q value necessary to detect 
the "useful" signal against the background of noise and 
the interfering signal located at the angular distance A 
from the useful one, at the given values of Fand D, should be 
equal to 

9 = 
fa - l)+)/(u-l)2+4u.(l-|p|2) 

2-(i-pn 
(12) 

where \x - xlr Iy -1, and y are roots of the equations 
f(y) = D of the (6) function. 

In particular, at D = 0.5 and F = 10'6 

[a «15.7; b «0.67; a    ,   ia« 13./; o«u.o/;     5^K<20: 

K       \a« 22; Z>«0.33; £2:20. 
(13) 

At spatial orthogonality of sources (A = 1, p = 0) Ke = 
1, H = q, that is the energy of the "useful" signal is used 
entirely. At A < 1 ("superresolution" case) when the 
following assumption are reasonable 

p«l-7t2A2/6«l-1.5A2, 

|P|2*1-3A2,1-|P|2*3A2, 
(14) 

from the eq. (12) it is not difficult to obtain the follow- 
ing estimations 

AB>V(^-l)/3<7, u->3, äBZ\lfiq,Y.Z\ (15) 

of potentialities to resolution-detection of the two equal 
power noise sources, that is the minimum angular dis- 
tance AB between them when each one, in the presence 

of the second one, can be detected with the given sta- 
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tistical characteristics (F and D probabilities). So, at D 
= 0.5 andF= 10"6 (see (13)) we obtain: 

A=iAB>l/yJq      npH    K<5; (lg) 

[A£<0.577/g-   npn K>35, 

that corresponds well to the shown in Fig. 1 results of 
accurate calculations of q = q{K,A), by (12) and (11), at 
K=\ known from [7]. 

0.01 0.1 1 

Fig. 1 

Difference of        the curves ordinates 
r(K,A) = q(K,A)-q(K,i) (see Fig. 1) determines the 
power "payment for the superresolution" (in dB) of the 
two sources of equal power located at the angular dis- 
tance A < AR, being less than the Rayleigh limit 

AR «1. For the models (l)-(3) this payment can't be 

reduced by any ways since it corresponds to the optimal 
processing of (4) and (5) under "ideal" conditions of 
the full a priori determinacy, that is exact knowledge at 
all values aea^a^ of the CM 

o = o„ <t> = o, = O0 +A(a)-X(a)X*(a) (17) 

in accordance with H0 and H\ hypotheses respectively. 

3. In practice these CM are, as a rule, unknown. In- 
stead of these, in accordance with the "adaptive Bayes's 
approach [11]", in the equations (4) and (5) certain 
random estimation matrices © are to be used, and 
proximity of the corresponding adaptive processing to 
the optimal one depends on the quality of these estima- 
tions. 

However implementation of this approach for the con- 
sidered problem of the spatial spectral analysis of the 
continuous noise sources has some fundamental re- 
strictions. These are stipulated by high complication in 
obtaining classified "only interference" samplings (that 
is without "the signal") for all signal-bearing directions 
aea^ocy and, therefore, 3>0 estimation of CM ac- 

cording to H0 hypothesis, and the adaptive weight vec- 
tors R„(a)=^ö'X(a) and thresholds 5(a) described 
by this estimation. That is why for all "superresolution" 
methods of spectral estimation, instead of "difficult to 
obtain" <B0 matrix, <& estimates O are usually used 
being formed, in general, on basis of the teaching sam- 
plings of (1) and (2) types [1-6, 9, 12]. 

At such a substitution, for any unbiased estimates 

(# = <&) the weight vector R(a) = <&-1X(ot) is formed, 

with a mean value of R.(a)=c(a)-R0(a) that is pro- 

portional to the required weight vector R0(ot) (4) 

[9,12], so that the SINR \x (9) retains unchanged (and 
highest possible) at the arbitrary c(a) * 0 scale factors. 

But in this case the required threshold level 5(a) is 
still undetermined. This is the only explanation (and 
justification) of the universal prevalence of the non- 
statistical Rayleigh criterion, in accordance with that 
resolution is determined not by the results of compari- 

son of the random value £(ot) with the threshold 5(a) 

in every point of the a e a4,a/ array, but by the depth 

of "the curve dips" between the peaks of f (a) function 

at the a.b,af interval [5, 9, 12]. 

Principal impossibility to attain the limits (15) and (16) 
even at the extremely large size (A7-*») of the teaching 
sampling N is an unavoidable "payment" for this forced 
rejection of the adaptive implementation of all stages of 
(4) and (5) processing. One more consequence is that 
the "superresolution" methods, differing only in c(a) 

factors and fully equivalent as per statistical criteria of 
resolution-detection, may be substantially unequal as 
per the Rayleigh criterion. But it is the specificity of the 
c(a) scale factors that the differences of their majority 
[9]. Let us illustrate this by some examples directly 
leading to the known "superresolution" methods of 
spectral analysis. 

4. Suppose instead of the "difficult to obtain" weight 
vector R0(a)= Oö'X(a) at the stage of the linear proc- 

essing in the (4) the vector Rc(a) = c(a)-<D~'x(a) is 

used, with the mean value 

Rc(a) = Rc(a) = c(a)-R(a),R(a) = ¥X(a), 

«F = L }M   =<&-'. 
(18) 

Due to (17) it is collinear to the R0(a) vector (4). Thus 

stipulated independence of the SINR (j. (9) on the factor 
c(a) *■ 0 enables to subdue its selection to some addi- 

tional requirements of "practical" nature. Sense of some 
these requirements become clear when put down the 
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mean value S(a) = |(ot) of the "prethreshold" statisti- 

cal value % (a) (4) in the form of the sum: 

S(a) = i(a) = Rc(a)-*-Rc(a) = 

= |c(a)j2X*(a>PX(a) = 5's(a)+5V(a)+^(«) 
(19) 

that represents the signal, noise, and interference com- 
ponents. For the first two components, according to the 
equations (2), (17) and (18), the following equalities are 
valid: 

Ss(a) = A(a).|c(cO|2 |x*(a)^x(a)|2, 

SN(a) = \c(afx'(a^X(a). 
(20) 

As an example, let us require for the signal transfer 
factor to be steady, that is the multiplier for the h(a) 
and Ss (a) values to be equal to one. Apparently, this 
requirement will be performed at 

c(a)=(x*(a>IOf(a))'1. 

In this case we have the following equation: 

S(a)=Sm(a)=(x\a)vx(afl (21) 

and consequently, this function coincides with the 
spectral function (SF) of the generally known Capon 
"maximum likelihood" (ML) method [13, 1-6, 9, 12]. 
Fixation of the signal power means that in this case 
maximization of the SINR u. is ensured by minimiza- 
tion of the interference and noise power, and this ex- 
plains the one more name of the Capon method - the 
method of minimum dispersion, as it has been used in 
[5]. 

Let us replace this requirement with the one of the 
noise component in the (19) equation to be constant at 
any angles aeat,a/; that is (SN(a) = l). It will be 

performed at 

c(a)= (x'(a}v2X{atm = (R*(a)-R(a))1/2. 

At that, the function 

S(a) = SBL(a)= ^(aj?H (22) 

represents the SF of the Borgotti-Lagunas (BL) method 
[9]. 

Suppose now that c(ot) = Jw^ /e^vPX(a), where e^, 

is the m-th (melM) row of the identity matrix IM. At 
such selection, the m-th (melM) element of vector 

RA:(a) (18) is fixed at the level *Jwmm , at all angles 

a e a4 ,af, and the function 

5(a) = SMCA (a) = wmmX' (a>FX(a>|e;^X(a|2 

m el,M 
(23) 

represents the SF of the "modified Capon's algorithm 
(MCA)" described in [15]. 

The (22) and (23) SF SBL(a) and SMCA(a) are bounded 

with the SF of the "heat noise (HN)" method [6j and 
"maximum entropy (ME)" method [1-6] by the follow- 
ing equalities: 

S
RL (a) = Sm (a)/ SML (a),  SMCA (a) = V (a)/ SM (a). 

The SF for the mentioned above methods have the 
following appearance: 

^(a) = (x*(a>I'2X(a))r1, 

5ME(a)=wmm/|e;^x(a)|2, m = \ or m = M. 
(24) 

They may be derived from the (18) and (19) equations 
by means of c(a) multipliers' selection, but in such 

case their physical sense is not so evident. 

In similar way, it is possible to come to many other 
methods including so called "eigenstructure" methods 
(Pisarenco, Bartlett, MUSIC, EV etc. [4, 5, 9, 12, 16]). 
Here, we will pay attention only to the methods based 
on the (21)-(24) equations, whose applications, in 
contrast to the "eigenstructure" methods, are not re- 
stricted to the processes with CM of O type (2). We 
will notice consequences of induced refusal of the 
threshold processing and coming to estimations of 
resolution based on the Rayleigh criterion. 

5. Two equipotent sources are considered to be resolved 
by Rayleigh's criteria if SF S(a) has two distinction 
maximum, that have coordinates  a,,   identifying to 

direction ß, on source /' (z'el,2). Parameters 

Yl=S(a,)/S(oO or y = S(ß,)/S(ßm),i =1,2, (25) 

serve as a distinguishability index. These parameters 
describe relative "fall" depth in the midpoints 
am ~(ai +a2)/2 between maximum S(a) or 

ßm =(jßt +ß2)/2 between values S(a) in the points 

a = ß, (/' = 1,2). "Threshold" of the resolution, as usu- 

ally, is set at the level y,y, > 1. 

"Limiting" resolution capabilities correspond to hypo- 
thetical case of the exactly known CM O (2). In this 
case requirements to SNR #(A) necessary for overcom- 
ing these are minimum. It is possible to show [15,17], 
that for the methods (21)-(24) they are bounded by 
curves (Fig. 2) for the "worse" Capon method (21) 
(curves 1,2,3) and for "better" one - MCA (23) (curves 
4,5,6) at y = 1 (curves 1,4) and y = 2 (curves 2,5). 
Curves 3,6 characterize limits of q = qL at which sec- 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



66 

ond derivatives d2S(<x)/da2 of corresponding SF S(a) 

equals zero in point a = am. 

These SF have one maximum at q < qL and sources 
are not resolved [12]. They start resolving if angular 
space between them is not less, than [15,17,18] 

ä.L>l.\lli[q  for Capon's method (21), (26) 

From comparison of (26) with (15), (16) (Fig. 1 with 
Fig. 2) it follows that when using the Rayleigh crite- 
rion, the requirements to the energetics of resolved 
signals at small A < 0.1 increase by 10 to 20 and more 
dB. 

6. Under real conditions of a priori unknown CM <D 
and of the use in the equations (21)-(24) of random 
matrix-estimates <& instead of this unknown CM, the 
corresponding SF S(a) are also random, as well as the 

parameters y (25); so, the potential (Fig.l) and "lim- 
iting" (Fig.2) resolving characteristics are ensured only 
to certain probability that considers to be the most im- 
portant characteristic of effectiveness. But analytical 
determination of this probability faces with rather great 
mathematical difficulties that have been overcome only 
partially. Below, some recent exact results are shown 
[17-20] in respect to practically most interesting cases 
when as the matrix ® the following estimates have 
been used: 

® = N-iA,A = YY' = j^YiY* ,N>M,   (27a) 

<D = AT'B, B = (A + Ar)/2, N ä (W +1)/2 , (27b) 

These estimates have been formed on the basis of the 
TV-dimensional sampling of the teaching vectors Y, with 
the properties defined by (1). In this case the equation 

(27a) is maximum likelihood (ML) estimation of gen- 
eral type CM, and joint density thereof elements can be 
described by the Wishart complex distribution [14]. In 
the equation (27b) AT denotes the matrix obtained from 
the matrix A by "turning-over" with regard to its sec- 
ondary diagonal, and the estimation (27b) is, in gen- 
eral, the ML estimation of persymmetry CM that are 
typical in the wide range of centrosymmetrical AA. 
Joint density of its elements has been obtained in [20]. 

7. The random value normalized to its true one 

\ = N-S(a)/S(p) (28) 

for SF S(a)=SML(a) (21) of the Capon method has 

the Erlang distribution Pv(x,l) of (7) type in dependent 

on a, but with the following parameters of the form: 
N-M + l and 7V-(M + l)/2 + l for the estimations 

(27a) and (27b), respectively (for the estimation (27a) 
this result has been obtained in [14]). From this it fol- 
lows that, if it was possible to determine the "difficult 
to obtain" (see item 3) threshold to(a) (5), the Capon 

method, even at the size of the teaching sampling 

N = K+M-\ or  N = K + (M+l)/2-l    (29) 

in the estimations (27a) or (27b), would have ensured 
the same parameters of resolution-detection (15) and 
(16) (see Fig. 1) as the optimal processing (4) and (5) 
of a /^-dimensional sampling (1) under conditions of 
full a priori determinacy (see item 2). For the other 
methods, these parameters can be obtained at much 
greater requirements to the size (1-2 orders more) of 
the teaching sampling N. 

As compared to SA methods based on Rayleigh's crite- 
rion, this advantage of the Capon method is not essen- 
tial for selection of a spectral estimation method. In this 
case the selection should be based on the statistical 
characteristics of the random parameters y (25) or, 

equivalently, on their standardized values 

v = y/y. (30) 

For the Capon method, the distribution density pw (x) 

of this parameter is described by the following equation 
[18]: 

()_r(2S+4)L   U2^ x™(l + x) 
PA)~(r(8+2f* r\) 

¥*f -I   12     *>+2-5 

-4M x 
,(31) 

where T(z) is the gamma-function that is equal to (z-1)! 
for the integer variable z>\\ the quantity 

r = X'(a1)FX(a2) 

(xXa>X(aJ.xXa2)«FX(a# 
(32) 

is a generalized coefficient of the spatial correlation of 
radiations from the directions <x\ and oc2, that is 
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b = N-M or 8 = Ar-(M+l)/2 (33) 

for the estimations (27a) and (27b) respectively. 

It can be shown that at any values of \r\ < 1 and 8 > 0 

the distribution median of the function (31) is the point 
x0 = 1. That is why the random parameter y with the 

probability P = 0.5 is not less than y that corresponds to 
the precise CM, and consequently, the curves 1, 2, 3 on 
the Fig. 2 describe not only "limiting" (see item 5) but 
also the actual resolution of the two sources of equal 
power that is ensured by the Capon method on the basis 
of the estimations (27), at any 8 > 0 with the probabil- 
ity P = 0.5, 

For the other methods similar analogous accurate re- 
sults are not known. In relation to this, Fig. 3 shows the 
experimental [19] plot of 8 versus the probability 
P(y £ y) of that the random parameter y (25), is not 

less than the threshold y0 = ym «2 of the Capon 
method for the exactly known CM. As it comes out 
from the theory [17, 18], for the method (21) itself this 
probability equals to 0.5 already at 8 = 0, and at 8 
increasing does not change. As for this parameter, the 
methods (22)-(24), having substantially higher "limit- 
ing" (at 8-»oo]) resolution, are close to the Capon 
method or even worse. From this it follows that, if the 
size N of a teaching sampling is changed, it may be 
necessary to transfer from one method to another, or to 
their combination. Such a possibility should be envis- 
aged at substantiation of the means of practical imple- 
mentation of "superresolution" spectral estimation 
methods. 
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8. The most promising way for the solution to these 
problems is the use of adaptive lattice filters (ALF) [1- 
4, 19, 21-24]. They enable to uniformly implement the 
methods (21)-(24), as well as a number of their varie- 

ties with practically useful properties [17, 19]. In this 
case, going from one method to the other as well as 
their combining is enabled by a mere re-commutation 
of the output signals at the ALF, but do not affect nei- 
ther their internal structure nor the adaptation algo- 
rithms. The latter can be easily redesigned to take into 
consideration possible a priori information about the 
specificity of the AA, have liigh digital stability, and 
assure wide possibilities for re-distribution of time and 
hardware expenses [22-24]. It is also essential that, 
based on this, there can be formed adaptive systems 
solving not only the above discussed problems but also 
a wide range of the problems related to spatial-temporal 
processing of signals against a background of interfer- 
ence in radar systems utilising AA. 

REFERENCES 

1. S. Haykin, J. Litva and T.J. Shepherd (eds). Radar 
Array Processing. Springer-Verlag, Berlin, 1993. 

2. Don H. Johnson and Dan E. Dudgeon. Array Sig- 
nal Processing. Concepts and Techniques. Pren- 
tice-Hall, Englewood Cliffs, New Jersey, 1993. 

3. H. Krim and M. Viberg "Two Decades of Array 
Signal Processing Research." IEEE Signal Proc- 
essing Magazine, July 1996. 

4. J. D. Shirman, V. N. Manzhos, D. I. Lekhovitsky 
"Some Stages and Problems of Theory and Tech- 
nique of Radar Signals Resolution." Radio- 
tekhnika, 1997, Jfel, pp.31-42 [in Russian]. 

5. S. L. Marple, Jr. "Digital Spectral Analysis with 
Applications." Prentice-Hall, Englewood Cliffs, 
New Jersey, 1987. 

6. Drogalin V.V., Merkulov V.l., Rodsivilow V.A.. 
and oth. "DOA Estimation Algorithms base on 
Spectral Analysis Methods." Radiolokatsiya i Ra- 
diometriya, 1999, Nal, pp.52-68 [in Russian]. 

7. J. D. Shirman "Statistical Analysis of the Optimal 
Resolution." Radiotekhnika i Elektronika, 1961, 
Vol. 6, Jfe 8, pp. 1232 [in Russian]. 

8. J. D. Shirman "The resolution and Contraction of 
Signals." M.: "Sovietskoe Radio", 1974, 360 p. [in 
Russian]. 

9. J. Munier, G. Y. Delisle "Spatial Analysis in Pas- 
sive Listening Using Adaptive Techniques." Proc. 
IEEE, Vol.75, pp. 1458-1471, November 1987. 

10. N. A. J. Hastings and J. B. Peacock "Statistical 
Distributions." Butterworth and Co (Publishers) 
Ltd, 1975. 

11. G. V Repin, G. N. Tartakovsky "Statistical Syn- 
thesis a Prior Uncertainty and Adapting of Infor- 
mation Systems." M.: "Sovietskoe Radio", 1977, 
432 p. [in Russian]. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



68 

12. V. V. Karavaev, V. V. Sasonov "Statistical Theory 
of the Passive Location," M.: "Radio and Svyaz1 ", 
1987,240 p. [in Russian]. 

13. J. Capon "High Resolution Frequency - 
Wavenumber Spectrum Analysis." Proc. IEEE, 
Vol.57, pp. 1408-1418, August 1969. 

14. J. Capon and N. R. Goodman "Probability Distri- 
butions for Estimators of the Frequency - 
Wavenumber Spectrum." Proc. IEEE, Vol.58, 
pp. 1785-1786, November 1970. 

15. D. I. Lekhovitsky, S. B. Milovanov, V. M. 
Pishuchin, P. M. Flexer "Modified Capon's Algo- 
rithm for Problems of Spectral Analysis of Har- 
monic Space-Temporal Random Signals." Thesis's 
of All-Union School-Seminar "Designing of the 
Automatic and Control Systems for Complex Ob- 
jects", Tuapse, October 1992 [in Russian]. 

16. S. M. Kay and C. Demeure "The High-Resolution 
Spectrum Estimator - A Subjective Entity." Proc 
IEEE, Vol.72, pp. 1815-1816, December 1984. 

17. D. I. Lekhovitsky, P. M. Flexer "Statistical Analy- 
sis of Resolvability of Adaptive Algorithms of 
Spectral Estimation." Thesis's of the Reports ISTC 
"Modern Radar", 1994, p. 164 [in Russian]. 

18. D. I. Lekhovitsky, P. M. Flexer "Statistical Analy- 
sis of Resolution of Quasiharmonic Spectral Esti- 
mating by the Capon's Method." Modern Radar, 
1994, pp. 66-71 [in Russian]. 

19. D. I. Lekhovitsky, V A. Doroshuk, A. A. Poberez- 
hny "Theoretical and Experimental Research of 
Modern Quasiharmonic Spectral Estimation Algo- 
rithms." International Conference "Theory and 
Technique of Transmission, Admittance and Proc- 
essing Information", Thesis of the Reports, Tuapse, 
1995 [in Russian]. 

20. D. I. Lekhovitsky "On the Theory of an Adaptive 
Processing of Signals in Systems with the Central 
Symmetry of Receiving Channels." - Kharkov: 
Radiotekhnika, 1996, .NelOO, pp.140-158 [in Rus- 
sian]. 

21. D. I. Lekhovitsky "Generalized Levinson's Algo- 
rithm and Universal Lattice Filters." Izv. VUZov, 
Radiophizika, 1992, Vol.35, Ni>9-10, pp.790-808 
[in Russian]. 

22. D. I. Lekhovitsky, S. B. Milovanov, I. G. Kirillov 
"Universal Adaptive Lattice Filters. Adaptation at 
the Given of Correlation Matrix of Interference." 
The Manuscript in VTNITI, Register ;Nb2127- B92, 
1992 (Annotation. Izv. VUZov, Radiophizika, 
1992.-Vol. 35.-^2 3-4) [in Russian]. 

23. D. I. Lekhovitsky, S. B. Milovanov, I. D. Rakov, 
B.G. Sverdlov "Universal Adaptive Lattice Filters. 
Adaptation at the Given Root of the Estimate Cor- 
relation Matrix." Izv. VUZov, Radiophizika, 1992, 
Vol. 35, .Ne 11-12, pp. 969-991 [in Russian]. 

24. S. S. Kusin, D. I. Lekhovitsky "New Structure of 
the Lattice Filter and Adaptive Estimation Algo- 
rithm." M.: Radiotekhnika, 1989, W26, pp. 33-35 [in 
Russian]. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



69 

A PC BASED PROGRAM PACKAGE FARFOR-99: 
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INTRODUCTION 

Program package FARFOR-99 may be used as a pow- 
erful teaching tool in addition to the well-known an- 
tenna textbook [1] for technical university students and 
engineers. A very simple, universal and powerful model 
for wide class of antenna arrays, reflectors, lenses or 
hybrid antennas is presented. Both symmetrical and 
offset geometry are available. The feed arrays of hybrid 
antennas may have up to few hundreds independently 
placed and excited elements. The model has been real- 
ized in the program package FARFOR-99 for IBM- 
compatible personal computers. The advantages of the 
model have provided more than order decreasing in 
computation time, and program packages users can 
easily analyze and synthesize multi-element arrays, 
reflector and hybrid antennas practically in real-time 
mode. Using FARFOR-99 you can also reconstruct the 
antenna's far field from their near field measurements 
on planar surface. Advanced system of input and output 
design information, visual representation and program 
interface to popular graphic package SURPHER pro- 
vide comfortable conditions for user-PC dialog. This 
report is accompanied by the demonstration of action 
FARFOR-99 tools in real time mode. 

GENERAL CONSIDERATION 

The design of modern Earth or board antenna systems 
for communication systems or radar is always con- 
nected with a large amount of pattern and secondary 
parameters computations. We carry to secondary pa- 
rameters main beamwidth, directivity, gain, sidelobes, 
cross-polarization levels, etc. This computation is one 
of the most difficult and computer time consuming for 
electrically large reflector antennas and multi-element 
antenna arrays. So the problem of their computation 
optimization is serious and actual. The optimal strategy 
in fast computation of radiated fields is based on two 
principles. First principle is a decreasing of value of 
data, taking part in computation, to the low possible 
minimum. And, second principle is an increasing of the 
speed of computation by means of using the modern 
digital processing methods (Sazonov D., Sazonov M., 
[2]). The realization of such strategy was succeeded by 
the following tenets: 

1. According to the limited spectrum function theory, 
the radiation field of the antenna is expressed as a 
series of its seldom complex samples. All interme- 
diate field point values are the finite sums of 
Kotelnikov-Shannon series (with minimal number 
of coefficients). Thus, the only small part of pattern 
complex samples (about 20 %) is necessary for 
adequate field pattern presentation (Bucci and 
Franceschetti [3]). The other intermediate samples 
must born from this small part by means of fast 
interpolation procedures. 

2. For fast computation of radiation field samples, the 
well-known aperture method was chosen. Accord- 
ing to this method, radiated field is the two- 
dimensional Fourier transform from the amplitude- 
phase distribution the near (or equivalent) electro- 
magnetic tangential field on planar surface. The 
position of aperture may be arbitrarily chosen near 
or on the real radiating surface. 

3. For reflector, lens or hybrid antennas, the equiva- 
lent aperture distribution is found by applying a 
special method (a so-called "arranged ray tracing", 
Sazonov [4]). This method defines aperture field 
samples, which are lying in the nodes of prescribed 
grid. This grid is well matched with requirements 
of algorithm of computation the two-dimensional 
Fourier transform. Thus, continuous reflecting or 
radiating surface is modeled by hypothetical an- 
tenna array, having minimum of elements. Aper- 
ture blockage, causing by feed and supporting 
struts, is automatically taking into account by 
means of the appropriate algorithm. 

4. After the set of fundamental complex samples of 
radiated field have been found by means of two- 
dimensional discrete Fourier transform with small 
dimensions. Other samples are constructed by 
means of Fourier interpolation technique [5] that is 
well known in digital signal processing. This tech- 
nique replaces slow operations of summing and 
multiplying in Kotelnikov-Shannon series compu- 
tation by fast convolution operations. 

For computation both of two- and one-dimensional 
Fourier transforms the original algorithm of fast Fou- 
rier transform (FFT) is presented (Sazonov D. and 
Sazonov M. [2]). This is an inplace subroutine, which 
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runs more rapidly than traditional FF1-algorithms and 
gives additional advantages in the choosing of length of 
transform in one or both dimensions. The transform 
length is determined by product of several (up to five) 
mutually simple prime factors from prescribed set (2, 3, 
4, 5,7, 8, 9, 11 or 16). 

PROGRAM PACKAGE SUMMARY 

Now we have the common program packages FAR- 
FOR-99 for IBM-compatible personal computers under 
MS-DOS: 

• Title: FARFOR-99, author: D.M. Sazonov 

• Computer: IBM PC / AT, operation memory size: 
640 kB 

• Electron disk memory size: 6 MB 

• Operation system: MS DOS 6.22 

• Programming language: FORTRAN 77, Mac- 
roASSEMBLER 

• Peripheral used: EGA/VGA monitor, dot/laser 
printer 

• Package value: one 1.44 MB 3.50" diskette (in- 
clude MS-DOS 6.22 files and EXE-files in ar- 
chives). 

This package serves for the aim of analysis and synthe- 
sis of the following antenna systems: 

• Planar antenna arrays with rectangular or hex- 
agonal grid of element's displacement in aperture. 
The aperture may have polygon contour (Fig. 1). 

wwmmmmwmmm 
mmmmmmmmmmm 

mi»™       «m 

H3 Ant-Master 

Fig. 1 

Any possible type of element excitation (including that 
obtained from near-field measurements) is permitted. 
The elements may be the following: dipoles under 
screen, slots, rectangular or circular horns, endfire 
radiators, microstrip elements and other elements. It is 
possible to use model elements with prescribed radia- 
tion pattern and polarization 

• Single- or multi-panel mirror reflector anten- 
nas. The antenna may have mirrors of any shape of 
second-order curve profiles (such as parabola, el- 
lipse, etc.) and feed system with any possible ra- 
diation pattern and polarization performance. The 
position and orientation of feed system may be 
varied by the user. We can analyze a variety of ap- 
erture forms (circle, polygon, and ellipse) types. 
We can also to see on display the ray tracing in 
vertical plane. This gives the possibility to correct 
some input geometric parameters in necessary 
cases. 

• Hybrid reflector antennas with feed arrays, hav- 
ing up to few hundreds elements of any type, dis- 
placement and excitation. There is the beautiful 
possibility to synthesize the antennas with con- 
toured beams. It is possible to choose any one of 
two calculation modes in the program during the 
analysis or synthesis process: with prior summa- 
rizing of amplitude-phase distributions on the feed 
array, or with prior summing of partial pattern 
from each of the feed array elements. 

• Through-type and reflect-type holographic an- 
tennas with plane transparencies. The FARFOR- 
99 can analyze and automatically synthesize an- 
tennas of such kinds. 

For all of these antenna classes, the program package 
FARFOR-99 gives opportunities of studying the influ- 
ence of random errors various kind in antenna geome- 
try and excitation on the antenna performance. 

Antenna synthesis may be fulfilled by means of FAR- 
FOR-99 by the user in interactive mode in the direction 
of intuition optimization. The convenient system of 
screen menu for data input/output with graphical and 
tabular representation of computation results has been 
created for these purposes. The initial data values may 
be taken for next optimization from more simple inter- 
nal models, which were summarized from known an- 
tenna design experiences (like in expert systems). 

It is possible in FARFOR-99 run mode to see the cal- 
culated antenna patterns (both co- and cross-polarized 
components) as a graph, or as a topographical map or 
as a surface view representation. 

The excellent elaboration of all stages of computation 
algorithm made the cardinal computer time reducing 
possible. Practically we have the full absence of results 
waiting. The typical computational time per one an- 
tenna configuration prediction is no more than 20-40 
sec for IBM 486 DX-2 or Pentium 100 MHz computer. 

The modular architecture of FARFOR-99 tools easily 
allows modification and adaptation for many other 
antennas analysis/synthesis problems. This report is 
accompanied by the demonstration of action FARFOR- 
99 packages. 
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The problems of design of signal aperture processing systems in adaptive antenna arrays (AAA) providing a receiving 
of wide-band signals at the background of multiple high-intensity jamming are considered. 
It is shown that the basic approach to solve such problems is to combine the use of analog devices constructed with the 
aid of modern low-noise broad-band technologies of microwave and digital systems of signal processing 
and information storage. 
The comparative analysis of variants of combined systems of aperture processing by the criterion of approximating 
their characteristics to the Wiener filter algorithm in a wide dynamic range of input signals and coordination 
of adaptation process with the rate of data arriving, updating and processing is carried out. 

INTRODUCTION 

For the last forty years the works on the theory develop- 
ment and practical application of adaptive arrays and 
antennas have been going on [1-3, 6]. Optimal proc- 
essing of signals at the background of a stationary noise 
produced by non-correlated point sources of active 
interference with the accuracy up to a scale factor cor- 
responds to a multichannel weight processing accord- 
ing to the Wiener filter algorithm: 

W = aR_i-S 0' (1) 

where W is the weight factor vector; S0 is the space 
vector of a desired signal in the antenna aperture pro- 
viding the main beam formation; R"1 is the reciprocal 
correlation matrix of interference and internal noise 
received in N receiving channels. 

Signal weight summation at N > M (where M is the 
number of interference sources) (1) maximizes the 
signal/ interference plus noise ratio (SNIR) minimizing 
the signal loss in the main beam and forming receiving 
zeros in the directions to the interference sources by the 
coherent compensation of their signals. 

qo :S0-W = S0-R-1S0. (2) 

For AAA with identical channels the moduli of the 
complex coefficients of the interchannel correlation 
outside the main diagonal R"1 depends on the total 
interference power/noise ratio and can be obtained like 
follows: 

(3) 

where   aJ,a^ are the variances of the interference 

and noise, respectively. 

For a quantitative estimation of the weight summation 
results we use the methods of reducing Hermitian ma- 
trices to the diagonal form through non-multiple eigen- 
values and projection matrices [1, 2]. 

m+l 
R=^iPi;Pi.^ = 

i=i 

m+l 

0   i * k; r^ 

Ä-1 S ^2---^m> ^-m+1 

N 

i=l 
m + l = \i... 

(4) 

Thus, the relation (2) is transformed to the following 
form: 

m+l 1 
Qo = Xr^o piso- (5) 

From (4) and (5) it follows that if m = 1 and the array 
main beam position S(A) is changed the value q0 can 
vary over a wide range from 

qor 
N 

1-p 
to    qomin 

N 
«1, 

1-P + Np 

at Raleigh resolution of m (N>m) sources of equal 
power 

N 
Q0n l-p + Np Ira 

«m, 

and, therefore, a potential gain of aperture processing 
varies over a range of 

qor N 

qor m(l-p) 
(6) 

From (6) it follows that the efficiency of broadband 
multiple interference aperture processing depends on 
receiving channel characteristic identity (X.N(1 - p) 
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determines limiting opportunities of the coherent com- 
pensation) as well as on receiving channel redundancy 
in relation to the number of interference sources. 

The degree of the modulus of the correlation coefficient 
approximation in real receiving channels, including 
array excites, to (3) is criterion of integral estimation of 
adaptation algorithm efficiency and technological per- 
fection of processing equipment. 

TO THE SELECTION OF AAA ADAPTATION 
METHOD FOR MICROWAVE SIGNAL 
PROCESSING 

The quality of aperture processing is defined by the 
accuracy of setting the amplitude-phase distribution 
(APD) reduced to the antenna aperture. At the same 
time, the most of the known adaptation methods and 
devices provide weight summation at intermediate 
frequency or in digital processors after analog-to-digital 
conversion of signals at the outputs of multistage re- 
ceivers [2]. In evaluating channel identity it is neces- 
sary to account both external and internal statistics of 
the antenna system. The identity difficulties increase 
with strengthening the requirements to a dynamic 
range of input signals and their relative broadbandness 
Af/fo. As applied to the use of digital methods it takes 
the form of the capacity of representing signals in the 
digital form and digital processor rapidity. 

Besides, it is necessary to take into account additional 
quantization noise, which unlike internal noise cannot 
be considered as non-correlated one. It influences both 
the value of SNR and the accuracy of the weight vector 
calculation. 

To estimate the gain in (6) it is necessary to take into 
account that an equivalent value of correlation coeffi- 
cient modulus decreases due to non-identities of non- 
linearities of the amplitude (p«), amplitude-phase and 

phase-frequency (PA(a,<p)) responses of receiving chan- 

nels, differences of signal interchannel delay R"1 up to 
weight summator (pM). Besides, errors in estimates of 

the reciprocal correlation matrix R"1 or the weight 
vector W in (1) also result in reduction of p propor- 
tional to p Aw • Thus, 

P = P-P«-p(a,(p)-PAx-PAw <P (7) 

From (7) it follows that for obtaining potential gains of 
the aperture optimum processing the operation of in- 
terference coherent compensation should be carried out 
in analog form in a broadband low-noise coordinated 
path at low signal level. In this case 

PAa'»    P(a,q>);    PAx * ^        P = P'PAW        (8) 

For quantitative estimates at optional arrangement of 
interference sources and using the estimated values of 

R and W while processing we can use the following 
relations for SNTR at the processor output [6,9]. 

q(0) = 
(SeR_1S0)2   _(S@Wr 

SQR^RR^S©     W*RW ' 

or, in accordance with (4) 

(9) 

q(©) = (10) 

It is obvious that the relation q/q0 defines the total 
losses of processing. 

K,(0)=-9-£l. 
qo 

In the absence of adaptation R -> I and SNIR at the 
output 

q„a(©)=- 
N2 

S0RS@ 
(11) 

and the relation q(©)/qna(®) defines a relative gain 
if using non-adaptive PAA. Thus, its directivity pattern 
is determined by the Fourier transform for W(©;) 

q(©) = S(©)W(©i). (12) 

At all variety of adaptive AAA algorithms two basic 
methods of the weight vector calculation are used: 

• the method of direct determination of the correla- 
tion matrix by signal samples at the output of N- 
channel receiver with subsequent calculation of the 
weight vector in the digital form [1,2,4]; 

• the gradient method with N-channel negative cor- 
relation feedback (CNF) minimizing the noise at 
the output and forming in the stationary mode the 
vector of the form [1,2]: 

w = (I+ßR)"1S«— R_1S;      ß»l, 
1 + P 

where ß is the amplification factor in a feedback cir- 
cuit; I is the identity matrix. 

Both the direct and gradient methods require much 
time for estimates of weight vector and large ampli- 
tudes of signals even if at one of correlator inputs. The 
direct method is practically non-realized at N>2 when 
using analog technologies, while the gradient methods 
admit both analog and digital realizations [6]. 

The advantage of the direct method is the opportunity 
of producing optimum amplitude-phase distributions in 
AAA aperture for signal receiving from any direction 
in a scanning sector. However, they do not work in the 
real time. The period of data updating affects essen- 
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tially the errors of the weight vector calculation, which 
depend on the time of interference stationarity and 
reduce PAW- I*1 ^ practical application of direct 
methods it is necessary to take into account substantial 
computational expenses, which increase multiply with 
the number of channels. 

The process of adaptation in gradient methods goes in 
real time and provides high calculation accuracy of the 
weight vector, though for one direction only; the speed 
of space scanning is limited by transients in a mul- 
tichannel system with CNF. Besides, in the digital 
calculation of the weight vector and coherent weight 
summation the broadbandness is limited by the rapidity 
of digital elements. Therefore, in weight summation of 
analog signals at microwaves it is proposed to search 
reasonable trade off in combinations of direct and gra- 
dient methods, optimizing there contribution to the 
accuracy of the weight vector calculation (p^ _> 1), 
stabilization and reduction of transient time by the 
long-duration storage and updating information on 

R_1 or W(©;) for the preadaptation and fast correc- 
tion of the weight vector for the direction of a useful 
signal arrival S(©;). 

The fulfillment of the listed conditions results in AAA 
structure which, to our mind, is versatile for a variety of 
applications and is given in Fig. 1. 

s 

E=J>  LNA  =j7f>> 

tf itiSi 
^—^output 

LO 

steering ( A M. 

wd 

i 4\ I 
Nil 

*!g 
-LMS 

M'Fnw' 
X =) X 

N?' 

1 

y SMI 

S(@) 

Fig. 1. Structural scheme of microwave 
weighting AAA signal processing 

In the circuit of a linear AAA from the outputs of N- 
channel low-noise amplifier (LNA) with a pre-selector 
limiting a processing band, the low-level signals are 
applied to a weight summator. Through N-channel 
amplifiers-converters with ANGC the same signals are 
applied to multipliers of multichannel correlators of 
two processors: of direct calculation of interference 
matrix and gradient one. 

Their dimensions are shown on the vector signal ar- 
rows. The vector sum of the weight vector estimates of 

two processors Wd and Wg providing more accurate 

amplitude-phase distribution W(©;) corrected by the 

gradient processor in the real time is applied to the 
weight summator control inputs. 

Thus, the discrepancies of calculating the weight vector 
Wd(©;) appearing due to finite time of action and 
non-stationarity of interference are removed and the 
equalization of levels of various intensity interference 
provides a essential reduction of the transient time in a 
multichannel processor with CNF (Fig. 2). 

Fig. 2. Experimental patterns of 8-channel AAA. 
(A-linear AA, B-SMI-method, C-SMI+LMS method) 

It should be noted that when constructing multichannel 
adaptive PAA with relative broadbandness up to 10% 
of is the redundancy of the number of summing chan- 
nels has to be not less than 2-3. Gradient processor 
stability in a dynamic range is of special difficulty here. 
Its digital realization can require clock frequency of 
ADC (analog-to-digital converter) up to 0.5...1 GHz or 
division of total bandwidth into subchannels. The de- 
sign of precision weight multipliers with low noise in 
various microwave ranges is not of less difficulty. How- 
ever, the use of modern microwave technologies en- 
ables not only to solve these problems but also provide 
the construction of steady-state analog multichannel 
gradient processors with the weight vector calculation 
at high frequency. It can be achieved by using the prop- 
erties of coherent parametric circuits with correlation 
feedback at non-linear reactances in adaptive antenna 
arrays. 

APPLICATION OF GRADIENT PARAMETRIC 
PROCESSORS 

The block-diagram of parametric processor for coherent 
weight summation is shown in Fig. 3. 

The basis of each adaptation channel is a parametric 
non-regenerative converter (Fig. 4). At one of the com- 
bination frequencies of converter (co0) a narrowband 
integrating filter is connected. It provides a parametric 
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connection only between correlated components of 
exciting signals in channels and the sum of signals, 
converted to the frequency of summation filter (COE) 

with the aid of the reference signal vector components 
at the frequency (CD0). Under the condition of smallness 
of  the   signals   at   the   frequencies   co0   and   az, 

Us' »|U0| and as+mz-aQ, oscillations, propor- 

tional to interchannel correlation coefficients, i.e. the 
weight vector components, are excited in the narrow- 
band filter. Inverse conversion of these oscillations 
through a modulated reactance provides a closure of 
negative correlation feedback and interference coherent 
compensation in the filter F with the voltage differing 
from the initial oscillation by a factor of (1 - ßp/(l+ß)). 

u>- 
LNA 

ANGC 

CO) 
*Fsro 

UJ = CJ»W 

K_    UTA 

^    I ANGC 

|.ü*«3i»w i 

Fig. 3. Structural scheme of AAA with the adaptive 
parametric microwave processor 

Fig. 4. Frequency diagram of the parametrical 
converter with a negative CFB 

Non-linear capacities of parametric diodes (Fig. 3) are 
modulated by a signal set at the carrier frequency re- 
ceived by the array elements and amplified by a low- 
noise amplifier with AGCN to a desired level 

m 
Ü.^IÜAeJft^+U,,,, (13) 

k=l 

which can be represented as the sum of correlated and 
non-correlated components 

U,®=Uri«+Uia®. (14) 

Assuming that interference sources radiate Gaussian 
signals we suppose: 

Usi*Us2=0 Us<i>U,*<5>=ag
2, 

Pil 
u^u.ro 

(15) 

Correlation feedback availability enables to represent 
the rth non-linear capacity of the circuit in terms of a 
superposition of a constant component and two variable 

components      Cn
(l) =otÜsl

(l),        C12
(l) =aÜs2

(l), 

where a is the slope of varicap capacity change. 

In this case the analysis of gradient processor charac- 
teristics reduces to the analysis of the linear multiport 
properties (Fig. 5). 

ui«-uff+u£ 

Fig. 5. Equvalent APP circuit 

The scattering matrix Ss and the transfer operator T 
accounting for a multichannel circuit linearity (coher- 
entness) can be obtained through its reciprocal nor- 
malized matrix of conductances Y0: 

Ss=I-2r,'Y0-y, 

T = I-S=2T1'Y0-V = 2T,'OIT,'. 
Yo 

(16) 

Here, T\',I\' are the diagonal matrices of conductances 
raised to the power 1/2 correcting for the losses in pas- 
sive circuits of reference signal sources at the frequency 

co0 and the load frequency cof, a^j is the matrix con- 

sisting of algebraic complements of transposed matrix 
Y0, |Y0|-is the matrix Y0 detenninant, I -is the iden- 

tity matrix. 

The matrix Y0 in Fig. 6 relates the correlated and non- 
correlated signal components in receiving channels and 
signals of reference signal and load <BS . 
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T(0) TCJ; I»».'     U«   XT U$"> where 

Yo= 

ffl£ 

0        1                                     j 

!         i             ! 

1               l       1 

n        ..           i 

„(0       „(2)    V(N) 

y}2      °      ° 

u    "               Via 

<BD 

o    ,™  ,2'>   o  0 

|  & °   '7>      j 0        1                        j 

j         j       \_       0 

Fig. 6. Normalised matrix of conductances 

Since the coupling between frequency components 
through a narrow-band filter-integrator is possible only 
for correlated components, the normalized conductance 
matrix consists of four block matrices: two identity 
matrices at the principal diagonal (IN+! H IN) and cou- 
pling coefficient matrices Yj2, Y2! of dimensions N*(N 
+ 1) and (N + 1)*N, respectively. 

If the signal from a separated channel is applied to the 
general summator then the total size IN+i increases by 
one and becomes equal to (2N+2)*(2N+2). In this case 
the reference signal has the form of S0 = (1,0,0...0) and 
AAA operates as an interference compensator [6, 7]. 

The lines {yn(i)}N+i in Y12 and the column {yn*w}N+i in 

Y2i enable coherent summation of correlated signals at 
the frequency coE and diagonal coefficient matrices in 
blocks Yi2 and Y2\ take into account non-coherent 
summation of thermal noise, which is proportional to 
the components of the weight vector. 

The coefficients Y!2, Y2] for the equivalent circuit in 
Fig. 5 have the following form: 

yn(i) = 
J»iocUsl

(i) 

(go*gs) 
1/2 . yn (i) 

jo3£aÜs2
(l) 

(go*gx)1/2 

*(i) ^ >0cxUsi 

(go*gs) 

(i) ß) 

1/2 
(go   gj) 

where go,g£ are resonance conductance of summing 

(COE) and integrating filters, respectively. 

Using the rules of the block matrix determinant calcu- 
lation it is possible to find the determinant, eigenvalues 
of matrix Y0 and the transfer operator in a stationary 
mode providing for averaging in integrating filters for 
identical channels: 

det|Y0| = IN+1IN -Y12Y21 = IN + ß-pij     (18) 

raeß: 
cöOcosa20s 

'»j 
: P M = 

gogs 

U„wUgl* '-  (i),T.*(J)Al/2 

V 

(19) 

i,j = l....N. 

|Yo-i2N+iH=l^+i a - M * |IN a - *.)+||ß * py I]=o. 
(20) 

From (18, 20) it is seen that the properties of the mul- 
tichannel parametric circuit under consideration are 
determined by the correlation matrix of input signals at 
the input and by the feedback depth. Normalized con- 
ductance matrix Yo has N + 1 multiple roots X = 1 and, 
therefore, its rank is determined by the rank of the 
correlation matrix. 

The transfer operator in a stationary mode to within the 
coefficients 1/1 +ß and the losses in circuits of an 
exciting signal source and a load is determined by the 
estimated value of the reciprocal correlation matrix 

T = T/R-V  : 
m    , 

iSl^-k 
(21) 

Here its minimum eigenvalues is 

ß 
^(i = ^N 

1 + ß 
p  (m < N). 

Thus, under the action of the reference signal S0(©) for 
reflected wave in a load circuit at the frequency mE 

B=TS0. The transfer coefficient in power in view of 

(17), (19) and the frequency scale factor ^s/^o » 

when converting the reference signal UD to the fre- 
quency ©E in parametric converter, is equal to 

R*B      1   Div      ß2 

v"*    S0\     N  ffi0   (1 + ß)2 

-a 

XV'SOV^TI'SO 
k=l 

(22) 

In the absence of interference XN = l + l/ß and 

Kp,oPt=N-^- 
(1 + ß)2 

^•Tl^ISoV^ri'Sol2, 

• Tj'j-Tii where 
(23) 

which corresponds to the coefficient of internal noise 
power transfer in the N-channels non-regenerative 
frequency converter accounting for losses in filters. 
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The relations (22) within to a constant multiplier coin- 
cides with the numerator of expression (10) and at 
ß -> oo with the relations (1), which points to an ade- 

quacy of the multichannel parametric circuit and the 
gradient adaptive aperture processing algorithm. 

ESTIMATION OF THE INFLUENCE OF THE 
CORRELATION FEEDBACK DEPTH ON THE 
LOSSES OF THE APERTURE PROCESSING 

The losses in signal processing at the output of AAA 
(Fig. 3) at the finite value of ß can be obtained from 
(1), (9) and (10): 

Kt ..I., .Kffi, 
Qo    ^o RRS0J(s0 R-'Soj 

/ 111     1 

]T ~-S0 
PiS0 

\M=1 Xi 

(24) 

Ifm=lthen(4) 

f m 3i V" m    1 

Vk=l 

A^l-p+N,,;   %=l-p;   ^=^p 

XM — 
l+ßXN. 

1 + P    ' 

S^S = NF^cp-cpo); So*PNS = N[l-F2(cp-9o)]; 

where F (cp-cp0) = 
sin—(Vo-M/) 

Nsin-(v|/0-\j/) 

is the value of the normalized pattern of AAA depend- 
ing on angular distinctions in the directions of the 
signal and interference arriving and the value of KL is 
equal to 

KL = 
IN F01

2+M1-F01
2) 

P-N ^l^oi  +^i ^N(1~FO ̂  (25) 
A.jXN 

LNF01
2+^(1-F0,

2) 
<1. 

Since   1N «%i, Xi = 
1+ßX, 

1+ß  ; it can be 

shown that the value KL is minimal (losses are maxi- 
mal) at F2oi = 0.5, which corresponds to the action of 
the interference coming from the direction corre- 
sponding to the half-width of AAA pattern. In this case 

K Lmin 
_   Nß2(l-p) 

1 + Nß2(l-P)' 
(26) 

For m allowable radiation sources 

K Lmin 

N„2„ 

Nß2d-P) mß(1-p) 

m + Nß2(l-P)    i+Nß2(1_p) 
m 

•   (27) 

From (27) we can make an important conclusion that 
losses of the weight vector estimation because of the 
CNF finite depth can be compensated by the redun- 
dancy of the number of channels with respect to the 
number of interference sources. 

PROPERTIES OF MULTISTAGE ADAPTIVE 
PARAMETRIC PROCESSORS 

The simplicity of adaptive elements enables to construct 
multistage parametric processors. A block-diagram of 
such a processor is shown in Fig. 7. 

LNA,(!) 

LNA,(l) 

N^ LNAJK 

A/" 

^-v"fr 

Ai» 

AEP-1 
xi 

V y 
APP-2KZ] f APP-n| 

Fig. 7. AAA with multistage APP 

The transfer operator of multistage APP can be ob- 
tained from (21) 

T(n)=T1T2.....Tn. 

At identical stages   T^ * Tj"   a sequential signal 

decorrelation occurs and the weighted noise appears in 
the summator of the first stage which cannot be consid- 
ered non-correlated one for subsequent stades [9]. 

PV 
h+(u-l)ß _i«2(o-i) 

l + hVh + (u_l)p2(^)+(1 + p)2(^l)' 
(28) 

where u is the APP stage number. 

In view of (28) the transfer operator of multistage APP 
can be written as follows 

HI 11 

(29) 
k=l u=l 
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It is seen from (29) that the resulting estimate of eigen- 

values XN
(n) is the product of their estimates in each 

stage of the filter. In the absence of correlated interfer- 
ence it is given by: 

pu =° H *-ki=1+p; ^k2....n = 1      (29a) 

H      Kp=N- 
cos      ß' 

®o   (1+ßV 

• 2n   „» 2n 
-•no   •Tis 

Therefore, the noise level is determined by the first 
stage with the reference signal in integrating filters. 

Since the estimate XN differs from X by 1/ß the 
equivalent feedback depth of stage APP can be obtained 
as 

ß<n>=i/£N
(n)-?; 'N 

The nature of changing XV1) and ßW as functions of 

the feedback depth and the number of APP stages at the 
fixed value of X]\[ is shown in Fig. 8. 

Fig. 8. Estimates of r£;,ß l in the multistage APP 

The important moment is that at small ß = 10... 100 the 
use of two-stage processors approximating the estimate 

XN
(n) to the potential one by 6-8 dB, is the most effec- 

tive. The losses of 3dB occur at ß"1 = kN. 

ADAPTATION ELEMENTS 
OF PARAMETRIC PROCESSORS 

The adaptation element (AE) in APP is an electric 
circuit in the form of a series connection of the non- 
linear reactance and high-Q filter. Possible variants of 
AE circuits are shown in Fig. 9. 

The main task in selecting AE consists in ensuring the 
CNF depth, which is obtained from (18) and can be 
expressed through the equivalent filter Q-factors 
Q0 and Qz. 

g0g£ 

where a2 is the square of the modulation parameter of 
AE non-linear capacity, which is equal to 

„2      «2cs 

CnC O'-OE 

where C0,C02 are filter average capacities at the fre- 

quencies co0,cos, respectively. 

b) e) 

Fig. 9. Adaptive elements 

Q-factor QL «10...20 is determined by the spectrum 
width of processed signals and for existing varactors for 
obtaining ß »100 it is quite promising to use high-Q 
resonators at volume and surface acoustic waves (Fig. 
9b). When constructing microwave AE, conventional 
filters with tunnel-diode regenerative amplification 
have been effectively used (Fig. 9a). 

The use of resonators based on the superconduction 
phenomena (Fig. 9c) makes it possible to enable Q- 
factor up to 10s-107 in the microwave range. The film 
superconducting resonator having features of the non- 
linear inductance and filter can be used as AE con- 
necting the filters at the frequencies cos andco£ and 
operates at superlow levels of input signals [8]. 

It is also interesting to use nonlinear reactances on 
superconductor-insulator-superconductor structures [8]. 

AE simplicity enables to construct multi-layered re- 
ceiving systems for multichannal adaptive processors 
by using modern microwave technologies. As in the 
case of [5], the dimensions of a receiving adaptive 
structure will not exceed the aperture ones. 

The tabulated results (Fig. 10) show the possibility to 
obtain a sufficiently high accuracy of the weight vector 
calculation in APP at the interference level in each 
channel up to -30 dB. Here the technical realization in 
various frequency ranges depends on availability of 
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suitable nonlinear reactances and possibility of techni- 
cal implementation of high-Q filter-integrators. 

Frequency, 
MHz 

e u 

•a 

li 
'S 
ÖS 

-if 
1 

Cß 

.Si s| 21 

F, fo fs ß N n *MKC X,jj B 

64 17 47 50 2 1 20 5*10"3 
B 

54 17 37 104 2 3 10 5*10"4 
B 

41 11 30 5000 4 2 50 io-3 
B 

3000 90 2910 >100 2 1 2-4 5*10"3 a,B 

490 90 400 >100 4 1 2-4 4*10"3 
B 

Fig. 10 

CONCLUSIONS 

The main advantage of the adaptive aperture micro- 
wave processing of space-correlated interferences is the 
possibility of achieving a high control accuracy of APD 
in AAA aperture that can provide a coherent compen- 
sation of a broadband interference practically up to the 
level of the internal noise in a wide dynamic range of 
input signals. 

Solution of the interference coherent compensation 
problem and computation of the optimum weight vector 
can only be obtained when using adaptive parametric 
processors with correlated feedback. The developed 
theory of coherent parametric systems on nonlinear 
reactances allows reducing computations of processing 
multichannel systems to the calculation of multichannel 
linear electric circuits. The use of advanced low-noise 
microwave technologies, acoustoelectronic systems, 
resonant phenomena in solid body and properties of 
superconducting structures opens the way to creation of 
simple adaptation elements on non-linear supercon- 
ductor-insulator-superconductor reactances with the 
level of the excitation less than one microwatt. 

This enables to develop a microwave technology of 
adaptive multichannel processors the dimensions of 
which will not exceed the aperture dimensions at low 
energy consumption. 

Thus, microwave gradient analog adaptive processors 
enable to provide a rational combination with digital 
processors of direct calculation of the weight vector and 
a microwave control. Such a combination simplifies the 
problems of the fast space scanning by accelerating the 
transients of inertial gradient systems and increases 
their stability. 

Experimental studies of adaptive antenna models with 
microwave processing point to the necessity of further 

work development in this direction when constructing 
adaptive arrays in various waveranges. 

The authors are grateful for help and close many- years' 
collaboration when developing works in this direction 
to professors A.V. Kobzev, A.P. Kondratenko. 
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Abstract: We report here that, on printed-circuit transmission lines, the space-wave leaky mode, which radiates 
transmission power into both surface wave and space wave, propagates independent of both bound and surface-wave 
leaky modes. The wavenumber behavior, the vector-field plots and experiments show the evidence to this fact. 

surface-wave leaky mode propagate simultaneously. We 

INTRODUCTION 

Under usual circumstances for printed-circuit transmis- 
sion lines, the guided dominant mode is purely bound 
at lower frequencies and then becomes leaky above 
some critical frequency as a surface-wave form on sub- 
strate [1,2]. This leaky mode is a slow wave, and we 
call it the surface-wave-leaky mode hereafter. At 
around the critical frequency, there exists the spectral- 
gap range or simultaneous-propagation range according 
to the structural dimensions of line cross section [3]. If 
there is the spectral gap, it separates clearly the ranges 
of both bound and leaky portions of the dominant mode 
each other, while such bound and leaky portions over- 
lap when simultaneous-propagation effect occurs. Even 
in case of either, however, the bound-dominant-mode 
portion appears only below some critical frequency at 
which the dispersion curve for the dominant mode 
crosses the dispersion curve for the surface wave into 
which the leakage occurs. 

On the other hand, it has been shown that there exists a 
new type of leaky mode, which leaks power at low 
frequencies in the forms of both the surface wave on 
substrate and the space wave above substrate. This 
leaky mode is a fast wave, and we call it the space- 
wave leaky mode. Then, this mode is understood as a 
solution in the cutoff range of some higher-order mode 
on printed-circuit lines [4-6]. Then, a question is 
caused. It is whether such a space-wave leaky mode can 
exist simultaneously with the bound dominant mode 
that has no cutoff frequency. To our knowledge, such a 
problem has not been examined so far. The purpose of 
this paper is provides the answer to this question. 

In this paper, we show, for the first time, that the 
space-wave-leaky mode can propagate independent of 
the bound dominant mode at low frequencies even if it 
has no cutoff frequency. Therefore, there exists the 
frequency range in which both the space-wave-leaky 
mode and the bound dominant mode can propagate 
simultaneously. Furthermore, we show that, when the 
structural dimensions of line cross section are changed, 
there appears the frequency range, in which the bound 
dominant mode, the space-wave leaky mode and the 

show the numerical and experimental evidences here 
for these important facts. 

CALCULATION RESULTS AND DISCUSSIONS 

We consider here the conductor-backed coplanar strips 
as an example planar-transmission line, of which the 
cross-section is shown in Fig. 1 with the structural 
dimensions. Fig. 2 shows the bird-eye view of the line 
with the phase-constant vectors and radiation angles 
necessary for discussions, where ß, K and k0 mean the 
phase constants of the transmission mode, the surface 
wave and the free-space wave, respectively. The radia- 
tion condition into space wave are given, in good ap- 
proximation, by k0> ß. On the other hand, the relation 
ks > k0 is always held, so that the leakage condition into 
surface wave ks > ß is always satisfied. 

w s 

y 

w 

III 

Fig. 1. Cross sectional view 
of the conductor-backed coplanar strips 

To find such a modal solution, we must carefully de- 
form the integration path when the spectral-domain 
method is applied. Fig. 3 shows the integral path used 
in our calculations. This path first runs along the nega- 
tive Re[kK] axis on the proper sheet (the negative Im[ky] 
plane), and then it cuts the branch cut to enter into the 
improper sheet (the positive lm[ky] plane), and again 
cuts the branch cut to come back on the proper sheet. 

Fig. 4 shows the normalized phase and leakage con- 
stants when we select the strip width as w/h= 1.0. The 
other dimensions and e,. are shown in the figure. The 
fine solid curve above the TMo-surface-wave curve 
shown by the dotted curve is the bound dominant mode, 
and the space-wave leaky mode is obtained at low fre- 
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quencies as shown by the bold-solid curve. However, 
for this case of the strip width, the space-wave leaky 
mode is nonphysical because it takes the ß/&0 value 
larger than unity at all frequencies. But, it is clearly 
shown that the evolution of this solution exists inde- 
pendent ofthat of the bound mode. In addition to these 
solutions, we have here the surface-wave leaky mode 
solution as shown by the dot-broken curve, and this 
solution is physical only above the frequency/„. So, for 
f>f<*, both the bound and surface-wave leaky modes 
propagate simultaneously. 

00 

(b) 

Fig. 2. Angles öand 0 of leakage 
for the surface-wave leaky mode and the space-wave 

leaky mode, respectively 

[ proper sheet \ 
I       kyi <0       \ 

O branchpoint 
X       pole 

» kx, 

Fig. 3. Integral path for the space-wave leaky mode 

To obtain the physical space-wave leaky mode, we 
make the strip width larger to w/h =1.5. The result is 
shown in Fig. 5, where it is clearly shown that the 
space-wave leaky mode becomes physical between the 
critical frequencies Xr2 and f„3. Therefore, we can con- 
firm for the first time that both the bound dominant 
mode and the space-wave leaky mode propagate »- 
multaneously as physical modes even if the bound 
mode has no cutoff frequency. This fact certainly means 
that the space-wave leaky mode is a solution independ- 
ent of the bound mode. 

We further changed the strip width w/h from 1.5 to 2.0. 
Then the evolution of solutions changes as shown in 
Fig. 6. As for the space-wave leaky mode, its appear- 
ance does not significantly change from that of Fig. 5. 
However, this case shows the slight shift in both the 
critical frequencies fa\ and fcr2 to lower and higher 
frequencies, respectively, so that the space-wave leaky 
mode can propagate simultaneously with both the 
bound and surface-wave leaky modes in the frequency 
range between ./Öö and_£r3. Thus, we can conclude that 
the space-wave leaky mode is a solution independent of 
those of the bound mode and the surface-wave leaky 
mode. 

1.0, dto> 
e-2.25 

w/h=\.0,M=0.25 

0.02      0.06       0.1       0.14      0.18 

% 

101 

10° 

10- 

10-2 

space-wave leaky 

surface-wave leaky ■ 

0.02      0.06       0.1       0.14      0.18 

Fig. 4. Normalized phase and leakage constants as a 
function of the normalized frequency h/Xo, when w/h is 

selected as 1.0 
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Fig. 5. Normalized phase and leakage constants as a 
function of the normalized frequency h/Xo, when w/h is 

selected as 1.5 

10' 

10° 

10'1 

10 -2 

^^^ space-wave leaky 

\. Ja\ JcO 

f             \"'-* 

..J.. 

.     \ surface-wave leaky 

 JL_I 1  

0.02      0.06 0.1 

h/Xn 

0.14      0.18 

Fig. 6. Normalized phase and leakage constants as 
a function of the normalized frequency h/ko, when 

w/h is selected as 2.0 

Next, we examine the modal nature of the space-wave 
leaky mode from the field behavior. As comparison, 
Fig. 7(a) and Fig. 7(b) show the plots of the vector- 
electric fields for the bound mode and for the surface- 
wave leaky mode at the frequencies marked a and b in 
Fig. 6, respectively. We show the plot for the space- 
wave leaky mode at the frequency marked c in Fig. 
7(c). These plots are shown in the limited half area of 
the right-hand side of the line cross section. Fig. 7(a) 
shows certainly the field tightly bound to the strip, 
while the plot of Fig. 7(b) shows the field of the sur- 
face-wave leaky mode, which leaks power into the 
transverse direction only along the substrate with in- 
creasing amplitude. Let us next examine the space- 
wave leaky mode. It is expected that, when this mode 
becomes physical, the radiation occurs in a conical- 
horn shape above the substrate. Fig. 7(c) shows the 
result for this mode, and we can certainly see the ra- 
diation of the conical-horn shape resulted from both the 
space-wave leakage and the surface-wave leakage. At 
the same frequency corresponding to the points a and c, 
we have completely different field behaviors, so that we 
can confirm also from the field-nature point of view 
that the space-wave leaky mode can propagate as a 

physical mode independent of other types of physical 
mode. 

EXPERIMENTS 

To reinforce our numerical conclusions, we performed 
a set of experiments. The first experiment is the meas- 
urements of both the normalized phase constant ß/£0 

and the normalized leakage constant a/k0 over a wide 
frequency range, for the line with w/h = 1.45. In this 
case, the space-wave leaky mode is present simultane- 
ously with the bound mode in the limited low-frequency 
range and also with the surface-wave leaky mode over a 
high-frequency range, respectively, as shown in Fig. 8. 
The round-open dots show the experimental results. 
The details of the measurement procedures employed 
are presented in [3]. Figure 8 shows that, although 
there are some difference in the measured data for the 
normalized leakage constant a/k0, the measurements 
verify the propagation of the space-wave leaky mode 
independent of both the bound-dominant mode and the 
surface-wave leaky mode. 
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(a) 
Si. 

M>/A=1.45, <W)=0.241,S =2.25 
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 I I  

0.04       0.08       0.12       0.16      0.20 
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v> mini'' 

•-^v^vy.^V:' :'■ 

> 11; .<' ■: 

II 

(c) 
Fig. 7. Vector-field plots on the line cross section. 

Figures (a), (b) and (c) correspond to those obtained at 
point a, b and c marked in Fig. 6 

The second experiment is the measurements of the 
radiation field of the space-wave leaky mode. The 
measured results are shown in Fig. 9. The measure- 
ments are taken in the near field, so that the radiation 
patterns are somewhat degraded. However, the radia- 
tion peaks at the different two frequencies are observed 
at the angles expected from the theoretical results. 

CONCLUSIONS 

We have reported here for the first time that the space- 
wave leaky mode can propagate as a physical mode 
independent of bound modes and surface-wave leaky 
modes. Although some researchers have been con- 
cerned in problems of the space-wave leaky mode [5,6], 
most of them have left unclearly the precise relations 
among the evolutions of the bound mode, the surface- 
wave leaky mode and the space-wave leaky mode. So, 

10' 

10°   - 

10-1   - 

o measurement 

^V.       space-wave leaky 

o 

surface-wave leaky 

So, &■- - o           o          a rf\c° °däfe.... 
o       o \     %'"•'--. o \              ^o o 

0 \       °A 
1 1         o°i 10-' 

0.04       0.08       0.12       0.16        0.2 

hl\ 

Fig. 8. Measured results (the round-open dots) for 
the ß//co and a/ko values when w/h = 1.45 

and d/h = 0.241 

0      0.2     0.4    0.6     0.8    1.0 

Fig. 9. Near-field patterns of the space-wave leaky 
mode at the normalized frequencies h/Xo = 0.0692 

(solid curve) and 0.0831 (dot-broken curve) 
when wlh - 1.45 and d/h = 0.241 
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we present here several numerical and experimental 
evidences. 
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PLASMA ANTENNA 
Resume of Theoretical Research 
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Antenna is considered, a radiating element in which is 
a column of gas discharge. Possible gas mixes, ensur- 
ing required properties of a positive column, are ana- 
lyzed. A conclusion and basic possibility of actualiza- 
tion of the specified antenna with sufficient efficiency 
of radiation are done 

INTRODUCTION 

The idea of an antenna, in which the basic radiating 
element is a plasma torch, is offered in works [1, 2]. In 
the referred papers an estimation of the characteristics 
of radiation from plasma, formed, for example, in the 
glow discharge at low pressure is performed. It is 
shown, that at rather low collision frequency it is possi- 
ble, basically, to get acceptable efficiency of an such 
antenna, thus it is necessary to distinguish two cases — 
when the plasma rod on the properties is similar to 
conductor, and a case of dielectric -like plasma. Thus, 
the first case, which in our opinion has a higher effi- 
ciency, is considered in [3]. 

The stated below results of further research determine 
first, structure and parameters of gas mixes for the gas 
discharge to be realized and the achieving of necessary 
parameters of plasma and, secondly, by the numerical 
solution of the appropriate electrodynamic problems, 
characteristics of radiation of the plasma antenna. 

PLASMA COLUMN 
AND OPTIMUM GAS MIXTURE 

The positive column of the self maintained gas dis- 
charge, used for radiating a microwaves, is formed in 
radio-transparent tube, satisfying to a condition: 
L»a»d, where L, a are length and radius of 
tube, d is Debye length in plasma. At pressure lower 1 
tor in the glow discharge rather low collision frequency 
v is provided and, hence, small losses of the micro- 
wave energy take place. The plasma thus becomes non 
equilibrium: electron temperature is much greater than 
temperature of atoms (Te >>Ta), it is assumed that the 
electrons' velocity distribution is maxwellian. Within 
the framework of some simplifying assumptions (the 
validity of the Thomson formula for probability of ioni- 
zation, prevalence diffusion control for the gas dis- 
charge) it is possible to obtain the simple estimating 
formula for connection between of listed parameters of 
plasma: 

kTe 

1 

1/2 
I 1 exp—= Const(/wO (1) 

Where / is potential of ionization of atoms, p is pres- 
sure in tube, k is Boltzmann's constant, the constant in 
the right part is expressed through the characteristic of 
a gas mixture — mobility of ions, concentration of 
mixture component and etc. and can be calculated for 
each specific case. 

For such a category the distribution of free electrons 
concentration in a cross direction (coordinate r) is de- 
scribed by the Bessel function: 

».(r) = »e(0)Jo| 2.405- (2) 

o.35t pa   [tor cm] 

Fig. 1 

The choice of a gas mixture is definined by the re- 
quirements of as lower collision frequency at as greater 
electron concentration. Such mixtures are known [4], 
and are used, in particular (personally), in MHD gen- 
erators. Their structure is determined by the presence of 
a small part (up to 1 %) easily ionized additive. An 
example of a suitable mixture is for instance Ne + Cs in 
the ratio 0.995 + 0.005 or Ne + Rb in the ratio 0.99 + 
0.01 Appropriate curves (the formula (1)) for the 
specified mixes are resulted in Fig. 1. 
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RADIATION OF THE CYLINDRICAL PLASMA 
VIBRATOR 

Let's consider cylindrical coordinate system r,z,(p in 

the near zone of vibrator and spherical one Ä,9,cp in 

far zone. For the electromagnetic field inside and out- 
side of vibrator we have the following expressions: 

In Out 

Ez(r,z) = E0I0(kir)A(z), 

i— 

E2(r,z) = E0K0(Kr)A(z\ 

H^r,z) = -i^-E0Ix(.kxr)A{z),   H^r,z) = -i-E0Kx(yv)A{z\ 

EJr,z) = -/^-£0/,(VM(2)     E^r'z) = -i-rEaKx{Kr)A{z) 
k\ K 

(3) 

co    ., .    ünkJL-z)    ,       [Ti   7T~ 
where     k=— ,A(z) = .  ,  r     , h = \kz ~k s > 

c sin kzL 

K = -\k\ -k2 .We will use also: 

^=^K2+(l-e)*2 ,    kz=J>K2+k2 ,    IoixXhix), 

K0(x), Kx(x) are the Bessel functions. 

Conditions of continuity for components of electromag- 
netic field give the following dispersion equation 

KdK0(KCt)     k^IoßiCt) 
(4) 

from which we can obtain different components of 
wave vector. In turn, for the antenna radiation pattern 
(RP) we have 

= *rin9.J0(tosin9)j  2(Q)+   2^ 

l-y2cos29 

Fi (0) = cos(kL cos 6) - cos(fczZ,), 

F2 (9) = Y sin(£zZ,) cos 9 - sin(£Z, cos 9). 

(5) 

y = k/kz, N is normalizing factor. Equivalent electri- 

cal and magnetic currents J/(z),/^(z), determining 

RP are equal to: 

7/(z) = JLHv(a,zßz = -i"*     E°    Ix(kxa)sm[kz(L - z)%, 

/?(*)«— E&'&z =~-^-h(.k,a)M[k2{L-zj$z . 
An 47: sin kzL 

(6) 

e2  is unit vector along z-axis. For our conditions 

co «cop and 

cos _ CD co p   c 

ckx     c a
2 co„ 

»1 (7) 

Thus electrical surface current plays the main role and, 
thus, antenna is conductor-like. 

Energy losses due to electron collisions in the plasma 
rod are determined by the equation: 

Rej-JjrWl, j=cE, a: 
v 

471 

f ,*  \ 

\a J 
(8) 

where  a   is the plasma conductivity, integration is 
performed over plasma volume. Thus radiated power is 

W„rf = ReUjExiMs (9) 

here integration is performed over the closed surface in 
the far zone. An efficiency of antenna is 

T| = 

1+5 

ReUp^i 

Rej-JExHc/sl 

(10) 

Below we present results of calculations for the mixture 
Ne+Rb at the temperature 3 eV, pressure 0.2 to at 

a = 0.5cm,      /?  =1012cm"3,      co. :5.7-1010sec_1. 

v = 1.2-108sec~1,    /o=500MHz,    s = -317-11.4/, 

L = n/2kz»ll.2cm. 

Components of the wave vector are presented in the table 

Xa- Kea,rt      Jm(l-,n) Re(fr-/7> 

ons   I 0 94      1 nrm    I QQ7      I onrmfi  1 nri4   I o.oo 

Tm(ftxJ) Xetk halt 

For the given length of antenna, £< 0.1 and its effi- 

ciency is T|>0.95 = 95%. 

Taking into account energy losses due to matching 
device and transfonnation of a part of energy in plasma 
waves can decrease efficiency down to 60%. 

CONCLUSION 

The presented results allow to consider experimental 
setup for conductor-like antenna. 
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INTRODUCTION 

At present various electromagnetic radiation sources 
are widely used (for example, the cellular communica- 
tion system operating at 450, 900 and 1800 MHz). 
Accordingly the interest to the problem of electromag- 
netic fields interaction with biological tissues has been 
increased. The inhomogeneous cylinder may be one of 
the possible biological structure models [1]. Such 
model investigation allows to take advantage of a strict 
solution of an electromagnetic problem. In resonance 
range (the specified frequency range) a method of ei- 
genfunctions is usually used. In accordance with it 
fields are decomposed into infinite series of eigefunc- 
tions. The unknown expansion factors are determined 
from boundary conditions. However, for biological 
media (with large values of dielectric constants) expan- 
sion series converge extremely slowly. With a multiple 
eigenfunctions evaluation using appropriate direct or 
inverse recurrence formulas a significant error may 
occur. Diffraction problems in this case involve special 
combinations of cylindrical functions [2, 3]. In practice 
often it is important to know the electromagnetic field 
distribution inside a dielectric structure. The homoge- 
neous dielectric cylinder with a thin cover may serve as 
a model of such structure. In this case it is possible to 
build equivalent homogeneous model utilizing two- 
sided second-order boundary conditions [4, 5]. 

PROBLEM FORMULATION 

The infinite circular isotropic dielectric cylinder 
(Fig. 1) with a radius a, covered with a dielectric shell 
of a thickness z = b-a is located in the free space. 
We'll consider a cylindrical coordinate system with Oz 
direction coincided with the cylinder axes. Complex 
dielectric and magnetic constants of the cylinder are 
introduced with the following functions 

\z2,a<r<b \y.2,a<r<b 

In the area Vj the distribution of source electric cur- 

rents with volume density jcm is defined. The electric 

field strength at any point of space is to be determined. 

PROBLEM SOLUTION 

We'll take in mind that cover thickness T is small as 
compared with the depth of field penetration into media 

T < 5, where 8 = 1/a, k2 = ß-/a = CD^E^U^ is the 

wave factor of dielectric cover. The case of E-polarized 
wave will be considered now. To take into account a 
thin shell we'll make use of higher order boundary 
conditions (BC). 

Fig. 1 

Electric field intensity in the shell at a < r < b is being 
expressed as Taylor series with only three components 

used in a vicinity of a point a+ =a + 0. 

At r = b~ - b - 0 it is possible to obtain 

Ez (b ~, q>) = Ez (r, cp)| r=a+ + x—Ez (r, q>)| r=a+ + 
dr 

2  <>2 
Ez(r^)\r= 

•Ü) 

It is assumed in expression (1) and further that time 
dependence is defined by factor exp(icot). From (1), 
with the use of equality of tangent electric field compo- 
nents at r = a, r = b and Helmholtz equation in polar 
coordinate system, the BC for tangent electric field 
component is being derived. 
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2x2 

la' W 
Ez(a  ,cp) + 

2a 
(2) 

x — Ez(r,<p)\r=a- = Ez(b,<p) 

where E"(r,<?) = Ez
!(r,<p) + Ez(r,q>) is a total field in 

the free space being equal to the sum of scattered and 
incident fields. When deriving (20) all derivatives by 
longitudinal coordinate z were concerned to be zero 
value (the two dimensional problem is under consid- 
eration). 

Using Maxwell's equation expressed in cylindrical 
coordinate system, we'll obtain the second BC 

-kn 
( *2 ^ 

1 — 
1     1 

_J 1_ 
V-C2 ko 

d 

\ia2 k0 dr 

1    1     d 

u0 k0   dr WrMr* 

So, the approximate higher order BCs (2), (3) for tan- 
gent component of electric field have been formulated. 
They define the correlation between free space field (r 
> b) and field in interior cylinder (r<a). 

Further derivation is carried out for the case when 
radiant is the infinite filament of an electrical current 
parallel to the cylinder axes. The filament is located in 
the free space at a point with coordinates r0, (po Its 
volume electrical current density is 

j = 7zIo—S(r-ro)S(0-(f>o). 
ro 

The solution is realized by means of eigenfunction 
method [6] with application of the second order bound- 
ary conditions. As a result the following expressions for 
factors of expansion may be obtained (C„, anl are the 
expansion factors of a scattered field in free space and 
total field in the cylinder) 

C„ 
H™ (Vo Vn (*o*) - -^H™ (VO Vn (*o*> 

*-Hi2Hk0b)-H™ (k0b) 

<*n\ =Cn +  

where 

k0 = OTJCOMO > 

An = pJn (.kla) + 1J'n (kla) 
B„ = pJ„ (kid) + qJ'n (kxd)' 

,   kh2    x2    2 o = l—l— + nl 
y 2       2a 

q = ky x — 
2a 

7 2 t       2 I     1 

a2       )k(iV-2 

-Ml" 
^0^2   V     a 

NUMERICAL RESULTS 

The purpose of tlie numerical investigations was to 
define the possibility of application of the thin layer 
approximation presented above. 

In Fig. 2 the spatial distribution of the absolute values 
of calculations relative error is depicted for the electric 
field intensity evaluated strictly and approximately in 

the structure with Ära = 5.0, Si = (5.,-i0.5), S2 = (1., - 

iO.O), kr0=6(k = coyjsouo ), <Po=0°. 

(El-E2)/E2 

fa- 

Fig. 2 
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0.04 /           /^A 
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Fig. 3 
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Here Ei , E2 are the approximate and strict electric field 
values. 

In Fig. 3 the relative error dependence of approximate 
and strict electric field intensity evaluation versus the 
shell thickness is presented for a structure with follow- 
ing parameters 6, = (5., - i0.5), s2= (1., -iO.O), Ar0= 6, 

(po = 0° (graphs correspond to different cylinder radii). 

(Ei-E2)/E2 

0.4 _ 

0.3 /    ' 

0.2 
//'l 

0.1 -            /#C  3 
0.0 -r<^^*/'                                      ^^ 

 1.              11               1               1               1 

0.05     0.15 

Fig. 4 

0.25     kx 

In Fig. 4 graphs are shown (ka = 2.5, Si = (5.,-iO.l), 

kr0 = 6, (po = 0°) for the different electric constants of 
the shell: 82 = (20.-Ü5.) (curve 1), 82 = (20.,-i5.0) 
(curve 2), s2= (20.-iO.O) (curve 3). 

The result analysis outlines that reported approxima- 
tion utilization depends upon the dielectric properties 
of a shell as well as on the cylinder radius. The satis- 
factory results for ka = 2.5 were obtained with cover 
thickness kx< 0.15. 
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ABSTRACT 

The phase synthesis problem of a linear antenna ac- 
cording to the prescribed amplitude radiation pattern in 
the variational statement is considered. The problem is 
reduced to a system of the nonlinear equations with 
respect to both the unknown phase distribution of cur- 
rent and the phase radiation pattern. The linear equa- 
tion to determine the points of branching for the appro- 
priate nonlinear equation is obtained. The investigation 
of this linear equation is carried out numerically. The 
results are presented for the even prescribed amplitude 
radiation pattern. 

STATEMENT OF PROBLEM 

In the process of the statement and solving the synthe- 
sis problem according to the prescribed amplitude ra- 
diation pattern (RP) it is necessary to solve the nonlin- 
ear equations of a various type. As a rule, these 
equations are nonlinear integral equations of the Ham- 
merstein type [1]. The characteristic physical parameter 
of antenna is contained in the kernel of these equations 
and if it changes, except one solution, can appear other 
ones, that is the branching of solutions happens. The 
investigation of a number of these solutions and their 
properties is important not only in the theoretical plan, 
but also in the practical one, since it allows to select 
that solution, which satisfies the practical requirements 
to antenna in the best way. 

As a rule, the following functional [2] 

l l 

K = JF£)\f(®\c%/ju(x)u*(x)dx (1) 
-1 -1 

is used as a criterion of optimization in the process of 
solving the phase synthesis problem. Here F(£,) is the 
prescribed amplitude RP (real positive function), 
|/(^)| is the module of the synthesized RP, E, is the 

generalized coordinate, u(x) is the current in antenna. 

RP /(|) and the current u{x) are connected by the 

known relation [3] 

f(£>) = Au = \u{x)eicxi>dx, (2) 

that is, the solution of the direct problem (the analysis 
problem) is prescribed by the explicit formula. The 
operational form of the writing f = Au in the formula 
(2) will be used in further for the shortcut of entries. 

The function u(x) is complex. Let's present it as 

u=\u\eiv/. The phase synthesis problem consists in a 

maximization of the functional (1) at the expense of 
choice of the function vj/ named as the phase of current 

u . Thus, its amplitude \u\ is considered prescribed. 

METHOD OF SOLUTION 

From the condition of maximum of the functional K it 
is possible to obtain a system of the nonlinear equations 
with respect to both the unknown phase distribution y 
of current and optimal phase RP cp [2]. Uniting this 
system in one equation, we obtain a nonlinear integral 
equation for determination of the function vj/. 

Investigation of the number of solution of this nonlin- 
ear equation and the properties of these solutions can be 
carried out numerically, using this equation directly. 
For this end the method of successive approximation is 
used. The various types of initial approximations of the 
desired function \|/ are prescribed (for example, the 

functions with various properties of evenness) to obtain 
the various solutions [4]. At small values of the char- 
acteristic parameter c the various types of the initial 
approximations lead to the same solution (accordingly, 
the value of K is the same too). If the parameter c 
increases, then the new solutions appear. The values of 
functional K are various at their solutions. Thus, inves- 
tigating the behavior of K at the various solutions, it is 
possible to determine the points of branching. 

The analytical investigation of the number of solutions 
for the equations of such type is connected with the 
essential mathematical difficulties. Such investigation 
is carried out for the amplitude-phase synthesis prob- 
lem for linear antenna in [5] and for linear array in [6]. 

At small values of parameter c, included in the kernel 
of the obtained nonlinear equation, there is the unique 
solution vj/ = 0 (in further, we name its trivial). If c 

increases, then at the certain its values, there can be 
appear the other solutions. The appropriate linear 
equation it is necessary to deduce for the determination 
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of these values of c, which are named as the points of 
branching. In accordance with the theory of branching 
the nonlinear equations [1], the points of branching can 
be such values of parameter c, at which except the 
trivial solution of the linear equation there are other 
eigenfunctions appropriating the eigenvalue X„ = 1. 

Since, in the neighborhoods of the points of branching 
the branching solutions are small, we write out a linear 
equation for small solutions. Let's the function y is the 

small increment of the trivial solution \\i0, the function 

T[ is the small increment of the phase pattern cp0, 

appropriated to the solution \y0. For the functions y 

and r\ we obtain the following system of the nonlinear 
equations [7] 

y = Re 
A*(Fr\exp(iq>0)) 

(3) 

Ti = Re 
^(|«|yexp(/v|/0)) 

/o 

where u0 =\u\exp(iy0), f0=Au0. The operator A* 
is determined by the formula [2] 

A*g = ^-\g{^)e-ia^. (4) 

To simplify the equations (3), we consider the case of 
the symmetric both the RPs F (F(-Z,) = F(£,)) and 

amplitude of currents u ( |K(-*)I=I U(X)\). The system 
(3) in this case can be written as 

(5) 

For determination of the points of branching we con- 
sider the following eigenvalue problem 

Xv = A'(~w\   Xw = A(^v), (6) 
/o «o 

where w = r\f0, v = yw0. 

Substituting the first equation of (6) into its second one, 
we obtain one equation with respect to the function w 

,2 AA
U
\   A*/ F Xw=A(^-A (—w)). 

"o       fo 
(7) 

Taking into account the expressions for the operators 
A and A*, this equation can be written as 

*-VS) =^-j~^-K(c,^-^)w^)^ ,     (8) 
27tVo(?) 

the kernel K(c,l,-%) has the form 

K(c, §-§") = / exp(/ofß - i)) 1^1 dx.     (9) 

The functions  /0(S)  and  u0(x)  are determined as 
follows 

/o(5) = j|w(*)|ete5<fr, 
-i 

2n J. 

(10) 

(11) 

Thus, investigating a behavior of eigenvalues of the 
equation (8) with the change of parameter c, we obtain 
the set of values c,,i = 1,2,3,..., in which Xt = 1 (at all 

values of c there is a trivial solution appropriated to 
^o -1 )• Those values from the set of c,, for which the 

eigenfunctions appropriated the X0 -1 and Xt = 1 are 
various, will be the points of branching. 

NUMERICAL RESULTS 

Determination of the eigenvalues of the equation (8) is 
carried out numerically. The results are presented for 
the prescribed amplitude RP F(%) = cos2(7t£/2) for 
two cases of the amplitude distribution of current in 
Fig. 1 and Fig. 2. In the first case (\u(x)\& 1) in the 

point c = 3.62 the eigenfunctions corresponding the 
eigenvalues X0 and X, are various, it means that this 
point is the point of branching. In the second case 
(\u(x)\= COS(JLV-/2)) the point c = 5.12 is as the point 
ofbranching. 

0.5 1.5 2.5 3.5 

Fig. 1. The eigenvalues of the equation (8) in the case 
of constant amplitude of current (|w(x)|s 1) 
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Fig. 2. The eigenvalues of the equation (8) in the case 
of variable amplitude of current (\u(x)\= COS(TO: / 2)) 
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The problem of surface and lateral waves excitation on 
a plane isotropic boundary of dielectric media is con- 
sidered. The uniform asymptotic for surface and lateral 
waves have been obtained by the integral representation 
of indecent beam field as a spectrum on plane waves. 

Let us consider the narrow higher-order wave beam 
inclined to a boundary of dielectric media at an angle 
90. Let source is located on distance h from a surface, 
the x axis coincides with the boundary. 

The field of an incident beam can be presented as inte- 
grated decomposition on plane waves [1, 2, 5, 7]: 

Vta=- 
kw 

24% 
§ = Sin(e) 

where    G>(§) = ÜzJoil 

-too 

?H 
(i) 

exp *V :fe-y2 
cos2(e0)    [ 4cos2(e0) 

the angular spectrum of a beam determined at z = h, 
p — the order of a beam. 

Let relative refraction index n is less than 1. 

The refracted field is: 

Vt *" J*(m^+ikH^~ik^ 2^ 

no- 2m >fiT3 

^(2) 

(3) 

where: Tfe) -the plane wave factor of refraction. 

In a case, when 60 >8 (S - tlie internal reflection 
angle) the refracted field is transformed to surface and 
lateral waves. 

We make the following transformations to allocate the 
regular parts of integrand containing radicals [2]: 

m= 2m ̂  

where: Tlfe) = - 2m2(l-l2) 

m2-n2-\n2-\)?' 

-Tl®+T2{&I£^ 

i   -«2-(/«2-l£2 m 

In a case, when the special points are located on great 
distance the asymptotical estimation of integral in ex- 
pression (2) is [2, 5]. 

I = JF(§Exripf($fc = IS +JBP »1,       (6) 

Is = 
-271 

P/'feo) 
H^xplpf^ol (7) 

/B=Äg(4p7fo>L 
P/(»)-y-'i«ß 

(8) 

Is detennine the surface wave, IB determine the 
lateral wave. 

In a case when 9p ~S , the stepdescent point (| = §0) 
approaches the branclicut point (£ = w) of tlie inte- 
grand. In this case it is impossible to use tlie classical 
formulas (7, 8). 

The asymptotical representation can be found by using 
the expression for the Webber function [3, 4]. 

14-5»»^^ 

= v2rc(2p<7)   2 e 

u2, '"(i-P) 
4 4 

y&b)Dp(u)+      (9) 

»-i[gU-g(u)pp+i(>4]+o{>~1)] 

«^fiwfcb-^ysxp. 
.371 

For the estimates expression (6), it is necessary to make 
the following transformations: 
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/(§)=/feo)+Y 
-i2 

(|-§o)+ r\ if (10) 

o = 
2/ (Mo)+ /I 

§-lo 

Then: 7=£xp 
2/' H^JiK^-^1- 

We obtain uniform asimptotical estimate for the field in 
the bottom half-space. 

Vt 
2VTI ±S    «! V a 

xe 

«2 , /«(i-Pi) -+- 
4 4 

A», («> 
4a 

[x-hTan{e0) 

1 + 01 — +^?0 * ft+n) 

Va 
y4g 

»2,'"(1-P2; 
4 4 

A3»L 
4a 

{x-Wa«^))2 

1 + 01 
to 

where: u = ^h*tg^~x)-i^-^) 
2a 
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*V 
a = 

ikh _ n R   _ n +1 

'4cO52(e0) + 2C^3(e0)' 
u"i^~~T' 

Thus, the uniform asimptotical representation based on 
the integral representation of a higher-order beam al- 
lowing to estimate the excitation of surface and lateral 
waves on the boundary of dielectric media has been 
obtained. 
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The new model of HF vertically polarized grazing radio 
wave backward scattered by agitated sea surface is 
based on the proposed analogy between the sea surface 
wave and statistically irregular system for electromag- 
netic wave channellisation. By comparison with the 
well known model of Barrick [1, 2] utilizing the 
mathematical methods of solid state physics the pro- 
posed model is more simple and obvious and its as- 
sumptions are in better correlation with the detected 
physical phenomena. 

Both theories utilize as their base Pirson and Lounge- 
Higgins description of random sea surface [3], But if 
Barrick theory composes such surface with the help of 
random sea wave amplitudes and random sea wave 
directions of propagation, the proposed theory adds to 
them the random variations of partial sea wave space 
period and uses the multiscale notion of sea agitation 
[4]. The proposed theory also utilizes the experimen- 
tally detected facts that: 

• the sea waves with the length Lt = (5... 25) m com- 
parable to the length of HF waves are always pre- 
sented in oceans and developed to their maximum 
allowable heights limited by breaking [1,2,5]: 

"inm^ hLiy (1) 

•     and the random variations of the partial sea wave 
lengths are also limited by the magnitude [3] 

AZ,,<0.35Z,-. (2) 

Here / is index of partial wave and (n,m) - marked the 
space position of sea wave arbitrary crest on the de- 
tected area S. 

Let's draw through the crest foots positioned on the 
limited sea area S the local virtual boundary surface 
and consider it to be plane due to the limited dimen- 
sions of aria and absolutely conductive due to the very 
high conductivity of sea water. The grazing vertically 
polarized wave will induce on the sea wave cones the 
surface currents ltmn. These currents together with their 
mirror reflections in virtual plane may by treated as 
dipoles with the lengths equal to double wave crest 
heights: 

Hnm       £"inm—   hL>i , 

and dipole moments: 
(3) 

_ n-1 
Pimn ~    :     ' *-"inm ■ (4) 

The  electromagnetic  fare   zone  field  reilluminated 
(scattered) by any dipole thus will be: 

An -■Hl¥m= ivPimn smß,   (5) 
s An   yymn 

* 

provided one choose the OY-axis parallel to p and Ro, 

ß,y, to characterize the scatter direction (Fig. 1). 

Fig. 1. The simplest square cell dipole array model 
and coordinate system choice 

The crotches between sea wave crests are always filled 
by ripples thus the virtual plane can be considered to be 
rough and the electromagnetic field dispersed by this 
roughness must meet Leontovich boundary condition 
[6]. Therefore, it is only natural to model HF backscat- 
tering by the crests with the help of multitude of nearly 
regular arrays and supplement it with statistically ir- 
regular roughness to model the ripples in the crotches. 

Let's illustrate the process of modeling with the help of 
the simplest square cell dipole array shown in Fig. 1. 

Indicating the mean values of random variables hinm 

Pjm,, Linm for /'-type developed partial sea wave as 
hinm-,Pinm>Linm or>e can represent the far zone field 
dispersed by such array as: 

£(6,cp,ß,Y) = C• exp{/[(TO±mD)i + kR0}}VR x 
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N,M 

* z 

where 

'(.Pyi±&nmPi)x 

x exp[k(nLi ± AnmzLj)(sin 9coscp + sin ßcos y)]x 

xexp\k(mLj +A„mxL,Xsin Gsin cp + sinßsin y)J 

+Er 

(6) 

CDD is Doppler frequency shift due to the sea wave phase 
velocity Vph equal to 

4/rF, 
wD =■ 

Ph cosip = —^ng Lj cosp ; (7) 

g — gravity acceleration; 

C = ^Vsinß; 
4TC 

AmnPi, Anmz.x I, — random Gaussian deviations from 
pyi> Lj; 8,cp — the incident wave propagation an- 

gles; NxM — mean number of /-type sea wave crests 

within aria S perimeter (N»l, M»l) and Er — the 

field scattered by ripples. 

Let the incident plane vertically polarized electromag- 
netic wave propagates along the virtual plane in the 
direction parallel to square cell array column, that is in 
the direction of propagated sea wave. Furthermore let's 
assume that in the absence of strictly determined I, 
Bragg scattering conditions: 

L,=KJ-   ,(K = 1,2,3...) (8) 

are satisfied for the average space period meaning - Z-,. 
Then the density of flow of backscattered power is 

sin 6 cos (p + sin/? cos/ = 2, 
characterized by:   .   „ . .   _ .        „       will be 

sin 0 sin <p + sin ß sin y = 0 
represented by the average real meaning of Umov- 
Pointing vector as: 

Re(#) = ^Re[£Gx//;]ifi=Re. yldipole) '■ 

NMNM 
K'K   K'K 

*Z I 
n,m      £,s 

(l±8„BI„)(l±5p&)x 

ATZL- 
x exp{/'—-4(w -t) + (8L„mz - 5ite ]} 

A* 

= R<H 
~K'K K'K 

(ndipole) X      Z 
(l±5pmn)(l±5^)x 

x exp {±jl% K(SL„mz - 8Usz } 

(9) 

(77) is the average meaning of Umov-Pointing vector; 

'pnm ^Lninz 
A nmz ^i 

Lt 

(10) 

and 

(2%\ _2 

(11) 
51% KQE 

coincides for fare zone with its real meaning. 

As to the deposition of the ripples to the scattered en- 
ergy it is negligibly small. That was shown by direct 
solution of the boundary problem at Leontovich condi- 
tion. Thus the power arising and scatterring by the 
array cells (the crotches) due to the fields induced by 
nearby dipoles is negligible small as well. 

The 

Re£xp[± j2%K(hLnmz - 8ite)]}= J ~ 

-—(2KK)  (§Lmnz -5Lte) + ... « 

«1 -0.2 + 5-10-3... 

even for (A£L)max =0.35, so one can readily establish 

the intensities of Doppler spectrum resonant lines by 
calculating the root mean square value of (9). For inde- 
pendent öpnm and öi„m it is equal to: 

Re(/7\      =(/7\     ,-^-JV2M2[(l-4(7ir)2a£) + a2] 
\    inns      \    I dipol v^ I dipol ]£ 

where, because of (4), 

(12) 

N_h£ 

K2  «^ ,2 «1^=1^X6 
MN 

pnm 
n,m 

°l 
-2  K'K 

PIN Z (5i»J) <13> 

From (12) it is clear that intensities of the resonant 
lines in Doppler spectrum relate to one another as UK4 

(where K are their numbers) and the dispersion of In- 
directly reduce the intensity of resonant lines, while the 
dispersion of the sea wave heights enlarge Doppler 
spectrum background. Thus Doppler first order spec- 
trum may be written as: 

Here: 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



97 

N2M2 

"   \   I'rms     >    I dipole \     p-4 

x [l - 2{nK)2c2
L ]■ 81 TO ± VFJ— 

The cell area S is equal to X AT /4 thus: 

(14) 

2N
2M2 

+ *h — 
jr 

where 8(co) is Dirack «S-function. 

The enlargement of the sea wave space period disper- 
sion even in the limits (3) may course the distraction of 
all resonant maximums (besides, the first) when 

4(nX)2a>l, (15) 

The background in these cases will transform into: 

^-(H«KM-I)+*1] (16) 
A. 

The typical experimental Doppler spectrum of electro- 
magnetic wave backscattered by agitated sea surface is 
shown in Fig. 2. 

+©D 

Fig.2. The experimental Doppler spectrum 
of backscattering from limited area of Black sea 

(strong wind weather conditions) 

G, dipole 

fX2K2) L    ., ,M   o\(x2K2' ■(l-4(^)2ai). 

2^2 
°dipole\ 

KK 
(l-4(^)2al)= 

= a0(l-4(^)2a|) 

where cr0 is maximum specific cross-section so that 

os=v0(\-4(nK)2a2
L)s (19) 

Dipole dimension being limited by him 
turn   ^   " 

7    "14 
upon the virtual plane the dipole must be Raleigh scat- 
terer with the cross-section 

\4 
0-<fy»to=4.44-lO 

Thus for AT =1: 

cr0 = 17.6-10 4[ —j   =2.2-10~2 

(20) 

(21) 

or nearly -17dB. 

Tin's corresponds with the results of the experimental 
measurements and Barrik's calculations [1,2]. 

For present or foreseen weather conditions one can 
estimate the mean magnitude of the developed sea wave 
heights by the Douglas scale [5] and their periods from 
(1) and thus calculate by the help of the model the 
passive interferencies maximum intensity for over-the- 
horizon radar naval route. 

If to denote through G the array gain and through as 

the S aria cross-section for backscattering then as may 
be easily calculated as as - GS. The gain efficient of 
the equivalent plane array having the same area S and 
sited normally to the virtual surface can be readily write 
for resonant lines Doppler spectrum [7]: 

G = G. cell ■ 
MN 

K2 
[i-\r(4 (17) 

As in array cell is sited the only dipole and the scatter- 
ing coefficient: 

\f(rsfz4(nK)24 

takes in the consideration omnidirectional scattering 
and partly dipole interactions so with the accuracy to 
background level: 

GceU=Gdipole\-4{%K)2Gl). (18) 
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INTRODUCTION 

The consideration of electromagnetic wave propagation 
in irregular waveguiding structures usually assumes 
either smooth variation of medium parameters [1] or 
their rigorously periodical perturbation [2, 3]. Combi- 
nation of smooth and oscillated parameter perturbations 
leads to additional peculiarities of Bragg scattering [4]. 
Anisotropy of parameters causes coupling of waves 
with different polarization [3]. In the present paper the 
mutual transformation of waves in open guided struc- 
tures has been theoretically considered using a complex 
form [4] of the asymptotic method of Krylov, Bogoli- 
ubov and Mitropolsky (KBM) [5]. The influence of 
surface waves on scattering TM and TE wave beams by 
a surface with spatially oscillated anisotropic surface 
impedance has been analyzed. For some types of per- 
turbations analytical solutions to coupled-wave equa- 
tions with the KBM method have been obtained and 
expressions for perturbed wavenumbers of eigenwaves 
have been derived. Comparisons with some known in 
literature results have been done. In general case the 
differential equations with slowly varying coefficients 
are rather easily integrated numerically. Longitudinal 
distributions of wave complex amplitudes describe a 
combination of different physical phenomena in the 
considered structure. 

METHOD OF ANALYSIS 

If a volume wave falls on a surface with spatial varia- 
tion of parameter it could expect that scattered field 
would essentially differ from mirror reflected one only 
under strong distortion of boundary shape. But if the 
incident wave can excite surface wave propagating in 
the structure a reflected wave would be essentially dif- 
fered from the mirror one even if a surface perturbation 
amplitude is small. In the paper physical effects of 
coupling of paraxial wave electromagnetic TM and TE 
beams incident on a surface with spatially oscillated 
surface anisotropic impedance and TM surface wave 
propagating along this surface are theoretically investi- 
gated. This electromagnetics problem is also important 
when we consider transmitting antennas that transform 
the surface wave into the volume one by nonperiodical 
diffraction grating or receiving antenna that transform 
plane wave or wave beam into surface wave. When 

perturbation amplitudes are small, the consideration of 
such a structure is usually carried out by expansion in 
space Floquet harmonics or by perturbation method 
based on overlapping integrals [2]. The first approach 
is limited by rigorously periodical perturbation func- 
tions; the second one does not allow obtaining higher 
approximations. 

In the present work the asymptotic method [4] based on 
ideas of KBM method [5] has been used. Oscillated 
anisotropic perturbations are expressed as sum of sinu- 
soidal components with small amplitudes smoothly 
varying along longitudinal coordinate. Heat loss is 
taken into consideration by introducing small real part 
of impedance. Amplitudes of incident TM and TE wave 
beams are smoothly varied across the beam. The same 
small parameter ß is used for all small values and as 
smoothness parameter. For the case when d/dx s 0, all 
components of electromagnetic field are expressed in 
terms of x component of magnetic and electric fields 
Hx. and Ex. The potential functions H(y,z) = Hx and 
E(y,z) = Ex are determined by the solution of the fol- 
lowing boundary-value problem: 

d2H    d2H      2„    n 

dzl     dy2 

rdH „ dE^ 

(1) 

BE ^ 
E + wF Z„// 

v % J 

y=0 

= o, 
(2) 

>>=0 

where parameters wH, wHE and wE are expressed 
through components of surface impedance tensor Z. 
Impedance parameters as functions of longitudinal 
coordinate are supposed to be expressed in a form of 
sums of spatial harmonics of perturbation and unper- 
turbed constant values. In the present paper we assume 
that unperturbed impedance tensor has only nondiago- 
nal components, so the following expressions are valid: 
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j 

wE =iZxz /(o>n)= wE0 + ß£w£j(J3z)exp^x/z), 
j 

y 

Here &z is a longitudinal wavenumber of beams, A is a 
longitudinal wavenumber of the surface wave, and p is 
the number of a spatial harmonic of the perturbation 
ensuring Bragg coupling. 

where % is a wavenumber of they'th spatial harmonics - 
of the perturbation, wHj; wEJ, wHEJ and wEHJ are am- — 
plitudes of these harmonics. Alongside with longitudi- 
nal coordinate z we introduce •«"'"smooth" variable 
C, = ßz (values which are functions of C, smoothly vary 
along z). The Bragg resonant coupling of a surface 
wave and TM and TE wave beams occurs, when the 
wavenumber mismatch r| = kz + xP - h becomes small. 

H=ascxp(-ihz-wHfiy)+ßaH^ + ßykz/ky)cxp(-i(kzz-kyy))+THßaH(Q-fiy^ 

+ ßi<l(as,kzz,hz,xz£,y)+ß2u2(as,kzzMxz,Q,y)+-, 

+ ßvl(as,kzz,hz,%z,i;,y)+F>2v2(as,kzz,hz,Xz,t„y)+..., 

The solution to the boundary-value problem (1), (2) 
will be searched as an asymptotic series on orders of 
small parameter ß 

(3) 

where TH = ([ky + wH ,0 )/(iky - w# ,o ) and 

TE = [(ky w£0 + l)/(ikywE0 -1) are the 

reflectivities of plane waves from an undisturbed 

impedance plane, Jfcv = J, ■y     ^k       kz  ,aHandaEare 

distributions of amplitudes of wave beams, u„ and v„ 

(n = 1, 2,...) are 2^-periodic versus k2z, hz and xß 
functions to be found. Complex amplitude as of the 
surface wave pursuant to ideas of Krylov-Bogoliubov- 
Mitropolsky asymptotic method is determined by a 
following differential equation: 

da 
dz 

ßB,(as,£>a)+ß2B2(as,t,a)+..., (4) 

where a = rjz is phase mismatching from the reso- 

nance, B„ (n = 1,2,...) are 27t-periodic versus a 
functions fitted from a condition of absence of infi- 
nitely increasing addends (when z -> oo and 

•n -» 0 ) in u„ and v„.. Substituting the expansion 
(3) into the equation (1) and the boundary condi- 

tions (2) using (4) and equating expressions at identi- 
cal orders of ß , we obtain a sequence of boundary- 
value problems for u„ and v„. These boundary-value 
problems are solved at the "frozen" values of as and 

parameters that are functions of C, and ßy. 

In the second approximation on small parameter 
value B2 can be obtained as 

where 

B2=asA2+exp(-ir\z%iHG2M+aEG2>E), 

A
2 = ~iwH,o | Z [wjnrjWjjff __,/*_, /(/*_, wBf0 - l)- \vHjwH_j /(ik_j - v„0 )]- iw"Hß I 

(5) 

Ih 

and G2Jn = 4wH.p ky wHßf[(2h + rj)(iky - wm)], G2ß = 4wm_p ky wHi0/[(2h + Tj)(iky - wHfi)] 

Solving the equation (4) using (5) it is possible to find 
a variation of amplitude of the surface wave along 

longitudinal coordinate z. Then we obtain the field, 
radiated from the surface. 
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THE PHYSICAL EFFECTS 

Real part ofA2 describes the attenuation caused by heat 
losses and leaking energy of surface wave into energy 
of volume spatial harmonics. Parameters G2,H and G2ß 

characterize transformation energy of falling TM and 
TE wave beams into energy of the surface wave. For 
lossless impedance, value \G2J{\ does not change 
when changing directions of waves propagation or 
polarity of ferrite magnetization. But value I G2ß I can 
change essentially in these cases. Special choice of 
corrugation tilt and magnetization ensures non-zero 
value of G2,E for only one propagation direction and 
zero one for opposite direction. General field radiated 
from impedance plane in mirror direction is composed 
of unperturbed reflected wave and pth volume spatial 
harmonic excited by scattering surface wave on the 
surface impedance perturbation. 

In simple particular case of strictly sinusoidal distur- 
bances and strictly plane falling wave we can write the 
expression for complex amplitude of surface wave as 

as =-exp(-iT]z)(aHG2yH + aEG2,E)/(A2+ir\/?' ) 

Some physical effects observed in the structures with 
perturbed isotropic surface impedance have been dis- 
cussed in [6]. Anisotropy of perturbation allows to 
couple waves with different polarization. Gyrotropy of 
impedance causes nonreciprocity of reflection tensor. 
In particular case the considered structure can serve as 
circulator concerning incident and reflected TM and 
TE plane waves. 

Distortion of rigorous exponentiality of perturbations 
and incident wave changes physical pattern in princi- 
ple - the amplitude of a surface wave varying from " 
minus infinity " enters into operation. In this case the 
solution of the equation (4) has a form: 

os(z) = exp( J ^A2dz) 
— 00 

a,(-oo)+  J f>2(aHG2M+aEG2E)exV ■ir\z-  \§lA2dz 
-CO 

dz 

The considered structure can be used as nonreciprocal 
reflector, transmitting or receiving antenna. It is very 
important that antenna patterns for reception and 
transmission are essentially different. Special choice of 
parameters allow to use the structure as circulator con- 
cerning surface waves and TE wave beams. 

CONCLUSIONS 

Combination of various perturbations considered above 
can secure extremely wide possibilities of wave trans- 
formations. Asymptotic methods based on method of 
Krylov, Bogoliubov and Mitropolsky have wider field 
of applications than Floquet or coupled-wave methods. 
Formulas obtained in the work can be used for analysis 
of radio-wave scattering by structures with small sur- 
face nonperiodically oscillated perturbations of pa- 
rameters and for designing reflectors and leaky-wave 
antennas or nonreciprocal devices which combined 
some functions. 
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INTRODUCTION 

In open periodic waveguiding structures Bragg scat- 
tering can be observed in different forms [1]. Type of 
the wave transformation depend on from a value of 
perturbation period. If a perturbation wavenumber is 
twice as large as longitudinal wavenumber of surface 
wave, then coupling of two surface waves with opposite 
propagation directions occurs, that is reflection of sur- 
face waves is observed [2]. If a wavenumber of the 
perturbation is equal  to difference of longitudinal 
wavenumbers of surface and volume waves then a cou- 
pling of these waves secures, that is why we can obtain 
output of radiation from structure [3]. Open inhomoge- 
neous structures become more interesting and useful 
when parameter perturbation is not periodic. If ampli- 
tudes of spatial harmonics of perturbation are not con- 
stant, input of incident radiation into open waveguide is 
possible [4], It is theoretically and practically important 
to consider combination of these phenomena [5]. Such 
a combination is more easily achieved for not equidis- 
tant wavenumbers of perturbation space harmonics. 

In the present paper physical effects of coupling of 
waves at plane with spatially oscillated surface imped- 
ance are theoretically investigated. A combination of 
two processes is investigated. The first process is re- 
flection of surface waves propagating along impedance 
surface. The second process is an input-output coupling 
of incident paraxial wave electromagnetic beam with 
both surface waves. This electromagnetics problem is 
important for consideration of devices combining func- 
tions of antenna and microwave generator. 

METHOD OF ANALYSIS 

In the present work an asymptotic method [6] based on 
ideas of KBM method [7] has been applied. Oscillated 
perturbation is assumed to be expressed as sum of sinu- 
soidal components with small amplitudes smoothly 
varying along longitudinal coordinate. Heat loss is 
taken into consideration by introducing of small real 
part of impedance. Incident wave beam amplitude is 
smoothly varied across beam. The same small nondi- 
mensional parameter ß is used for all small values and 
as smoothness parameter. For the case of TM-waves all 
components of electromagnetic field are expressed in 
terms of x component of magnetic field H. The function 

H(y,z) = Hx is determined by the solution of the fol- 
lowing boundary-value problem: 

d2H 

dzl      dy 
Ä*^ = 0, (1) 

dy 
w + ßZwy(ß-')exp(fry-)+ 

h ß2 Z wjJ (ß-)exP^'Xy2 + i%iz) 
JJ 

H = 0> (2) 
y=0 

where ßw, and ß\, are amplitudes of the perturbation 
harmonics, and jj. are their wavenumbers. 

The Bragg resonant coupling of each surface wave and 
wave beam occurs, when the wavenumber mismatches 
T\V,S = kz + Xpv(s) - hs(s= 1, 2) become small. Here kz 

is a longitudinal wavenumber of the beam, h is a lon- 
gitudinal wavenumber of the surface wave, and pv(j) is 
integer-value function that coincide with the number of 
a spatial harmonic of the perturbation ensuring Bragg 
coupling. The Bragg reflection of a surface wave is 
observed if wavenumber mismatches r\s,s,i = - 2hs~x, - 
Zpsfe/) are close to zero. Combinational resonance for 
reflection process is considered because in this case 
reflection and radiation have the same order of influ- 
ence on the amplitudes of the surface waves. 

The solution of the boundary-value problem (1), (2) 
will be searched as an asymptotic series on orders of 
small parameter ß 

2 
H = Yas exP(- H',z ~ wy)+ßaH (c + \iyk2/ky)> 

x exp{-ik zz + ik y) 

+ T$aH (C -[iyk2/ky )exp(- ikzz + kyy)+ 

+ ßiil(a1,a2,kzz,hz,xz,C„y)+ 

+ ß2u2(o1,a2,kzz,hz,xzyC„y)+..., 

(3) 

where ky - ^Jk2 - k2 is transverse wavenumber of 

the beam, Q= ßz is a «smooth» variable (values that are 
functions of C smoothly vary along z). 
T = [iky + w)/(/£y - w) is the reflection coeffi- 

cient of a plane wave from an undisturbed impedance 
plane, oH is distribution of amplitude of the wave beam, 
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wn (n = 1, 2,...) are 2^-periodic versus kzz, hsz and %,-.z 
functions which are being a subject to determination. 
Complex amplitudes as of the surface waves pursuant 
to ideas of the Krylov-Bogoliubov-Mitropolsky asymp- 
totic method is determined by the following differential 
equations: 

^f-=ß^,l(fll>a2^a)+ (4) 

+ ß2^,2(ßl>02^>a)+ "•> 

where a = r|z are phase mismatches from the reso- 

nances, B„ (n = 1,2,...) are 27i-periodic versus a func- 
tions fitted from a condition of absence of infinitely 
increasing addends (when  z-»oo   and  r|-»0 ). in 

u„. 

Substituting the expansion (3) into the equation (1) and 
the boundary conditions (2) utilizing (4) and equating 
expressions at identical orders of ß , we obtain a se- 
quence of boundary-value problems for u„. These 

boundary-value problems is solved at the «frozen» 
values of as and parameters that are functions of C, and 

&■ 

As the first approximation on a small parameter the 
solution has a form 

"1 =IX2>/ exV\-ihsz + i*jz-iks,jy)/KksJ ~wh 

^ ,   {-iT\V,szPwpv(S) 

S=l J 

Bi=0, (5) 

where the transversal wavenumbers kSJ- of spatial har- 
monics of the field are determined from the relations 

*v=*2-(-A,+^)2 

or Im 

4J>0,if Re| k£ • ])0 (radiated hannonics), 

Rel k£ .• 1(0 (surface harmonics). 

Total radiated field consists of three parts - the first 
part is undisturbed reflected field, the second and the 
third ones are volume space hannonics exited by scat- 
tering of forward and backward surface waves on per- 
turbations of the surface impedance. It is necessary to 
pay attention to that if n. = 0 the pv(l)-th volume har- 
monic associated with the forward surface wave and the 
pv(2)-th volume harmonic associated with the back- 
ward surface wave are radiated in the same direction as 
mirror reflected beam. Proceeding from this, it is possi- 
ble to enter the resultant amplitude $aHfl for field radi- 
ating in a mirror direction by the formula 

ZV   "I 

s=l ^   • s,pv(s) -w) 
(6) 

In the second approximation on small parameter value 
BSi2 can be obtained as 

Bs,2 =asAs,2 +exp(-nv,^K,2,K + 

+ Ysexv(~iy]S,s,lzfis,2,S,l 

where 

A s,2 
= iw\ ]T wjw_j. /{iksj - w)- w0 0 \lh , 

Gs,2,v= 4aHw-PvW ky wl[{2hs + r\ yj(iky - w)], 

Gs,2,s,i = - W3-S2wps(5.i) wi w/[(2hs + r\s,s,d(>k3-s,l -w)L 

Solving the equation (4) using (7) makes possible to 
find change of amplitude of the surface wave along 
longitudinal coordinate z. Then we define the field 
radiated from the surface in a mirror direction with the 
formula (6) and for unmirror waves from the formula 
(5). 

Obtained solution is valid for small and not small val- 
ues of r\. So we do not need to splice resonant and non- 
resonant asymptotics. 

THE PHYSICAL EFFECTS 

Imaginary part of A& is a perturbed addition to the 
phase coefficient of propagation of the sth surface 
wave. Real part of A,2 describes the attenuation caused 
by heat losses and leaking of energy of surface wave 
into energy of volume spatial harmonics. Parameters 
Gs,2,v characterize transformation energy of incident 
TM wave beam into energy of the forward or backward 
surface wave. Parameters Gs,2,s,i determine intensity of 
the reflection process of the surface waves. 

In simple particular cases of strictly sinusoidal distur- 
bances and strictly plane falling wave we can obtain 
analytical solutions of equation system in exponential 
forms. If the incident volume field is absent we find the 
expression for eigenwaves and eigen wavenumbers. 
Each eigenwaves consist of both surface waves and 
small additional space harmonics. Each of these har- 
monics has surface or radiated nature. Perturbed lon- 
gitudinal wavenumber has an imaginary part caused 
not only by heat and radiation losses but also by Bragg 
reflection. If the incidentplane wave is available am- 
plitudes of exited surface waves are derived from sys- 
tem of algebraic linear equations. If one of the values 
r\Ks or both of them become small, the amplitudes of 
surface waves sharply raised. In this case waves radi- 
ated from impedance plane are far from being similar 
to unperturbed ones. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



103 

If the perturbation amplitudes are not constant physical 
processes in considered structure become more compli- 
cated and interesting. The amplitudes of surface wave 
going from «infinities» must be taken into account. If 
only one surface wave is exited an analytical solution of 
system of differential equation (4) can be obtained [8]. 
It has been shown that for input-output of cophased 
wave beams not only the amplitude of the perturbation 
harmonics [4] but also its phase must be proper cli^"- 
In general case this system can be inte^'cd by nu- 
merical method. 

CONCLUSIONS 

Non-periodic perturbations considered above provide 
rich possiMlities for different types of transformations 
of surfa«3 waves and volume wave beams. Asymptotic 
method based on method of Krylov, Bogoliubov and 
Mitr'polsky allow to obtain solution common for reso- 
nan and non-resonant bands. Presented approach can 
\y developed for theoretical analysis of other open 
jnhomogeneous waveguiding structures. Obtained for- 
mulas can be especially useful for designing of devices 
which combine functions of reflectors and leaky-wave 
antennas. 
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BETWEEN THE DEMAND FACTOR AND THE ANGLE 
OF CONCENTRATION OF THE RADIATED/RECEIVED POWER 

G. A. Evstropov, S. A. Smirnov 

SCNPKNIIDAR, 
107258, Moscow, 1st Buchvostova str., 11/12, 
tel. 963-93-09, E-mail: paradox@gorodtsk.msk.ru 

The demand factor (Kk) introduced in [1] is equal to the 
ratio between the power radiated by an antenna in some 
solid angle to the total radiated power. If we define the 
solid angle as the angle corresponding to the lobe of the 
radiation pattern (RP), then the demand factor is 
uniquely defined by the diffusing factor (Kr; Kk =1-Kr) 
which is equal to the ratio of the power radiated in the 
direction of the side lobes to the total radiated power 
[2]. In general, both the demand factor and the angle of 
concentration have independent values. In [3] it was 
shown that the power, received by an antenna of a ra- 
diometric research station (RMS) under realistic condi- 
tions does not depend on the antenna size and is pro- 
portional to Kk, and the solid angle {Q.k) coincides with 
the angular discrimination of the RMS. The values are 
similar for radar installations with continuous radiation 
[4] with a fixed system of radiation pattern on recep- 
tion, and also in some active radio ecological stations. 

A study of the existing literature (partlially cites in [3], 
[11]) has shown that antenna arrays with rectangular or 
circular apertures are frequently used in RMS's and 
aforementioned radar instalations (RI). Radiation pat- 
tern are symmetric in the main planes and are axially 
symmetric for circular aperture. In this work we will 
address apertures of this types. 

The relation of Kk and Q.k with other characteristic of 
the antenna are investigation detail in [3]. When using 
results of [5] and [6] in [3], it was also shown that in 
order to estimate the influence of random errors on the 
value Kk one can use formula for the fall of falling with 
respect to the directive gain of the antenna. 

In order to ensure the best characteristic for RMS's and 
certain RI's the value of Kk must be at its maximum, 
and Qk must be as small as possible. The leads to a 
contradiction and we have two optimal synthesis prob- 
lems: 

1) calculating the distribution in an antenna aperture to 
ensure the maximum of Kk for a given Qk; 

2) calculating the distribution in the aperture mini- 
mizing Qi for a given Kk. 

This problems of finding the conditional extremum of 
Kk or Qk are considered in the present work. 

PRELIMINARY CONSIDERATIONS 

In general, these problems can be solved using the 
method of synthesis, or the method of partial diagrams 
of RP [12]. In this method, the RP in question is repre- 
sented as a sum of partial RP's with unknown excitation 
factors, and the amplitude distribution is represented as 
a sum of partial distributions, i.e. 

n 
F(9,cp) = ]>>Fi(e,cp) 

r=l 

and 

(1) 

The demand factor, K\ is defined by the ratio between 
the power PK which is radiated by the antenna in the 
corresponding angle Q*, and the total powerP^ , i.e. Kk 

= PJPZ. 

The powers are proportional to the integrals of the 
squared absolute value of the total RP in the corre- 
sponding angles. They are quadratic forms [10] with 
respect to the excitation factors. 

If we assume that partial RP's are real functions, Then 
we can show that the optimal value of KK is achieved if 
coefficients z,take real values, i.e. z, = x{. The fact that 
z;'s are real is also confirmed by results of the related 
studies [7, 8 and 13]. Using the conventional notations 
for quadratic forms, we can write: 

« 
PK=A(x,x)=  X ^''j:XiXj' 

Pz = B{x,x)=YuBi,ßiXj 
Us 

The coefficients are defined as 

Aki = J,Fi(0,q>)77(e,cp)dn and 

(2) 

5V= Jtf(e,<p)#(e,q>)Ä5 (3) 
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As a result of this relations, the problems are reduced to 
finding the unknown coefficients which lead to the 
maximal value of KK (minimal value of Q.K) for a given 
QK (KK). As it was mentioned before, these are problems 
of finding a conditional extremum and they can be 
solved by the method of Lagrangean multipliers [14]. 
However, for the first problem it is more convenient to 
use some results from tine theory of quadratic forms [10]. 

SOLUTION OF THE FIRST PROBLEM 

First we will remind the reader of some relevant results 
from the theory of quadratic forms [10]. 

A real quadratic formA(x,x) takes stationary values on 
those vectors from a unit sphere which are eigenvectors 
of the matrix .4, The stationary values of the quadratic 
form are equal to the eigenvalue of the matrix A The 
maximal (minimal) stationary value corresponds to the 
largest (smallest) eigenvalue. Two real quadratic forms 
A(x, x) and B(x, x) define a bundle of quadratic forms 
A (x, x)-XB(x, x), where A is a parameter. If the form 
B(x, x) is positive definite, then the bundle is called a 
regular bundle. The equation A-AB = 0 is called the 
characteristic equation of the bundle of forms. A char- 
acteristic equation always has n real roots (characteris- 
tic numbers) which correspond to the principal vectors 
** = fa* x2

k ... x„k), where k = 1,2...«. The smallest 
(largest) characteristic number X, (A„) is equal to the 
minimum (maximum) of the ratio of the forms. 

If the partial RP's are orthogonal, then the total radi- 
ated power is equal to the sum of the squares of the 
excitation factors up to a constant coefficient d0. B(x, x) 
can be reduced to its normal form by means of dividing 
the formst fa x) and B(x, x) by d0. Next, we can as- 
sume that B(x, x) = 1 and deduce that the demand fac- 
tor is equal to A(x, x). Therefore, by the first extremal 
property of quadratic forms, KKmax= Xmm, where X^ - 
is the largest eigenvalue of the matrix A which corre- 
sponds to the quadratic fonxiAfx, x), and the vector of 
excitation factors is equal to the eigenvector of the 
matrix which corresponds to the largest eigenvalue. 

If the partial RP's are not orthogonal and the form B is 
not of the normal type, then for the calculation we can 
use the second extremal property of quadratic forms (a 
bundle of forms). In this case, the maximum of the 
ratio of the forms is equal to the largest characteristic 
number of the bundle of forms, and the vector of exci- 
tation factors is equal to the principal vector corre- 
sponding to this characteristic number. 

SOLUTION OF THE SECOND PROBLEM 

The problem is now finding the unknown vector x 
which leads to the minimum value of Qk with a given 
Kk. The solution can be obtained by using the La- 
grange's method [14]. Namely, we can write down the 
functional 

0 = Dk+^(£x,-l), (4) 
J=I 

where X is the Lagrangean multiplier. Clk can be deter- 
mined from the equation L=A(x, x)- Kk B(x, x) = 0. 

After differentiating equation (5) with help of [14] we 
obtain the system of equations 

« n 
^(Ai.k-KkBi,k)xk +X ^Fi(Uk)Fk(Uk)x,xk = 0, 
*=i a=i 

i = l,2...n (5) 

The system of equations contains a term which is the 
same for all the equations. It is the the second term 
which is a sum multiplied by the unknown Ä. We can 
replace this product by a new unknown /.i and finally 
get 

n=l n=l 

J^iA.j -KkB,.t)x„ + ju = 0;£x = \A(x,x)-KkB(x,x) = 0 
i'=l i=0 

(6) 

where we took into account the equation Z= A(x, x)- Kk 

B(x, x) = 0 which defines the implicit function Q*. 

PARTIAL RADIATION PATTERNS 
AND DISTRIBUTIONS 

For the types of antennas considered here, we can re- 
strict ourselves with the case where the RP's only de- 
pend on one angle. Then the Kk for rectangular aper- 
tures is equal to the product of the Kk for two linear 
antennas. The A'* for a circular aperture can be obtained 
directly. 

Radiator Lattice 

For our system of partial RP's we chose the RP's of two 
symmetrical radiators, i.e. 

7V(H) = COS((/' + —)w) or    Fi(u) = cos(iu)      (7) 

corresponding to an even or an odd number of radia- 
tors, u = kd sinQ. Here 0 is the angle with respect to 
the aperture, d is the radiator step, k is the wave num- 
ber and / =0,1,2...»- 1. 

In this case, the currents in the radiators are equal to a 
half of the excitation factors for / * 0 . The current in 
the zeroth radiator is equal to the excitation factor (for 
an odd number of radiators). 

Continuous Distribution with a Linear 
(Rectangular) Aperture 

■TjW = &,•( : + — ), 
u-m u+m 
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1/2,/'=0 TO   . ,„. 
. .   A   ,//O0 = cos(—j>) (8) 

l,z>0 / 

/ = 0,1,2...« - 1; M = Jfc/sin8 (/ is a half of the lenght of 
antenna). 

Circular Aperture [9] 

2Ji(u) 
F,(i/) = (-^+^-); 

J0(a,)-72(a,)  u-a,    w + a 

(9) 

where u = kasinQ, Jm(z) is a Bessel's function, a -is 

the aperture radius, a, are roots of the Bessel's func- 

tion, i.e. Ji(a,) = 0. 

\ 
- 

i 
Y,\\ 

\W\ 
v»\\ 

\' 
s'—~*\ 

^ 

Fig. 1 Optimal radiation patterns 

RESULTS AND SOME STUDIES 
OF OPTIMAL DISTRIBUTION 

Using the method outlined above we calculated the 
dependencies of Kk on Uk and Uk on Kk. In our calcula- 
tions we considered rectangular apertures. For continu- 
ous distributions we studied both rectangular and cir- 
cular apertures. 

Let us assume that the angle Uk is normalized with 
respect to the width of the antenna at the zeroth level 
and the distribution is uniform in the aperture. Then 
the analysis of our results shows that the optimal de- 
pendence of Kk on the angle Uk, is universal and does 
not depend on the size or the type of the aperture as 
they vary over a wide range. Moreover, it does not 
depend on which parameter is given and which is being 
varied. Such optimal dependence is presented in Table 
1. Using this table one can determine the optimal value 
for Uk given Kk and vice versa. Note that the optimal 
distribution is obtained more easily using the method of 
the first problem for personal computer and results of 
[15]. 

Table 1 

uk 0.5 0.6 0.7 0.8 0.9 

Kk 0.612 0.74 0.835 0.900 0.932 

uk 1.0 1.1 1.2 1.3 

Kk 0.967 0.982 0.990 0.995 

In the work we also investigate the optimal amplitude 
of the distributions and the RP for antennas of the type 
mentioned above. For instance, the optimal RP's for a 
rectangular aperture are given in Fig. 1. The notation 
Psnm corresponds to the nonnalized Uk =1,3; Pslm- to Uk 

= 1; PS2m- to Uk = 0.7, and Pte- to a unifor distribution. 

^ N^ *■■**■-^w 

^•^ 
*--. 

\ s 

Fig. 2 Optimal amplitude distributions 
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SCATTERING PLANE ELECTROMAGNETIC WAVE BY CRUCIFORM 
ELECTRICAL DIPOLE WITH A LOAD 

D. D. Gabriel'yan, T. V. Peretyatko 

Rostov Military Institute of Missile Corps, 
Rostov-on-Don, 344027, Russia 

The problem of scattering the plane electromagnetic 
wave by antenna array is not only of theoretical ur- 
gency, but also of practical importance. The solution to 
this problem for the case of linear dipole is considered 
in a number of papers, for example in [1-4]. However, 
the solution to the considered problem for the case of 
other types of radiators is of interest as well. One of 
such types of radiators includes, for example, cruciform 
electrical dipoles. 

The aim of the report is solution to the problem of 
scattering the plane electromagnetic wave by a cruci- 
form dipole. 

Let's discuss the symmetrical cruciform electrical di- 
pole excited by the incident plane electromagnetic 
wave. The direction of wave falling is 90, cp0- The vec- 
tor of electric field strength in the incident wave has 
only 9- or cp- component. The dipole arms are oriented 
along axes Ox and Oy. The dipole arm length is £ and 
the radius is a. The center of the dipole is at point 0 
with coordinates xa ya .The load connected to dipole is 
W. It is needed to find the current distribution in dipole 
arms. The geometry of the problem is presented in 
Fig. 1. 

Z* 

Fig. 1. Problem geometry 

The scattered electric field should satisfy the Helmgoltz 
equation and the condition of radiation. When solving 
the problem, we take into account the boundary condi- 
tions for electric field on the dipole surface. The tan- 
gential component of the electric field must be equal to 
zero. In this case we obtain the following equation [2] 

\Ey(r)+Ec
y'"H?) = l*(?)m?) 

where 

EX(?) = EXX(?) + Exy(?) 

Ey(?) = Eyy(?) + Eyx0
:) 

In the expression (1) £^is the contribution of current 
along s-arm of dipole to ^«-component of the electric 
field strength (s = x, y, \ = x, v). 

Let the unknown current distribution in the dipole be 
presented as superposition of the basic functions, which 
turn to be equal to zero at ends of the dipole anus. 

7*(7) = 7/(?)+7/(F), (2) 

7/(7) =/x Z {A%cos( A °-±) + 

+B%mi^)}S(y'-y0)S(z') 

7RF)=7V I {Accost 
x(m'-0.5)(y'-y0) 

m'y=\        y 
■)+ 

/   V 
+B% sin(^—)}S(x' -xQ)S(2') 

cos 0 cos cp for % = Q 

sincp      for % = cp 

cosOsincpfor x = 6 

my I 

Taking into account expressions 

Ex
m% (?) = E0 exp(/farsin9coscp) x 

Ecmi ,-v _ E exp(/forsin0sincp) x, 
y    K '      u [coscp       forx = 9 

(3) 

where E0 is the electric field strength in the incident 
wave front. 

From (1) there follows the system of two integral equa- 
tions for currents in the dipole arms, placed along axes 
Ox and Oy. 

E^(r) = (k2 +-^y)J/f <rMr,r'g)W      (4) 
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E^(r)=-^r-U}(f)G(/,r'^))dr' 
* OC,OSJ 

% = x,y, s = y,x 

(5) 

If we insert an operator of partial derivatives as inte- 
grand and perform integration by parts, we exclude the 
second derivative. Going from the double integrals to 
unitary ones permits to decrease the number of calcula- 
tions. 

The solution to the system of integral equations with 
the help of the Bubnov-Galerkin method enables to 
reduce this system to the following system of linear 
algebraical equations 

A4 My 
2 {/fc5+^z^}+ z {^ +ff'}fy}=sx 
,  , "* "he     _T, »Jc "he       m> 

*4 My 

»4 t 
(6) 

2 {fl£+ir&}+ Z <^+i*6=£ 
«fc-1 

The coefficients of the system of linear algebraical 
equations are determined as follows 

M.               ^(4-05) , Hit bio     ttt?A-(ty(g-6.) 

XC0S( £ —)G(r,r'(Z'))dt'd<*+ 

*(S(r,r'(/ + ^0')) + Sf(if,r'(-/ + ^o')))^- 

-TTT   J   cosz( i )dQ 

x cos( )G(r, r '{?))d?d£- 

^1^*1^!^, 
■A« 

7t(me-05)(5-$0) „ 
x sin( ?  )G(r, r'(s))dsd£ 

x Sin(—-s I_™_)G(f, ?'(j))rfw/f 

xsin(     * * )G(j,T'(?))d?d4- 

x(ö(r, r'(/ + ft.)) - S(r, r'(-' + ft- )))</#- 

 f   sinz(—^ )d£} 

"t -*%*$ / / 

xcos( i —)G(r,r'(s))dsd4        (7) 

where Green's function is determined as 

G(?,F') = (4^)_1 exp(-/Är)/Ar 

r = ((x'-x0)
2+(/-y0)

2+(z'-zo)2+«2)1/2 

& = 27i A, is the wave number. 

The right part of the system is presented in the follow- 
ing form 

"hi 

Ttly 

= (-l)w%t+1 2EQ cos 0O sin^o exp(Aixsin0o co&(p0)x 

n(mx-05) cos(k£xsin90a>s<p0) 

-Csing0cosp0)
2+( k x

{     
Jf 

7mx       sin(tosin 0O cos q>a) 

-<sinö0cosp0)z+(—^)J 

(8) 
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51 "be 

rrUc 

• = (-l)mxH2EQ(sm<p0) exp(kixsmO0cos<p0)x 

«(Wr-05) cos(/cfccsin 9Q cos<p0) 

-(sinöocos^0)
2+(-^—-)2 

imx       sin(fctoinfl0cosff0) 

-<sinöoCösp0)
2+(—i)i 

(9) 

The expressions (7 - 9) completely describe the system 
of linear algebraical equations (6) and permit to find 
the current distribution inside the cruciform electric 
dipole, load by W. The case of the plane wave falling 
from direction 80, cpo is considered here. Then the 
scattering properties are defined simply. The control of 
computed results correctness and reliability of relations 
was performed by the comparison with the known data 
[1], [3], [4]. Calculated values of input resistance and 
current distribution coincide with the results in [1], [3]. 

These relations can be used for calculation of the pat- 
tern of scattering for the cruciform electric dipole for 
various parameters of the problem. 

F(B) 
dB 

-50 

-55 

-60 

-65 

•70 

 i i i 1  

0 30 60 90 120        150    e><ieS 

Fig. 2. The patterns of scattering for various loads W 

At calculation the cruciform electrical dipole with I = 
0.25A.and a = 0.0025?vis considered. The results of 
calculations are presented in Fig. 2 by curves 1-3. The 
direction of incidence is defined by60= 90°, cp0 = 
0° and the electric field strength has 9-component. The 
value of load is W = l+1170i Ohm. This value permits 
to obtain the pattern of scattering with null in the inci- 
dence direction. The curve 1 illustrates the pattern of 
scattering for nominal frequency, whereas curves 2 and 
3 — for frequencies differed by +5% and -5%, respec- 
tively. 

The mentioned curves are normalized to a maximum 
value of scattering field of electrical vibrator with con- 
sistent load. 

 1 1              1 —i— 

2 

i 

^Z~^~~~-*->ez?><^ *^-5s^. 

/    \ X    / (      V 

V   \     /i 

\   / 
- 

i           i           i i 1 

The obtained results allow to conclude, that the char- 
acteristics of scattering of such a dipole are rather sen- 
sitive to parameters of the problem. 

Thus, the mentioned expressions allow to investigate 
the characteristics of scattering for various applications. 
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THE CALCULATION OF MUTUAL COUPLING BETWEEN DIPOLES 
IN PRESENCE OF IMPEDANCE CIRCULAR CYLINDER 

D. D. Gabriel'yan, M. Yu. Zvezdina 

Rostov Military Institute of Missile Corps, 344027 Rostov-on-Don, 27 Russia 
E-mail: zvezd@jeo.ru 

The calculation of mutual coupling between dipoles is 
one of the important problems taken into account in 
analysis of antenna arrays. The wide using of antennas 
on cylindrical surfaces with impedance characteristics 
dictates urgency of problem considered in this paper. 

Let's consider two thin longitudinal dipoles placed near 
impedance circular cylinder with radius a. The length 
of dipoles is / (Fig. 1). The centers of dipoles have coor- 

dinates r = {r,cp,z} and r' = {r',cp',z'}. For calculating 

mutual coupling between two dipoles we use following 
expression [1] 

N21 
[h(?)En(r,?)dl, (1) 

where j\ is the current distributed along first dipole; 

En is the electric field strength at and parallel to first 
radiator due to the current in the second dipole; 70 is the 
terminal currents of dipoles. 

Fig. 1. Problem geometry 

Parallel component (z-component) of electrical field 

En is defined as [1] 

El2=-^-(k2+d2/dz2)\Mz')x (2) 
4nk J 

/ 

x j 91(Kr,K/*')exp[-/y\z-z'\)dydz', 

where  K
2
 =k2 -y2; k=2n/X is wave number; X. is 

wavelength; W0=l20n Ohm is free-space impedance; /' 
is imaginary unity; 

-    -     1 
SR(KMcr,) = -J]epcos[/>(q>-<p,)]x 

2
P=o 

xflp(Kr,K.r')+9l*p(Kr,Kr') , 

Xp(Kr,Krl) = Hp
2\Kr)(jp(Kr')-apHp

2\Kr')), 

Jp(Ka)+iZN Jp(Ka)Dlep(Ka) 

yHp
2\ka) + iZNH^\Ka)D2e

D(Ka) 

Dfp(Ka) = l + Ke
p(Ka)-^ 

P   ^"'""p* 

JP(KO) 

JP(KO) 

D2e
p(Ka) = l + Ke(Ka)    f,      ' .. 

P P        ff   '(") 

Ke
p(Ka)-. PI 

kKa 

HP
2)

\KO) K 
-IZN- 

H
{2

\Kü) 

ZN = ZIW0 is surface impedance, normalized by the 
free-space impedance; JP(-),JP'(-) are the Bessel func- 
tion of order p and its derivation; Hp

( '(■), Hp '(•) are 
the Hankel function of second kind of order p and its 
derivation; sv is the Neumann number. The contour of 
integration in (2) has branch between points y = k and y 
= 0 on real axis and branch from point y = 0toy = &- 
;'oo on imaginary semi-axis of complex plane y [1,2]. 

From expressions (1) and (2) we get complete expres- 
sion to calculate mutual impedance between two lon- 
gitudinal dipoles 

iWn 
I     I 

zn=~\\ $j?(kz)Jl(kz')X(K~r,K?)x  (3) 
71 r -i -i 

x {(i2 + 82 l(dz)2 )exp[-/y| z - z'\]}dz dz' dy. 

Using substitution y = fax we transform ratio (3) to the 
following form 

y mut _ 
^12    -' 

471 

l-/co 

jm(kr[l-a2f2,kr'[l-a2]V2)x (4) 

*T„da, 

I  I 

in which Tzz = \   j ji(z)j2(z')cxp[-ika\z-z' \\dzdz'. 
-l-l 
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For realizable current distributions expressed in terms 
of expansion on series the function Tzz can be calculated 
analytically. For the rule of current distribution in di- 

poles described by expressions j\ (z) = sin [k (/-|z|)] and 

j2(z') = sm[k(l-\z'-Az\)] function Tzz is presented in 

papers [1-4]. 

For the rule of current distribution in dipoles defined by 
expressions y1(2r) = cos((7i(OT-0.5)z)//) and 

j2(z') = cos((n(m'-0.5)(z'-Az))/l) (/», m' are order of 

harmonic of current in the first and second dipoles 
correspondingly; Az < 0) r„has following fonn 

(-l)w+"!'(l-a2) 

T   = lzz 
(-l)w+*'(l-a2) 

[n(m-0.5)]2_a2]([^0:5l]2_a2 

I 

x(5) 

x< 

n(m-0.5)n(m'-0.5).     .  .,   .„,    . ., 
_J: i_i -{exp[-'A'a(2/ - Az)] + 

+exp[-/la(2/ + Az)] + 2exp[/fexAz] - 2/ot x 

7t(/w'-0.5) . fj:(w-0.5)Azx 

/ I / 
7t(/w-0.5)7i(w'-0.5) 

atO<|Az|<2/, 

exp[/totAz]x 
/ / 

x (exp[-/fax/] + exp[/fox/])2    at |Az| > 21. 

If we use the current distribution described by fonnula 
/            \                              (nm'(z'-bz)} 

y1(z) = sin((7tw7z)//)   and    ;2(z') = sinl I 

then the expression for Tzz may be written as 

T   = 
(-l)m+m'(l-a2) 

\ff-o1     [^f-a2 
(6) 

Tim nm {exp[-ika(2l + Az)] -exp[-/fox(2/ - Az)] + 
/      / 

,   „    \nm' . (nmAz}   nm 
+ 2exp[/foxAz]-2/o^—— sin ——- —— x 

x sinff^i |(i_ exp[-2ifax/] \npu 0 < |Az| < 21, 

(_!)™™:x(expHto(/ + Az)]- 

-exp[/fcx(/-Az)])2    npu\Az\*2l. 

It is interest to analyze the case where the current dis- 
tribution rules in dipoles have different forms. It is 
clear that the expression described Tzz retains form in 
interchanging the current distribution ruley;(z) on j2(z') 
and J2{zr) on/y(z) conversely. In using current distribu- 
tion rules _/'1(Z) = COS((TC(/W-0.5)Z)//) and 

;'2(^) = sin((7im'(z'-Az))//) we derive the following 

expression 

[n(m-0.5)]2_a2 [™]2-a2 

/ 

(7) 

x< 

{exp[-/fex /] [1 - exp[-/7ta (/ - Az)]] - 

/ 

JC(OT-0.5) Km 

/     r 
-cos^^-Q'^jn-expHA-aC/^Az)]]}- 

. rji7w' . fjt(?«-0.5)AzV. , 
-/a[—— sin l[l + 

.   .,   ,.     .  ,,-,    2%(m-0.5)  . (nm'Az 
+exp[-/fax(/ + Az)]] — -sin —-— 

x[l+exp[-2/fax/]]] 
7t(/?/-0.5) K?n' 

at 0 < |Az| < 2/ 

exp(/A-a Az) x 
/ / 

x (exp [likal] - exp [-2ika /])   at |Az| > 21. 

The relations (5)-(7) describe function T1Z on the first 
branch of contour of integration between points [1,0] 
on real axis. The expressions for Ta on the second 
branch of contour of integration can be derived from 
(5)-(7) by substitution a on -/'a. 

In general case the current distributions in dipoles are 
described by superposition of given harmonics. The 
calculation of mutual coupling is performed to solution 
of system linear algebraic equations. The coefficients of 
matrix are defined by fonnula (4) in which function Tzz 

is determined previously. Obtained analytical presenta- 
tion of Tzz in integral (3) permits to reduce considerably 
required calculations. 
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THE INFLUENCE OF IMPEDANCE SURFACE OF A CIRCULAR CYLINDER 
ON THE DIPOLE PATTERN 

D. D. Gabriel'yan, M. Yu. Zvczdina 

Rostov Military Institute of Missile Corps, 344027 Rostov-on-Don, 27 Russia 
E-mail: zvezd@jeo.ru 

The problem of solving the volumetric vector pattern 
for electric dipole disposed near by the impedance cir- 
cular cylinder is high priority from different points of 
view. This is confirmed by a great number of papers of 
the given theme, for example [1-5]. 

The purpose of the report is to study the influence of 
impedance surface of circular cylinder on the pattern of 
the arbitrary-oriented electric dipole disposed near it. 

Using the equivalent surface current theorem one ob- 
tains the expression for the pattern of the electric dipole 
as[l] 

X£(6,cp) = pe(K?)Ex(Q,<p;K?)d? . (1) 
V 

(x = e,q>) 

In the relation (1) Ex(Q,cp;Kr') is the solution of the 
diffraction problem for the plane electromagnetic wave 
on circular impedance cylinder of radius a in the point 

where radius vector is r'; plane electromagnetic wave 

arrives from direction 0,cp. Vector E in the front of 
—e    -» 

wave has only ^-component; J (Kr') is a vector of 
current density distribution in dipole. 

In the incident wave only vector E or H has a longi- 
tudinal component which may describe in the quasi-3D 
approximation as 

|£?w(e,q>;KO 
77fc(e,cp;Kr') 

1 
J } = E0 \     j \ exp(-/facos 8) x   (2) 

x ^exp[-/n(9-(p0)]J„(Kr')^2)(K/-), 

where k =&sin0; the top and lower rows correspond 
to the cases of calculating 0- and ^-component of the 
pattern; E0\s the amplitude of the electric field strength 
in the front of the incident wave; W0 = I20n Ohm is 
the free-space impedance; k = 2%ll is the wave num- 
ber; A. is the wavelength in the free space; i is imagi- 
nary unity; /„(•), H„(2\-) are the Bessel function and the 
Hankel function of the second kind of order « respec- 
tively. Figure 1 shows the problem geometry. The time 
dependence factor exp(;'<af) is omitted. 

In the scattering field in general case of the impedance 
circular cylinder the longitudinal components have 
both E- and //-fields. The scattering field we shall find 
in the form [3, 4] 

= 1 w c„(e,cp), (3) 

where C„ (8, cp) = /To exp(-/'fe cos 8) x 

xexp[-//7(cp-cp,)]^2)(A>'). 

Fig.1. Problem geometry 

The transversal components of the electromagnetic 
field can be obtained using the ratio [1] 

8HZ    k cos 8 8EZ 

dr r      dm 

kl {   r      5cp 

(4) 

*       k2 

Hr =-•=r-< -&COS 

1   \ k cos 9 dH, 

5£, 

dr 

ik   BE,  =_+ z 
5cp      WQ   dr 

fflr     ik  dEr 

dr     W0r 9cp 

The impedance boundary condition of form [6] is to be 
satisfied on the surface (/•' = a) of circular cylinder 

EZ=ZH^ 

Em = -ZH' 

where Z is the surface impedance. 

(5) 
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Under the £,rwave diffraction let E, denote a longitu- 
dinal component of the total electric field strength and 
H, is a longitudinal cross polarized component of the 
scattered magnetic field strength (the given components 
is equal to zero in the incident field). Under iJ^-wave 
diffraction write H/ for a longitudinal component of the 
total magnetic field strength and E, for a longitudinal 
component of the scattering electric field strength (the 
given component equals to zero in the incident field). 
With the introduction of the given notation the total 
fields for the diffraction problem may be written in the 
form 

00 

££(e,cp)=4) XexpHw(<p-<p')]><       (6) 

M=-co 

x{inJ„(Kr') + al„Hn
2)(Kr') , 

Hc
z(Q,cp) = 4>  f>xp[-/H(cp-9')]binH{

n
2\^) (7) 

M=-oo 

for the £>wave and 

00 

^(9,cp) = 50  £exp[-m(cp-cp')]x (8) 
«=-00 

x{i"J„(Kr')+b2nHi2)(Kr') , 

CO 

Ec
z (9,q>) = B0  £expH»(cp - 9')] aln H™O""') >(9) 

for the /fö-wave (^-polarization). 

In relations (6)-(9) the following notation has been 
introduced: AQ = E0 sin9 ; B0=H0 sin9, as well as 
the asymptotic of the Hankel function is used for large 
argument values 

H{2) (K r) =, I—i" exp(-/7c / 4 - /K r) ; 
y7iKr 

«1» = 

/"IJB {ka) + ^>L fn(ka)Dlen(ka) 
[ sin 9  

Hl2\ka)+^Hi2>(ka)D2e„(ka) 
sin 9 

M„ 
«jocose      i"J„(ka)-a„H„2)(ka) 

ka      //<2>'(ka) - iZN sin9 #„2)(ka) 

„      ^ n cos 9     /"J„ (Jkid) - \ Hn
2)(ka) 

a2„ = L — := > 
*asin9 Hp$a)+Z>L H^'ika) 

sin 9 

M        <"{■/» (*«) ~ gjy sin9 J„ (fcfl)Pl* (feg)} 
"    //„2>'(fea)-;Z^sin9^2)(M£>2^(M ' 

Zjv= ZJWo is the surface impedance, normalized by the 
free-space impedance; /„'(•), H}2) '(•) are the deriva- 
tions of the Bessel function of order n and the Hankel 
function of the second kind of order n, respectively; 

Dle„(ka) = l + Ke„(ka)tyka) 

D2e
n(ka) = l+K*(ka) 

J„(ka) 

H„2\ka) 

H<P\ka) 

Ke„(ka) = 
»cos 9 

ka 

V   ka 

"^2)'(!fl)-^sin9 

sin 9+/Z w-    "   ~— 

i-l 

We shall pursue a study of the influence of the imped- 
ance properties for the circular cylinder surface on the 
pattern of the dipole disposed near by it on the model of 
differently-oriented electric dipoles. 

For the longitudinal electric dipole the vector of the 
current density distribution has the form 

T(Kr') = z8(z,)5(q>-q>,)8(r,-r)/r. 

In this case the relations for the 0- and ^components 
of the pattern may be written as 

00 

Fe(9,cp) = K/ £s„/M cos[n(cp-cp')]x        (10) 
n=0 

x{j„(K/-')-al„//„2)(Kr')   , 

00 

F(p(e,cp) = K/^e„/'isinKcp-cp')]x        (11) 
n=0 

xa2nHi2\Kr'), 

where e„ is the Neumann number. 

For the case circumferential electric dipole the vector of 
the current density distribution has the form 

je(KA-') = 95(cp')8(z,)8(r,-r)//-. 

Under such current distribution the relations for the 9- 
and ^-components of the pattern are defined by expres- 
sions 

Fe(0,cp) = ^^iy/"«sin[»(cp-cp')]x    (12) Kr'   £i 
x{jn(Kr')-al„Hi2)(Kr')}- 

OO 

-K/£e„/"smWq>-q>')]6i«#H2)(K>-'), 
n=0 
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Fig. 2. The conic sections of the 8-component for the volumetric pattern by the surface plane cp = 0° 
(1 - perfectly conducting cylinder; 2 - impedance cylinder) 

Fig. 3. The conic sections of the 9-component for the volumetric pattern by the surface plane G = 90° 
(1 - perfectly conducting cylinder; 2 - impedance cylinder) 

Fig. 4. The conic sections of the 0-component for the volumetric pattern by the surface plane cp = 90° 
(1 - perfectly conducting-cylinder; 2 - impedance cylinder) 

/r
<p(e,cp) = -K/f]s„/"cos[»(9-cp,)]x       (13) 

x{j'„(Kr')-b2„Hi2y'(KV)}- 

2K/COS9^ /»WCos[W(cp-cp')]«2w^
2)(K,-). 

Kr n=\ 

For the radial electric radiator the vector of the current 
density distribution has the form 

T(K.r') =r8(/-,)//-8(cp-cp')S(z'). 

The relations for the 9- and ^-components of the volu- 
metric pattern of the radial electric dipole disposed near 
the circular impedance cylinder are described as 

OO 

Fe(e>cp) = K/cose^e„/"cos[«((p-cp,)]x    (14) 
n=0 

{j'„(Kr')-b2„HW(Kr')}4 

K/ 
+— 2]e„/-M«cos[«(cp-cp,)]Mw ffP(Kr'), 

Kr 
?i=0 

/V(9,cp) = 2KL°°Sd fV«sinK(p-(p')]x    (15) 
Kr «=i 

x{j„(Kr')-al„Hi2)(Kr')}+ 

00 

+ K/cose^E„/"sin[M((p-cp')]a2„//(2)'(Kr'). 
«=o 

More detailed numerical investigations have been car- 
ried out for the longitudinal electric dipole disposed at 
distance of 0.25A. from the surface of the circular cylin- 
der of radius a = 2X. The sections of the 0-component 
for the volumetric pattern are illustrated in Fig. 2-4. 
On them curve 1 denotes the results corresponding to 
the volumetric pattern sections of perfectly conducting 
cylinder surface, curve 2 - normalized surface imped- 
ance 2N = 0.3/ [7]. Solid lines correspond to the base 
component of the volumetric pattern and dashed ones 
to the cross-polarized component. 

The plots in Fig. 2-4 permit to analyze the influence of 
the surface impedance magnitude on the base compo- 
nent of the longitudinal dipole. At the same time the 
longitudinal radiator near the circular impedance cyl- 
inder acquires a ^-component of the pattern as well. 
However the magnitude of the latter for the considered 
value of the surface impedance does nit exceed 8% 
from the amplitude of the base component. 

The investigations conducted show that the surface 
impedance changes not only the form of the pattern but 
the structure of the dipole patterns as well. 
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WAVES SCATTERING ON A SYSTEM OF FILLETS 

A. V. Golovchenko, G. L Koshevoy, D. I. Yaresko 
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The problemof scattering of fiat linearly polarized wave 
on a system of absolutey thin ideally conducting fillets 
with parallel edges comes to two scalar boundary value 
problems [1]. It is Dirichlet's problem (in the case of a 
falling £-polarized incident wave) and Neumann's 
problem (in the case of H- polarization) for the two- 
dimensional Helmholtz equation on a system of seg- 
ments located arbitrarily (Fig. 1). 

Fig. 1. The cross-section of the considered structure 

In both cases the systems of integral equations of the 
first kind can be obtained, in which the addends con- 
nected with some considered m fillet (or a segment that 
does not differ here) are chosen containing the differ- 
ence kernel as Hankel's function, having a logarithmic 
singularity under coincidence of arguments. The rest 
addends contain regular kernels and following the work 
[2], systems of integral equations can be represented as: 

am 

(q)       j<pm(t)HV(k\x-t\)dt = fZ(x)+ 
-am 

N      ak 

+   £    j<pk(t)Re
k(k;x,t)dt,\x\<am 

k=l,k±m .ak 

am 

fo) ^m(0H^(k\x-t\)dt = Am coskx+ 

"am 

i * r 
+Bm sinte+-Jsin*(*-/)[/'l*(f)+ 

dt,\x\<am 

N      ak 

+   Z    \h(Wk{k\xM 
k=\,k*m „ak 

m = l,2,...,N 

Here the unknown values of the function <$m(x) and 

§m(x) from an electrodynamic point of view have the 
meaning of a surface electric current on m fillet flowing 

in parallel and perpendicular to its edge; f,f,'h(x) — 

known complex-valued functions, difined by the inci- 
dent electromagnetic wave on the system; Am and Bm 

are determined by conditions on the fillet edges; 

Moreover, it is known that transversal component de- 
y 

creases on an edge as p/2 , p is the distance from the 

edge, and longitudinal component of surface current 
density has a rooted singularity while approaching to 
the edge of the fillet. These circumstances should be 
taken into account both for numerical realization of the 
known methods, and for deriving asymptoticses. 

Among numerical methods it is necessary to mark a 
method described in the work [3], which is well 
mathematically grounded, but quite labour-consuming 
during its realization. Here it is proposed a little other, 
more simple, but less justified method of solution of 
integral equations such as a convolution. Its idea con- 
sists in selection of logarithmic singularity in the kernel 
with its further elimination at the expense of obvious 
analytical solution of the elementary singular equation 
with the difference logarithmic kernel. Let's explain 
this method in application to the problemof scattering 
of E - polarized wave on one fillet, which can be repre- 
sented as the integral equation 

]q>(t)H^{K\x-t\}lt = -4i, M<1 
-l 

As 

m*h- >(-ih .2k 

£22*(*!j 
in^-yl 

2/    t-'.m m=\    J 
+ ln 1L 

2/ 

then the singularity is selected very simply 

l 

f(p(f)l^-/|rfr = -27r-<pln^— 

-g^i*vf 2/1     '  txm dt 
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By designating the right-hand term through f(x), the 
solution of this equation with regard for singularity on 
the edge can by written down as [4]: 

cp(x) = 
-1 

n2Jl 'I x~y <Jl-y2 -ln2 

Using this, eliminate the singularity: 

dy. 

'J q<f) 

wi1? 
^ly-lT-1 

x-v 

f ( 
2k In y^y-i k ,s\ 

2; •m , 

6  v      '      (^2 i_„ 2/ ~« ^/l-/ln2v m=l   y 

A 

This is an integral equation of the second kind. It is 
convenient for realization of a long wave asymptotics, 
which takes place when K = ka«l. The principal 
term of this asymptotics is connected to the first addend 

and   reduces   to   expression   <po(*) = —"    / 
InllSVl-x2 

4/ 
which completely coincides with a known classical 
outcome (see, for example, [1]). 

The same method in case of 77-polarization reduces to 
the following asymptotic expression for transversal 
current in a fillet: 

orthogonal falling 9m = —   completely coincides with 

reduced in the monography [1], that testifies to regu- 
larity of obtained outcomes. The reduced asymptotic 
expression takes into account electromagnetic interac- 
tion between separate fillets: it is ensured with an ad- 
dend with sum in square brackets. In other words, the 
influence of availability of adjacent fillets to transversal 
current on m fillet is exhibited only as single-error 

correction (K;M)
3
 , at that k fillet renders the influence 

on m fillet under 0* * 0. In the case when Qk = 0 this 
influence is exhibited in addends of the higher order. 
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'^2 

$m(x) = iKm.\l- —   Mm sin 0^2(1+ 

X a 2 
+ 1K„ COS0m-Km 

N 

llnYKm     5  | cos'g^ 
4      4/      24 

.2, 

12 

A ^     V rA7M/„2 „x    e:„a aiMmsinQm 

l + 2cos20m ( x } 
12 7m ) 

+ ... 

Km=kam>    \x\<am- 

Here 

*(*p) = '4)M_2^M 

H(%P) 

Up 

Jep 

cosamjk. 

zkm ' zmk 

This expression supposes passage to the limit to one 
fillet. The expression, obtained under it, in case of an 
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INTRODUCTION 

A number of papers has been devoted to the thorough 
theoretical investigation of radiation characteristics of 
aperture antennas under synchronous transient excita- 
tion [1-3]. At the same time, a few works was directed 
to the problem of non-synchronous excitation of such 
antennas [4]. In this work, we describe a general prob- 
lem of radiation from a rectangular aperture excited 
with transient signal of arbitrary time dependence and 
amplitude distribution of a current density over aper- 
ture taking into account arbitrary non-synchronous 
function of excitation. 

SOLUTION TO THE PROBLEM 

A rectangular aperture with sizes of 2a x lb is situated 
in the plane z = 0 of Cartesian coordinate sistem X, Y, 
Z. The center of the aperture is in the point x = 0,y = 0 
(Fig- 1). 

z) 

Fig. 1. Geometry of the problem and coordinate 
systems 

Due to linearity of the problem we consider a case of 
aperture excitation with a current of single polarization. 
Assume the vector of current density to be directed 
along Ox axis. Then the magnetic field vector has com- 
ponents Hy and H,. For simplisity we consider only Hy 

field component 

Hy(a,x,y,z) = 

-jj/*(®.& To ('*+-)—^rfn 
(1) 

4nJJ  •• ji     R; 

Here x, y, z are coordinates of the observation point 
P; %, j] are coordinates of the point Q at the aperture; 
k = o)/c, c is the speed of light. A distance between the 

observation point P(x, y, z) and the point Q(£ 7], 0) at 

the aperture is Ä = ((x-|)2 +(y-r\)2+z2)V2; 

Ix(a>, %, r\) is a Fourier image of a time function of 
excitation. 

Consider a general type dependence of current density 
over the aperture in the form 

I(t,^,r])=A^,r])f(t-td(^r])), (2) 

where A(E, r\) is a function of amplitude distribution of 
current density over the aperture, tj(£ rj) is a function 
of time delay over the aperture and f(t) is an arbitrary 
time function. Taking into consideration (2) and 
changing to the time domain we obtain 

Hy(t,x,y,z)-- 
ab , 

-i\ PM M'-f-<^)i+ 
-a-b 

(3) 

M'-T-««-* R2 

In this formula the first item describes the field of ra- 

diation while the second item describes the static field 

of the current. In an expression for the electric field, 

one more item is present due to a static field of a 

charge. 

In the near zone (Fresnel zone) the expression for R 
can      be       represented       as       a       summation 

R=R0 + 

.2x1/2 

£2+Tl2    x$+yr\ 
2Rn Rn 

where   Rn ■(x2+y2 + 

+z ) is a distance from the aperture center to the 
observation point. Neglecting the rnagnetostatic item, 
which decreases with distance as J / R3, we obtain the 
field in the Fresnel zone (Ro» a): 

Hy(t,x,y,z)-- 
a   b 

~VI MM* 

x/ 
f vT. 1 V \ 

* ,*.   x   \ +ri    ^s+yi T-frf&Ti)--—-+ * " 

(4) 

V 2Rnc R0c 
a\dr\. 

In the Fraunghopher zone (Ro » a2/2cT, where Tis a 
pulse duration): 
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a    b 

Hy(t,x,y,z) = - 

x/ 

47t*oVa_
J 

J  JAM 

R0c 

(5) 

In tliis formulas is designated r=t-R0/c. 

Obtained expressions (4) and (5) describe the radiation 
field of the aperture antenna under arbitrary amplitude 
and time excitation subject to arbitrary distribution of 
time delay of excitation over the aperture. Expressions 
(4) and (5) differ from corresponding expressions in [1] 
by presence of the additional item t/& tj) in the argu- 
ment of function /. The general expression for the 
time delay function allows to consider a variety of par- 
ticular cases such as linear delay, spherical delay and 
more complicated cases of the time delay function. 

For particular case when the amplitude distribution and 
the time delay are varied along ^-coordinate: 

Ht,Z>,T])=Kt,S) = A(Z1)f<it-td(Q).. (6) 

we obtain an expression for the field in the far zone as 
a single integral over £ 

4izyR0 

Hy(t,x,y,z) = 

a        I"  ( 
\ A(0 f 

x£,     yb 
R0c    R0c 

(7) 

A*-tda)+ xt,      yb 
R0c    RQcj <%■ 

There is a finite difference under the integral between 
delayed excitation functions corresponding to left and 
right boundaries of the aperture (along Oy axis) which 
can be replaced in the plane Ox (y = 0) with a time 
derivative: 

bz 

ITIRQC _
J 

Hy(t,x,0,z) = 

a f 

R0CJ 
<£ 

(8) 

For the case of the linear time delay along the Ox axis 
it is convenient to choose the function f/£) in the form: 
td(Q = (nT/a)%. Substituting into expression (8) the 
explicit form of td(Q and assuming A(Q = 1 after inte- 
gration over £ we obtain the field in the plane Ox as 
follows 

Hv(t,x,0,z) = - 
bz 

2nR$cB 
±-(f(-c+Ba)-f(z-Ba)),m 

where B = x/R0c-nT/a. Expression (9) is a finite 

difference which transforms into time derivative under 
condition B -> 0: 

Hy(t,x,0,z)-- 
abz 

-KRQC 
/(*)• (10) 

The condition xlR0 n - nT/a = 0 determines a turn 
angle of the radiated field beam. Taking into account 
the equality xlR0 = sin<9, which is correct in spherical 
coordinate system, we obtain an expression relating 
angle 0 of beam turn, parameter n and relationship 
mila between space duration nF of the pulse and the 
aperture dimension la: 

sin9 = 2«(c772a). (11) 

It is follows from (11) that for a constant value of/5772a 
sinus of the turn angle is directly proportional to the 
parameter n and vise versa, for a constant value of n 
and aperture dimension 2a sinus of the turn angle is 
directly proportional to the space duration nT of the 
pulse. 

For a general case of a spherical time delay describing 
excitation of TEM-horn antenna, the function t/^jj) 
has the following form [4]: 

U&y\) = (p2 + ? + r\2)m/c-p/c (12) 

where p is a radius of a sphera (TEM-horn length). In 
this case an expression for radiated field can not be 
obtained in the Fresnel zone in explicit form and we 
exploited the expression (4) for numerical calculations. 

SPACE-ENERGY CHARACTERISTICS 
OF RADIATED FIELD 

Consider space-energy characteristics of the aperture 
antenna under non-synchronous excitation. Define the 
total energy of radiated pulse as [1] 

2 

£ = 120n Jltf.pCOl dt. (13) 

For the case of a linear delay the time delay function is 
chosen in the form td(§ = (nT/a)4. It was shown above 
that in the far zone (R0 » a2/2cT) in the plane Ox the 
expression for the radiated field is obtained in the ex- 
plisit form. It allowed analysing directly the expression 
(11). Fig. 2 shows a dependence of the normalized 
energy of the radiated field on an observation angle 6 
((p = 0, £-plane) for several values of parameter n of the 
linear time delay at cTlla = 0.1; 0.03. Time depend- 
ence of the excitation function is chosen as a gaussian 
function; 2a = 2b = 0.2 m, R0 = 3 m. 

Consider the case of a spherical function of the non- 
synchronous aperture excitation. The function of the 
time delay is chosen in the form (12). All calculation 
were performed according to (4) for gaussian time 
dependence of the excitation function and for 2a = 2b = 
0.2 m. In Fig. 3 dependencies of normalized energy of 
the radiated pulse on the radius of the spherical time 
delay p at various distances R0 from the aperture and 
for cTlla = 0.1; 0.03 (0 = 0, cp = 0) are shown. 
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It is seen from the figure that the change of p results in 
the shift of the energy focus point along the Oz axis. 
Each value of p corresponds to some distance R0 for 
which a maximum of energy is observed. It is also seen 
thatÄo(max) = \p\. 

CONCLUSION 

Solution to the problem of transient radiation from the 
aperture antenna is obtained in a general form taking 
into account an arbitrary function of non-synchronous 
excitation of a current density over the aperture. The 
solution is obtained in an explicit form for the case of a 
linear function of non-synchronous excitation. Depend- 
ence of the pulse energy focus point location on the 
value of a spherical time delay parameter is found. 
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Fig. 2. Dependence of normalized energy of radiated 
pulse on the observation angle 9 

b) 

Fig. 3. Dependence of normalized energy of radiated 
pulse on the radius of the spherical time delay p. 
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RESONANT TRANSFORMATION OF THE ELECTRIC-DIPOLE FIELD 
INTO A CIRCULARLY POLARIZED FIELD BY MEANS OF A SMALL 
DIELECTRIC SPHERE WITH THE SURFACE CONDUCTANCE ALONG 
HELICAL-TYPE LINES 
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Resonant transformers of the spatial and polarization 
strtuctures of electromagnetic waves are known that 
employ semitransparent surfaces with anisotropic con- 
ductance [1, 2]. Here, we consider the problem of exci- 
tation of a dielectric sphere with the electric dipole 
located at its center and directed along the z axis 
(Fig. 1). 

Fig. 1 

The sphere surface is characterized by anisotropic con- 
ductance along the lines with constant pitch angle y. 
On the surface r = a, the following two-sided Vladimir- 
skii boundary conditions hold 

(1) 

Here, the signs "+" and "-" refer to the domains r <a 
and r 2 a, respectively, and v = tany. For definiteness, 
the helical lines are assumed to be right (v > 0). Elec- 
tromagnetic fields in the problem considered are axially 
symmetric (5/5cp = 0)and expressed in terms of the 
electric U and magnetic V Hertzian potentials by the 
formulas 

£a = 
1 d2U~ 

krdikr)        50 
F-_ i     dV 
«~kr ae 

H e = 
1 sV" 

krd(kr)        50 '    v HZ=- 
i    dU~ 

kr 
(2) 

Et = 
d2U+ 

jt-v/s 

E+ = — 9    ks 

r d(k4zr) 

i dV+ 

m 

Ht 

59 

52j/+ 

' k-Js 

Hv=- 

rd{k4l 

i     8U+ 

r) 59 

kr 59 

The source field of the exciting electric dipole is ex- 
pressed in terms of the Hertzian potential 

u£=h(2\kyR        r)cos9, (3) 

where A[2) is the Riccatti-Hankel function of the sec- 

ond kind. We represent the Hertzian potentials for the 
total field inside and outside the sphere as follows: 

U+ = U$ +A+j1(k^r)cosQ, 

U' =A~h[2\kr)cosQ, (4) 

V+ = B+j\(kJsr)cosQ , 

V~ = B~h!f\kr)cosB. 

Here, j\ is the Riccatti-Bessel function. The unknown 

amplitudes A± and B± are determined from (4) subject 

to the boundary conditions (1). For example, we obtain 
the following expression for the external field 

-m (2) '^A(a)-y,A1
(2),V*i(2)'+ 

4h^-r,h^\h[2) 

B   =_iv_L^A  . 
h\2) 

,(5) 

(6) 
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In these formulas, j\ and j{ are the functions of the 

argument ky/za, while A}2)and h^' are the func- 

tions of the argument ka. Thus, the external field is a 
superposition of the electric- and magnetic-dipole fields 
that are oriented along the axis z and have the ampli- 

tudes A~ and B~. 

It is essential that the sphere with helical conductance 
is characterized by a low-frequency resonance. This 
resonance was first observed in the problem of scatter- 
ing of a plane wave by such a sphere in [3]. In this 
work, the following approximate formula was obtained 

for the resonance frequency for k-Jza «1 

kaav. 
e + 2 

(7) 

At the resonant frequency, the radiated power is maxi- 
mal. When ka « 1, formula (6) reduces to 

ka 
(8) 

Formula (8) implies that the radiated field is polarized 
counterclockwise irrespective of the magnitude of E, 
provided that 

ka«v. (9) 

v = 0.3 

v=0.2 

Figure 2 represents the functions of ellipticity factor K 
versus frequency for various v. These functions are 
derived from (6). The figure shows that the maximum 
values of AT are close to unity, and the positions of these 
values are well described by the approximate formula 
(9). As is seen from (7) and (9), for the circularly po- 
larized field to be radiated at the resonant frequency, it 
is necessary that e= 4. 
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Figure 3 demonstrates the energy and polarization 
characteristics of the transformer analyzed as functions 
of frequency for v = 0.2 and e = 4.2. The radiated 
power is defined as 

2 2 
P=A~   +B~ (10) 

Figure 3 represents the normalized values  P/p     , 
/■"max 

where />
max= 5.4 x 103   (in free space, the electric 

dipole would radiate the power P = 1). 
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INTRODUCTION 

One of the central problems in the theory of synthesis 
of antennas is the question of the approximation of the 
specified direction diagram (RP) by entire functions of 
an exponential type; i.e., we are given functions of class 
Wa [1]. In fact, if the specified RP belongs to these 
functions, the problem of synthesis has an exact solu- 
tion. It is known [2] that in practice the required RP of 
an antenna usually does not belong to these functions; 
therefore, they can acquire various forms. In this case, 
the problem of synthesis has no exact solution and the 
question of its approximate solving may be posed. 
Moreover, it will be possible to define the distribution 
of a current (field) on an aperture ensuring a specific 
RP with a required accuracy. 

STATEMENT OF PROBLEM 

In [2], the following method for approximation was 
proposed. Its idea lies in the fact that the specified RP 
can be approximated by polynomials Pk(z) of suffi- 
ciently high degree. By the theorem of Weierstrass [1], 
this procedure can be realized with any degree of accu- 
racy. Further, we can multiply these polynomials by 
auxiliary functions Um(z), which include the follow- 

ing properties: 

(i) The functions Um(z) belong to the functions of the 

class Wa; 

(ii) The functions   Um(z)   on the real axis under 

z-»oo are infinitestimals of order o\^/zmJ, where 
m>k; 

(iii) On the part where we specify the RP, under an 
increase in the number m, the functions Um(z) tend to 

one; i.e., there exists such an m for any ej 

\l-Um(z}<ei, in the domain  -LIX<z<LI'k  RP, 

where L is the antenna length and X is the wave- 
length. 

The production of the functions Pk(z)Um(z) belongs to 

the functions of the class Wa, and therefore there exists 
an APD current on the antenna aperture that ensures 
the specified RP. 

(1) 

Since \R{z)-Pk{z\ <s2 , then 

\R(z)-Pk(z)Um(z]<\R{z)-R(z)Um(z} + 

+ \R(z)Um(z)-Pk(z)Um{z)\<\R(z)\H+\Um(z}>7 

The conditions |.ft(z)|<land pm(z\<\ for any m on 

the part -Lfk<z<L/X are fulfilled; therefore, 

\R{z)-Pk(z)Um(z]\<el+£2,™>k■ Analogous state- 
ments are also applied if the trigonometric polynomial 
Tk(z) is used as an approximation function. Thus, the 

RP obtained will belong to the class Wa and are real- 

ized. They can be subsequently presented in the form of 
a Kotel'nikov series [2] 

(2) 

where 

^.(z) = XÄ,(zm)S(z-z„,), 

S(z) = sin(az)/oz, 

z„ =7in/a. 
(3) 

In [2], a function presented as a Fourier transformation 
of a cosine function of the degree m was proposed as 
the auxiliary function Um(z): 

"M-±]" r2(",/2tl)'2cos^ 
ml 

dy, (4) 

where r(cx) is the gamma-function. Under an even m, 

Um(z) = - 
sinnz 

%z n i- 
P=\\ p\ 

(6) 

while under an odd m, 

C0S7TZ 

n '   2z   N 

,2/> + l. 

(7) 

Both functions belong to the class -WK. At the point 
z = 0, they have a maximum equal to one. The first 
zero is at the points z = m 12 + 1. At all points at 
whichz = n and n<m 
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UM* w (8) 
(/« + «) {m-n). 

The functions Um(n) = 0 at the points where z = n and 
n>m. The choice of the number w tends to one at 
the given part at any degree of accuracy and approxi- 
mates the specified RP with the required accuracy. 

The application of the functions Um(z) as auxiliary 
functions is not always expedient. In such cases, when 
the relation L/X is great, the polynomials Pk{z) must 

be of high degree. Since m>k, the functions Um(z) 

slowly tend to zero outside the part LIX<,\z\<m. 

ATOMIC FUNCTIONS 

A different auxiliary function, lacking the above flaws 
and presented as a Fourier transformation of atomic 
functions (AF), was proposed in [3-5]. A large family 
of AF exists. The simplest of them is denoted by up(y), 
which is the solution to the differential equation 

dup(y)/dy = 2up(2y + l)-2up(2y-l).        (9) 

The Fourier transformation of the function up[y) has 
the following form 

Up(z) = ±]j*«p{y)dy = Yl 
P=\ 

sin z2 p 

z2~P 
(10) 

The function up(y) is infinitely differentiable, finite, 
and satisfying the following properties 

(a) 0<,up{y)<\, up(-y) = up(y), 

(b) f>(y-*).l. (U) 

The function Up(z) was used as an auxiliary function 

in the approximation of the specified RP. After ap- 
proximation, the RP obtained will be minimal outside 
the part -LIX<.z<,LIX. 

In [4,5] the AF H„(y) was used in the solution of the 
problem of synthesis. Its Fourier transformation has the 
following form: 

*„w=n sinz (« + !)- 

p=\   z(" + l)" 

Under m = 1, Z1(y) = up(y). 

(12) 

At the present time, the following approximating func- 
tions Rs(z) and their corresponding distributions of 

current (field) along the antenna fs(y) have been 

studied: 

A. The polynomial approximations 

^) = K„{az)^amzm, 
m=0 

(13) 

/,(v) = aX(-'/ar0mE>)(y/a). (14) 
«i=0 

B. The approximation of the trigonometric polynomials 

ß(l3a)/a 
_ "'"" (15) 

7«=-ß(l-a)/a 

RM = K„(az)      V   ame-V™, 

M= 
p(l-a)/a 

i=-p(l-a)/c 

y-ßtn 
(16) 

C. Approximation of shifts and contractions of the 
following functions K„ (z): 

^) = Z^»(a(z-ßm))> (17) 

•/i(*)=s„ -£0,/ -ißym (18) 

The choice of the parameters a,ß, an and these func- 
tions are determined by the methods of approximation 
(mean square, uniform, and pointwise) in [3-5]. 

NUMERICAL EXPERIMENT 

The diagrams of RP synthesized by the method of mul- 
tiparametric regularization (MR) [4] (dashed line) and 
by the method of AF (solid line), using formula (15), in 
the mean square approximation of a narrow sector of 
the RP are shown in Fig. 1. 
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Fig. 1. Diagrams of synthesized RP 

The numerical experiment (Table 1) showed that the 
application of these functions in problems of the syn- 
thesis of specified RP yield a higher degree of accuracy 
than traditional methods and improve other integral 
parameters of antennas (factor of directivity (FD), fac- 
tor of reactivity (FR), mean square of error (MSE)). 
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Table 1 

Integral parameters of the RP in Fig. 1 

Method FD FR MSE 

AF 7.83357 1.66184 0.0358387 

MR 7.05728 8.42549 0.105041 

Diagrams of the required cosecant RP (dashed line) and 
the synthesized Kotel'nikov series (2) (solid line) under 
the parameters a = 2n are shown in Fig. 2. 
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Fig. 2. Approximation of cosecant RP 
by the Kotel'nikov series 

In Fig. 3, the AF method using formula (17) was em- 
ployed to synthesize RP for the same cosecant RP under 
the parameters « = 1, a = 2n, ß = 1, am = R(m). 
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Fig. 3. Approximation of cosecant RP 
by the AF method 

CONCLUSION 

Thus, in this work a new method for the synthesis of 
linear antennas was proposed and substantiated. As 
shown by the numerical experiment, this method is 
more effective than traditional ones. It may be extended 
to a wide class of problems on the analysis and synthe- 
sis of radiating systems: plane apertures and arrays, and 
the synthesis of phased antenna arrays. 
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The researchers' interest in studying properties of 
higher order diffraction components under Bragg dif- 
fraction is due to the fact that the second order diffrac- 
tion components has angular dispersion that is twice as 
large and the third order - three times as large as that of 
the first order [1]. Appearance of higher order diffrac- 
tion components is due to multiple light scattering by 
three-dimensional periodic structures and therefore 
they have higher angular and spectral selectivity. Ap- 
parently this gives an opportunity of constructing the 
new class of devices which use light diffraction on 
periodic structures which differ from devices using 
ordinary Bragg diffraction. Here under periodic struc- 
tures we mean three-dimensional (volumetric) phase 
gratings created in dielectric transparent medium by 
ultrasonic traveling wave or the gratings produced in 
photorefractive crystals by holographic methods [2]. 

Analytic expressions allowing to investigate light dif- 
fraction at ultrasonic wave not only of the diffraction 
first order occurring at interaction under Bragg angle 
but Bragg diffraction of higher orders under interaction 
angles that are multiple of Bragg angle are obtained in 
[3]. It is shown that besides of higher selectivity and 
angular dispersion the higher order components have 
additional properties consisting in that the value of 
diffraction efficiency in satisfying Bragg synchronism 
conditions for each of the orders depends not only on 
the value of relative refraction coefficient change Ln/n 
but on diffraction grating period (at constant values of 
interaction length / and light wave number k) [4]. 

Formerly this property was not verified experimentally 
and is the subject of investigation in present work. 
Usually under diffraction efficiency one understood the 
ratio of amplitude square of diffracted components to 
incident radiation amplitude: 

MHMol 
where /' = 1, 2... 

For comparative analysis of the properties of the first 
and the second order diffraction components we'll pres- 
ent diffraction efficiency expressions of each of the 
orders in the form [3]. Remind that expression data are 
obtained under assumption of small Ritov parameter 
values (q « 1) which are observed in the domain of 
sound low power and high frequency values: 

W2=~f<T7^)       « 

m\ 1       •   2 sin 
1 + Y2 

'*^ 
[n )   2{k0    

V (2) 

where yi = S\/2q ; y2 = z^q2', q = A»//7 (k/kQ)
2; 

Ei =1 + 
2fcsin8 

A'n 
s9 =2 

'    ifcsinO^ 
1+  

h   J 

k and k0 are wave numbers of light and ultrasound. 
Relative derangements ei and e2 defines the closeness of 
the angle 8, between plane optical wave and acoustical 
wavefront, to Bragg angle 8B and dual Bragg angle 82B, 
respectively. 

As it seen from expressions (1) and (2), maximum 
diffraction efficiency for each of the diffraction orders 
can be ensured under satisfying the following two con- 
ditions: first, when relative derangement parameter is 
equal to zero (sj = 0 or e2 = 0), and second, when sine 
argument of each of the expressions reaches 7i/2, i.e. 
under conditions: 

(&n/n)kl/2=n/2; 

(An/n)\k/k0)2kl/2=n/2; 

(3) 

(4) 

The expressions (3) and (4) include three factors: the 
first one is proportional to relative refraction coefficient 
change Kn/n of grating, the power of which corre- 
sponds to diffraction order number / = 1, 2...; the sec- 
ond factor is proportional to the ratio of light and ultra- 
sound wave numbers k/k0 with the power degree equal 
to 2/ (J = 0; 1) and the third one is equal to the product 
of light wave number by interaction length k-l. 

In the experiment the periodic phase structure was 
created with the use of traveling sound wave. One of 
the properties of the second order diffraction compo- 
nent has been verified that can be formulated now in 
the following way. If light and ultrasound interaction 
occurs under dual Bragg angle and synchronism condi- 
tions s2 = 0 are satisfied then for obtaining a certain 
value of diffraction efficiency at higher ultrasound 
frequency it is necessary to ensure a greater value of 
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refraction index modulation depth than at a lower ul- 
trasound frequency. 

The experimental investigations of diffraction effi- 
ciency of the second order in light and ultrasound in- 
teraction under dual Bragg angle were carried out with 
the use of isotropic diffraction in acoustic conductor 
made of dense flint TF-7. As it known, this material 
has relatively low acoustooptical properties that re- 
quired to increase high frequency voltage at ultrasound 
exciter and for exclusion of exciter overheat there have 
been formed short ultrasound pulses of duration 30 mcs 
and pulse-repetition frequency of 1 kHz. Acoustic wave 
power was controlled on the value of electric voltage at 
piezoconverter. At the experiment the length of light 
and ultrasound interaction was / » 0.6 cm and laser 
operating at the wavelength X = 0.633 mem was used 
as a radiation source. 

In Fig. 1 there are presented the calculated dependen- 
cies of diffraction efficiency for the second order com- 
ponent on optical density of ultrasound grating at fixed 
values of ultrasound frequency /0 = 70 MHz, f0 = 80 
Mhz,f0 = 90 Mhz, and the measured values of diffrac- 
tion efficiency. The comparative analysis of theoretical 
and experimental investigation results has manifested 
their good agreement. Actually from charts it follows 
that the value of diffraction efficiency of the second 
order diffraction component under satisfying Bragg 
synchronism conditions e2 = 0 depends not only on 
grating optical density but on its period. In order to 
obtain certain value of diffraction efficiency of the 
second order at a higher ultrasound frequency it is 
necessary to increase optical density of ultrasound 
grating (tension at ultrasound exciter). 
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Fig. 1. Calculated dependencies of diffraction efficiency 
(solid curves) of the second order component on grating 
optical density and on its frequency in light and grating 
interaction under dual Bragg angle and experimental 

dependencies (dotted curves) 
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Under "the second Bragg resonance" we'll mean such 
interaction conditions of light with volumetric (three- 
dimensional) periodic phase gratings when interaction 
takes place under dual Bragg angle and here the second 
and zeroth diffraction orders will be the most essential. 
If besides of the second and zeroth orders of diffraction 
there is the first order component, i.e. the three-wave 
diffraction condition is realized, then such a regime 
we'll call the intermediate one. 

It is stated that transition from two-wave to three-wave 
intermediate regime is connected with the Rytov pa- 
rameter value of q - (An/n)(k/k0f (where An/n is the 
relative change of grating optical density; k and k0 are 
wave numbers of light in medium and of grating). If 
q < 0.1 then the diffraction efficiency value of the first 
order component |vj/,| 2 =E]/E0\2 (where E\ and E0 are 
amplitudes of the first order diffraction component and 
incident wave, respectively) is, as a rule, substantially 
less than diffraction efficiency of the second order 
component |\|/2|2 = \E2/E0\2, and if q * 0.3-5-0.4, then 
their values are close and the Bragg diffraction inter- 
mediate regime is realized near the second Bragg reso- 
nance. Depending on grating period and its optical 
density the first and the second order components com- 
pete with each other (Fig. 1). 

It has been found advantageous to determine such pa- 
rameter values of light and volumetric periodic grating 
interaction An/n and k0 = 2n/d (where d is the grating 
period) at which an intermediate three-wave diffraction 
condition (q « 0,3-0,4) goes into a two-wave one, and 
this work is devoted to investigation of this property. 
The fact is that the higher orders of diffraction have 
large angular dispersion. This allows to hope that on 
their basis the devices with characteristics different 
from the known ones will be constructed. However the 
higher orders of diffraction, including the second one, 
have more angular and spectral selectivity. Thus the 
investigation of intermediate diffraction regime prop- 
erties near the second Bragg resonance, with less selec- 
tivity but with dispersion two times greater in compari- 
son with the first resonance, is of certain practical 
interest. 

a) 

b) f~l/d 

Fig.1 Graphs of dependence of diffraction efficiency of 
a) the second order diffraction and b) the first order 
diffraction on a change of An/n and f~Wd near the 

second Bragg resonance. 

In the present work the case of interaction of plane 
wave with three-dimensional grating which can be 
constructed by using ultrasonic wave in dielectric or by 
holographic methods in photorefractive crystals is con- 
sidered. The problem is formulated as follows: using 
obtained earlier expressions for the second order dif- 
fraction component calculated for the case of light 
interaction with ultrasonic wave under dual Bragg 
angle, the interaction parameters are to be found at 
which this component is maximum. Then an amplitude 
is to be found of the first order component of diffraction 
occurred under dual Bragg angle too, as well as inter- 
action conditions are to be revealed under which this 
amplitude is minimum. Combined solution of two 
equations will permit to obtain interaction conditions 
ensuring the maximum of the second order diffraction 
at optimum value of the first order diffraction. 
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Diffraction efficiency for the second order diffraction is 
determined by the following expression: 

^2 
1       •   2 sin 

1 + 72 

An^kl' 
(i) 

where y2=e22/q4; 

s2 =2 1 + 
ArsinO 

1 is the interaction length. 

Maximum of diffraction level in the second order 
I v|/|2 = I \|/| ^ is realized if the relative derangement 
s2= 0 and sine argument in (1) is equal to n 12. Hence: 

^m (2) 

The analytical expression for field amplitude E\ is 
found using the method of continued fractions [2]. The 
method intends to determine diffraction component 
amplitudes and phases with the help of the dispersal 
equation that is an algebraic one, its power is defined 
by the number of waves under consideration. It is quite 
intricate to obtain the analytical expression for a light 
field in intermediate diffraction regime because the 
dispersal equation without assumptions is of 5-th 
power. 

However, assumpting that interaction of light with 
ultrasound occurs under dual Bragg angle 

Ö2B = arcsin k<Jk 

for complete Bragg synchronism conditions we suc- 
ceeded in obtaining the expression for a field amplitude 
of the following form: 

2q 

W 
rsin 

+ 1 
'A 

2k '-& + 1 (3) 

Since in the expression (3) a periodic function is pres- 
ent, it isn't difficult to find an expression for a wave 
number of sound at which the minimum energy transfer 
into the first order diffraction occurs, i.e. 

IV|/l 
|2_ Yll 

Then: 

*02=f| 
I6n2k2m2 A», k< 

(4) 

wherem-\,2, 3.... 

Using simultaneously (2) and (4) let us define condi- 
tions under which the second order component for an 
intermediate regime is maximum. In Fig. 2 the curves 
2, 3 and 4 represent interaction conditions - ultrasound 

frequency and relative change of medium refraction 
index in 

/o,MHz 

200 
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50 
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1 
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Fig.2. The graph of determining acoustooptical 
interaction parameters - the frequency of ultrasound fo 

and the optical density of ultrasonic grating An/n. 

ultrasonic field under which the first order value is 
minimum. In contrast, the curve 1 represents interac- 
tion conditions under which the second order diffrac- 
tion efficiency value is maximum. It is obvious that 
curve intersection points allow to find the required 
values of grating frequency and optical density. The 
graphs are plotted for the case when the sound con- 
ductor is made of the glass TF-7 where the velocity of 
ultrasound propagation V = 3630 m/s, the interaction 
length / = 0.6 cm and the wavelength of light radiation 
X, = 0.633 mem. 

In conclusion, we note that the investigated property of 
intermediate diffraction regime near the second Bragg 
resonance in our opinion can be explained by the fact, 
that in interaction of light with grating under dual 
Bragg angle the value of the second order diffraction 
depends not only on the optical density of grating An/n 
and the product kl but on the relation k/k0. 
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INTRODUCTION 

The Hertz's dipole is knovra as variant of the scheme, 
which ensures a heavily radiation at a rather small 
connected part of an energy. For mathematical simula- 
tion of such dipole usually use the idealized elementary 
electrical vibrator, which is located in a boundless ho- 
mogeneous isotropic nonconductive medium. The vi- 
brator is represented as wires, short on a comparison 
with a wavelength, from a constant on all it to length 
by amplitude and phase of a current. In an inconsis- 
tency with this classical model there is a practical 
problem creation of a vibrator with amplitude and 
phase of a current, which are constant on all it to 
length. Nor it is obviously possible to supply presence 
of a material medium with properties of a homogeneity 
and nonconductiviry. 

Proceeding from fractal representations about a struc- 
ture of a current in a conductor and field in semicon- 
ductor medium, we enter a-characteristics of electro- 
magnetic field and we create differintegral model of 
electrical vibrator. 

In the present work we use the concept of fractional 
calculus [1], [2] which allows most completely to map 
fractal properties of the real physical object [3] - [6]. 

CONSTRUCTION THE FRACTAL 
DIFFERINTEGRATIVE MODEL OF DIPOLE 

The electromagnetic field of Hertz's dipole can be ex- 
pressed as follows [7] 

ilcml 
,__J2i__ 

4n®£„r 
■.smQ-ei(w-kr) 

(2) 

jcmi 

Ha=-^rsinQ-ei(at-kr) 

*    An-r2 

If a continuous line on a regular site of it to cover with 
a polygonal line with segments Aln, and on a fractal 
part to enter a measure of the Hausdorff with coating of 
a polygonal line, the expansion of a curve will be de- 
termined by the formula (see, for example, [8]) 

L=limYtin+ lim Y^f. 
" m *-"i» 

Let's consider a-characteristic (differintegral, 0 < a <1) 
with respect to the 9 (see [2], [6], [7]) 

(Iaf)(x) = -±— f    f(t{    c!t,x > a, a > 0    (3) 
T(a)[(x-t)^ 

We are bounded with reviewing only of simple har- 
monic motions of a source current. We obtain, applying 
formula (3) to (2), expressions for a-characteristics of 
electrical field component Ee, Er of a vibrator 

T(a)    4raosr3    {(Q-B'/'a 

-1    i-l-e ,-i-k-r 

T(a)    47TC0E/-3    J
0 (Q-Q')]-a 

0 

e jc 

I- 
'cos(Q') 

dff 

^4-R 1,2lhV fm
m(f)>7oq ■<r*Wi\) 

£   = rotH„ 
«cos 

The expression (1) is fair for case of distribution of an 
indirect current in some area of space V. Outside of 
radiant area V conductive currents are absent. The 
expressions (1) for off-site ideal linear current in the 
near zone of a radiation in a polar frame will look like 
the following (see, for example, [7]) 

E=- 
i-Icm-l 

27tcösar3 
■cosQ-ei(a"-kr) 

Introduction of a-characteristics can be argued with 
reviewing of a new physical and mathematical model, 
to which there corresponds the following statement of 
the task about a radiation of the Hertz's dipole: the 
electrical dipole has a geometric fractal structure. It 
attracts a modification of a current magnitude in direc- 
tion of an angle 0 under the law: 

la 1 j cm 
1m 

T(a)  (B-Q'J l-a 

CALCULATION OF THE DIAGRAMS 
a-CHARACTERISTICS OF THE VIBRATOR 
FIELD 

The greatest interest represents a field of a vibrator in 
near wave zone (r » 1, 1 « X, 2w « X). In this zone 
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the fractality of a vibrator renders the greatest influence 
on emitted by it a field. 

EmeCr.e.O.Ol) 

Era6(r,e,0.6) 

Em9(r,e,l) 

Fig. 1. a - characteristics 6 - component 
of an electrical field of the dipole of a Hertz 

in a polar frame for various values a 

,3.835 -10 . 

0      ,3.706-10., 
Emr(r,e,l) 

Fig. 2. a-characteristics r-component 
of an electrical field of the dipole of a Hertz 

in a polar frame for various values a 

CONCLUSION 

In classical statement the task about a radiation of the 
electrical Hertz's dipole reduces in outcomes, which 
will not be agreed dates of an experimental research of 
such model in actual mediums. In the report is con- 
structed the differintegral model of an electrical vibra- 
tor on the base of fractal representations about a current 
structure in a conductor and field in the semiconductor 
medium. 

The a-characteristics of the vector field component E& 

and Er are obtained. These characteristics have allowed 
to define a-component electromagnetic fields by the 
emitted dipole. In wave zone the graphs of a field am- 
plitude strength association from direction to a view- 
point are obtained. Thus the full coincidence oc- 
characteristics with usual components of field strength 
is marked. 

In a considered medium with fractal performances the 
presence of a dipole radiation in the direction its axe 
(on a classical mathematical model this mark radiation 
is absent). 

Is underlined on a possibility of deriving of new out- 
comes connected to reviewing of processes of wave 
distributions in mediums to fractal properties. 
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INTRODUCTION 

Precise measuring of the field patterns in the far and 
near zone of a radiator is an important factor in devel- 
oping video pulse radiators. It is known that the wave 
resistance Z = E/H in the near zone of an electromag- 
netic field radiator depends on the location of the ob- 
servation point and varies by different laws subject to 
the transmitting antenna design [1]. Thus, to obtain a 
precise field image, the electric and magnetic field 
components must be recorded separately. 

This investigation is aimed at developing a sensor with 
a uniform amplitude-frequency characteristics in a wide 
frequency band for measuring the magnetic component 
of the video pulse fields. 

GENERAL DESCRIPTION 

In the paper [1], H. Harmuth has formulated the rela- 
tions between the distortion of the received signal shape 
and the degree of matching between sensor's radiation 
resistance RR and the load resistance RL. The minimum 
distortion of the received signal shape is reached at RL 

« RR for magnetic field. 

The suggested magnetic field sensor was developed by 
employing the results of papers [1-5]. This sensor is 
the Hertz magnetic dipole designed as a loop 40 mm 
across loaded through a transformer with a transforma- 
tion factor of 1 : 10 at the input resistance of the differ- 
ential amplifier (Fig. 1). The differential amplifier is 
established by the transformer circuit current-voltage. 
A zero-tending input resistance of such differential 
amplifier allows matching the loop radiation resistance 
with the load resistance to comply with the condition of 
the minimum distortion of the received signal shape Rh 

« RR. The output resistance of the differential ampli- 
fier was selected to meet the requirement of matching 
between the sensor output resistance and the input 
resistance of the recorder and made 50 Q. 

The sensor characteristics were measured at a TEM- 
chamber-based system [6]. These systems are usually 
applied for generating quickly increasing reference 
electromagnetic pulses. The strength of the magnetic 
field in the center of the r£M-chamber is conditioned 
by the voltage between the strip-line conductors and the 
strip-line wave resistance and can be calculated by a 
formula 

H = kU1/4Zh 

k = (l + UoutJUin)/2, 

where C/j is the resistance between the strip-line con- 

ductors, Z is the strip-line wave resistance and h is 
the separation between the strip-line conductors. 

transformers 

ZL- input resislanse of the amplifier. 

Fig. 1. Circuit of the antenna-Hertz's magnetic dipole 

The measurements were performed by applying a pulse 
signal with the front duration of 2 ns and pulse dura- 
tion of nearly 12 ns (Fig. 2 a). The pulse was generated 
by the source G5-78. This signal was sent through a 
matching symmetrizing transformer to the TEM- 
chamber. After passing the TEM-chamber, the pulse 
signal arrived through the transformer at the oscillo- 
scope input (Fig. 2 c) for controlling the parameters of 
the reference signal. The sensor under investigation 
was located in the center of the TEM-chamber. The 
signal received by the sensor was sent to the oscillo- 
scope input. The oscilloscope was synchronized by sync 
pulses from generator. 

Fig. 2 b shows a reaction of the sensor towards the 
magnetic field pulse travelling through the TEM - 
chamber. 

The degree of the signal distortion was estimated by 
comparing the signal shape at the generator output, at 
the TEM-chamber output and at the output of sensor's 
amplifier. The results demonstrated that, while meas- 
uring the parameters of the magnetic field pulse, the 
received signal shape differed slightly from the refer- 
ence signal in the center of the r£M-chamber. 
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In addition, we examined the'limits of the time pa- 
rameters of pulses that can be recorded by this sensor. 
The measurements revealed that a peak decreased by 
about 10 % with the pulse duration being less than 1 
us, the time of increase and decrease of the measured 
pulse, at the level of 0.1 U^ was 1.7 ns. 
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Fig. 2. Estimation of signal shape distortion 
a) signal at the input of the T£M-chamber; 

b) signal from the magnetic Herz dipole antenna; 
c) signal at the output of the TEM-chamber; 

The sensitivity of the sensor was determined as a rela- 
tion between the resistance at the sensor output and the 
strength magnitude of the corresponding field compo- 
nent in the center of the jHEW-chamber. The sensitivity 
of the sensor of the electromagnetic field H-component 
was 0.24 V/(A/m). 

CONCLUSIONS 

The measurements have demonstrated that the mag- 
netic field sensor can receive the pulse signals with the 
increase time more than 1.7 ns and the pulse duration, 
at the level of 0.1 L^, less than 1 us. It is applicable 
in the experimental investigations of antennas for 
measuring the amplitude and shape of the H- 
component of the pulsed electromagnetic field. 
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ABSTRACT 

The nonlinear synthesis problems of antenna arrays 
according to the given amplitude radiation pattern (RP) 
are solved by the method which regards the mutual 
coupling of radiators. The mutual coupling is taken into 
account by solving the boundary problem of the high- 
frequency electrodynamics on the multi-connected 
areas. The variational formulation of problems is con- 
sidered. It is reduced to solving the nonlinear integral 
or matrix equations - the Euler equations. The numeri- 
cal algorithm of solving for optimum generation mini- 
mization sequence, which weakly convergences to the 
point of the local minimum is developed. The branch- 
ing of solutions in the case of linear vibrators synthesis, 
is investigated by the methods of nonlinear analysis [1]. 
The number of solutions to these problems and their 
qualitative characteristics are dependent on both the 
electrical size of the array and the properties of the 
given RP. 

FORMULATION OF THE PROBLEM 

The antenna under consideration consists of a system of 
ideal-conduction radiators placed in the infinite ho- 
mogenous isotropic media. There are a lot of publica- 
tions where analysis problems of the radiator or array 
of radiators are investigated. The method of integral 
equations [3-6] is the most resulting approach for 
solving the antenna array's analysis problem. Thus, the 
systems of linear integral Hallen and Poklington equa- 
tions are usually used for solving the numerous practi- 
cal analysis problems of linear vibrators and different 
kinds of spiral radiators. 

The system of integral equations for abstract radiators 
in the operator form can be written as: 

BJ = Ec 
(1) 

Here B is a linear matrix-integral operator from the 

Hubert   space Hj=L2 ®L2
/7;   ®-~®L\ of 

functions which are integratiable with square to the 

Hubert space HE = L2^, 0 L2^   © • • • © /*    x. The 
(C7J)        (G2) (GN) 

functions of current distributions 

J - Vx, (si),Jx2 (
s2)>->JxN (SN)   (with regard to the 

mutual coupling of radiators) belong to the space H,, 

the functions of the extrinsic electric field 

^M = k^iK^),...^;(%) belong to the 

space Hg. 

The system (1) is the Fredholm system of linear inte- 
gral equations of 1st type and the problem of finding 
the solutions is incorrect. But the kernels are of Green's 
type, that have the peculiarity. This makes it possible to 
apply the self-regularization for finding the stable solu- 
tions [2]. The direct numerical methods, based on the 
interpolation and collocation methods, are most elabo- 
rated one for solving the integral equations of the first 
type with the logarithm peculiarity in the kernel. 

Let's assume there are the regularization algorithm for 
finding the stable solutions of the system (1) and it has 
the form: 

J=B~lEcm. (2) 

-l Here B     is the linear limited operator from HE to 

The vector radiation pattern of the antenna array can be 
written as: 

/(». <P) = h (3,<P)«a + /„(», cp)^. (3) 

Here e§,ev are the unit orts of the spherical system. 

Using the linear integral operator A = \4&,AV , RP can 

be written as: 

f = AJsABJe^+Avfev. (4) 

Operator A :H, -» Cf, where Cf = C - © C -   is a 

complex space of the continued vector-functions with 
uniform and mean-square metrics, D. e R2 is some 
two-dimensional region. The form and properties of A 
operator depend on the type of radiators as well as on 
the geometry of antenna array. Using (2), (4) the syn- 
thesis RP is defined as: 

-lPe/w f = AB-lEcm,f^ = A^B^Ecm. (5) 
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The above formulas determine the direct dependence of 
RP on the exstrinsic electric field. 

The problem of synthesis is considered as the minimi- 
zation problem of the following functional: 

FB-\A^B-1Ecm 

Fo- A^B-lEcm + oc (6) 

on the Hilbert space HE. The first two terms in (6) are 

the mean-square components deviation of the synthesis 
amplitude pattern from the given RP, and the last 
summand puts a limitation on the norm of electric 
field, a is a parameter of regularization. 

THE BASIC SYNTHESIS EQUATIONS 

The minimization of functional aa is reduced to solv- 

ing the Euler equations for Ecm : 

aEcm + {AZB-
X
)AZB-

1
E™ + {A^A^E™ = 

(7) 

Equation (7) is a nonlinear one with the Hammerstein 
type operator in the right-hand part and with a linear 
operator in the left part of equation. Using the operators 

A§B~l and A^B~l to the both sides of expression (7) 

and taking into account formula (5), we obtain the 
system of nonlinear operator equations with respect to 
the components of RP: 

=A^^)F,i^^-^)F/r^, 

=4pß-lM-1)Varg/"s +v-lM~1)Vara'<t,■ 

Operators 4p5"1^5"1j .^^(yr1/ are self- 

adjoin and positively half-determined. 

In a general case, the analytical and numerical investi- 
gations of solutions to the equations (7), (8) are very 
complicated. However, considering the Euler equations 
in the operator form makes it possible to apply the 
methods of the nonlinear functional analysis and to 
construct the general numerical algorithms. The exis- 
tence of solutions to the equations (7), (8) is proved by 
the following theorem: 

(8) 

Theorem 1. Let A :Hj-> Lf be a linear compact op- 

erator and B~ :HE -» Hj be a linear boundary op- 

erator. Then functional aa has a minimum at some 

point E%m e HE . and the equation (7) in the space 

HE and equation (8) in the space Cf both have at 

least one solution. 

We note two important properties of the Systems (8): 

1- If A'/cp are solutions of the system (8), then com- 

plex-adjoint functions f&,fv are the solutions of the 

system too. 

2. If /a>/<p are solutions of system (8), then functions 

f$e'y, fye'y (where j is the arbitrary constant) are the 

solutions too. 

THE NUMERICAL SOLVING 
OF THE SYNTHESIS PROBLEM 

In the base of the iteration process of finding the solu- 
tions to equation (7) we put the implicit scheme of 
successive approximation method: 

O^!^1^^^1^1^ 
m . 

■p>r\ ' 

5-1 Scm 'ar^"^"+(4Pr
l)*Vi vs^-%" 

(/> =0,1,2,...). (9) 

Here p is the iteration number. The following theorem 

is actual for the sequence JE£m  from (9): 

Theorem 2. The sequence ]pc™   which is generated by 

the iterative process (9) is a relaxation for the func- 
tional aa, that is 

aa(Ee^0^a(E^) (10) 

for /J =0,1,2,.. 

With respect to (10) and taking into account the limita- 
tion of functional aa from below we obtained the con- 

vergent sequence po^j= p<x(-Ep") • 

We numerically investigated the synthesis of the 5- 
elements antenna for the conical-spiral radiators with 
two arms. The tops of cones are located along the axis 
OX with crosselement distance 0.51. The amplitude 
RP is given in the area Q = {9 e [o,7t/6],(p e [0,27t] by 

the   expression   FÄ(S,q>) =F(p(Ö,cp) = |cos(3Ö)|.   The 

linear system of the integral equations of the Pokling- 
ton type is used for solving the analysis problem: 
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N r 

asH&OT 
-(fe„ (ii) 

(« = !,#). 

Here sm is a parameter equal to the length of the wire 

from its beginning; Jx (sm) is a component of the 

current vector at the point sm tangential to the axis of 

the m-th radiator; k is the wave number; sm is the 

unit vector tangential to the axis of the m-th radiator at 

the point sm; G(s„,sm) is Green's function; Ecm(s„) 

is a component of the outside current vector at the point 
s„ tangential to the axis of the w-th radiator; W is 

the wave resistance. 

|f|dB 

CONCLUSION 

The described above problem of synthesis and the 
method of its solving take into account the vector char- 
acter of electromagnetic field. They admit the generali- 
zation of synthesis on other types of antenna arrays, for 
example the conform array. The iteration process for 
numerical finding the minimum points of the func- 
tional is constructed. It generates the minimization 
sequence, which weakly converges to one of the points 
of local minimum. 
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The numerical solving of the synthesis problem, with 
respect to (7), is reduced to finding the solutions of the 
nonlinear algebraic system of equations. On the base of 
equation (9) we design the iterations process. The re- 

sults of synthesis are shown in the plane cp = 0° in 
Fig. 1. 
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ELECTROMAGNETIC FIELD OF AN ANTENNA LOCATED NEAR 
A SEA TROPOSPHERIC WAVEGUIDE 

A. V. Polyarus*, A. A. Koval, E. V. Tsekhmistrov 

Kharkov Military University, Svoboda sq., 6, Kharkov, 310043, Ukraine 
*phone (0572) 16-78-80. E-mail: polyarus@hotmail.com 

The character of radio waves propagation when de- 
tecting low flying targets over a sea surface essentially 
depends on the distribution of temperature, pressure, 
humidity of air and hence on the height distribution of 
refractive index. Typical height dependences of the 
modified refractive index M on height h above the 
Black sea measured by refractometer are shown in 
Fig. 1 for July (curve 1) and August (curve 2). An ex- 
ample of a the mentioned diurnal dependence is given 
in Fig. 2. The regular measurements were accom- 
plished in a height range from 0 to 30 meters and the 
separate measurements- up to heights of several kilo- 
meters. When analyzing the curves (Fig. 1, 2) we can 
deduce that they M (h) have the characteristic breaks 
showing an possibility of near-tlie-surface and elevated 
tropospheric waveguide occurrence. Maximum tropo- 
spheric waveguide heights didn't exceed 200... 1500 
meters. 

M(h) 
360 

Fig. 1 

The theory of radio waves propagation near Earth sur- 
face has been presented in a number of scientific works, 
for example, in [1]. But insufficient attention was paid 
to questions of low flying targets radar in these cases 
because of irregularity of tropospheric waveguides. We 
carried out the analysis of a radar channel consisting of 
coastal (ship) radar, tropospheric waveguide and low 
flying target over the sea surface. The exact calculation 
of electromagnetic field in a radar channel is impossi- 

ble in a case like that since the tropospheric refractive 
index and the conductivity randomly depend on height 
and distance, and character of the radio wave scattering 
by a target or sea surface is, as a rule, unknown. 

Fig. 2 

The exact solution of the electromagnetic problem for a 
simplified mathematical model of radar channel can be 
found in some conditions. In this case the troposphere 
is assumed to be spherically-stratified with a conduc- 
tivity equal to zero. Sea surface is represented as a 
perfectly conducting spherical one with the radius equal 
to the one of the Earth, and the target as an object, 
shaped as a perfectly conducting sphere shaped as with 
a known scattering diagram. 

Mathematical description of an electromagnetic excita- 
tion of a sea tropospheric waveguide is an extremely 
difficult task. In [2] we have presented the approximate 
method of the analysis of a radar channel. The main 
attention was given to calculation of an electromagnetic 
field inside of tropospheric waveguide by the geometri- 
cal optics method. It was shown that electromagnetic 
wave, radiated by a radar in the antenna beam can 
propagate in follow ing ways: a) by steps, being re- 
flected from the sea surface at each step and staying 
inside tropospheric waveguide (in this case we shall 
name all jumping trajectories as the first-type trajecto- 
ries); b) purely by waveguide mechanism, staying in- 
side the tropospheric waveguide and not falling on the 
sea surface (the second-type trajectories); c) leaving the 
tropospheric waveguide (trajectories of the third type). 
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During electromagnetic waves propagation, various 
trajectory transformations of one type into another are 
probable. 

The results of experiments do not show strong echo 
from near zone, that should be inherent for waves 
propagating along trajectories of the first type. However 
signals reflected from large distances were being fre- 
quently detected. As it has turned out, the azimuth- 
distance dependences of the received signals intensity 
were similar to a relief of the opposite coast of the sea. 
One of characteristic radar portraits of the opposite sea 
coast is given in Fig. 3. It is easy to see that the detec- 
tion of the signals reflected from an opposite coast is 
possible if radiowaves propagate along the second type 
trajectories. 

Fig. 3 

The signals level measurements were carried out inside 
tropospheric waveguides by two antennas mounted 
above a sea surface respectively, at heights 5 and 25 
meters at a distance from radar up to 90 kilometers. 
The average results of measurements are shown in Fig. 
4. From the analysis of curves we can deduce that near 
to a sea the surface electromagnetic wave in a layer of 
thickness of less than 20...25 meters can propagate up 
to large distances. It is evident that radar of ships and 
low flying target is possible under some conditions. The 
best conditions for radar were since May till November. 
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It is confirmed by Fig. 5 where the distribution in 
months of average intensity of the signals reflected 
from an opposite coast is presented. When determining 
this parameter the cases were taken into account when 
the signals were not registered in general. 
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Fig. 5 

Experiments require significant efforts and time. The 
calculation of an electromagnetic field by the method of 
geometrical optics shows in a number of cases excess 
sensitivity of the received results to changes of the 
input data, that is why, this method isn't universal. The 
solution of Maxwell's equations with respect to a tropo- 
spheric waveguide model results in the differential 
equation of the second order in partial derivatives with 
the right part. Its approximate solution by known 
methods requires significant expenses of a computer 
resource and not always leads to the steady results. The 
simplifications of the differential equation, for example, 
refusal of the taking into account of radiator character- 
istics and preservation of the physically reasonable 
boundary conditions are possible. In this case the dif- 
ferential equation can be solved by using the separation 
of variables. The application of the integral equations 
method for the problem of an electromagnetic field in 
tropospheric waveguide computation is also possible. 
These and many other problems await for further in- 
vestigation. 
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THE DETERMINED APPROACH TO CALCULATION OF RADIOLINES 
IN URBAN CONDITIONS 

L. I. Ponomarev, M. G. Alekseyenko, A. Y. Ganitsev 
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Up to now, the problem of electromagnetic field calcu- 
lation in urban environment is topical. It is due to both 
intensive development of a mobile radio communica- 
tion means and problems of electromagnetic compati- 
bility of radioelectronic means provision. There are 
different approaches to the solution of this task — de- 
termined [1-6], statistical [7-9], and also complex [10]. 
However, accuracy of offered methods in a number of 
cases is insufficient. 

In Fig. la is shown the example of urban building. The 
letters "BS" on it mark base station, "MT" — mobile 
telephone. In Fig. lb,c are shown sideways and from 
above view on urban building, direction of the basic 
waves falling from BS (within the framework of the 
geometrical theory of diffraction approach) on top and 
lateral edges (TE and LE) of the buildings, in a point of 
an arrangement MT. At modeling the following as- 
sumptions were used. Each building was simulated by 
the thin screen with height and length equal to height 
and length of a building. In that it was supposed, that 
the primary wave from BS is spherical, and polariza- 
tion of the antenna BS is vertical. The distance from BS 
up to the nearest building is those, that it is a front of a 
spherical wave, falling on it, on TE and LE locally 
flats. In that the directions of locally fiat waves fall on 
TE and LE of screens lay in planes, normal (or near to 
normal) for TE and LE. The waves formed in result of 
diffraction on TE and LE of buildings, are locally cy- 
lindrical. The structure of a terrestrial surface between 
buildings is such, that a cylindrical waves after reflec- 
tion remains locally cylindrical. Only the complex 
amplitude of the reflected wave is changed. 

With distribution from BS to MT the signal try a mul- 
tiple diffraction on TE and LE of screens, as shown in 
Fig. la,b. On an antenna MT there come waves, scat- 
tered TE and LE n and n + 1 buildings. The waves, 
incident on these buildings, were considered as a sum 
of a direct field and fields formed in a result of consis- 
tent diffractions on TE and LE of all previous build- 
ings. The registration repeated multiple overrefiections 
and diffractions between buildings did not give notice- 
able modifications of modeling results. The diffraction 
on upper and side edges of a screen was considered as a 
diffraction on edge of a conducting half-plane [11]. 
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Fig. 1 

From Fig. 1 b,c it can be seen, that basic channels of 
propagation of an electromagnetic field UHF in city are 
the following: 

1. in free space above roofs of buildings; 

2. a result of a diffraction on roofs of standing one after 
another buildings; 

3. a result overreflection from of a terrestrial surface; 

4. a result of a diffraction on lateral edges of buildings. 

A sequence of buildings with a height Hi = H2 = ... = 
Hn = 30 m and length Li = L2 = ... = Ln = 150 m and 
with a distance between them di = d2 = ... = dn = 
100 m was considered in this model. Analyze has 
shown, that if the antenna BS is above the level of 
buildings' roofs (HßS = 40 m), basic propagation paths 
are above roofs and channel through upper edges of 
buildings. The signal strength by other propagation 
path is more than 50 dB below [12]. If the antenna BS 
is located below than level of buildings roofs (HßS = 
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20 m), basic the channel through upper edges of build- 
ings is, and the signals from other channels are less 
basic on 15 dB and more. 

For such sequence of buildings is accounted and ana- 
lyzed dependencies of losses from number of buildings, 
height and length of buildings, distance between them, 
height of antenna BS rise, position of antenna MT [12]. 

For an evaluation of an accuracy of the developed 
model the experimental researches were carried out. 
For this purpose the site of urban building in Moscow is 
choose, shown in Fig. 2. The objects of scattering 1-10 
represented 5-storied houses by a height approximately 
18m. Between houses located the high trees, which 
crowns were at a level of buildings roofs. 

The measurements of power signal level were carried 
out by a mobile radio telephone with spiral — dipole 
antenna at 869 MHz. The reception antenna located 
vertically at the height 1.6 m. The transmission power 
was 2 W. The antenna of the transmitter located at the 
height 45 m. The location of the antenna is depicted by 
an asterisk in Fig. 2. The direction of pattern maximum 
is depicted in Fig. 2 greasy arrow. 
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Fig. 2 

The measurements were carried out in space area be- 
tween 2 and 3 buildings (the route is shown by a dotted 
line in a circle) with an interval 0.1 m along a line 
parallel axis OX, parallel axis OY and along a line 
parallel axis OZ, directed perpendicularly plane of 
figure. 

The experimental and calculated data were compared 
with. At that the fields, scattered lateral edges of 
buildings 6-10 were estimated. They have appeared 
more than 30 dB less of signals level coming through 
roofs and left LE of the buildings 1-3. The signal 
coming through right LE of buildings 1-3 because of 
consistent diffractions on these edges was more than 20 
dB less above-stated signals. Thus, basic channels in 
the given example have appeared paths through a roof 
and left LE of buildings 1-3. 

The results of calculated and experimental data com- 
parison are depicted in Fig. 3 a,b,c (the solid lines show 
theoretical results, squares - experimental data). As it is 
visible from figures, the rather good correspondence of 
average level calculated and experimental results is 
observed. So, arithmetic mean value of difference be- 
tween calculated and experimental data along a line 
parallel axis OX is equal 1.6 dB, along a line parallel 
axis OY - 1.4 dB, and along a line parallel axis OZ — 
-0.4 dB. The arithmetic mean value of difference on all 
samples is equal 1.4 dB. The mean square deviation of 
difference between calculated and experimental data is 
equal respectively 5.3 dB, 4.0 dB, 7.7 dB and 4.9 dB. 
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Fig. 3 

Thus, the developed algorithm allows to calculate 
strength of an electromagnetic field for sites of a radio- 
line, by which the explained above assumptions are 
applicable. It can be used as a fragment of the more 
general determined approach. This approach allows to 
calculate strength of a field and created BS in arbitrary 
area with a high degree of accuracy. One may be use 
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for frequency planning, optimization of the arrange- 
ment BS, to solve tasks of electromagnetic compatibil- 
ity and series of other adjacent tasks. 
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It is known that nowadays antennas are widely used 
both as separate weakly directed radiators, particularly 
at superhigh-speed aircraft, and as elements of phasing 
antenna (PAA). 

At first consider the problem of synthesis of a slot an- 
tennas. It is useful to present this problem as two sepa- 
rate problems, i. e. An internal and an external ones. 

While the external problem consists in determination of 
the amplitude-phase distribution of a field in exposing 
an antenna in the prescribed radiation pattern, the 
internal problem consists in estimating the function of 
sources that realize the amplitude-phase distributions of 
a field that were found as a solution of the first prob- 
lem. Thus, the external problem is the problem of syn- 
thesis of the radiation pattern, while the internal prob- 
lem is that one of synthesis of the field amplitude-phase 
distribution. 

A lot of papers of Russian and foreign authors are de- 
voted to solution of the external problem. One can find 
an information at most of them, for example, in the 
well-known monograph [1], and we won't dwell on this 
problem. 

Consider in more details solution of the internal prob- 
lem. It is necessary for that firstly to investigate func- 
tions of sources and distribution of voltage that is gen- 
erated hereby along the slot. As it is known, such a 
connection is written as an integral-differential equa- 
tion. It is not difficult to generalize this equation for the 
case of a curvilinear slot, and not only on the plane 
screen [2]. 

The problem of analysis consists in determination of 
field distribution in a slot on the prescribed function of 
excitation. For the narrow slot of length L and width d, 
it is necessary to determine stress distribution between 
the slot edges. The numerical-analytical method [3] 
proved to be the most effective for tins purpose. Herea- 
bout the first field (function of excitation) is prescribed 
(preset) precisely, possibly in a kind of an infinite se- 
ries. The numerical-analytical method reveals physics 
of the processes which take place in the excited field. It 
proves to be the most essential when solving equations 
for moderately thin, medium, and electrically wide slot 
antennas. The indicated method turned out to be well 
generalized for the case of curvilinear, bucolic, and 
impedance slot antennas, as well as systems of the 

mentioned antennas and the antennas situated near the 
medium interface. 

High efficiency of numerical-analytical methods has 
been demonstrated for the antennas considered in pub- 
lications. The possibility to attain any preset precision 
is shown [4]. 

Separately there are considered problems of integral- 
differential equations solution for infinitely thin slot 
antennas, when the slot latitude can be unlimitedly 
lessened down to zero. The specific difficulties of such 
equations solution have been revealed. 

THE ELECTROMAGNETIC ANALYSIS 
OF SLOT ANTENNAS 

Knowledge of the electric and magnetic currents on a 
surface of the antenna plate enables one to determine 
the antennas main electrodynamic characteristics: input 
conductance, radiation power, electromagnetic field in 
far and near zones [2]. 

There are also discussed problems of parametric syn- 
thesis of antennas to achieve the optimal coordination 
in a frequency range or to obtain the required radiation 
pattern. A successful solving of the parametric synthe- 
sis problems is caused in many respects by high effi- 
ciency of the numerical-analytical method for integral- 
differential equations solution. 

PROBLEMS OF INTERNAL SYNTHESIS 
OF SLOT ANTENNAS 

It is possible, on the base of integral relations between 
functions of excitation and stress in a slot, to conduct 
the detailed investigation of methods of solving the 
problem of synthesis of the amplitude-phase distribu- 
tion of a field in slot antennas [5]. 

The main integral relation between stress and function 
of sources is presented in the operator form, and func- 
tions of stress and sources are considered as elements of 
complex-valued Gilbert spaces. The properties of the 
integral operator of the considered problem of synthesis 
are studied. It is shown that it is a quite continuous 
operator in Gilbert space. The properties of function of 
sources on a complex plane and a material axis are 
considered as well. For solving the considered integral 
problem of synthesis, the apparatus of regulation of the 
incorrectly set problems of mathematical physics is 
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used [1]. This apparatus allows to consider the stable 
solution of the synthesis problem and estimate this 
stability. There is found the necessary connection be- 
tween the pre-set stress reproduction error in a slot and 
the error of realization of function of sources, due to 
which this stress is generated. 

The found continuous function of sources is in general 
difficult for practical realization. Therefore there are 
proposed methods of substitution, with a high precision 
degree, of the continuous function of excitation, for the 
system of discrete sources that are convenient for prac- 
tical realization. Such a substitution proves to be possi- 
ble when solving the integral problem of synthesis by 
methods of regularization. For this purpose the right 
hand part of the specially obtained integral relation of 
the second type, connecting stress and function of 
sources, is substituted by the approximate expression 
with the help of various quadrature formulae. There are 
considered in detail the separate kinds of quadrature 
formulae that allows to construct different schemes of 
discrete excitation of slots (in the equidistant points; in 
the non-equidistant points, when the less realization 
error is ensured; and in the non-equidistant points that 
ensure reproduction of the "base" of continuous func- 
tion of sources, etc.). 

The entire order of solving the internal problem of 
synthesis is described in detail, and examples of its 
solution for linear circular and elliptical slots are given. 
Realization of solving the problem of synthesis of the 
field amplitude-phase distribution in slot antennas is 
made with the system of symmetrical strip lines with 
the common earthed plates. It is shown that the system 
of discrete sources, electric currents, is to be reproduced 
most efficiently with the set of symmetrical strip lines 
with common earthen plates, in one of which the cur- 
vilinear radiating slot is cut through. The approxima- 
tion limits are determined that are given by the pro- 
posed methods when realizing the pre-set amplitude- 
phase distribution of a field in a slot. Under the chosen 
scheme of excitation, the necessary current amplitudes 
are ensured by the discrete system of central strips and 
the power divider that are built in the strip system, and 
phases are chosen for the point of excitation. The 
matching conditions are ensured in the excitation 
points. As a result a theory is constructed as well as its 
practical realization, for solving the entire problem of 
synthesis of slot antennas with an arbitrary configura- 
tion. 
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There are works [1] considering the theoretical princi- 
ples of radio waves propagation in above-water surface 
tropospheric waveguide, but till now a practical 
evaluation for methodical calculations of actual above- 
water surface tropospheric waveguides has not been 
carried out yet. 

Therefore the purpose of the present paper is to de- 
scribe a method allowing to determine not only a field 
in the middle of tropospheric waveguide, but a power of 
a signal reflected from a target being at low altitude in 
the middle of tropospheric waveguide as well. 

Let's the antenna be a receiving-transmitting one and 
creates in tropospheric waveguide formed by the phe- 
nomenon of a superrefraction in above-water tropo- 
spheric layers a complicated enough picture of rays 
represented in a Fig. 1, with a lot of rereflections and 
caustics, that is stipulated by focusing abilities of 
smoothly - inhomogeneous troposphere [1]. 

Sij^ri-Wo.Sp-Mi, (1) 

target 

Fig. 1. Above-water surface tropospheric waveguide 

Then all the electromagnetic waves can be presented as 
N-data-flow tubes with azimuth circular width equal to 
cp0.5/>, ie. width of the radiation pattern (RP) of radar- 
tracking station (RTS) antenna in the azimuth plane at 
half power level. 

Within the limits of each data-flow tube rays trajecto- 
ries are considered to be of the same type according to 
the strategy of choosing a minimal number of tubes 
being optimum [1,2] and depending on a required accu- 
racy of radio channel characteristics according to 
Fig. 1. 

The cross-section of the /th data-flow tube can be de- 
termined [1,2] as: 

where r{ — distance from RTS up to the /'th view point 
in tropospheric waveguide; cp0.5/> — antenna RP width 
at half power level; M, - minimal distance between 
two trajectories, which create the /'th data-flow tube at 
distance /*,-. 

Let's assume that each /'th data-flow tube is excited by a 
partial source of radio waves, radiated by RTS with 

power p/N and gain equal to a product G'm F2(a,q>), 

where G'm — gain of partial RP, and F2(a,cp) — RP 
with respect to RTS antenna. 

Then power flow density in each data-flow tube is [1] 

ry. 
PGmF2 (a,(p) 

(2) 

If the target is at distances /•, less than the distance of 
the first hop, then the power a signal reflected from the 
target the RTS receiver's input taking into account 
radio waves in the /'th data-flow tube is determined by 
method [1, 2] 

=     PGmAefmF2(a^ 
(3) 

where A, — factor of radio waves propagation propor- 
tional to a signal attenuation according to the radar- 
tracking equation [1] according to Fig. 1, 

Pr, 

9   0 
PG X qucsecG 

Jo> 
(47t J3*3 

for small q (angle of meeting with sea surface), and 

PG2X2hy 

'i""(43r)
3
JR3sinea0' 

for large q, where Pt — impulse power of the transmit- 
ter; G - antenna gain; X — wavelength; R — distance 
up to the target; cp — RP width in an azimuth plane at 
half power level; h - beam width in a vertical plane at 
half power level; t — pulse duration; q — angle of RP 
axis RP with respect to azimuth; c — velocity of radio 
waves propagation; a0 — mean equivalent reflecting 
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surface of sea plot of reflection; cr(x) — effective sur- 
face of target scattering in limits of the z'th data-flow 
tube; Aefm — maximum value of effective square of 
RTS receiving antenna. 

Then the amplitude of an electric field intensity Emi in 
each data-flow tube is approximately determined ac- 
cording to [1] as: 

■£■»!,   - ■ 

2407cPGfflF
2(a,,(p) 

(4) 

For multiple reflection of radio waves it is necessary to 
take into account a reflection square 

äA
«PO,5/> (2      2) 

(5) 

and radiation polarization |Roz|2, and for certain glazing 
angle (0O is small or large) the power of reflection is 
determined by expression 

P ,      PGmF2(ah(i>)^hpL2 _r2 )A    I   (6) 

NrjAtyjAhj 

tu. +r„i- 
Taking into account rt =—'- '-, the expression (6) 

will be the following 

P PG„,F2(a„(p)(,   _r   W    ! C7) 

where Ahrefl; — minimum distance between two tra- 
jectories creating the z'th data-flow tube at the end of the 
first hop, that is at distance rnU along a ray. 

It is necessary to mark, that on the second hop the ex- 
tension of a data-flow tube in an azimuth plane is con- 
tinuing. Linear beam width in the given plane is: 

Ai2i'=Acpo,5p(n/+r2/). (8) 

where r2i — distance from a plot of reflection (end of 
the first hop) up to the target, which is within the limits 
of the second hop. 

Linear beam width for the pth hop in limits of the z'th 
data-flow tube is: 

A£;,/=Acp0j5/3£ty, 
z=l 

(9) 

where the distance along ray ru is similar to distance r2i 

or /■/,-. 

The full cross-section of the z'th data-flow tube on the 
second hop: 

S2i»AL2iAh2i, (10) 

where Ah2i — minimum distance between two trajecto- 
ries creating the z'th data-flow tube for the second hop. 

This distance to present dimensions of plot of radio 
waves reflection after the first hop should be such to 
allow emerging of a various kind of trajectories "inter- 
lacings", that is boundaries of the focussing and defo- 
cussing. For correct separation it is necessary a line AB 
(Fig. 1) to divide into m2 parts, each of which creates a 
reflected wave propagating in the second hop within 
limits of ray tube of the same type. In this case: 

m2 

Ah2i = y)A/i,-„2, 
n2=l 

(11) 

where n2 — number of ray tubes for the second hop. 
Thus, in limits of the z'th ray tube for the second hop m2 

ray tubes with the cross-section 

S^AZ^A/^ (12) 

and distance between two nearest trajectories of this 
handset A/z,„2 will be chosen. 

The similar separation is necessary to carry out for each 
consequent hop. For the p-the hop 

■AZ^A,.- (13) Jin2- upi^"m2-np 

In (13) indexes in Ah characterize numbers of ray 
tubes, which were allocated fron the z'th tube for the 
first hop, that is from the z'th ray tube for the second 
hop «2 of tubes were allocated, on the third — n3 of 
tubes, etc., for the pth hop — np of tubes. Totally there 
are m\ of tubes for the first hop, for the second — m2, 
for theptht — mp. Total number of ray tubes forp hops 
is 

p 

The cross-section of the z'th ray tube with number a for 
the pth hop is: 

Sin2...n(p-l)a a ^pA^in2...n{p-l)a a 

A (14) 
* &<f>0,5pA"j„2...n(p-i)a.ZjTii    ' 

1=1 

Analogous to (7) the power of a signal reflected from 
sea surface in any data-flow tube can be determined. 
Knowing the power of signal distributed on the known 
tube's (14) the power flow density can be easily deter- 
mined by dividing power by cross-section square. 

So, for example, in the tube with number n2 for the 
second hop the power flow density is 

rrefli 
»<n2        c (15) 

in2 

where Pref1{ and Sin2 are determined by (7) and (14). 
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The power of the signal reflected from sea surface after 
passing the second hop is 

rrefn2 
"refnM 

^refn2\Rvhp2 Y> (16) 

where: y — factor taking into account pattern of secon- 
dary radio waves scattering by sea surface; SKta2 — 
square of reflection surface at the end of the second hop 

in data-flow tube with number «2; \RVhp2\ — reflectiv- 

ity module for vertically and horizontally polarized 
radio waves for plot of reflection in the given data-flow 
tube. 

The value S„i „2 is determined similarly to Sre[ nU (5). 

Analogous to (16) reflected signal power can be deter- 
mined for any hop. Knowing a cross-sectional square of 
data-flow tube it is easy to determine the power flow in 
any section of this tube. If to multiply it by ESS of the 
target being in this section, the power of reflected sig- 
nal can be easily determined by known method. Here it 
is supposed that tropospheric above -water surface 
waveguide, as a quadruple, is reciprocal: signal scat- 
tered from the target propagates in direction of RTS on 
the same path, which it has passed from RTS to the 
target. 

Thus, detecting signal reflected from the target RTS 
operator can, relatively to point, determine only azi- 
muth of the target. But, however, the target can be low- 
altitude or high-altitude, and the elevation angle in 
both cases can be identical. 

The indicated technique allows to evaluate operatively 
strength electromagnetic field intensity in any point of 
a line for superrefractional radio waves propagation, 
but disregarding return radio waves scattering due to a 
state of sea surface. 
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The report presents the results of the research carried 
out in the Kharkov State Technical University of Radio 
Electronics (KhTURE) for about twenty years and 
aimed at developing the theory and techniques of a new 
class of antennas - antennas with nonlinear elements 
(ANE). 

The need to research effects in the antennas including 
elements with a nonlinear characteristic had appeared 
due to a few reasons. The main one was the expansion 
of the scope of tasks, accomplished with the to-date 
radio electronic systems, that had led to emergence of a 
new type of antennas, whose functioning is inherently 
connected to the presence of nonlinear elements (NEs). 
These are rectennas, antenna-mixers, antenna- 
multipliers, antenna-generators and antenna-amplifiers. 

The presence of NEs in an antenna causes the appear- 
ance of new spectral components in its response and the 
dependence of antenna characteristics and parameters 
on the input excitation level. The mentioned effects 
complicate sufficiently the analysis and lead to the 
necessity of computation of output ANE parameters at 
every frequency (working, harmonic and combination) 
for different levels of the input excitation. 

At the time of beginning the ANE research at KhTURE 
(1980) the ANE theory was weakly developed. There 
was a number of simulating models and analysis meth- 
ods of antennas with lumped NEs, which were suitable 
for the research of highly exceptional ANE types and 
based on a number of simplifying assumptions. Anten- 
nas with the distributed nonlinearity were almost unex- 
plored, the development of such antennas used to be 
carried out only experimentally. 

The mentioned circumstances defined the goal of the 
research at KhTURE, namely, the creation of the suffi- 
ciently general theory of antennas suitable for the ade- 
quate analysis of the settle regime of the whole variety 
of antennas including NEs with lumped and distributed 
parameters, as well as the application of the developed 
theory to investigation of specific ANE types. 

The main achievements in developing the theory of 
antennas with lumped and distributed NEs are follow- 
ing. 

For the antennas with lumped NEs: 

• the general mathematical model convenient for 
analysis of a wide class of ANE is proposed. This 
model is given by the set of equations of state (ES) 
and output equations as well as equations for com- 
putation of the external antenna parameters. The 
model allows to investigate all nonlinear effects 
connected with forming of new spectral compo- 
nents in ANE response as well as with a nonlinear 
dependence of ANE characteristics on the input 
excitation level; 

• the two-level iteration method of numerical solving 
the set of equations of state extending, in compare 
with a traditional one, the possibilities of ANE 
analysis is developed. The proof of this method 
convergence is obtained. The convergence of low 
and high level iteration procedures is investigated. 
The modified high level iteration procedure con- 
verged with any parameters of linear and nonlinear 
ANE subcircuits is proposed. The ways of taking 
into account the properties of the ANE linear sub- 
circuit for increasing the analysis algorithm effi- 
ciency are substantiated; 

• the method of analytical ES solving is proposed. 
This method is based on the use of the Volterra se- 
ries in matrix presentation and allows to build the 
so-called structure ANE model, i.e. the model de- 
scribing the antenna in terms of input-output. 

For antennas with distributed NEs: 

• the mathematical model of the antenna with dis- 
tributed NEs is developed. This model is given: in 
the spatial-time region by the nonlinear integral 
equations (NDEs) for electric or magnetic field de- 
fined relatively to instant values of current density 
on the surface of a nonlinearly conducting radiator; 
in the spatial-frequency region by the set of NIEs 
defined relatively to complex amplitudes of fre- 
quency harmonics of the surface current density. 
These NIEs are the sets of the equations of state 
and, as in the case of antennas with lumped NEs, 
allow to take into account forming of new fre- 
quency components in the spectrum of the antenna 
response as well as the dependence of antenna pa- 
rameters on the excitation level; 
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the sets of integral equations for a number of spe- 
cific types of antennas with distributed NEs are 
obtained taking into account the antenna geometric 
properties, that allows to simplify the NIEs and, as 
a result, to increase their solving efficiency; 

the methods of solving the set of NIE based on 
dividing the set into linear and nonlinear parts are 
developed. This dividing allows to use the method 
of linear integral equations for defining the linear 
part parameters and to take into account the non- 
linear properties of ANE with methods of solving 
the equation of state developed for antennas with 
lumped NEs. 

In general the developed ANE theory forms the suffi- 
cient basis for investigation and developing of various 
types of the antennas with NEs, for solving the task of 
diffraction on a body with lumped and distributed NEs. 

The efficiency of the developed theory has been proved 
by its application to solving a number of important 
tasks of to-date radio engineering. The originality of a 
number of new ANE types is confirmed by the Certifi- 
cates of authorship and patents. The most investigated 
are the nonlinear effects in systems of wireless power 
transmission. The report presents results of the first in 
Ukraine experiment on wireless power transmission 
and investigations of one ANE type - the large aperture 
rectenna. 
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STATEMENT OF THE PROBLEM 

In the following we study the electromagnetic scatter- 
ing problem for a bounded screen. The surface of the 
screen is assumed to be infinitely thin and perfectly 
conducting. Let Q be the two-dimensional bounded 
surface in R3 with the smooth boundary 9Q outside a 
finite set of singular points. Let consider boundary 
value problem for Maxwell equations 

rotE = ikH, rotH = -ikE inR3, Imk >0,k±0, (1) 

r\f-ikE 

Et=-E? on £1, (2) 

0 as r := |x| -> oo (3) 

E,HeLlc{R'\ (4) 

.0,r\¥L-ikH 

where E° are the tangential electric components of the 

incident electromagnetic field E°,H° • It is supposed 
that the sources of incident field lie away from the 

screen and, hence E?\   e C°°IQ). 

For the functions E,H it is required that 

E,HeC2(R3\Ci), E,ec(R3\dCl). The static case 

k = 0 is not considered because it leads to the well 
elaborating Dirichlet or Neumann scalar problems for 
the Laplacian. 

The uniqueness of the solution to (l)-(4) holds because 
for Imk ä 0,k * 0 the homogenous problem (l)-(4) has 
at most the trivial solution. The problem (l)-(4) can be 
reduced to the vector pseudodifferential equation 

Lu:={gmdA{Divu) + k2Au\ =/,   xeQ,     (5) 

where A denotes the integral operator 

•exp(/fc|s-y|) lB = J- \*-y\ 
-u{y)ds, (6) 

/:= 47tfci?°     and Divis the tangential divergence on 

Q. Here, the tangential vector u is the so-called cur- 
rent   density   on    Q.    In   this   case   the   fields 

E = ik~l{gradAx{Divu) + k2Axu\ H = rotAxu; k*0, 

±c^±zAu(y)ds]   ,=(X],X2,X3). 
4n J      \x- v 

a     '        ' 

The purpose of tlüs work is to extend the method of 
pseudodifferential equations to the electrodynamic 
screen problem. 

PSEUDODIFFERENTIAL EQUATIONS 
FOR SCREEN PROBLEM 

Taking into account (6) the equation (5) can be rewrit- 
ten as the vector pseudodifferential equation on mani- 
fold n 

GradA~l/2 (Div u) + k2A~V2u = f. (7) 

Note that the principal symbol of equation (7) is degen- 
erated. In order to study the equation (7), the Sobolev 
space W is introduced in accordance with the asymp- 
totic behaviour of the solution u near the edge SQ. 
Define the space of distributions W as the closure of 

CQ(D) in the norm 

Hl!,/2+lD/VM"2 
1/2- 

E,HeC 2(R
3
\Q) are obtained by formula 

One can show that 

W = {i e H~1/2 (p) :Divu e H~1/2 (p) , 

where the Sobolev space Hs[£l) is denoted in the usual 
way. The space W has the following important prop- 
erty. Let Jf, and W2 be subspaces of W such that 

W}:={ie W;Divu = O} W2 := ^ e W;Rotu = 0 , 

where Div and Rot are the tangential divergence and 
rotor on Q. The space W may be decomposed into the 
direct sum of the closed subspaces Wx and W2: 

W = W, © W2. By using the method of quadratic forms 

one can show that it is possible to consider L as a 
bounded operator L:W->W, where, Wdenotes 
antidual space for 

W :W = {t\a :ueH-1/2(M),RotueH-l/2i^f) , 

where M is the closed surface such that Q e M . 
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Theorem 1. For \vak ä 0 and k # 0 there are exactly 
one solution of the equation (8): 

Lty)u = f,ueW,feW' (8) 

Moreover, it is established the limiting absorption prin- 
ciple. Let Im£ > 0, k * 0. Then the bounded operator- 

function L~l (k)\W-±W exists and depends analyti- 

cally with respect to k in the neighbourhood of every 
real point k0 * 0. This implies 

Theorem 2. Let   lm&>0,   ImJt0>0,   k0*0   and 

f(k)——>f(k0)      weakly     as      k-*k0.      Then 

u(k)—^—>u(k0) strongly as k-*k0, where u\k) and 

u(kG) solve the problems L(k)u(k) = f(k) and 

L(k0)u(k0) = f(k0). 

THE BEHAVIOR OF THE FIELDS 
NEAR A CORNER 

Consider a singular point PedQ, where dQ consists 
of two arcs of two smooth curves intersecting transver- 
sally at the singular point. If a(p) is the interior angle 

of the tangent cone to Q at PedQ, then a(p) - n if 

P is a regular point and 0 < a(p) < 2n, a(p) *■ n for 

singular points. Let / e C^^Q). We apply the regular- 

ity theory for equation (2) to determine the values ß of 
the critical exponent for singularities of the solution 
\u\ < Cr~P near the corner point P, where r is the 

distance to the point P : 

a/n 0. 0.0500 0.1161 0.1250 

x(a) 1.0000 0.8705 0.8350 0.8317 

a/it 0.2500 0.3750 0.5000 0.6250 

T(CC) 0.7820 0.7384 0.6956 0.6517 

THE GALERKIN METHOD 
IN THE VECTOR 3D CASE 

The expounded above theory lays a firm ground for 
work with the electric field integral equation Lu-f. 

Since L possesses the Fredholm property, for non- 
resonant wave number values we may assume that L is 
a continuously invertible operator. This is automatically 
fulfilled if all these screens are open. 

Consider an n-dimensional space VnaW and let us 

approximate u by an element un eV„. The Galerkin 

method suggests that un is sought from the Galerkin 

equations 
(Lun,v)=(f,v)    VveV„. (9) 

These equations define a finite dimensional operator 
L„ :Vn-*V'n, where V'n is antidual to V„ . 

The principal difficulty with the electric field equation 
(8) consists in that L is no strongly elliptic. However, 
we are now able to propose some Galerkin schemes, 
which are guaranteed to converge. 

Theorem 3. Let the electric field integral equation (8) 
be such that the operator L is invertible, and assume 
that n -dimensional subspaces 

Vl c W] and V* a W2 

possess the approximation property in W} and W2 

respectively. Then the Galerkin method on subspaces 
Vn = V\ + F„2 is guaranteed to converge. 

The scattering of the plane wave with k = 1 on the 
sphere of radius 1 is considered. The comparison of our 
method with the Rao-Wilton-Glisson one is given in 
the following table: 

The Rao-Wilton-Glisson Method 

a/n 0.7500 0.8750 0.9000 0.9500 

x(a) 0.6057 0.5561 0.5456 0.5423 

The number 
of unknowns 

72 162 288 450 

The relative error 0.151 0.108 0.100 0.098 

Our Method 

The number 
of unknowns 

144 324 576 

The relative error 0.100 0.048 0.028 

a/71 1.0000 1.1250 1.2500 1.3750 

-c(a) 0.5022 0.4448 0.3799 0.3073 

a/7t 1.5000 1.6250 1.7500 1.8750 2.0000 

x(a) 0.2277 0.1444 0.0702 0.0281 0. 
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FREQUENCY AND PULSE RESPONSES OF RESONANT OBJECTS 
BURIED IN A DIELECTRIC, DISPERSIVE HALF-SPACE 

O. L Sukharevsky, G. S. Zalevsky 

Kharkov military university 
maidan Svobody 6, Kharkov 310043, Ukraine 

INTRODUCTION 

The problem of numerical modeling of electromagnetic 
frequency and pulse responses from resonant perfectly 
conducting and dielectric objects, which are located in 
a dielectric lossy, dispersive half-space, are considered. 
An electrically short antenna is used for the object 
illumination. The magnetic dipole is utilized as the 
model of such antenna. The numerical modeling results 
for the perfectly conducting and dielectric ellipsoids, 
buried in the ground are demonstrated in the paper. 

BASIC CALCULATING RELATIONS 

The model applicable to the considered problem is 
shown in Fig. 1. The electromagnetic field source is the 
located inside free half-space Vj (sj = 1) magnetic di- 

pole with vector-moment pal. Inside a bottom lossy, 

dielectric half-space V2 (e2 =
s2 +&2)> bordering on 

Vi along the plane L, there is located object V3 

(e3 = e3 +/S3) with the surface £. The problem consists 
in calculating of electromagnetic field scattered by the 
system "boundary L- object V3" at arbitrary point of 
half-space Vj. 

In [1], there were obtained integral equations for the 
equivalent current densities on the surface of the con- 
sidered object V3 and integral relations, which permit 
to calculate field scattered by the object at any point of 
half-space Vi. 

For the case of perfectly conducting object (e$ -»<»), 
there has been obtained the Fredgolm integral equation 

of the second kind for the Je - electric current densities 
on the object's surface: 

=0 " 

^0W'(Qo)-iJ'd(Qo))-- 
m 

£™(Ööo,A°) 

Ed(QQo,P%) 
■Je(Q)ds,(Q0eY),    (1) 

where ß0, Q are the observation and integration 

points, respectively, Jd are densities of electric cur- 

rents induced by the same sources, that the Je, but in 
the object absence. The kernel of integral equation (1) 

is the electric field intensity Ed(QQ0,p°) of magnetic 

point source located at QQ. This field takes into ac- 
count the presence of boundary L. Mutually perpen- 

dicular unit vectors p°, p° , tangential to the surface S 

at the point Q0, indicate the orientation of magnetic 
vector-moment of auxiliary point source. 

For the dielectric object, there has been obtained the 
system of surface Fredgolm's integral equations of the 

second kind for the Je,Jm- equivalent electric and 
magnetic current densities, respectively: 

p\ 

-p\ 
'(/m(Öo)C s2+e3)-2^(ßo)83 \ 

-a 7m * 

W§(Q 

AtfJ(Ö 

öo,ä°) 

Qö,P°2) 

ADj(ßß0,/5°) 

ADj(ßg0,/52°) 

P°2 

-p\ 

/CO ■> 

AE™(Q 

Jm(Q)s3 + 

Je{Q)}ds, 

•(/e(ßoWJ(öo))= 

Jm(Q) + 

Je(Q)}ds, 

(2) 

A#J(ß ßo.A°) 

ßo^2> 

ßo,Ä°) 

*Ed(QQo,p2) 

(ßo eS). 

The kernels of the system of the integral equation (2), 
are the differences of the fields of electric 

MJe
d=Hh-^He

dl, ADe
d=De

d2-De
dl 

and magnetic 

AH? ■HZ,*E2 'd2' 1-d\ '■Hd2~nd\> 

vector point sources, which take into account the influ- 

ence of boundary L. Here Ddl(2) = E0e2(3)£J . Indices 

l, 2 indicate the different parameters of dielectric me- 
dia. 
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After solving equations (1), (2), the electromagnetic 
field can be calculated at any points of half-space Vi 
scattered by the object using formulae: 

topal-fp(Qo)-ffj(Qo))= 

= ~JE^(Q\Qo,pal)-Je(Q)ds,(Qo eV,)      (3) 

in the case of perfectly conducting object, and 

-mpal-(ß(Qo)-H7(Qo))-j{^d(dlQo,PalWm(ß)+ 
s 

+ AE'd"(Q\Q0,p
al)Je(Q)}ds,(Qo eV.)      (4) 

in the case of dielectric object. 

The developed numerical calculating algorithm, based 
on relations (1-4) permits to obtain frequency re- 
sponses of the objects buried inside dielectric half- 
space. The pulse responses of considered objects can be 
calculated by applying of Fourier transform to the ob- 
tained frequency functions. Below, the numerical mod- 
eling results for a number of particularly cases are 
demonstrated. 

CALCULATION RESULTS 

In accordance with the proposed algorithm, the inten- 
sity of the magnetic field scattered by various objects 
located in the ground has been calculated. In this paper, 
frequency and pulse responses of perfectly conducting 
and dielectric ellipsoids are presented. The objects were 
illuminated by ultra-wideband signal with uniform 
discrete spectrum from 100 to 1000 MHz. Interval 
between the spectrum lines has been 50 MHz. For ob- 
ject illumination and scattered field receiving, there 
were used electrically short loop antennas Au A2. 

Magnetic dipoles with vector-moments pal,pa2 ori- 

ented along axis OX (see Fig. 1) were utilized as the 
model of used antennas. The dipoles height above the 
ground was ha = 50 cm. Magnetic intensity of the inci- 
dent upon the plane L electromagnetic wave, was 1 
A/m. Objects were located at a depth h = 8 cm in the 
ground (gray loam with humidity 10%, density 1.2 
g/cm3). The plots of the magnitude |Hx(f)| of the elec- 
tromagnetic field scattered at receiving point are shown 
in Fig. 2, 3. 

In Fig. 2a is shown frequency response of perfectly 
conducting ellipsoid and in Fig. 2b of dielectric (e3 = 

2.2) ellipsoid with half-axes: a = b = 7.25 cm, c = 3.8 
cm. Half-axes a, b, c are in parallel to X, Y, Z coordi- 
nate axes, respectively. Frequency dependencies incor- 
porating responses from ellipsoids buried in the ground 
and reflection from boundary L are depicted by solid 
lines. Response induced by air-ground interface in the 
object absence is shown by dash line. Further, in Fig. 3 
are shown frequency responses of perfectly conducting 

(Fig. 3a) and dielectric (Fig. 3b) buried ellipsoids 
which take not into account the component caused by 
the air-ground interface reflection. 

Vi -a2 
A2(P   ) 

Fig. 1 

In Fig. 3c are depicted frequency responses from di- 
electric ellipsoid with parameters corresponding to 
Fig. 3b, but for the case, when ellipsoid is rotated at 
angle G = 10° in the plane XOZ (Fig. 1). 

WM,016 

A/m   o.i5 -- 

800 1000 

f,MHz 

A/m   o.i5 

0.14 

0.12 

0.11 

0.1 H 1 1 
200 400 600 800 1000 

f,MHz 

- entire Fig. 2. Xai=20 cm, Xa2= -30 cm, yai=ya2=0, — 
field, field in the object absence 

As seen in Fig. 3, the form of frequency responses 
weekly depends on relative position of antennas A], A2 

and object. Only amplitude of responses changes sub- 
stantially. At 400-1000 MHz responses of perfectly 
conducting object have the steady state. The same de- 
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pendencies for the dielectric ellipsoid have the qualita- 
tively distinction. For the case of 0 = 10° the intensity 
of responses increases at frequencies 600-800 MHz and 
decreases in band of 900-1000 MHz. With approach 
the receiving point to object's center, the difference 
caused by ellipsoid orientation changing becomes less 
substantially. 

WM,001 

A/m 0.008-- 

A/m 

0 200 400 600 800 1000 

f,MHz 
a 

0.003 T 

0.002 "- 

0.001 

H 1 \- H 1 1 1 H 
0 200 400 600 800 1000 

f,MHz 
b 

0.003  T 

\Hx(f)l 
AM 

0.002 -- 

0.001  -- 

H 1 h H 1 1 
0 200 400 600 800 1000 

f,MHz 

c 

Fig. 3. yai=ya2=0, Xai=0, Xa2= -50 cm, 
 Xai=10 cm, Xa2=-40 cm, Xai=20 cm, 

Xa2= -30 cm 

In Fig. 4a, 4b are depicted the pulse responses of per- 
fectly conducting and dielectric (s3 = 2.2) ellipsoids, 
respectively. The time-domain responses were obtained 
with the inverse Fourier transform of considered below 
frequency functions (Fig. 3a, 3b). In Fig. 4 the pulse 
amplitude is shown in relative units. 

Comparison of time-domain responses of buried objects 
and of objects in free space shows that the dispersive 

ground substantially changes the form of pulses. 
Maximum amplitude of pulses from buried objects 
decreases in ratio 5.7 and 5 for perfectly conducting 
and dielectric ellipsoids, respectively. 

0.04 r 

Z(t) 
0.02 

-0.02 

-0.03 

-- 

0 2 4  \ I   6 8 10 

- t, ns 

Fig. 4. Xai = 0, Xa2 = -50 cm, yai = ya2 = 0 

Thus, the created algorithm, which based on the con- 
sidered relations, enable to obtain space, frequency and 
pulse electromagnetic responses of objects of resonant 
dimensions, which are located inside a dielectric lossy, 
dispersive half-space. The shape of considered objects, 
their orientation, relatively to half-spaces interface, 
electric parameters E,CT of objects material can be arbi- 
trary. 

The obtained algorithm can be applied for numerical 
modeling of the electromagnetic fields scattered from 
the group of buried objects. 
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ANALYTICAL REPRESENTATION OF A SPECTRUM OF PERIODIC 
SOLUTIONS IN A MODEL OF MAJSNER-KRONIG-PENNEY 
IN RADIATING SYSTEM 

J. M. Terent'ev 

Dnipropetrovsk State University 
Radiophysics department, Dnipropetrovsk State University, 
Dnipropetrovsk-50, 320625, Ukraine, tel. 43-36-30 

The wide application of a Majsner-Kronig-Penney 
(MKP) model is explained by analogy between distri- 
bution of waves in periodic structures, phenomenon of 
parametrical instability of oscillatory systems, electron 
properties in a crystal potential field, by a likeness of 
the differential equations and possibility to present 
solutions by elementary functions [1-5]. Characteristic 
features of the zonal theory, such as prohibited and 
permitted power bands, superficial condition have clear 
analogies for electromagnetic and sound waves in 
stratified-periodic medium and for parametric insta- 
bilities of a oscillatory system [5, 6]. 

In a model MKP system parameters are piece-continu- 
ous function, that is physical properties of each layer of 
a multilayer structure are fixed, whereas the sequence 
of layers is assumed to be periodic. It allows from ele- 
mentary solutions, corresponding to separate layers, to 
construct a translation matrix connecting solutions at 
the beginning and at the end of one period of a men- 
tioned sequence and, taking advantage of the Floquet 
theorem, to obtain the dispersing equation for waves 
(oscillations) in a system. 

The implicit character of description obtained in a 
model MKP, not hindering numerical account of waves 
in concrete periodic systems, hampers the analysis of 
common properties of a spectrum, that is represented 
obvious by comparison to the well investigated proper- 
ties of solutions used for a solution of the same physical 
problems of the equation the Mathieu [7, 8]. The closed 
representation for a spectrum in a MKP model is 
known only for the essentially simplified case of a 
comb of the Dirac [9]. 

In the present work the analytical representation of a 
spectrum of periodic solutions of a model Majsner- 
Kronig-Penney for a two-layer periodic structure is 
reduced to: 

ab ab ab ab. (1) 

containing layers a and b differed in physical parame- 
ters. The solution uses a symmetry of a system enabling 
to compare a matrixes of transformations obtained for 
period with a center, in the middle of the layer a and, 
accordingly, layer b. 

The differential equation of a MKP model present as 
follows: 

dx 
-f+ie-hi)^^;       i = l,2 (2) 

the index /' accepts here is of two possible values 1 and 
2, corresponding to reduced values of a potential in 
layers a and b. Introducing thicknesses of layers /j and 

l2, and assuming satisfaction of conditions: 

Jfc?=e-A,-2»0 (3) 

for a phase symmetrically located concerning a layer a 
period we shall obtain a matrix of transformations with 
the elements: 

öJ^COS^J C0S(j>2 - 

ähT=COS<J>i COSOo - 

k^ 

An 

^L + ^l 
\ki    k\ j 

yk2       kU 

sincpj sincp2   (4) 

smcpj smcp2 

on a principal diagonal. Conditions of existence of the 
periodic: 

«11   = a22  =1 

and the antiperiodic: 

an=a22=-1 

(5) 

(6) 

solutions of the differential equation (2) taking into 
account unimodularity requires for such solutions of a 
vanishing even of one of the nondiagonal elements of a 
matrix of transformation: 

a12 =— ^incp2cos(p]+ 

smcpj 
coscp2 

f i      i   \   f 

\K2 H; 

__L_Ä2_ 

Kk2  h j 
(7) 

and 
a21 = -fc2^in(P2 COSCPJ+ 

sincpj 
coscp2 

yk2    kx , \k2    kx j 
(8) 
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The eigenvectors have then for such matrices the form: 

(0;lf and (l;0f (9) 

This is accordance with solutions having on the 
boundaries of a phase zero and accordingly zero de- 
rivative. For a matrix of transformations constructed 
under condition of coincidence of a center of a phase 
with a middle of the layer b it is obtained: 

bl\-h2~a\\-a22 (10) 

that means coincidence of conditions of existence of 
periodic and antiperiodic solutions. For the nondiago- 
nal elements of a matrix of transformations it is ob- 
tained: 

1 f • *12 = —(sincpj coscp2 + 

sincp2 coscpi k.+h_ 
KU yk2 Vk2 'hi 

(11) 

and 

h2- rq>2 9i ^-ctg^L-ctg ^ 

'21 : 

V*2 

h     * $2 * 9i -i+ctg^- tg^L 
Kk2 2       2 

Kk2 2        2 , 

*L+ctg9Ltg^ 
yk2      * 2   * 2 

Like this we shall obtain: 

f, 
bn=- 

H 

«■1      A   92    .i    9l -L-tg^-tg^- 
\k2 2        2 

ki     4.  92 *  91 -i+ctg^-tg^ 
Kk2 2       2 j 

\ 

(17) 

(18) 

(19) 

and 

*21-~^l{sm9l cos92 + 

sm(p2 coscpj 
(ki    k2 

V*2 HJ \h KU 
(12) 

By rather simples angular transformation (6) we shall 
obtain analytical representation for two sequences of 
antiperiodic solutions: 

and 

^tg^-tg^- 

h     *  9i    ,92 —=ctg J-k--ctg J-^- 

(13) 

(14) 

and 

*2i=-*i ^-ctgf-ctg^' 
\h 

4%«*?*? (20) 

Refusing from restrictions (3) on a domain of e defini- 
tion, we shall introduce: 

X2=h1-e;a=%-ll; 

k2 =e-h2 ;cp = &-/2; 
(21) 

Hence, the conditions of existence of an antiperiodic 
solution will be: 

From the equation (5) two series of solutions for peri- 
odic solutions of the differential equation (2) follow: 

*! _ 9i 92 -J-=-ctg^ -tg^- 

and 

b 
k2 

L=_tg^ctg^L 

(15) 

(16) 

Each of transcendental equations (13-16) determines a 
gang of parameters at which the considered the differ- 
ential equation has a periodic or antiperiodic solution. 
At fixed geometry of a periodic structure, using the 
analogy with theory of the equation Mathieu, is possi- 
ble to state, that obtained equations determine eigen- 
values ej , j = 1,2...; For analysis of the form of so- 

lutions we shall present nondiagonal elements of a 
matrix of transformations as: 

and 

■£• = tg-t-- th— 
k        2      2 

■4- =-ctg— -cth— 
k 2 2 

(22) 

(23) 

whereas conditions, at which tlie periodic solution is 
realized have the form 

and 

-*-=-ctg—-th— 
k &2      2 

-£■= tg-^-cth— 
k      &2 2 

(24) 

(25) 

The conterminous diagonal elements of matrices of 
transformations aii=a22=*ll=^22 pass into 
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cha-cos9 + — 
Kk    xj 

sh a-sincp (26) 

The nondiagonal elements of a matrix of transforma- 
tions on a phase with a center in a layer a: 

a\2 = —-{sincp chot + 

+—shot 
2 

COSCp 
k    Y +—+— 
X   * 

(27) 

and 

a21 ~ -fc-^incp cha + 

+—shoe 
2 

COSCp 
k   X 

U   * 
*    X 

X   * 
(28) 

Nondiagonal components of a matrix of transforma- 
tions with a phase which center in a layer 6: 

in = —-{coscp sha + 
X 

k    X, 
H—sincp cha k   X 

X   k 
(29) 

and accordingly: 

b2\ =-x-^oscp shoe+ 

1 . 
+—sincp cha IL-JL 

k   x. 
Ä-1 

X   k (30) 

As well as earlier, the nondiagonal elements of a ma- 
trix of transformation can be presented as permitting to 
set periodic solutions in the elementary aspect - with 
the help of unit vectors of the entry conditions in a 
center of a layer b: 

1 
Of) = — 

12    Ar f+«*f-*f.. 
xi-£+ ctg^-cth— 

,k       62       2 
(31) 

hi =-% J«*f <*?){!-<*?•*? a .  9 
2   '"2 

(34) 

The obtained results by an equal image are applied for 
each of the mentioned above areas of use of the 
Majsner-Kronig-Penney model. 
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a2l=-k 
k        2      2.1 

x|-^-tg^-cth— 
k     B2       2 

(32) 

or in a center of a layer a: 

bn = 
1 X+th«.ct 9  .  X_tha      cp 

*       2       2){k       2   B2 
(33) 

and 
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RADIATION EFFICIENCY OF COUPLED VERTICAL DIPOLE ANTENNAS 
LOCATED ABOVE A LOSSY HALF-SPACE 

P. L. Tokarsky 

Kharkiv State Technical University of Radio Electronics 
14, Lenin Av., Kharkiv, 310726, Ukraine 
Phone: +380 572 409 430, Fax: +380 572 409 413, E-mail: shirrin@kture.kharkov.ua 

INTRODUCTION 

The study of properties of an antenna placed over a 
lossy half-space occupies an important place in the 
antenna theory. However, despite the long list of publi- 
cations on the subject, the influence of the ground pa- 
rameters on the antenna element interaction coupling 
and the antenna arrays efficiency have not been ade- 
quately investigated. In this paper, a rigorous imped- 
ance approach to analysis radiation efficiency of the 
coupled dipole antennas, placed near the air-ground 
interface, is developed. 

THEORY 

Consider an array made of two perfectly conducting 
symmetric dipoles located in a close proximity to the 
plane interface between two media (Fig. 1). 

medium 1 

1 ^i-^i- 2j) 

-77777777777fr777777777777777777?77777777 

medium 2 

2 £2 ■ y-i • h ) 

31>^1 

Fig. 1 

The dipoles 1 of length 2/j and 2 of length 2/2 are 

centered, respectively, at the points {*\,y\,z\) and 

(x2,_y2,z2) of the Cartesian coordinate system. Both 
are vertically oriented with respect to the interface. The 
medium 1 (air), where the dipoles are placed, of per- 
mittivity ej, permeability u.j and conductivity ax = 0 

occupies the upper half-space z>0. The medium 2 
(earth) with electrical parameters (e2,u2,CT2) occupies 

the lower half-space z<0. While the dipoles are 
lossless, the presence of the lossy medium 2 allows us 
to consider this radiating structure as dissipative. In- 
deed, the dipole input power Pin is completely radiated 

and, hence can be represented as a sum Pin = Pj:+Pci- 

Here P^ is the power radiated into the upper half- 

space, i.e. the useful power, and  Pj   is the power 

transmitted through the interface and dissipated in the 
ground, i.e. the lost power of the radiating structure [1]. 
The antenna array efficiency, r\ = PzlPin , can be found 
in the impedance approach that allows expressing all 
required powers through the input currents of dipoles 
[2], viz. 

N   N N   N ^ 
Pin =ZSjP'«"=:ZS/0'«Ä'«"/0« ^ 

m=ln=l m=ln=l 

N  N N  N 
PX,d =XXi2,rf'"":=ZZ/0"'^,rfwn/0« 

m=ln-l m=ln-l 

where P^mn is the mutual radiation power and Pdmn is 

the mutual lost power [3]; Rm„ = Re{Zmn] 

= «a™+»*.»; zmn is the self (m = n) or mutual 
(m*n) impedance between the ra-th and H-th dipoles; 
9l2>2„ is the mutual radiation resistance and SRdmn is 

the mutual loss resistance; I0ri is the input current 
amplitude of the w-th dipole; N is the number of array 
elements. As was shown in [3], the resistances fR^m,, 

and  ^dmn   are generally complex-valued quantities 

With   ^tdmn=^Z,dnm^   I™{*Xmn } = ~ M?Wi) ■ Let 

us present the mutual impedance as a sum 
Z21 =Z21oo +AZ21, where Z21oo is the mutual imped- 

ance between the dipoles over a perfectly conducting 
ground; AZ21 is a correction term that takes into ac- 

count the real parameters of the ground. Since the im- 
pedance Z21oo is well known, we will determine only 

the correction term, AZ21, using the induced EMF 

method [2] 

AZ21 = V   jAE1Z(Q4(C¥C, 
JolArc z2_/2 

where I2z(Q is the current distribution on the dipole 
2; A£lz is a some part of the electromagnetic field due 
to the dipole 1. Representation of the AElz as a spec- 
trum of plane waves [4] yields 

AZ21 = -j^f- Jj0(vrH(v>i(vK(v)x 
ink 

xexp{-Y1(z1+z2)£-rfv, 
Yi 
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where 

^E(v)= 2y2/(y2 + ^TiM); *i,2 = «V^U ; 

Yi,2 =yv2-^2 ; eu =s1>2(l-yCTU/cosu); J0(x) 

is the zeroth-order Bessel function; ZcX = yij^M > ^ie 

time        dependent        factor        is exp(/a>f); 

r = \(x2~xi)  +(yz~yi)     is the distance between 

1   '" 
the dipole axes; sz„(v) = — \lnz(z')sxp(y1z)dz is the 

'On 

Fourier transform of the current on «-th dipole. For a 
dipole with a sinusoidal current distribution, the Fou- 
rier transform is 

SM= 2ki (<* Yi'» -cosfci/„)/(v2 sin^j/J, 

while for a Hertzian dipole of the same length, it is 
*z»(v) = 2/>f. 

We determine now the mutual resistances %21 
anc* 

91^21 by the Poynting's vector method as 

^z,d2i = 2Pz,d2i/h 1-^02 > where the mutual powers are 

r£,<m i j JM^KMH}* 
sr.d 

Here E„,H„ are the electromagnetic field due to the n- 

th dipole at the surfaces Sz or S^; and s° is tlie unit 

outward normal to the surface Szd . Let Sz be a hemi- 

sphere of radius R -»■ oo covering the upper half-space 
and S^ be the plane separating the two media (z = 0). 
After inserting the spectral representation for the fields 
into the latter equation, we can finally obtain the de- 
sired expressions for the unknown resistances in the 
following form 

91 d2l 
JZ 

lörofciE! — f 
Y2    Ya" 

JoM^cv)* 

x »A (v)|^8 (vf expj- y*z2 - YIZI ydv ; 

ÄZ21= 
871 

2*/2 
J J0 (v0p)«Di (6)0)2 (9) sin QdQ, 

where 

3> „ (6) = JZ„ (fcj sin 6) sin 9[2 cos(fcjZ„ cos 9) - 
- re(A:i sin 8) exp( -jk]Zn cos 9)]; 

(A,0,cp) are spherical coordinates. 

NUMERICAL RESULTS 

Fig. 2 shows the efficiency of the array of the two col- 
linear half-wave vertical dipoles with a sinusoidal cur- 

rent distribution (|/oiM)2| = l) versus is-plane scan 

angle at 6 MHz. The dipoles 1 and 2 are centered at 
distances X/2 and X from the interface respectively. 
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Fig. 2 

The   parameters   of   the   ground   are    e2/61=10, 

a2=0.01(f2-ffz)_1,   p.2/u.j = l.  As can be seen, the 

antenna efficiency ranges from 0.17 to 0.77 when the 
beam is scanned within the elevation plane. The effi- 
ciency of the in-phase excited array, whose beam is 
pointing along the interface, is about 0.34. The value 
can be increased more than twice by choosing the 

beam-pointing angle equal to 0O « 45°. 

In addition, the results of computation in this way of 
the efficiency of the single Hertzian and half-wave 
dipoles is compared with the similar results in [1]. The 
agreement between the two data sets is excellent. 

CONCLUSION 

The approach proposed can be useful for development 
of various antenna structures over the earth, especially 
of antenna arrays for HF communication systems. 
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INTRODUCTION 

The principle of the Huygens in classical statement 
("each point of a wavefront set starts to a radiant of a 
spherical wave, and the position of front is as a super- 
position of elementary spherical waves") is inexact. At 
addition of elementary waves there should be still front 
behind of primary, that it is necessary frequently artifi- 
cially to ignore [1]. 

The statement of the problem about a radiation of the 
fractal surface element enables to estimate presence of 
front of a radiation behind of initial front. 

FORMULATION 

The electromagnetic field E,H is represented as su- 

perposition of two fields Ex,Hy (from electrical radi- 

ant) and E2,H2 (from magnetic radiant) 

E = El+E2, 

H = HX+H2. 

The electrical and magnetic fields E],Hlare deter- 

mined through a vector potential A : 

Ä = -k\\i]e(7')G(7,7')dV'; (1) 
v 

Hx=l-rotA,   Ex=-^(graddivÄ + k2A).     (2) 

The fields E2,H2 are determined by the similar for- 

mulas in view of a duality principle. 

The solution of the task as a fractal potential is formal 
can to arise, if in the formula (1) to consider: a) distri- 
bution of radiant on volume (surface, line) with a frac- 
tal structure; b) distribution of a fractal current in vol- 
ume (on a surface, on a line); c) fractal distribution of 
electromagnetic parameters of a medium [2]. We mark 
that the generalization of this problem is possible after 
input in reviewing of a fractal Green function. 

EQUIVALENT SOURCE, a-FEATURES 

The surface-current density, which does not take vol- 
ume, is determined as 

j= limj0jt: 
A/->0 

(3) 

(«0 — unit vector indicating direction of driving of 

charges; Al — element of an outline, which is inter- 
sected by a current AI). In case of an ideal continuous 
medium the limit-passage in (3) reduces in a usual 
derivative, and the integration restores a current/. 

The unambiguity of a derivative (3) is absent for fractal 
("thick") surface element AS = AxAy . 

The use of arc-coating I of a polygonal line with links 
A/, reduces in the degree law of increase of length of a 

polygonal line LA1. at a diminution of a link A/, (see [3]): 

L 
A/. A$ ,v-1 (4) 

(Mv — the Hausdorff-measure with dimensionality v, 
which depends on geometric properties of a fractal 
point set of a curve). Length of a polygonal IineZ,A/ 

will be final in case, when the Hausdorff measure as 
Mv = Mx(Al)v, is determined on Alt (A/->a> - 

amount of links of coating with length A/ on A/,). 

The limit process (4) 

lim 
Mx(M)v 

AZ->0     A?"' 

we consider as a fractional differential of an arc 

dai=(Da)idr dr 
T(2-a) /«-: 

where (Da)l — fractional differintegral (definition 
see, for example, in [4], [5]); T(.) — gamma function 

of the Euler. 

We consider, that Ax «X,, Ay «A. (^ — wave- 
length), and the fractal element exhibits itself as the 
population is orthogonal oriented of electrical and 
magnetic emitters with the elements of currents on 
links with fractal properties: 

daIe =(Da)jedya=-(Da)Hsdya, 

daIm = (Da)jmdxa = -(Da)Esdxa. 
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The surface-current fractal density are connected with 
fields a-features [6] (Da )HS ,(Da )ES 

on the element AS" 

(Dafj* = [z0,(Da)Hs] = -x0(Da)Hs, 

(Da)jm =f(Da)Es,z0,J = -yc(Da)Es, 

and (Da)Es =W(Da)Hs, where W — wave resis- 
tance. 

CALCULATION OF A LONG-FIELD 

Amplitudes of vectors   a- features of a long-field 

(D«)Ed,(Da)H5   (r»X)       (under      conditions 

/■»Ax,   r»Ay,   G(r,r')*exp(-ikr)/r = G8(r)) 
is defined from (1) and (2): 

(Da)H?=jL \[(D*fje(r'),r»]G(r,r')dS« * 

*£;[-Zo(Da)Hs,r0]Gd(r)ASa. 

In a spherical frame (r, 9,9) is obtained 

(Da)H? *^(Da)HsG3(r)ASa(Q0 s/«cp+cp0 cosBcosy). 

Are similarly determined (Da)H%, (Da)E8 and 

(D*)El. 

In total, electromagnetic field E,H in long zone is 
restored for fractal ("thick") on 9 surface element after 
application fractional calculation to 

(D^jE3 =(Da)(E? +£*), (Da)Hs =(Da)(H° +Hd
2) 

with 

E  a R(B) (B0 cos cp - cp0 sin tp); 

H   « ~-R(B)(B0 sin cp + cp0 cos<p), 
(6) 

where 

R(B) = itE'ASf^ + cos(B + ccf )G e(r). 

Directivity pattern of fractal the Huygens element: 

F«(B) = ±-( 2'rri-a7 + co^e + af^- (7) 

At a = 0 the formula (6) and (7) give a classical out- 
come of a radiation of the smooth Huygens element. 

In Fig. 1 the polar pattern F0 (B) and Fa (B) (a = 0.1) 

accordingly classical and fractal Huygens elements 
represented. 

In Fig. 2 the polar pattern Fa (B) and F„, (B, cp = 0) of 

generalized Huygens element are compared (is applied in 

the theory of antennas (see, for example, [1])) (ratio of a 
wave resistance to a surface impedance W equally 0.25). 

Fig. 1 

Fig. 2 

CONCLUSION 

The approach, represented in work, to calculation of 
fractal performances on a coordinate 9 of the Huygens 
element can be generalized on case others (till /-,cp) 
distributions of geometric singularities on a surface. 

The practical interest in the theory of antennas repre- 
sents a radiation of the generalized Huygens element in 
a fractal medium. 

The analysis of a modification of radiation performance 
of the fractal element in a comparison with ideal ele- 
ment enables to define a degree of a surface fractality. 
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USE OF AN AUXILIARY SOURCES METHOD FOR CALCULATION 
OF THE CHARACTERISTICS OF ANTENNAS PLACED ON IMPEDANCE 
ARBITRARY SHAPE BODIES 

V. A- Voloshina, V. V. Shatskiy 

Rostov Military Institute Missile Corps, Rostov-on-Don, 344027, Russia 

The mathematical model, algorithm and radiation 
problem solution results of the cavity-backed low- 
directional antenna are described, its numerical re- 
search characteristics are discussed in the report. 

The generalized model of the antenna is shown in 
Fig. 1. 

for E-polarization, 

Fig. 1 

The metallic constructive elements (including segments 
Si and S2) of arbitrary configurations are assumed to be 
impedance or perfectly conducting. The dielectric ele- 
ments occupy the volume Vx with relative permittivity 
Si and permeability nu that is bounded by an surface of 
arbitrary configuration, including segments S2 and S3. 
The antenna is in the volume V0 with permittivity E0 

and permeability /x0 or in the dielectric volume. 

The electrical and magnetic antenna fields with longi- 
tudinal components in volume V0 and Vj satisfy the 
two-dimensional Helmholtz's equation and in volume 
V0 they must satisfy the radiation conditions on infinity 
and the boundary conditions. These expressions have 
form [2] 

du(x,y)ldn -iau(x,y) = 0 

for surface segments S\ and S2, 

Ui(x,y)\s3=Uj(x,y)\S3, 

Pidui{x,y)/dn \Si = Pjduj{x,y)ldn |,3 

for surface segment S3, 

where u = Ez, a = kW IZ0, P, = tf, P, = nf 

(1) 

(2a) 

(2b) 

u=HIt,a = kZ0IW,Pi=et -
1 P-=e~> 

for //-polarization, W is a metal impedance; Z0 is the 
wave impedance of the free space. 

The mathematical model of the radiation system is 
constructed with the use of an auxiliary sources method 
[1], according to which inside a body at a distance A 
from surfaces Sh S2, S3 the auxiliary sources are entered 
as a filament of electrical or magnetic currents with 
unknown complex amplitudes A„. The sources volume 
current density is represented as 

hen = h ^nHx-x^iy-y^. (3) 
n 

The numbers of the sources located close to surfaces S,, 
S2, S3, equal Nh N2, 2N3 respectively (N3 sources are 
placed in volume V0 above dielectric segment S3). 

The r-electrical filament currents (for ^-polarization) 
or T magnetic filament currents (for //-polarization) are 
considered as the field exciting sources. These currents 
with the known complex excitation amplitudes A are 
placed arbitrarily in volume Vx. The exciting current 
density is defined as 

j*n=i,I,DtS(x-Xt)6(y-yt) (4) 

According to [1], we shall write down expressions for 
definition of electrical and magnetic fields strength in 
volume V0 (observation point P (xp, yp) e V0) in the 
following form 

for E-polarization: 

n(Xp,yP) = -iMo{TAG(koP>ko%) + 

^AlGQc.p^q^)}, 
"3 

for //-polarization: 

u(xp,yp) = -ie0{ZlBliG(k0p,k0qlh ) + 
"2 

ZBlG(kQp,kiqni)}. 

(5) 

(6) 

In a similar manner the fields strength expressions can 
be written down for volume Vi{P(Xp,y^ eVx) 
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«2 

TAlG^p, %„,) + Y,DtG{kxp,k,qt)}        (7) 
"3 

for jE'-polarization, 

u{xp,yp)^-iei{ZBlG(li,p.h^) + 
"i 

~£Bl G(k,.',*i9n.) + HDtG(k]p,k)ql)} 

ait //-polarization. 

(8) 

(2)/ In expressions (5H8) G{kiP,kiqn) = H^\kirpq) is the 

Green's function of the 2-D free space, that connects 
the coordinates of observation points (xp, yp) and coor- 
dinates of sources points (xq, yq) for medium with pa- 
rameters su nu k,=2n(£i /jj) m IX is the wave number in 
the ;'-th volume, X is the wave-length. 

The auxiliary sources with unknown complex ampli- 
tudes can be found from the solution of linear algebraic 
equations system. This system is formed by imposing 
boundary conditions [1, 2] on surfaces Sh S2, S3 on 
fields determined by dependencies (5) - (8). 

It is necessary to emphasize, that the collocation points 
number on each of a contour segments should be equal 
to the appropriate auxiliary sources number. Thus, the 
total order of solved system is defined as NS = Nj + N2 

+ 2N3, and the matrix of the equations system is square. 

The radiation pattern is calculated by (5) or (6) when 
an observation point has moved off to infinity. 

The calculating algorithm developed on the basis of the 
expressions (5)-(8) is realized as the universal program 
allowing to solve a wide range of tasks. 

The computer program correctness was controlled by 
comparison of the obtained results with the known 
literature data [1, 3, 4]. 

So, transformation of the model considered above in an 
angled-reflector antenna, reflector of which has finite 
thickness, has allowed not only to obtain coincidence 
with good accuracy of results [4], but also to extend a 
research scope. In addition to latter results [4] of the 
angle-reflector antenna radiation pattern dependencies 
on the source angular position, on linear sizes of the 
reflector and its thickness, and also on the reflector 
surface impedance are investigated. 

Curves, shown in Fig. 2, characterize the radiation 
pattern maximum dependence on the source allocation 
concerning coordinate axes. As one would expect, the 
calculation results shows that the asymmetrical source 
location leads to displacement of the radiation pattern 
maximum. The same effect can be achieved at various 
values of the reflector surfaces impedance. The angle- 
reflector antenna radiation pattern are shown in Fig. 3, 

at which the surface 1 has the impedance Z = 533-533/, 
the surface 2 is produced from a perfectly conducting 
metal (curve 1), and the curve 2 corresponds to a re- 
verse case. 

60       120.       <80       gi.0      JOO      3S0 

Fig. 2 
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Fig. 3 

Introduction of the third wall (model in Fig. 4) allows 
expanding possibilities to control both the radiation 
pattern width and its maximum position, what is illus- 
trated with the dependencies curves given in Fig. 4. 

The additional possibilities occur when the cavity- 
backed antenna is filled by a dielectric with relative 
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permittivity s. For example, radiation patterns are 
shown in Fig. 5 for various values e. 

0 SO        J20        ISO        Zid       S.deg. 

Fig. 5 

For fixing dielectric in the resonator the fastening ele- 
ments, usually metallic, are made. The radiation pat- 
tern behavior for various sizes of fixing metal ledges is 
shown in Fig. 6. If the width of the ledges b' = b" «X , 
then the radiation pattern is slightly narrowed and the 
outer side lobes grow, and for the symmetrical ledges, 
that cut down a surface of radiation, these changes 
become more noticeable with increase of the size b'. 

Thus, the considered mathematical model of a radiation 
system implemented on a basis of the cavity-backed 
antenna allows to calculate the characteristics of the 
low-directional antennas of complex shapes. The given 
examples demonstrate radiation pattern variation pos- 
sibilities of the considered antennas over a wide range. 

The results of investigations are generalized on revolu- 
tion bodies. As auxiliary sources rings of an electrical 
current with azimuth (along a ring) and meridian (in 
parallel tangent to body forming) direction of a current 
here are used. In a case of a metal-dielectric revolution 
body the system of the linear algebraic equations for 
definition of required complex amplitudes m-azimuth 
harmonic of auxiliary sources consists of twelve sub- 
systems, four of which correspond to impedance seg- 
ments on boundaries metal-free space and metal- di- 
electric. 

The program is tested by the known solutions using an 
eigenfunctions method for metal and dielectric sphere 
excited by electrical dipoles, and for metal sphere with 
an annular slit antenna. The distinction of the calcu- 
lating radiation pattern of two methods does not exceed 
unit of the fourth significant digit of the amplitude and 
0.2 degree of a phase. Forming line body of revolution, 
that is approximated by segments of direct lines and 
arches of circles, can be arbitrary configuration. 

Fig. 6 
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STRUCTURES WITH DOUBLED QUASI-PERIODICITY OF PERMITTIVITY 
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INTRODUCTION 

In the last years research activities on Photonic Band- 
gap (PBG) structures as artificial periodic and quasi- 
periodic structures whose transmission properties ex- 
hibit frequency bands where the propagation of elec- 
tromagnetic waves is forbidden [1], becomes one of the 
most actual direction in compact design of wireless 
communication systems. It is known also that such 
structures can display properties of bandpass filters by 
disruption of the periodicity [2], The microstrip patch 
antenna is one of the most prefered structures for low 
cost and compact design. PBG technology is considered 
as a promising new solution to the problems of the 
antennas limitations for high frequencies such as nar- 
row bandwidth, low gain and surface wave losses [3]. 

In spite of impressive progress in the new and emerg- 
ing area of PBG engineering in recent years, their de- 
velopment by increasing complexity of the structures 
(as, for example, dual periodicity) toward the improved 
model is still actual. The criteria for such an optimiza- 
tion are the gap width and shape (preferably a rectan- 
gular-like one) as well as the structure dispersion and 
simplicity of their fabrication. 

In this paper we propose a planar structure as a dielec- 
tric layer with double-quasi-periodical permittivity for 
using as a reflector or planar antenna substrate. An 
additional complexity of the structure allows to obtain 
high reflection for a wide band or sharp resonances on 
defined frequencies as well as a sufficient reflected field 
phase shift for some parameters combinations. A case 
of an abrupt temporal change of the permittivity in such 
structures is also considered showing an appearance of 
additional frequencies in the reflected field. 

PROBLEM FORMULATION AND SOLUTION 

The considered dielectric layer 0 < x < a has a permit- 
tivity mathematically determined by 

N 
e(*)=X 

w=0 

f     ( j Y^ 
a- 

ß ) 

M (    ( , Y^ 

»1=0 71 ) 

[Q(x - an) - 6(x - a(n +1))]+ 

[e(x-bm)-Q(x-b(m+\)Jl  (1) 

being essentially a superposition of two quasi-periodical 
structures with the composing layers widths equal to a 
and b, correspondingly, and slight deviation of the 
layers permittivity from the periodical ones (like that 
shown in Fig. 1, a). 

The problem was solved based on integral equations for 
electromagnetic fields in non-stationary media [5]. 
There are some advantages in using this approach even 
for stationary structures because the method is based on 
Volterra integral equation which can be solved by it- 
terations with improved convergence unlike Fried- 
holm's and singular equations. So we can easily control 
the obtained results acccuracy. Initial point of the 
problems solutions are Volterra integral equations [5] 
which can be obtained from Maxwell equation for the 
electrical component of electromagnetic field obtained 
by Green's function of corresponding wave equation 
with all non-stationarities picked up at its right hand 
part. In the considered ID case it has the following 
form 

for the internal field (x > 0, t > 0) 

Ein{t,x) = E0{t,x)-e(vt-x)   \dt'j{t',x-v{t-f))- 
t-xlv 

t t 

- 6(x - vt)\dt'j(t\x - v(t - t')y\dt'j{f, x + v{t-/')), 
0 0 

and for the external field (x < 0) 

t+x/v 

Eex(t,x) = B(t,x)-6(vt + x) Jdt' j(t',v(t-1') + x) (2) 

where j(t,x) 
öx 

s2(t,x)-s1 EJU) for dielectric 

medium, 9 is Heaviside step function and v = c / ve . 

Analytical iteration formula for the reflected field de- 
termined by the layer permittivity distribution was 
obtained. The iteration algorithm was realized as a 
computer program enabling one to investigate band-gap 
and filtering properties of the considered structures 
reflection for transient and stationary (as a long-time 
approximation for the transient one) cases. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



166 

permittivity 

5 

4 

3 

2 

H 

0.1       0.2       0.3       0.4       0.5 
x, cm 

2?rf 
1.4-10"     1.5-10"     1.6-101 

In a case when there is an abrupt change of the com- 
posing layers permittivity at zero time moment, the 
reflected field contains in addition to the stationary one 
a component of low frequency with time-reducing am- 
plitude. The frequency value depends only on the com- 
posing layers width being almost independent on their 
permittivity values, which determines however this 
wave amplitude. 
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Fig. 1. Permittivity profile in the layer (a); 
reflection coefficient amplitude in dependence on the 

incident wave frequency (b); reflection coefficient phase, 
equal to % at its maximum (c) 

CALCULATION RESULTS 

Calculation for different layer parameters showed that 
for big deviation of the structure permittivity from one 
of the periodic structure the reflection coefficient oscil- 
lates slightly about the value, which is not appropriate 
neither for anti-reflection coating nor for a good re- 
flector. 

For small deviations of the structure from the periodical 
one it is possible to choose such structure parameters 
which provide good filtering and band-gap characteris- 
tics of it (see Fig. 1). 
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A MULTIBEAM IMPEDANCE ANTENNA SYNTHESIS 
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Nowadays as multibeam antennas (MBA) hybrid an- 
tennas, spherical reflector antennas and antennas array 
are widely used. However, their sophisticated construc- 
tion and considerable size imply some certain difficul- 
ties when used with moving vehicles. In the paper, a 
method of multibeam impedance reflector antenna 
(MBIA) synthesis is offered. It could be interesting that 
the reflector form can be arbitrarily conform: e.g. it can 
be plain, or it can be combined with the vehicle surface. 
This could open the possibility to construct the MBIA 
of a smaller size. 

Let's consider the solution of a two-dimensional prob- 
lem. Let in the unlimit isotropic space the infinitely 
long and along the homogeneous cylinder with partially 
differentiable surface S and the normal section contour 
p is located (Fig. 1). It is excited with the system of M 
longitudinal threads radiating the co-phase magnetic 
current with the radiation patterns (RP) Om(cp). 

It is necessary to find the distribution law of the imped- 
ance Z, such as to provide the antenna with the re- 
quired multibeam RP. We shall see the impedance as 
purely a reactive one Z = iX, to avoid the undesirable 
losses. 

The traditional approach to solve a synthesis problem 
was the way of minimising the gap between the re- 
quired and realised antenna RP in the required angle 
sector with one on the linear programming methods. In 
our case it would be rather complicated because of the 
complex law of the impedance Z = iX distribution. 

The synthesis method we propose in the paper is, to put 
it briefly, as follows. It is known that the round cylinder 
with the radius a in the environs of its top with the 

aperture of r = awy   is of the same focusing features 

as the parable with the focus distance a/2, if the radia- 
tor is located at the distance of/ = a/2 from the top. 
Strictly speaking, phase abberations in that aperture do 
not exceed n/2, and thus we can consider it as a co- 
phase. So if we move the radiator along the arc of the 
circumference with the a/2 radius, or if we put the 
radiator array along the arc, we can maintain the beam 
swinging regime in the wide angle sector, and produce 
a multibeam RP as well. 

To design the MBIA we shall require for its reflector S 
to possess the scattering possibilities identical to those 
of an ideally conductive round cylinder S0 with a radius 
of a (Fig. 1). 

As the aperture of a reflector antenna with a sharp RP 
is large in comparison with the emitting EMW, we 
shall use a method of physical optics to solve the prob- 
lem. In this case the field dissipated with the imped- 
ance cylinder S in an arbitrarily chosen point p will be 
[1], [2] 

HI .V)~\\ 
cosyncosy0    cosy-Z       e -ikmm+R„) 

L 
cosy„+cosy0 cosYo+Z  m  jR„mRpg 

-dS, 

(1) 

where y„, y are angles constituted by the rays con- 

necting the observation point and the source point, and 
the normal in the point of integrating (see Fig. 1); y0 - 
the reflection angle of the incident field in the current 
point of the impedance surface S. 

Fig.l 

The surface impedance Z we shall find from the 
equivalence of the field reflected by the impedance 
reflector under synthesis excited with the given distri- 
bution of the radiators and that of the ideally conduc- 
tive cylinder S0, excited by the radiators distributed 
upon the arc of the circumference with the radius a/2 in 
the 0' point (on the So cylinder axis). 

For the observation point p co-located with the 0X point 
(Fig. 1) the ratios for the dissipation fields of the S and 
S0 cylinders, consequently after (1), will be: 

tf,'(o> = *f COSYO zue 
-ikp 

COSYO+Z     ^ 
-dS, (2) 
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Hs
!0(P') = iUosru0-rds, 

r.    ^ cosv„cosy0   ,   T   e
mnm 

where U = £ " ®Jm 75=; 

(3) 
The impedance reflector antenna m-th ray RP diagram 
can be calculated with the formulation: 

rjcosy„+cosy0 

U, 0 ~ Ai *!»■'Om    . 

The Z = iX impedance distribution law can be obtained 
explicitly from the subintegral sentences (2) and (3) 
equivalence, provided that the angular dimensions of 
the S and S0 cylinders from 0' point are to be equal 

X = cos y0tg{0.5[u -u0+ k(a - p)]} (4) 

where u = atg(U); u0= arg(t/0). 

Thus we have find the required impedance distribution. 

E.g. the MBIA with a plain reflector S with 2L width, 
irradiated with the radiators with the RP 

0>m=cosw(cp-M/m), 

where vj/m is the RP m-th beam direction, the radiators 
being located upon the direct line parallel to S at the 
distance of A. 

Q(y)1 

10 y/X 

F».2 
Let's choose a cylindrical coordinate system in such a 
way as to provide the coincidence of z axis with the 0" 
axis of the S0 cylinder under imitation. We put the S 
reflector at the distance of 2h from the 0V axis so that to 
provide the coincidence of the normal to its centre with 
x axis. We take the cylinder radius to be equal to 2h. 
The corrugated structure, realizing the required imped- 
ance distribution law, permits for the antenna to display 
five beams within the angle sector of ±20°, reflector 
size being L = 101, h = 5A, a = 10A (X = 1), N=8 and 
Im = h =1A/M. 

The distribution of the integrands (3) of Qm phase for 
the rays -20° (curve 1), -J0° (curve 2), and 0° (curve 3) 
are sketched in Fig. 2. One can see that the reflector 
surface phase for the each ray does not exceed the ad- 
missible deviation (0.5X) along the considerably long 
intervals that are able to form the required RP. 

^(*)=!f 
cosYBmcosYo    cosy-Z , 

Lcosy„m+cosy0cosy0+Z (5) 

At the Fig. 3 the RPs for all five beams of the antenna 
under synthesis are shown. The beams are correspond- 
ing to the radiators positions coordinated (x^-SA, 
y=±1.89X) (curves 1,5), (x=-5Ä, y=±0.88Ä) (curve 2,4) 
and (x=-5A, y=0) (curve 3). 

45 <Ph 

Fig. 3 

As it can be seen, all the rays RP are practically identi- 
cal, the differences in the amplification factors do not 
exceed 0.1 dB the sidelobe level is 23-28 dB and can be 
regulated with the radiators RP form. 

Thus, the theoretical investigations and numerical 
calculations verify the relevance of the proposed 
method of synthesis of MBIA with the impedance re- 
flector of the arbitrary form. The calculation results 
obtained can be used either as the exemplary solution, 
or as the first approximation, bearing in mind the pos- 
sible optimisation with the more strict methods of elec- 
trodynamics. 
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ABOUT ONE METHOD OF DETERMINATION OF CURRENTS 
IN THE ISOLATED ANTENNA 

L P. Zaikin, G. I. Koshevoy, D. I. Yaresko 
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PROBLEM ACTUALITY 

A success in the field of a miniaturization of modern 
radio electronics are so great, that the sizes of majority 
of devices have reached practically limited values. 
Unfortunately, this does not concern fully one of the 
major elements of radio engineering systems-antennas 
radiating or receiving of electromagnetic waves, the 
sizes of which depend on the frequency of oscillation 
and should exceed or be commensurable with a wave- 
length. 

There are not less than ten ways of miniaturization of 
antennas. 

The offered method of determination of currents in the 
antenna concerns to the most perspective way of 
miniaturization, namely to application of dielectrics 
and ferrite as envelopes (covers) of antenna. 

STATEMENT OF THE PROBLEM 

While determine currents on the cylindrical antenna of 
final length in an isolating envelope with a dielectric 
permeability 8 more than one we'll proceed from an 
integral equation obtained in [1]: 

l 

Jcp(r)R(x-r)c// = Ccosiar--sinK|x|,|x|<l;    (1) 
-l 2 

Here we have cp(r) as the required function, propor- 

tional to longitudinal component density of the surface 
current on the cylinder, the kernel integral equation 
being equal to the following: 

ä(„)4 
_CK(K,0)    2K _ 

c/oK) 
tfK{w) 

cos wu dw,    (2) 

C,e =VK2e-w2,£i =CE at e = l,K = £A,a= ° 
h' 

AW=CE^1
(l)(ßC1)Ä/oi(CE)-<i4){ßCi)^ii(C£), 

ö2W=CE^1
(l)(ßCi)Ä/oo(C8)-BCi^l)(ßCi)^io(Cj 

i-HJmk{Q = H%^)jk{aQ-Jm§QH${a.Q, 

ß =—, a and b are radiuses of the cylindrical antenna 
h 

and isolating envelope, correspondingly, 2/z — length 
of the antenna (isolating envelope in the given mathe- 
matical model is infinite). 

RESEARCH FROM THE KERNEL 
OF THE INTEGRAL EQUATION 

The first integral in terms of the kernel represents a 
half of deduction of am intergrand function, which has 
a simple pole in a point w = K, that is 

X -3S-MM    1I-'C0SWU fa,-. -it: iji-lB, '00 cos KM 

2sB01-aK\/£-LS| 'oo CK(K,O) GM
W
) 

Here Bmk -HJmk\K-JE-IJ are of real values, which 
can be easily proved by transition from Hankel's func- 
tions in expression (3) to cylindrical Bessel's and Neu- 
mann's functions. 

The term in (2), representing an improper integral can 
be represented as two terms: 

oo        KVE        =O 

2K        2K      KVS 

(4) 

Numerically-analytical research of intergrand function 
E -   , \   in a range of modification w from 2K up 
Ci24*0 

to KV6 , for various e, is shown in Fig. 1. It testifies 
that there are no problems with the first integral. 

0.12- 

0.1 

0.08 

0.06 

0.04 

0.02 -i 

0 

e=200 

e=1600 

02 0.4' 0.6 0.8 "l" 1.2 1.4' 1.S 1.S  Z" 1.2 2.4 

Fig. 1. Dependence of intergrand function on various s 

(3) 
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As analytical asymptotic research shows, the second 
integral, provides logarithmic singularities to the dif- 
ference kernel of the equation (1) at coincidence of the 
arguments. It also confirms numerical calculationpre- 
sented in Fig. 2. It is necessary to point out here that 
the expression of intergrand function was expressed not 
through cylindrical functions but through the functions 
of purely imaginary argument: 

namely 

SJoHi) 

where £g = V w2 -K
2

E > 0, %x = £s under s = 1, 

n(w)=^(ßii)^oi(y-s^ofe)^ii(y 

KImk(x) = Km(ßx)lk(ax)-(-ir+kjMKk(ax). 

Thus, 

CJ0(aG) 1     COSWM 

tfK(w) e+W^-K2 

(5) 

&Ml) 1 

[uMih^oHMw) 8+i 
Integral from the first term 

r    coswu    ,       f COSKWX 

COSWK 
(6) 

K-Je ■Jw2-K- 
r<fu -I f> 

dx- 

£V*'-1 

(7) 

% .. (   \    r cos COS KUX 
dx, 

where 

N0{KU) = - 

00 /„.,A2fc     k   , 

The term in expression (6) for large w behaves not 

worse than —=-, thick ensures absolute convergence of 
w 

an improper integral In Fig. 3 the character of behavior 

of the second term multiplied on w2 under modifica- 
tion of value w for various thickness of a dielectric 
insulator of an antenna is shown. 
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Fig. 2. Behaviour of intergrand function at large w 
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Fig. 3. A behaviour of the second term of the expression 
(6) for various values of interior and exterior diameters 

of an insulator of an antenna on large w 

As it follows from the graphs, being also confirmed by 
the asymptotics, this termfor want of large w is propor- 

tional to 
o(s+l)' w 

So, the difference kernel of the equation (1) has a loga- 
rithmic singularity under coincidence of the arguments, 
therefore here the method of discrete singularities [2] 
can be successfully applied with suitable choice of 

ix(lk -1) 
quadrature knots zk = cos—^ L,k = \..n and points 

of collocation t„ = cos—,m = l..n-\. Besides as it 
n 

can be seen from the formulas (6) and (7), this singu- 
larity is selected as usual log, that allows to convert it, 
obtaining an integral equation of the second kind. 
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MODELING OF NON-COORDINATE ELECTROMAGNETIC PROBLEMS 
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Estimation of excited or diffracted field by an element 
arranged in surrounded structure forms an electromag- 
netic problem. In the case, when the field tensions of an 
element could be written in the different coordinate 
system than the structure field tensions, the electro- 
magnetic problem is considered as a non-coordinate 
problem. Direct transformation of one coordinate sys- 
tem into another often makes the analysis more diffi- 
cult. Physical modeling of the element allows to write 
this field tensions in the structure-coordinate system. 

For conducting elements field investigation some mod- 
eling principles by means of current filaments are pro- 
posed [3-5, 7]. Using these methods it is necessary 
additionally estimate the current filaments density, that 
gives the result independently from filament density. 
Simultaneously the singularity of the corresponding 
Green function must be avoided. In the analysis of the 
inner electromagnetic problems field radiated by fila- 
ments is expressed by means of infinite, slowly conver- 
gent series. The sum of such series always is found not 
exactly. Using moment method this error leads to ill- 
conditioned system of linear algebraic equations. Solu- 
tion of such equations demands the iterative procedure. 
In general case the surface patch model is used [2, 6]. 
The surface of element is replaced by small flat triangle 
or rectangular conducting patches. It is difficult to find 
the appropriate basic functions for that model [6]. 

0,00       0,02       0,04       0,06       0,08       0,10 

Fig. 1 

An alternative principle of modeling is reviewed below 
using an example of diffraction on a cylindrical ele- 
ment. It is assumed, that the axis of element is parallel 
to one coordinate of rectangular system of general 
structure. The surface of conducting cylinder is re- 
placed by narrow conducting strips. Quantity of strips 

is defined by perimeter of cylinder and width of the 
strip. Current density distribution on the strip width is 
accepted as uniform. However such strip remains as a 
non-coordinate. Two projections of non-coordinate strip 
on two coordinate of rectangular system that is or- 
thogonal to the axis are formed. The idea of the pro- 
posed modeling follows from concept of tensor Green 
function [1]. It is confirmed below, that the field of two 
conducting orthogonal coordinate strips coincides with 
the field of sufficiently narrow non-coordinate strip. 
The advantages of the mentioned method are the next: 
1) quantity of strips for any model is more less than 
number of necessary filaments in filament-model under 
the condition of the same accuracy of field tensions 
estimation (it is unnecessary to find the number of 
strips); 2) in the analysis the normal modes of the rec- 
tangular structure-coordinate system could be used (this 
allows differentiate the corresponding Fourier series); 
3) Fourier series describing the field of narrow strip are 
fast convergent (that circumstance facilitates calcula- 
tion of the sum of series and improves the accuracy of 
calculations ); 4) usage of moment method permits to 
obtain well conditioned system of lower order equa- 
tions. 

Choice of strip-width (w) for an strip model is realized 
by comparison of the field tensions radiated from fila- 
ment model of non-coordinate strip with the field ten- 
sions of equivalent orthogonal coordinate-strips. We 
consider the case, when the strip is placed between the 
broad walls of rectangular waveguide (A -width of the 
guide wall). The strip-width is arranged under the 
angle 45° to the transverse coordinate of the widther 
wall of waveguide. The dependence of ratio (s) of the 
field tension of coordinate-strips model to the field of 
non-coordinate strip from non-coordinate strip width 
(cr = w I A) is showed on the Fig. 1. Number of current 
filaments for the non-coordinate -strip-model was cho- 
sen for any width W. It is evident, that the current 
density distribution in the filament model is non- 
uniform along the strip-width. As follows from figure, 
for sufficient narrow strip (cr < 0.03) amplitudes of 
electrical tensions are equal even for high order of 
normal modes (m). For greater CT the ratio s deflects 
from unity. This deflection has different sign for odd 
and even normal modes and reduces the error of series 
sum calculation. 

Implementation of considered above non-coordinate 
modeling is based on usage of boundary conditions on 
the surface of two orthogonal conducting coordinate- 
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Strips. The resulting field is a sum of tensions radiated 
by both coordinate-strips. Singularity of Green function 
demands to accept a finite thickness of coordinate- 
strips. This method was used for analysis of exciting 
and diffraction on the non-coordinate wire-elements in 
waveguides, of thick waveguide obstacles, non- 
coordinate wide strip, etc. 
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It is well known that the radio absorbing materials 
cover on the bodies for the changing their scattering 
characteristics. That causes some diffraction problems. 
One of them is the study of particularities of scattering 
plane electromagnetic wave in the case of oblique inci- 
dent and Leontovich-Schukin boundary conditions on 
the cylindrical surface. This problem is not sufficient 
studied. 

There are a lot of papers devoted to the problems of 
scattering of a plane electromagnetic wave by a circular 
impedance cylinder, but the results shown in these 
works do not expose regularities caused by a surface 
impedance on the circular cylinder and oblique inci- 
dence of the electromagnetic wave, for example [1-3]. 

The purpose of this report is the investigations of scat- 
tering regularities of scattering of oblique incident 
plane electromagnetic wave by infinite impedance cir- 
cular cylinder. 

Let the plane electromagnetic wave irradiates an infi- 
nite impedance circular cylinder with radius a; the 
direction of incoming is shown by angle 8, 9 (Fig. 1). 
In the front of this wave the vector of electric or mag- 
netic field strength has projection on the Oz axes. It 
might be written in quasi-3D approach as 

4, 
H'\     {iE0WÖ 

1 > sin8exp(-/fccos8).        (1) 

In this formula E0 is the electric field amplitude; W0 = 
120JT Ohm is the free-space impedance; it = 2n/X is the 
wave number; X is the wavelength; / is imaginary unit. 
The time dependence factor exp[-/atf] is omitted. 

Fig. 1. Problem geometry 

In general case there are longitudinal components of 
both electric field strength and magnetic one in scat- 
tering wave. We will study these components in the 
form [3, 4] 

w1 C„(8,cp): (2) 

where 

C„ (8, cp) = E0 exp(-/fe cos 8) x exp(-z'wcp) H^ (kr); 

k = it sin 8; H}2){-) is Hankel function of the second 
kind of order n. 

It is easy to notice that the functions E/ and Hf satisfy 
the Sommerfeld radiation conditions as well as Helm- 
holtz equation [3,4]. 

Transversal components of electromagnetic field may 
be defined when using the expressions [3] 

*    k2 [ dr r      dcp 
(3) 

HB 

„ 1   \ikW0  8HZ    ,      adEz Er =—^r\   2- + Ä:cose 2- 
k    [    r       8q> dr 

k cos 8 8H ,      ik   8EZ 

r        d(p      W0   dr 

„ 1   L       - dHz     ik   8EZ 

k2 1 8r     W0r dcp 

The impedance boundary conditions [6] 

Eg=ZH9 

Em = -Z H, (4) 

should be met on the surface of circular cylinder (r = 
a). In formula (4) Z is the surface impedance. 

The solving of system (4) for electromagnetic field 
components, described by formulas (l)-(3), enables to 
write the following equations for coefficients a„ and b„ 
in quasi-3D approach 

i"\j„ (ka) + ^rJ'„ (ka)Dle„(ka) 
__[ sin 8  

HV\ka) + ^Hi2y(ka)D2e
n(ka) 

smü 

(5) 
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(6) 

b        /itTpCOse       inJn(ka)-anH^\ka) 

ka      HP' (ka) - IZN sin 9 H™ (ka) 

for the wave with it-polarization and 

n cos 9     ;" J„ (ka) - b„ H{2) (ka) 

b       '" {j'n (ka) - iZN sin 9 Jn (ka)Dlh„ (ka)} 

"    Hi2)'(ka)-iZN sin9 H™ (ka) D2h„(ka) 

for the wave with //-polarization. 

In formulas (5) and (6) ZN= ZIW0 is the surface imped- 
ance, normalized by the free-space one; /„(•), /„'(•) are 
the Bessel function of order n and its derivation; i/„(2) 

'(•) is the derivation of Hankel function of the second 
kind of ordern; 

Dle„(ka) = \+Ke„(ka)^{ka) 

D2e
n(ka) = \+Ke

n(ka) 

J„(ka) 

H^\ka) 
H(»'(ka) ' 

D\hn(ka) = \-Kh
n(ka), 

D2h„(ka) = l-K*(ka), 

K(ka) = «cos 9 

ka 

H{2y(ka) 

Hi2\ka) 
■/Z^sin9 

K"(ka) = [la-) sin9+;'Z 
H{2)'(ka) 

'N T~~  H2
n(ka) J 

It is not hard to notice that the formulas (5), (6) can be 
transformed to well known regularities for particular 
causes of perfectly conducting cylinder surface (ZN= 0) 
or wave incidence in the transversal plane (9=7t/2). 
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Fig. 2. The conic section of volumetric scattering 

pattern £* - and Hz - field components for case of 
exciting circular cylinder by electromagnetic wave 

with E-poiarization (9 = 60°) 

The formulas (5), (6) confirm the well-known aspect 
that the azimuth regularities of scattering pattern of 
oblique incident wave for perfectly conducting circular 
cylinder might be obtained according to the following 
algorithm [3,4]: correction of cylinder radius by coeffi- 
cient sin 9; calculation of scattering pattern are realized 
in transversal plane. But this algorithm become incor- 
rect for the case of impedance surface, because coeffi- 
cients in numerators and in denominators in expres- 
sions for a„ and b„ are the functions both surface 
impedance and angle 9 for waves with E- and H- 
polarization. The appearance of cross polarization 
component is in principle as well. 
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Fig. 3. The conic section of volumetric scattering 

pattern Ez - and Hz - field components for case of 
exciting circular cylinder by electromagnetic wave with 

E-polarization (9 = 30°) 
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Fig. 4. The conic section of volumetric scattering 

pattern E"z- and Hz -field components for caseof 
exciting circular cylinder by electromagnetic wave with 

H-polarization (9 = 60°) 

Figures 2-5 corroborates of the report aspects. These 
figures show the results of scattering pattern studies by 
different methods for cylinder with radius a = 2X and 
surface impedance ZN= 9.3/. The value of surface im- 
pedance has been taken from [7]. The solid curves 
display the conic sections of the volumetric scattering 
pattern of main component obtained according to 
quasi-3D approach (curves 1) and to the 2D algorithm 
(curves 2). The dash curves display conic sections of 
the volumetric scattering of cross component. Figures 2 
and 3 show the conic sections with the angles 189°-9 
of the  volumetric   scattering  pattern  of plane  it- 
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polarization wave incoming from direction 8 = 60° and 
6 = 30° respectively. Figures 4 and 5 show similar 
functions for case of wave with //-polarization. 

The comparison of curves 1 and 2 in Fig. 2 and 3 
shows that difference between quasi-3D approach re- 
sults and 2D-algorithm results is insignificant for main 
component for case of the wave with ^-polarization 
This difference is considerable for the case of the wave 
with //-polarization. The latter is confirmed compari- 
son of curves 1 and 2 in Fig. 4 and 5. As it should be 
expected the pattern difference increases with the angle 
6 decreases. 

120     <P, deg 

Fig. 5. The conic section of volumetric scattering 

pattern Es
z - and Hs

z - field components for case of 
exciting circular cylinder by electromagnetic wave with 

W-polarization (6 = 30°) 

Thus, these the obtained expressions permit to define 
the main regularities caused by the oblique incident 
plane electromagnetic wave scattering and to investi- 
gate the scattering pattern for various value of cylinder 
radius, the surface impedance and the wave incident 
angle. 
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UNIFORM ASYMPTOTIC THEORY OF ELECTROMAGNETIC 
DIFFRACTION BY WAVEGUIDE APERTURE 

A. A- Zvyagintsev, T. N. Demchenko, S. P. Pfaomushkin 

Kharkov state university, 
Kharkov, Liberty square 4. (057"2"-457319) 

In this work the diffraction problem of an electromag- 
netic field by the plane-parallel waveguide aperture is 
solved by the uniform asymptotic theory of diffraction 
(UAT). The problem is reduced to the solution of the 
model problem - diffraction between two perfectly 
conducting half-planes. The solution found is valid 
both at the distance and near the shadow boundaries of 
the incident and reflected fields. In the distance it turns 
into the solution of the geometrical theory of diffraction 
(GTD). However it is not determined close to edges and 
other caustics. 

The geometrical theory of diffraction is an effective 
method of the analysis and calculation of distribution, 
radiation and scattering wave fields. Its field of appli- 
cation is rather wide: engineering of antennas and 
tracts of ultrahigh frequencies, millimeter and infra-red 
ranges, and also the problem of distribution and scat- 
tering of waves in inhomogeneous media and in the 
complicated form profiles. Though GTD is created as 
the asymptotic theory which is used when a character- 
istic size of the problem is much greater than the 
wavelength, but the experience of GTD calculation 
shows, that it yelds reliable results up to the order of a 
about X [1]. 

The form in which the GTD solution is found is an 
asymptotic expansion of the Maxwell's equations 
for£-»oo. The GTD algorithm allows to find a main 
term, and sometimes some succeedents of this expan- 
sion. However, from the practical point of view, the 
most serious restriction is the GTD statement, that the 
field is infinite at the shadow boundaries of incident 

and reflected fields (denote them as SB',r). This diffi- 
culty occurs as a result of the boundary layer availabil- 
ity in an asymptotic solution of the differential equation 
P]. 
For overcoming the difficulties connected with the 

shadow boundaries near .SB'''', the method called 
"uniform asymptotic theory of diffraction on the 
shadow boundaries" (UAT) was developed. Based on 
the postulated expression for the geometrical optics 
field (GO), including the Fresnel integral, UAT gives 

the unique expression, which is valid at SBur bounda- 
ries intersections as well, thus, avoiding some difficul- 
ties connected with the availability of several expres- 
sions for the field, inherent to the boundary layer 
method [3]. 

Basing on the statement of the problem, we have solved 
two model diffraction problems: by the perfectly con- 
ducting half-plane and slot between two half-planes. It 
is not difficult to notice that the diffraction problem by 
aperture of the plane-parallel waveguide is reduced to 
the problem of the diffraction by the slot. 

In this work the following symbols are accepted: 1) the 
temporary factor looks like exp(-/cor) and it is omitted; 

2) the diffraction problem is always reduced to the two- 
dimensional case (there is no modification on an y - 
axis); 3) the transversal magnetic (TM) wave (nonzero 
components of the field Hy,Ex,Ez) and transversal elec- 
trical (TE) wave (Ey,Hx,HJ are denoted by two symbols 
« and t, respectivly for TM u = Hy and t = + /, for TE 
u = Ey and t = -/. 

STATEMENT OF THE PROBLEM 

The geometry of the plane-parallel waveguide is repre- 
sented in Fig. 1. 2iwS2 are two perfectly conducting 
half-planes parallel each other. The distance between 
them equals 2a. The single mode extending in the 
waveguide, drops on the aperture from z = <x> and has 
the form: 

TM:H£(x,z) = 2cos(^(x+a))exp(/ß„z), n = 0,1,2... ;(1) 

TE: E"y{x,z) = 2cos(|„(* + a))exp(/ß„4 n = 1,2,3... ,(2) 

where E, „ =niyi    is the transverse wave number and 

ßn = (K
2
 - ^„2f2 is the longitudinal wave number. 

The TM-wave expression also contains the TEM mode 
(n = 0). 

The incident field can be safely decomposed into its two 
plane wave components and, with the help of pre- 
scribed u and x, both polarizations of the incident field 
may be written as 

u' =u!
++u'_ 

K+=expi(£„(r + fl)+ß,,z); 

uL =i:exp/(-Sw(x + a)+ß„z). 

(3) 

(4) 

(5) 
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Fig. 1. Geometry of the plane-parallel waveguide 

Fig. 2. Coordinates of the view point 

^1 

Fig. 3. Coordinates of the source 

On the other hand, the expressions u'+ (u'_) represent 
the plane wave propagating at the angle On (-®„) with 
respect to the z -axis: 

0„ = sin' -'foU (6) 

Notice that wi represents incident fields for the wedge 

W\, while u'+ corresponds to the field reflected from W\. 

For the second wedge W2 the roles of u'+  (wi) are 
reversed. 

DIFFRACTION BY THE SLOT 

Consider the aperture formed by two perfectly con- 
ducting half-planes, which are irradiated with the inci- 
dent field if. It is necessary to determine a high- 
frequency asymptotic solution for the entire field if at 
the viewpoint. Geometrically we have three rays, which 
are radiated by the source one and the direct ray and 
two diffracted rays converged in the viewpoint (look at 
Fig. 2, 3). As the slot is formed by two half-planes, the 
entire field if for it can be received by combination of 
fields for each half-plane. 

The solution for field emitted from the slot, will be of 
the following form: 

Mf = ug +ud; (7) 

F|0-^fo)+Ffe)-%)- 

4')-%)+4s)-%j 

«'»H 

ur(r). (8) 

The indices 1, 2 concern the first and second half-plane 
respectively, where 

li,2=V2/lrusin TVU ; 

VLT. = V2tou sin( y vf,2 ]; 

Vl,2 =01,2 +7I-ei,2;Vl,2 =01,2 -* + 01,2- 

+g(kr2 tfr0+ tjcfel-«' (x = a,z = 0),       (9) 

where if, If were determined earlier. 

g(*r)- 
JSnkr 

■exp / kr+: is a cylindrical wave 

factor; x(v}/'rJ=cosec — V'r is ^ diffraction coeffi- 

cient for an indefinitely thin screen [2]; 

/r(^) = e™' yV-jexp(rx2)ft is the Fresnel integral 

and F(§) = - 

exp 'I?2-! 
27l£ 

J.f:rfw+I}fet"isthe 
«=o 

asymptotical series. 
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RESULTS 

Fig.4 Dependence of the UAT and GTD fields on 6 
(n = 0, T = 1,r = 2a) 

Fig.5 Dependence of the UAT and GTD fields on 6 
(n = 0,T=1,r=10a) 

CONCLUSIONS 

In this work the attempt has been made to determine 
the entire field after the diffraction of an electromag- 
netic field by the plane-parallel waveguide aperture 
with the UAT up to the order of * ~m. The entire field 
solution is determined by equation (7). It is valid eve- 
rywhere, except for the fields which are near edges and 
other caustics. Far from the shadow boundaries this 
solution turns into GTD results. The complete confir- 
mation of the theory is impossible until the strict as- 
ymptotic solution of the model problems is obtained. 
The solutions are presented by the special asymptotic 
series, including the Fresnel integral. This solution is 
valid near to the shadow boundaries. The approxima- 
tion can be presented as the adding of a transitional 
field to the GTD-solution. For the case, when the dif- 
fraction occurs at the edge of the thin screen UAT im- 
proves GTD results. UAT makes more precise the GTD 
solution at the shadow boundaries, where GTD is dis- 
continuous. With the UAT the systematic approach is 
carried out to calculate all the terms, the order of which 
is higher than k ~m (with respect to the incident field). 
UAT does not give positive outcomes on caustics, 
where it predicts indefinitely large fields. 

Thus, by using the solution of the modeling problems, 
UAT allows to simulate fields created by more compli- 
cated objects and to calculate them fast and effective 
with the help of a computer. 
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Fig.6 Dependence of the UAT and GTD fields on r/a 
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ABSTRACT 

The radiation pattern of a circularly-layered dielectric 
lens is computed using the series solutions and recur- 
rent formulas for cylindrical functions with complex 
arguments. The Complex Source Point (CSP) beam is 
taken as a 2D model of a beam field. Unlike the well- 
known classical approximation for a plane wave scat- 
tering from a layered circular cylinder the proposed 
approach enables one to obtain a numerically accurate 
solution of the discussed problem. 

INTRODUCTION 

Dielectric lens [1] finds an application in various fre- 
quency ranges for various purposes. In the optical 
range, lenses are used as focusing devices for a laser 
beam at the input to a fiber. In the radio-frequency 
range, lenses are used in the design of indoor local 
communication systems and scanning mounted anten- 
nas on the civil and military ground equipment. 

The main advantage of the used approach is that the 
CSP field is an exact solution of the Helmholtz equa- 
tion with respect to the coordinate of the observation 
point [2]. Here, we recall that Gaussian beam, which is 
commonly used as a model of the beam field, does not 
satisfy it. Therefore the accuracy of results obtained by 
such an approximate method can not be estimated. 

As a 2D model of the lens, a circularly-layered dielec- 
tric cylinder is considered. The values of the dielectric 
constants of the layer materials are chosen in accor- 
dance with a Luneberg Lens (LL) law: 

e, = [2- (rj/rm}Y , n = (n +r,_1)/2 (1) 

The CSP is located and oriented as shown in Fig. 1. 

METHOD OF ANALYSIS 

Due to the axial symmetry of the studied LL scatterer 
problem the solution can be written in terms of the 
series of cylindrical functions. On applying the bound- 
ary conditions sequentially, starting from the boundary 
between the two most inner layers up to the outer ones 
and expressing the scattered field via the incident field, 
one can obtain the following expression for the field 
outside the lens: 

V% = trnuflniknTcYe-^-H^rye-1»*,    (2) 

where H„ is the Hankel function of the Is kind. 

rCs=r0+ib 

Fig. 1. A beam-fed coaxially-layered dielectric lens. 

Angles <pcs and ß determine the CSP location and 

beam orientation, respectively. 

The coefficient ymn is determined by using the fol- 
lowing recurrent formulas: 

ro« = o, (3) 

v    -v   (a   \ -   Jn (ki+lai) - dmai+\J'n (ki+lai)      «v 
fin ~ /in\yinj- n „, /, \    TT  d V   ^ ' 

where J„ is the Bessel function. 

Here, the index z runs the values from 1 to m (m is the 

number of layers); ki =k^et ; rcs =r0 +ib ; parameter 

a,     depends   on   the   polarization    and   equals: 

ai=(sj)/2 or is^y/i in the case of E- or H- 

polarization respectively. 

The axial symmetry of the boundary conditions enables 
one to solve the equations separately for each value of 
index« [3]. 

The directivity of the incident CSP beam depends on 
the parameter kb as it is seen from the asymptotic 
expression for CSP field in the far zone: 

for r -» oo (6) 
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By using the above expressions for the fields in the 
exterior domain, the radiated-field characteristics were 
calculated. A fast algorithm for the calculation of cy- 
lindrical functions with complex arguments, based on 
the recurrent technique (forward one for Neumann and 
backward for the Bessel functions) was used [4]. 

RESULTS OF ANALYSIS 

The most interesting questions to be answered are: 
location of the focus of LL, dependence of LL directiv- 
ity on the CSP location, its directivity and the number 
of layers. 

Fig.2. Directivity of LL versus the CSP location 
kb = 2(DQ = 30.35), Rm&x = 41.9 *, Y0 /Rmax = 0 , 

ß = 180, D0 is the directivity of CSP in the free space. 

As it is seen from Fig. 2 the focal ring of LL has finite 
thickness, whose value, as well as its location depend 
on the number of layers taken into account: the more 
layers the narrower the focal ring and the nearer its 
location to the outer lens surface. Our analysis showed 
that at least 3-layer cylinder can be considered as a 
lens, and the optimal number of layers is 7-8. The 
curves in Fig. 2 were plotted for the fixed CSP beam- 
width parameter kb, but the dependence on kb is an- 
other interesting question. 
450 
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Fig. 3. Directivity of LL versus beam-width parameter 

In Fig. 3, a non-monotonic behavior is well seen. Fol- 
lowing Fig. 4, where the power level decreasing the 
optimal corresponds to LL "edge" illumination of -8 to 
-10 dB depending on the number of layers. 

The most complete information on the lens effect can 
be obtained from the Fig. 5. 

Fig. 4. Power level decreasing in the beam 
cross-section at the width of the outer surface radius r„ 

and at the distance of X0 X0/Rmsx = 1.05 , 

Yo/Rmz* = 0,7?max= 41.9, ß = 180 

0<M*W> 

Mas -2m 
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Fig. 5. Directivity of LL system versus the observation 
point and the CSP location on the lens optical axis. 

Y0/Rm=0,Rm=41.9 

It is well seen that the focus is located nearby the outer 
surface of the lens but one has to remember that in fact 
the focal area is not a point but a coaxial ring. Besides, 
Fig. 5 shows the degradation of the directivity when 
move away from the focus. 

CONCLUSIONS 

In this paper the series solution of the CSP beam-fed 
2D dielectric Luneberg lens diffraction problem has 
been obtained. The numerically accurate results are 
presented for the both polarization cases and for the 
different lens and beam parameters. They show that a 3 
to 7-layer lens fed with a -10 to -8 dB edge illumination 
provides a ten-fold improvement of directivity. 
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The method of physical optics is employed to analyze 
the major electrodynamics characteristics of a reflector 
antenna in a form of a parabolic cylinder, which is 
irradiated by the field of a filament of an in phase mag- 
netic current, and a spherical reflector, which is irradi- 
ated by the field of a Hertzian horizontal dipole. The 
irradiator field is written in an explicit form and can be 
calculated with a prescribed accuracy in an arbitrary 
space point, including the case of small electrical di- 
mensions of the focal distance. Proceeding from the 
above, an influence of the effects of the irradiator's near 
zone on the results of calculating the radiation pattern 
of a reflector antenna was analyzed. 

Nowadays, the reflector antennas with electrically small 
focal distances are widely used in practice. It can be 
caused mainly to the trend to minimize the mass and 
dimension parameters of the antenna and, besides, such 
antenna has advanced electrodynamics characteristics 
in comparison with "long focal" ones, e.g. a lower side 
lobes level. The most wide-spread teclmique of calcu- 
lating the reflector antennas is the method of physical 
optics. As a rule, the calculations of the irradiator field 
are based on approximate solutions of the correspond- 
ing electrodynamics problems, which yields good re- 
sults in most cases. But, uncontrolled errors occur in a 
case when the reflector is placed in the intermediate or 
even in the near zone of the irradiator. In this view, the 
problem of accounting the effects conditioned by plac- 
ing the reflector in the near zone of the irradiator can 
be considered as a valid one. 

This paper considers the mentioned problem taking as 
an example two simple model problems of electrody- 
namics, for which quite complete results of analysis 
through the rigorous numerical-analytical method are 
known. One of these problems is that about excitation 
of an idealized conductive parabolocylindrical reflector 
by the field of a linear in phase magnetic current. The 
second problem considers scattering of the Hertzian 
dipole field by a spherical reflector. 

1. The components of the field of the magnetic current 
filament in terms of the cylindrical coordinate system 
will be written as [1]: 

where H^XX),H{
2)

(X) are cylindrical Hankel's func- 

tions of the zero and first orders of the argument 
x = kr   describing a diverging cylindrical wave at 
x—»00 . 

Writing the source field as (1) we can calculate the both 
components with a prescribed accuracy in an arbitrary 
space point. Implementing the calculation algorithm for 
various intervals of argument variations, we used the 
following function representations of 
J„(x),Y„(x) [2] in terms of which H^2\x),H^\x) 

were expressed, at x e (o ,10 ]: 

•W=E((*2/4)*/*!)(-!) k. 

k=0 

r(2) (2), 

Er=Ez^-Hr=H^Q, 
(1) 

J1(x) = (x/2)Y(-l)k(x2/A)/(k\(k + l))\; 
k=0 

Y0(x) = (2/n)ln(x/2)J0(x)- 
00 

(l/7r)^H/(^ + l)*{l + (-l)fc(x2/4)/:/(Ä:!ifc!)} 
k=0 

For the case of x>10 we employed the polynomial 
approximation that provides the value of the absolute 

error module |E|<(1.6H-9)*10~
8
[2]: 

J0(x)=x~V2f0cosd0; 

Y0(x)= x~U2f0 sme0;Jl(x) = x-l,2f1 cosGi' 

where the values f0,%,f\,Q\ are given in paper [2], 

The values of the function Y\ {x) both in the first and 

the second intervals of the argument variations were 
calculated from the relation specified by the wronskian 
W{/0(x),Y0(x)\ taking the form: 

ri(*)=Ui(*)ro(x)-2/(7tx) )/Jo(4 

On the other hand, the functions HJp(x) and 

HJ?\x) at x»n and x-»oo have very simple as- 
ymptotic expansions [2]: 

H$ (x) * J (2 / nx) exp(i(x-mi/2-it/4)}, 

H{2)„ (x)* 7(2/TCx)exp(- i(x - nn 12 - n 14))' 
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which is the reason for writing the source field with an 
accuracy up to the constant factor as 

Hz*y[(2/ itx)e' -I(*-3B/4) 

where x = kr, k = 2n/\ , and r is the distance between 
the source and the reflector. 

Thus, placing the irradiator somewhat away from the 
reflector and calculating the irradiator field either by 
precise or asymptotic formulas, it can be seen, how the 
often occurring inaccuracy of the electrodynamics 
model of the irradiator field influences the calculations 
of mirror antenna characteristics. As it was shown by a 
numerical experiment, in the case of small focal dis- 
tances corresponding to the argument value of the 
Hahkel function H0

(2)(x) x = 5; 10; 15,..., the radia- 

tion pattern obtained for different representations of the 
irradiator field do not coincide even within the princi- 
pal directional lobe. A precise representation gives a 
narrower principal lobe and a number of strongly pro- 
nounced side lobes. On the contrary, the asymptotic 
representation provides fluent dependence of the rela- 
tive radiation power of antenna on the azimuthal angle, 
and the side lobes occur only at x > 10 (see Fig. la). 
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Fig. 1. Radiation pattern of a single-mirror antenna 
for various representations of the source field 

Beginning from the point x = 30, the both radiation 
patterns converge within the main lobe and at x > 50 
describe it practically in the same way up to the level of 
(-12...-15) dB. The near side lobes can be seen more 
clearly at the "asymptotic" radiation pattern, the side 
lobes maximums are close to these of the maximums of 
the near side lobes of the "precise" radiation pattern. 
Further expansion of the minimal distance between the 
irradiator and the reflector is accompanied by conver- 
gence of the side lobes (x= 100, 150), but the mini- 
mums that separate the principal lobe from the first 
side one and the first lobe from the second one, remain 
not deep even at x = 150 (Fig. lb), i.e. a phenomenon 
is present, that is usually explained by square phase 
errors, as well as by non-optimal amplitude distribution 
of the irradiator field in the antenna radiating aperture. 
In the case considered, the two reasons are valid by 
calculating the radiation pattern with application of 

both the asymptotic and precise representation of the 
irradiator field, still the "precise" radiation pattern 
shows the minimums much more clearly. Hence, the 
inaccuracy of the representation of the irradiator field is 
one of the reasons for "delays" of the minimums of the 
antenna radiation pattern. 

2. The field of the Hertzian dipole placed at the begin- 
ning of the spherical coordinate system with a dipole 
moment oriented along the polar axis will be written as: 

Er 
1 

/xsinG 59 
Ksine), 

ix or 

where x = kr; pis module of the dipole moment, 6 is 

a polar angle, hf> = h{x)+iyi(x) is Hankel's spherical 

function. In order to estimate the distance between the 
Hertzian dipole and the far field zone, the amplitudes 
and phases of the cross components of the electrical 
and magnetic fields were calculated in the plane per- 
pendicular to the dipole moment, i.e. in the case of 
9=90°. Calculations indicated, that the relation be- 
tween the amplitudes of electric and magnetic fields 
near the Hertzian dipole has a complex feature: 

|£e|>K|. when%<o.i7; N<N' whe" 

0.17<%<0.6 ; |£e| = KI' WhCn %>0-6 andbeSinning 
in y>o.53  the amplitudes of the both components 

decrease inversely as the first power of distance (see 
Fig.2a). In Fig.2b curve 1 corresponds to the depend- 
ence of arg£e on R/X; curve 2- dependence of arg//<p 

on R/X and curve 3- dependence of the phase differ- 
ence of the^eH and H^ components on distance R/X. 

In the case of R>0.25X, the phase difference of the 
EQ H and Hv components does not depend on the dis- 

tance between the irradiator and the control point, and 
the edge of the far zone can be assumed i?>0.53X. 
These results match quite well with the results of paper 
[3] and ascertain them. 

The radiation pattern of the spherical reflector was 
calculated by the approximate method of physical op- 
tics and a rigorous method [4]. Comparing the calcula- 
tion results, it should be noted, that the method of 
physical optics provides a precise solution in the main 
lobe field, and the assumption that the currents in the 
shadow zone are zero is valid for the first side lobes. 
Thus, Fig. 3 shows the radiation patterns for the "quasi- 
resonance" band, when the dimensions of the diffrac- 
tion structure are comparable with the wavelength, the 
cut angle e0 = i20°, and the irradiator is in the paraxial 
focus at a distance br = 0A*r0 from the origin of coor- 

dinates. Results obtained by the rigorous method are 
marked with (+) [4]. 
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Fig. 2. Dependence of the amplitudes and phases 
components of electric and magnetic fields on distance 

3. The results of numerical analysis of major charac- 
teristics of a reflector antenna show, that the accuracy 
of representation of the irradiator field with the reflec- 
tor being placed in the near zone strongly influences 
the accuracy of calculating the radiation pattern, espe- 
cially in the field of the side lobes. At the same time, 
with the reflector being disposed from the irradiator at 
a distance not less than rrcin *(4...5)X, the approximate 
representation of the irradiator field provides a correct 
description of the principle lobe of the radiation pattern 
up to the level of (-12...-15) dB. Taking rmin > 20X., we 
obtain the asymptotic representation of the irradiator 
field describing the correct form and the level of the 
first side lobe. The problem of scattering of the 
Hertzian dipole field by a spherical mirror in 
Kirchhoffs approximation by a rigorous representation 
of the source field, a calculating algorithm for efficient 
analyzing a large scope of data was developed and 
implemented in the up-to-date software MatLab (ver- 
sion 4.2, 5.0). The algorithm was tested for carrying 
out the limit transitions. The obtained results confirm, 
that the developed algorithm can be applied as a work- 
ing instrument while examining the electrodynamical 
characteristics of reflector antennas. 

1 50 

1 80 

21 0 330 

90 = 120U,X0 = 0.6283 */-0,Zv- = -0.4 *r0 

Fig. 3. Radiation pattern of the spherical reflector for the 
quasi-resonance band 
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INTRODUCTION 

Multichannel Multipoint Distribution System (MMDS) 
along with cable net represent the most convenient way 
to distribute TV and radio signals over a small area. 
Asynchronous access to the Internet can also be real- 
ized via MMDS. MMDS base-stations, covering a cir- 
cle area, employ antennas, that produce omnidirec- 
tional radiation patterns in the azimuth plane. Common 
methods of achieving a uniform azimuth distribution 
are using arrays of surface slots on a circular or coaxial 
waveguide, arrays of vibrators, etc. Another way is a 
dual-reflector omnidirectional antenna, which consists 
of a waveguide feed, sub- and main reflectors, shaped 
to produce the prescribed elevation pattern. The an- 
tenna axisymmetry along with properly designed feed 
ensure azimuthal omnidirectionality. Such antenna has 
a number of advantages: high gain, shaped elevation 
pattern, vertical and horizontal polarizations at the 
same time. TMoi, TE0] as well as Hn excitation may be 
utilized. 

A new mathematical model of such antennas, allowing 
VSWR calculation, has been given in [1], In this paper 
the results of design, simulation and measurement of 
the dual-reflector omnidirectional antenna for MMDS 
(11.7-13.5 GHz) are presented. 

ANTENNA DESIGN 

Dual-reflector omnidirectional antenna (Fig. 1) is a 
kind of dual-reflector axisymmetrical antennas and 
therefore can be synthesized using well known geomet- 
rical optics principles (see, for instance, reference 2). 
The only difference is that the aperture is a cylinder. 
Under the definitions of the Fig. 1 the expressions [1] 
are transformed as follows: 

c = p + l + s, 

* = /(e), 
rcos(8)+zsin(8) l^Jp  

p d&    /+p+rsin(9)-.zcos(9)' 

r2 cosy - 2r(d cos \|/ + (h + z)sin\j/)cos\\i + 

+ {d cos v|/ + (h + z)sin\j/)2 = s2 

(1) 

(2) 

(3) 

(4) 

Fig. 1 

where c is the constant path length. Equation (2) de- 
fines the transformation law of the feed energy into the 
aperture distribution. A solution of the system (l)-(4) 
leads to the subreflector p(e) and main reflector r(z) 

cross sections. 

To illustrate the synthesis technique, dual-reflector 
omnidirectional antenna has been designed for MMDS 
operating in 11.7-13.5 GHz frequency range. Since 
TMoi + TEoi excitation can not guarantee the expected 
antenna radiation pattern equivalence on the orthogo- 
nal polarizations then Hn excitation has been chosen. 
The antenna feed is an open circular waveguide with an 
axial slot in the aperture, which symmetries the feed 
pattern and at the same time prevents from the induced 
current on the external feed surface. The radiation 
pattern of the feed, computed using Mode Matching 
Technique, is presented in Fig. 2. The design procedure 
[3] has been applied to the reflector profiles synthesis 
in order to obtain the maximum antenna for the given 
feed pattern. 

ANTENNA INVESTIGATION 

The entire antenna has been analyzed using the field 
theory approach (FTA) [4]. It has to be noticed that 
applied technique gives the complete electromagnetic 
characteristics of the antenna, including radiation pat- 
tern and VSWR.  The  designed antenna has been 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopol, Ukraine, 8-11 Sept. 1999 



185 

manufactured at the Ternopil's design office "Promin" 
(Fig. 3). 
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Fig. 3 

The antenna's VSWR versus frequency is shown in 
Fig. 4. A good agreement between computed (dashed 
line with crosses) and measured (solid line) character- 
istics of the experimental antenna is demonstrated. Fig. 
5 contains a comparison between the measured and 
FTA simulated radiation patterns. It can be seen that 
the theoretical technique gives accurate main lobe and 
fist sidelobe as well as wide angle prediction. 

11.6   11.8   12.0   12.2   12.4   12.6   12.8   13.0   13.2        F, GHz 

Fig. 4 

F,dB 

120      e, deg 

DISCUSSION 

The synthesis procedure for dual-reflector omnidirec- 
tional antenna has been proposed earlier by Norris [4]. 
It employs a parabolic subreflector and shaped main 
reflector. Under m = 0 excitation in this case the an- 
tenna's VSWR is mainly determined by interior feed 
matching, because of the null radiation along the axis, 
which lowers the subreflector reaction. However, when 
Hn excitation is used the particular consideration must 
be given to the subreflector reaction. It is obvious, that 
properly shaped subreflector, unlike conventional 
paraboloid, will improve antenna matching character- 
istics. This is demonstrated in Fig. 4, where Hi i FTA 
simulated VSWR is presented for the omnidirectional 
system, synthesized by Noris's method (solid line with 
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circles). Both geometries, previously described (solid 
line) and Noris's (dashed line), are shown in Fig. 6. 
The same feed horn, feed angle and main reflector 
height are used. It is interesting to notice, that Noris's 
method gives a conventional conic section for main 
reflector profile, when the maximum gain is required. 
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ABSTRACT 

The problem of synthesis of the contoured radiation 
patterns of spacecraft reflector antenna with classic and 
non-classic reflectors and array feed are considered. 
The variational formulation of the synthesis problem 
according to the given magnitude pattern and nontra- 
ditional forms of apertures are used. The mean-square 
deviation of given and synthesized magnitudes is cho- 
sen as optimization criterion. It permits to improve the 
approximation quality of the magnitudes, to influence 
by a certain mean on polarized properties of synthe- 
sized radiation patterns, and also to satisfy set addi- 
tional requirements. 

INTRODUCTION 

For formation of zonal receive-transmitting antennas 
beams of modern satellite communication systems, 
reflector spacecraft contoured reflector antennas sys- 
tems had been used. These can have various configura- 
tions, but the requirement to ensure covering a certain 
region of the ground with a given factor of amplifica- 
tion in whole service region is usually laid for every- 
one. For this purpose the antenna beam of a given 
shape (contoured beam), consisting of several narrow 
compound beams generated by separate element of the 
feed array is used. 

In this work one approach to the solution of synthesis 
problem of the contoured radiation patterns dual- 
reflector antennas according to the prescribed magni- 
tude pattern is proposed. It consists in determination of 
the amplitude-phase distribution (APD) on the ele- 
ments of the feed array. Freedom of choice of the phase 
radiation pattern is used as the additional possibility for 
improvement the approximation quality of the synthe- 
sized amplitude pattern to the given. 

STATEMENT OF THE PROBLEM 

The design of a dual-reflector antenna consisting of two 
nonsymmetrical offset reflectors and feed array is con- 
sidered. It is supposed that the subreflector is placed in 
the far zone in relation to separate feed element and in 
the near zone in relation to the main reflector and to 
the feed array as a whole. 

Let a field (partial radiation pattern) in the far zone be 
described by the coordinates of the satellite antenna: the 
angle of elevation 0 and the angle of azimuth cp. It is 
assumed, that the partial radiation pattern of the H-th 
separate beam in the point of observation (9y,cp;), 

exciting by the unit level of power and zeroth phase, 
can    be    presented    by    the     complex    vector 

(f„(3,cp) = /„V,q>)i3 +/„<p(3,cp)V )• 

The feed array in our research can have general con- 
figuration in the sense that the position and orientation 
of the n-th feed element is specified independently. 
Besides, the excitation coefficients and the type of ra- 
diation (a co^ S feed) might also varying from ele- 
ment to element [1]. 

Having designated through Ij the complex factor of 

excitation of n-th feed element, electromagnetic field of 
all system is considered as a sum of the partial fields, 
and the total radiation pattern is written as 

N 
F(a,cp) = AI = ^7„fn(9,(P),A:i7/->/f/,       (1) 

n=\ 

where /-/, and Hf are the Hilbert spaces with the inner 

products (•, •) and norms II • II 

N 

(i,i)=Xv:>ic/=(i»i).       (2) 

(.hfl) = V?J2) + {f?J?) = 

Jj{/M<p)Ua<a.q>>r- 
S ' 0) 

+ /1
tp(ö,(p)U<P(^(P)f}sinÖ-^^ 

respectively, N is a quantity of feed elements and S is 
a surface of the main reflector. 

The value fn (9, cp) can be determined for all points of 
observation inside a service zone and outside of it with 
the help of the physical optics methods, i.e. 
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fn (S, q>) = \ jj [n x ffffl]exp(/*(r, r'))ds, 
s 

where n is the unit vector normal to surface S and 
pointing to the subreflector, r' is a vector of the point 
of integration on the reflector, r is a vector of the point 
of observation, TJ = 120TC , Hn is a vector of the mag- 
netic field near the surface of the main reflector and is 
determined with the help of the relation (see, for exam- 
ple [1]) 

rot 4« IIJ" 
exp(-fAp) 

dS„ 

i. e. taking into account a real distance between the 
reflectors p and the whirlwind (vortex) character of the 
fild between the reflectors. Here Sm is a surface of the 
contrreflector and Jn is a vector of the formed current 
on it. 

Assume also that in some region Q of angles & and (p 
the magnitude pattern F0 is given by their components 

FQ   and FQ*. Outside this region we shall believe 

F0=0(i.e. F0
s=F0

(p=0). 

Taking into account this assumption, the problem of 
synthesis of the contoured beam reflector antenna can 
be concisely formulated in the following form. At a 
known geometry of the feed array and the partial radia- 
tion patterns of the separate radiators of array it is re- 
quired to determine the amplitudes and phases of exci- 
tation of the radiators (a vector of excitation of the feed 
elements I = {lhI2>-^N )• Tne designing problem is 
essentially nonlinear one and can possess non-unique 
solution. In this situation, one needs means to search 
the "best" (or the "optimum") solution in terms of some 
criterion. The mean-square deviation of synthesized 
and given amplitude radiation patterns in some region 
Q is used as criterion of optimization. Thus, the prob- 
lem of synthesis consists in a finding vector I, which 
minimizes the functional [2] 

a= Fn-F Wf  ■ nrlffj +ßW (4) 

where ß > 0 is some real parameter. 

BASIC EQUATION AND ALGORITHM 
OF THE SOLUTION 

The condition of stationarity of the functional o leads 
to the equation 

ßI = A*(F0-e
iargF-F), (5) 

in which 

F0 -e
iargF = {F0

S
 •e!argF,F0

(p -e,argF}. 

Here A* is an operator which is an adjoint to operator 
A in the identity sense 

(AW)ff    =(IA¥)HJ (6) 

Substituting (1) in (5) we obtain the Euler's operator 
equation relatively to I : 

ßI = -A*AI + A*A(F0.e
/argF), (7) 

and using (2), (3) for the operator A* we obtain the 
correlation 

A*F = Jj{[/„a(9,cp)fF9(S,(p)- 

■\/?(&,<p)]F*(p\sm&-(®dp 

(8) 

It permits to write the equation (7) in extented form. 
So, taking into account (8) from (7) we obtain the non- 
linear system of algebraic equations relatively to I : 

N 

V„ = Y}nm^m = %$)> » = U,-,^, (9) 
m=\ 

where bnm and qn are defined with the help of the 
formulas 

*™={j{[/M9)]7m(s,q>)+ 
n (10) 

+ [/„«"(Acp )]7»9)}sin3 -dMf, 

.+F0»(S,q>)[/»0,9)]*V^lsinMMcp 

The components of vector I to be found enter in a sys- 
tem (9) nonlinearly only while defining qn. It permits 
to construct iterative process of solution of the system 
in a form 

l(v)=(ßE + B)-V(I(v_1)), (11) 

where v is a number of iterations, B is a matrix, the 
elements of which do not depend on I , E is a unit 
matrix, q(\) is a vector of the right part of equation (9). 
Thus, the iterative process is reduced to the process in 

which the inverse matrix (ßE + B)""1 is calculated once 
and it is multiplied on the vector q(\) which is calcu- 
lated on each iteration, that saves a time of the solution. 

Analysis of this equations show that they can have the 
solution both in class of synphased radiation patterns 
and in classes of complex functions. The questions of 
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definition of the quantity optimal solutions and their 
quality characteristics, have a sufficiently difficult 
character and are based on the methods of the nonlin- 
ear analysis. 

CONCLUSION 

The offered approach and developed algorithm permits 
to solve the problems of synthesis of the contoured 
radiation patterns for any forms of hybrid antennas. 
Besides, the accepted statement of a problem has the 
following means: 

Freedom of choise of the phase radiation pattern is used 
for improvement of the approximation quality of the 
synthesized amplitude patterns to the given. 

• The mean-square deviation of the components of 
synthesized and given amplitude patterns permit to take 
into consideration the polarized properties of the radia- 
tion pattern. In particular, in a case of circular polari- 
zation we have 

W<P) ??&,<*) and 

arg F0
a(S,cp) = arg F$(&,y) + n I 2 . 

• The second summand in the optimization criterion 
ensures the realizing of the solution to be found. 

• The radiation patterns can be synthesized for the 
antennas with nonsymmetrical offset reflectors. In 
particular, the various cuttings from a paraboloidal 
reflector such as ellipse, circle, rectangular, square, 
sector, etc can be used. 

• The feed system can comprise an array of general 
configuration. The each element of the feed array can 
have own, diferent from others, radiation pattern which 
can be calculated using formulas or measured data 

Thus, such an approach can be used for designing the 
satellite antennas communication systems for covering 
certain territory. 
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The optimization algorithm of the dual reflector antenna with the main reflector, typed from parabolic panels ensuring 
the maximal value of the aperture efficiency is considered. 

The modern multiband antennas for earth station of 
satellite communication systems should have a high 
aperture efficiency in all frequency ranges simultane- 
ously. The optimality of electrical parameters for such 
antennas is provided with wide use of axial symmetri- 
cal dual-shaped reflector antennas. The mathematical 
problem of using geometrical optics (GO) to synthesize 
such surfaces was solved for the rotationally symmetric 
case in 1962-1964 [1], [2]. Later the GO synthesize 
algorithm was elaborated for the existing parabolic 
antenna's modification [3]. In this case the aperture 
efficiency was increased by the subreflector surface 
modification and subreflector's location only. Then 
there are the insignificant phases errors and the optimal 
amplitude distribution in the main reflector's aperture. 

However such a modification isn't sufficient for the 
multiband antennas with the large ratio of the high and 
lower frequency (fH/fL =2 + 3). If subreflector is 
optimized for the lower frequency, the aperture phases 
errors are as significant as for high frequency. The 
diameter of the subreflector optimized for high fre- 
quency is small for lower frequency, and in this case 
the diffraction losses are essential. 

In this paper the optimization algorithm for the para- 
bolic reflector's surface is considered on the basis of the 
classical Cassegrain antenna, by the criterion of the 
maximal aperture efficiency achievement with the use 
of the main reflector, whose surface is formed by para- 
bolic panels located in N of circles. An auxiliary condi- 
tion imposed on a choice of the resulting surface shape, 
was restriction on radial moving of units of fastening of 
panels to the main reflector's load-bearing carcass. 

As it is known the dual-shaped reflector antenna has 
the theoretical maximum possible aperture efficiency 
t\a, equal to unit. The traditional task of the updating 
symmetric dual reflector antenna with the given surface 
form of the main reflector (Fig. 1) is solved by the re- 
placement of existing subreflector with reflector from 
dual-shaped antenna, ensuring the maximum value of 
the aperture efficiency [3]: 

max frfl(ß))> (1) 

where ß is the irradiation angle of the main reflector 

edge. This optimization method provides the minimi- 
zation of the aperture phases errors, occurred as a result 
of the use of the main reflector with the given surface 
Z0(x). 

ZJo-(x) 

ZoN 0 z 
Fig. 1. Traditional partial modification antenna 

The theoretical profile of the dual-shaped antenna's 
main reflector should satisfy the condition 

xe fc 
max 

Y 
nun '■* max 

[ZAX) 4F 
< 3max, (2) 

where 3max is the maximum deviation of the theoreti- 

cal synthesized profile zT (x) of the main reflector 

from the initial parabolic one, F is the focal length of 
the initial parabolic main reflector Z0(x) . 

The optimization of the main reflector surface zopt was 

carried out by the parabolic panels packing in such a 
manner that to minimize the maximum deviation of the 
resulting surface from the surface zT(x) of the main 
reflector profile in the theoretical dual-shaped antenna: 

min (Amax^rW-^/J) <3) 
*£ L-^min'^maxJ 

where Xmjn,Xmax are the boundary coordinates of the 

main reflector. 
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The algorithm for the calculation of the dual-shaped 
reflector antenna profiles of surfaces was described in 
[4]. The theoretically designed profile of the main re- 
flector in this antenna was approximated by the poly- 
nomial curve: 

N 

i=0 

(4) 

where At are the approximation coefficients of the 

calculated points of the dual-shaped antenna's main 
reflector, (xQ,z0) is the internal edge coordinate of the 
calculated main reflector surface. 

The resulting surface profile is defined as the function 

' opt :F(z,(x),4,,zö,,e,), (5) 

where zt(x)is surface profile of the z'-th parabolic 

panel, (x^.z^) is the panels joints coordinate of the 

optimized reflector, 6, is the turning angle of the i -th 
panel relatively to its initial location (Fig. 2). 

J\mm X 

Fig. 2. The transfer of the i -th panel in the optimal 
location 

The piecewise-parabolic profile of the initial reflector is 
determined by the ratio 

_.    , (*-*o/)2 

4F 
(6) 

where (%,z0,) is the initial coordinate of the panel's 
joints, / = 0,...N is the panel's number, N is the num- 
ber of the forming profile panels. 

The solution of multiparametrical task of the surface 
optimization was carried out in two stages: 

1. Choice of an optimum profile of the main reflec- 
tor's theoretical surface, satisfying the condition 
(2); 

2. Optimization of the parabolic panels arrangement 
ensuring minimization of the panel surface from 
theoretical deviation. 

The maximum deviation of the curvature of the theo- 
retical surface from the parabola is observed on periph- 
ery of the main reflector. Therefore the optimization of 

the panels location is carried out from choice of the 
peripheral panel location. For other panels the optimi- 
zation of its location is reduced to overlapping the ex- 
ternal edge of the panel with the previous panel inter- 
nal edge and to the solution of an one-parametrical task 
of finding the turning angle of the coordinates system 
relatively to this point. 

For the Cassegrain antenna with FID-0,45 and size 
of the aperture DIX = 216 in the bottom range of fre- 
quencies it was possible to reduce a deviation of the 
theoretical profile from the resulting surface one up to 
Amax=0,072X. 
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IN TROPOSPHERIC-SCATTER COMMUNICATION SYSTEMS 

V. I. Rudakov 
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Kiev -135, str. Andrushenko, 4, tel. 271-62-45 

The antennas gain (GA) loss (for antennas with GA = 
40-45 dB) in tropospheric-scatter communication 
(TSC) systems is determined by a mechanism of long 
distance tropospheric radio waves propagation 
(LDTRWP) [1] and affects TSC systems power poten- 
tial that determines noise immunity of these systems [2, 
5] and fade margin [3, 4]. 

To calculate more accurately a power potential of TSC 
system it is necessary to consider more correctly a 
varying signal level at input of TSC system receiver, 
i.e. to calculate more accurately level of antennas gain 
loss — AG(24. But for this it is necessary to simulate 

fragmentarily some parameters of antennas and tropo- 
sphere determining value — AGQ^. Moreover it is 

necessary to formalize and algorithmize calculating 
antennas gain loss for definite problems of determining 
power potential of TSC systems. 

At the moment according to [2], there is no formalized 
correlation for signal level varying at output of TSC 
system receiver and antennas gain of such systems, 
and, as a result, for antennas gain loss — &GQA [3], 

Thus, the present paper is devoted to a conceptual ap- 
proach to formalize problem of determining the corre- 
lation between signal level and level of antennas gain 
loss — AGGA of TSC system with the help of a con- 

ceptual model "antenna-troposphere-antenna" (Fig. 1) 
for LDTRWP mechanism [2]. 

ref 

0 o2 X0 
Fig.1. A conceptual model 

"antenna-troposphere-antenna" 

Then, the electric field in focal region of antenna is 
determined [3] as follows. 

E   =- 

-indBxE^M^iH-Hy)] 
lAeo j 

16 fX sin2 6„ 
g     An . , 

-J=^+/—sint 
vAs0       X 

sin 
< Bx* 

B+x2 
U' 

Bx1 

B+x7 

-exp 

-U' 

YR0 + 
Bx1 

B+T" 
(1) 

Introducing   VM0D =\Em/E„\,   the   expressions  for 

tropospheric wave attenuation in the focal region of 
antenna with respect to coordinates X, Y, Z for corre- 
sponding focal planes of antenna aperture have been 
obtained as follows [3]: 

-Mrf*H4     fsR'q-a'L 
vMODx ~ ■* .-—T~T~exP1 >x 

sfR3a-tf 8%ef,Ae0 

, /,([/)   u    e0 i2(U) 
x-U^—'-+i — tan-2- 2V  ycos02 

U x        2     U 
(2) 

V, MODy 

-«uffir|g|Ä§ 

8/K3(l-S)3 
ex>2(1~°2i* 

U        x       2 

e0 h(U) 
u -cos<D2 (3) 

V, MODz -■ 

- mdBx\g\Rl 

8/K3(l-§)3 
-exp^^-^ix 

*REe As0 

x< ^-^cos02 
x    U 

(4) 

The calculation results for layer formations in tropo- 
sphere with asymmetric dependence of AS,-, variation 

in the layer are shown in Fig. 2. The obtained results 
characterize mean-statistic values of tropospheric wave 
attenuation (V^. ) in the focal region of antenna and 

angles of tropospheric wave arrival (0lrop) correspond- 

ing to a distorted wave front in antenna aperture, i.e. its 
difference from a plane one [2, 3]. This is equivalent to 
antenna feed displacement in the focal region on some 
value ACMjj. . Determining this value dependence on 

time it is possible to determine varying in time value of 
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antenna gain — GGA, for example, that has been de- 

termined experimentally in [3] and which daily varia- 
tions have been 0.01-0.03G (standard value G = 30 dB, 
R = 200 km, X = 6.4 cm). 

<Ptrop' §rad 

tropx 

tropY 

tropz 

-100° -80°  -60° -40°   -20° 0  20°    40°    60°    80° 100° 

Fig. 2. Mean-statistic variation 
of the antenna focal tropospheric spot 

deg. 

Then taking into account standard antenna gain G 
antenna gain loss AGGA is determined as [3] 

AGGA -G~GGA (5) 

for reflector antennas that have a profile describing by 
the law [2-4] 

Yz=nfa 
(6) 

Introducing the mean-statistic function of feed dis- 
placement from the focus due to troposphere influence 
as ß(X,Y,Z) [3, 4], it can be determined as 

P(r,r.z)=-i4-^3L (7) 
If2 l + a2/4f2 

The calculation results for ß(x,Y,Z) are shown in 
Fig. 3. 

Aen=5 10-3-5.6 10"6 

g = -7HT i 

YACMU 

...••AACMtrop, 

ZACMtrop, 

'xoz 
-9  Ae0=5 104-5.6 10'5 

Fc = 6 m 
-15 

R^on, = 200-300 km 

Fig. 3. Calculated "displacement" of the feed 
through tropospheric influence 

They confirm the main principle of the conceptual 
approach to determine &GGA: it is possible to "recover" 

the standard antenna gain during receiving fluctuating 
tropospheric wave if antenna feed is displacing in the 
antenna focal region according to complex trajectories 
(see Fig. 3) simultaneously in three planes [3]. Under 
this the correlation between antenna gain loss level and 
tropospheric wave field is determined as [3] 

EZ (X,Y) = I\VMMDO {RMF)}£Z fcTiterfn+ 
'par 

+ OL    \\VX IP 
*feed 

MOD rtf {R, 

QXFVKz&^X'JJKzi^Xjfödri      (8) 

where r\,E,— coordinates in a paraboloid plane; 

X,Y — coordinates in a feed plane; X'J'— coordi- 
nates of the system: feed plane-paraboloid plane. 

And the power of the signal being received by feed [3] 
is determined [3] as 

wzH1-i°f jJMODref{RA(F)}> 
'feed 

xKz{^,X\Y')Kz{t,n,X,Y)d%d\2 (9) 

and considering some assumptions [2,3] 

ItrßJz)=B\Etr(Xjf, (10) 

where B = afeed (l-|a]2); a = afeed + apar. 

According to [3] 

ftrfeed=B\vMu[>,{RA(F)f 1+lACos 
IK 

x ACMtrop +q>i)Sin 

U+r 
^2Ky2 

 2ACMtrop+(P2 
1+y^ 

.  (11) 

The calculation results are shown in Fig. 4. 

pLYOZ 

200kni 

120"      -80u      -40u      0   40° 80°       120°     9,,92 

Fig. 4. Energy distribution in feed aperture 
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Then AGGA is determined as [2,3,5] 

A 
AGGA = B 

(12) 

then : ^ = fl-|a|2lx 

"   [l-aGfeedKz{^,Xj)Kz{^,X'r)\ 
Gfeed 

X 

5 = 

Kz&^X'J^Kz&^XJ^drf; 

\\vMMD{R,Q,{F)}Kz&r\)d%dr\ + 
F par 

+0C jjvm<Drefe{R,e,(F)}Kzt^'r) 
afeed 

Kzti],Xj)^drf 

The calculation results of determining the energy re- 
distribution between feed and antenna for formulae 
mentioned above are shown in Fig. 5. 

Fig. 5. Calculation distributions of signal levels 
equivelentAGa^ K AGß^ 

CONCLUSIONS 

1. Distributions 1 and 2 in Fig. 5 determine the varia- 
tion of signal level received by antenna, and are similar 
to Rayleigh law [3] 

ntrop 

PY^trop)feed-par a 

i.e. they correspond to a minimum of AGQ/^ ■ 

(13) 

2. Distributions 3 and 4 in Fig. 5 represent integral 
distributions of two signals having equal medians, both 
of which distributed according to Rayleigh law [2-5], 
i.e. they correspond to a maximum of AGQ^^ . 

3. Fig. 6. shows intervals of varying AGGA with respect 
to maximum and minimum of approximating straight 
lines necessary to calculate power potential of TSC 
system. 

dB 

id 

AG, GA 

0.51 

/ 
/ 

1   / 

i 

/ 

i 

AGr^ A        (calculation) 

1              ./        / 

1 / * 
/ 

/     AGr-i 

AGGAff (experiment) 
axv   v I 

/ k i 1/ ■•'''  AC 

culation) 

^GAmin 

leriment) 

/' / / 

/    / 
t 
t / / 

f   .■* (ca 

v .... 

---''" 

^'""* \AC 

(ex] 

25 30 35 40 45 50 

Fig. 6. Calculation values AGGAmJn 

and AGGA       for TSC systems 

The results represented in the present paper permit, 
according to [3, 5], to confirm the main principles of 
the conceptual approach to determine antennas gain 
loss, namely: developing the conceptual model 
"antenna-troposphere-antenna"; determining the varia- 
tion of mean-statistic value ACM^; determining the 
quasi-optimum trajectories of feed displacement to 
recover standard antenna gain; determining the for- 
malized antenna gain loss -AGGA; determining maxi- 
mum and minimum values of AGGA in order to calculate 
more accurately the power potential of TSC system [5]. 
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A problem of autocompensators are actual not only for 
tropospheric-scatter communication (TSC) systems [i- 
5]. Due to the complexity of is solving [1-3] the present 
paper considers only the one theoretical aspect of the 
problem of quick fading autocompensation in TSC 
system, namely, that one that concerns the formaliza- 
tion of the correlation between quick fading margin and 
antennas gain loss AG0A in order to stabilize automati- 
cally a standard power fading margin in TSC systems 
[1-3]. Under this, the evaluation of necessary fading 
margin in TSC system is done with respect to informa- 
tional reliability according to condition [1-5] 

I0lg^0med_^l0\gn0medi (1) 

•Oi 'krtti 

where 

nokriti : J(r) 

\(L-l)!2P0er 

G.G. 

[1-3];        (2) 

nomeä=Apar0\ "i"2     [1-5]; (3) 
AG 

G\ = G2=(E± 
&A 

exP 
4*-A 

where: 

AGGA =^-,[1-3] 

A=(]-\af)x 

*W?{R,e,(F)fczfe,Ti,*,r) 

[2-3] (4) 

(5) 

B = 

„JJ   [1 - aafeedKz &r\,X,Y)Kz &r\,X',Y')\ 
° feed 

JJ VMMD\RA{F)}Kz{%^dx\^a jjVMMDrefo{R, 
'par afeed 

Q,{F)}Kztr\,X'J')Kz{^,X,Y)dt,dr\f. 

Well known [1-3], that in modern TSC systems an 
effective way to create fading margin while receiving 
fluctuating signals is an increases in diversity order (L) 
of receiving signal channels, frequency, time diversities 
or their combination [1-3]. This increase the total level 
of receiving signals. According to [1-5], for example, 

for TSC systems with angle diversity it is impossible to 
obtain decorrelated space receiving channels without 
narrow radiation patterns (RP) of different diversity 
beam width equal to 0.1° - 0.3° [1-3]. 

Thus, to formalize the correlation between fading mar- 
gin and antenna gain loss it is considered a theoretical 
aspect of quick fading autocompensation in TSC sys- 
tems with angle diversity formed when two antennas in 
TSC systems are joined according to two-element radio 
interferometer (RI) scheme (see Fig. 1). 

Output.2 

Fig.1. A scheme of an angle diversiry TSC system 

Such antennas joining [1-3] is possible due to common 
heterodyne in a receiver for preselective signal proc- 
essing in the event when the latters have been received 
by two spatially diversed antennas [1-3]. Then median 
levels of receiving signals nomed (1) are determined 
according to [1-5] by the mean-median levels of re- 
ceiving signals nomed (1) are determined, according to 
[1-5] by the mean-median levels of interferometric 
components 

[* 
fPzV       +^2V       +^2V       _^JA_^2A 

S 2    1+ °  2 A 

>X *I »X 
J   (6) 
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where   S"L n2. 
— sum and difference inter- 

ferometric components (m, n = 1,2—,Ar). 

The sum (^) and difference (A) interferometric signal 

components are determined by multi-beam RF in 
Fig. 1, according to [1-3] for RI with base size equal to 
70-100 X, and lobes width 0.15 ° - 0.3 °. 

A correlation function for amplitude fluctuations of 
tropospheric waves received by two RI antennas deter- 
mines the relation between signals amplitudes Si and S2 

and sum-difference interferometric components levels 
[1-3] 

(S,(x)S2(x + A)): 

(82)r0R 

<j8Cr2 V^ j8Cl>*-l> 
(7) 

<8^>r0tf 

Then the mutual correlation function for amplitude 
fluctuations SI(VMODI{>*I6I(<X>)} and SiO/ivaMfooaC'5)} 

is determined according to [1-3] as 

C(, > _VMQDM Ax®wMOD2{r2sm}) (8) 
12 (VMODIW >e .«*>)» 

The calculation simulation and experimental results [1- 
5], for example, for R = 200 km and space correlation 

radii p*= 1.4 - 10 m determine signals mutual corre- 

lation values that are equal to 0.01 and 0.0002 for 

S™y    and 0.05 and 0.1 for S™&  [1-3]. These results 

confirm that there is weak correlation between space 
signals received by interference RP lobes of RI. In this 
event in TSC system automatically, at any rate, the 4- 
order angle diversity in TSC system automatically, at 
angle diversity in azimuth and tilt planes is «formed», 
and interferometric components sum level at adder 
output in Fig. 1 is determined according to [1-5] 

^output 
1=1 /=! 

nx^+z^ 

+2ls3z - Z!
S

IA ~ Zsi& n z^+w 
y 

Z^S +Z'S3I ~ zlS2A -Z^S2& 
i i i i , 

The correlation function is determined as a mean-value 
with respect to product of signals proportioning to the 
gain of the antennas G] and G2 

B(x) = Si(r)S2(0 do) 

The B(X) has to be presented as a product of amplitude 

Ba(t) and phase Bcp(r) fluctuations [1-3] 

B (x) = S: 

-2cl[l~R<p] 
e     w COSCöQT (11) 

Then the gain loss for RI antennas with multi-beam RP 
is determined through relative stationary in time value 
AG| , according to [1-3] 

S2 
'     *fl»[(2«-3)!!]2*a2" 
i+—z- 

AGGA = ■ 

4 „tl       22>!)2 

lnß/D, o 

xe     9L      Jcosco0x (12) 

where D and D0 - relative sizes of irregularities scales 
in scatering tropospheric volume [1-5]. 

It has been also established that in the event signals S} 

and S2 at the input of TSC system with two-element RI 
are distributed accoding to Rayleigh law, at adder re- 
ceivers outputs (see Fig. 1) the following distributions 
laws will occur: for difference components — a gener- 
alised Rayleigh law [1-3], and for sum component — 
thee parametric one [1-3]. 

Now according to (1-5) it is necessary to evaluate a 
power quick fading margin in TSC system with RI. For 
this it is necessary to obtain an integral distribution law 
for total (sum) power being intercepted by two element 
RI aperture in 10, 50 and 90 % of observation time 
with respect to the level of a long-term median [1-3] as 
follows 

, ,  j^_ 

P(0<V/z<t)=jP(w)dW =CJe 2SlW-'dW (13) 

0,01      0,1 10 50 90 100 

Fig.2. An advantage in signal level with respect 
to long-term median 

The calculation results are shows in Fig. 2. The values 
AGj end AG2 present an advantage in sum signal level 
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obtained automatically with respect to the level of long- 
term median, that is distributed according to Rayleigh 
law for quick fading in TSC systems with two-element 
RI, ensuring 4-order angle diversity in azimuth and tilt 
planes [1-3]. This advantage in mentioned time obser- 
vation slots is 2.6 - 7.8 dB for quick fading [1-3]. Cal- 
culating the information reliability with respect to the 
condition (1) it has been taken into account that for 
every of the receiving diversity channels quick fading 
are described by Rayleign distribution law for envelopes 
of sum signals being received. In this case condition (1) 
is true for calculated data shown in Table 1. 

Table 1 

Evaluation of informational reliability 
for TSC systems with two-element RI 

Jfe TSC system type 
TSC systems 
without RI 

X <■» cirti 

TSC systems 
withRI 

1 AN/TRC-66 8.63<5.12 9.82<11.7 

2 AN/TRC-66A 16.45<20.85 17.60<30.4 

3 AN/TRC-80 7.04<6.05 8.13<10.4 

4 AN/TRC-90 18.3<15 19.5<21.9 

5 AN/TRC-90A 12.85<10.70 14.0<15.0 

6 AN/TRC-90B 20.18<17.98 21.3<26.8 

7 AN/TRC-97 3.77<7.83 11.5<16.7 

8 H-3112/N-3122 21.52<20.9 23.5<27.5 

9 FM1970 21.59<21.9 21.6<21.9 
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CONCLUSION 

The formalization of correlation between fading margin 
(quick fadings) and antennas gain loss in TSC systems 
has been based on the correspondence of receiving 
mode with definite channel number to signal receiving 
for RI with multibeam RP whose antennas A\ and A2 

have an integral directivities each greater then RP of 
separate antennas A] and A2 due to directivity increase 
of RI RP lobes. 
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FEATURES OF RADIATION FIELD FORMATION 
OF MULTIBEAM REFLECTOR ANTENNA 
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INTRODUCTION 

Development of communication and broadcasting sat- 
ellite systems all over the world is a spesific character- 
istics of the last decade. It resulted in appearance of 
system with multiple application of frequencies and 
systems with channels separation on the basis of spatial 
selection. So, for example, receiving satellite television 
broadcasting there are two interesting practical situa- 
tions such as: 

• Receiving of TV broadcasting signals from two or 
more satellites on one multibeam antenna (the an- 
gular separation of radiation pattern (RP) maxima 
is usually insignificant). The solution of such a 
problem is possible with the use of a reflector para- 
bolic antenna with offset feeds displaced in relation 
to the focal point. 

• Receiving of TV broadcasting signals from one 
satellite, but in two various ranges, for example 
Ku-range (10.7... 12.7 GHz) and C-range (3.6... 
4.2 GHz). In this case a reflector parabolic antenna 
is widely used. Iii the focal area of such an antenna 
there are two independent feeds for operation in 
two various ranges. These feeds are offset ones in 
relation to the real focal point of the antenna. 

The development of such antennas and the investiga- 
tion of their radiation features represent rather urgent 
problem. This paper is devoted to the problem solution. 

BASIC PART 

The analysis of multi-beam reflector antennas in the 
first approximation can be carried out, considering 
radiation features of separate reflector antennas with 
the appropriate arrangement of feeds in relation to the 
reflector focal point. But for this purpose it is necessary 
to realize a mathematical model of the antenna taking 
into consideration possible offsets of the feed with re- 
spect to the focal point. 

Improvement of reflector antennas engineering pro- 
motes the favours development of analysis methods of 
such systems. Today there are many methods for cal- 
culation of reflector antennas. Among them we can 
highlight the surface currents method (SCM) (or the 
current method). It is used jointly with an approxima- 
tion of physical optics, according to which the currents 

on " illuminated" part of the reflector surface are cal- 
culated by the following expression 

where n0  is the normal unit vector to the reflector 

surface; If is the magnetic component vector of the 
feed field near the reflector surface. 

According to SCM electrical components of the field in 
the far-field zone are determined by the expression 

E = -ja\i-— \[r0, fojsl expfrMFo,'^,     (1) 
4TO- 

J 

where CD is the circular frequency of electromagnetic 
oscillations; n is the magnetic permeability of a me- 
dium; k = In/X is the wave number; X is the wave 
length; r is the length of the radius-vector of the obser- 
vation point; r0 is the unit vector of the observation 
point; rs is the radius-vector of the reflector surface 

point; S is the reflector surface. 

Taking into account a lot of characteristic properties of 
multibeam reflector antennas, SCM is more suitable for 
calculation of such antennas. 

Note, that the solution of the problem is complicated by 
the following conditions: 

• in calculation it is necessary to use several coordi- 
nate systems (a system connected with the reflector 
axes, a system connected with the feed, a system of 
the observation point); 

• the integration (1) generally should be carried out 
in nonsymmetric limits (i.e. the equation of the re- 
flector edge is to be determined). 

However, from the author's point of view the system 
connected with the reflector axes is more convenient for 
the integration (1), owing to that in this case it is not 
required to recalculate the reflector surface element, 
only the reflector and the normal vector features are to 
be recalculated. The integration is carried out within 
constant limits. 

The geometry of the described problem is shown in 
Fig. 1, where: Ai is the value of orthogonal offset of the 
feed; A2 is the one of axial offset. Thus, the surface 
point of the reflector is described by the coordinates (9; 
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cp; p) in the axial system and (6*; cp*; p") in the system 
of the feed. Therefore, it is required to establish corre- 
lation of these systems (see Fig. 2). 

Fig. 1. Scheme of feed offset 

Fig. 2. On calculation of coordinates correlation 

According to Fig. 2 one can determine coordinates of 
an arbitrary point of the reflector surface for the feed 
system as follows 

P* = V(P 
cos 9 ~ ^2 )2 + (p sin9)2 + Aj - 2Ajp sin8 sincp ; 

pcos6-A2 6  = arccos- 

cp =arccos 
p sin 9 cos 9 

■y/(psin0)2 +Aj -ZAjpsinÖsinq) 

where p = 2/7(1 + cosö);/is the focal distance of the 
parabolic reflector. 

While calculating the distribution of the surface current 
density it is necessary to determine the magnetic com- 
ponent vector of the field created by the feed near the 
reflector surface. For this we need to know polarization 
characteristics of the feed. 

For a horn antenna feed the polarization characteristic 
is assumed equivalent to Huygens's element. Then, for 
field polarization along the X in the accepted systems 
(see Fig. 1), it is possible to note an expression for the 
feed field in the far-field zone 

E = E0 e~jkp F^*,cp*)^cos9*coscp*-(psin(p*),(3) 

where E0 is the maximum value of the field density 
created by the feed in the far-field zone at the distance 
p*; F(B*;<p) is the normalized amplitude of the feed 
pattern. 

In this paper the case of the antenna feed as an uniform 
round platform is considered. The feed pattern is cal- 
culated on the basis of Kirchhoff s formula with ac- 
count of reflectivity from aperture. [1]. In a first ap- 
proximation such a technique allows to consider a wide 
class of aperture feeds with a round aperture (a conic 
horn, an open-ended circular waveguide). 

According to [2], the value E0 is determined as follows 

E0=\^6QP1Do, 
P 

where Pz is the entire power of the feed; Do is the di- 
rectivity factor of the feed. 

For the described feed the distribution of surface cur- 
rents is determined by the expressions: 

J w=- ; exp^-y/rp JF|9 ,cp jfx y,z ■ 

fx = sin— sin cp sin G*sin cp*+ cos— cos 9 ; 

fy = -sin—cos cp sin 9*sin cp*; 

(4) 

fz = -sin— cos cp cos 9 . 

From (1), (2) the analytical expression for radiation 
field of reflector is obtained: 

?F(8V) 

4w 

27E60 

0 0      P cos  - 

xexp vVp in 9 sin 9 cos' (cp* — cp J— cosG cos 9 — ljööt/cp, 

where 0O is the coordinate of the reflector edge in the 
axial coordinate system. 

The presented model enables to determine radiation 
characteristics of reflector antennas in an arbitrary 
point of space, but usually the pattern section in the 
offset plane of the feed is of the most interest because 
this section is characterized by more significant values 
of RP distortions. 

On the basis of the presented procedure the special 
program with calculation of radiation features was 
created in the Visual Fortran 5.0 language. 

In the paper as an example the reflector antenna is 
represented wich the following values of parameters, 
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describing the geometry of the system: F = 0.495 m; X 
= 0.0265 m; the aperture diameter £>a = 1.09 m. The 
results are given for the case of the orthogonal offset 
(modification A]) and for the axial offset of the feed 
(modification A2). 

CONCLUSION 

From author's point of view the presented technique of 
the radiation features analysis of reflector antennas can 
be used at the development and the research of multi- 
beam reflector parabolic antennas, including reflector 
antennas with small offset of the pattern maxima and 
reflector antennas intended for operation in various 
ranges. 
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EARTH STATION ANTENNA POSTS, 
CREATED BY DESIGN OFFICE "PROMIN" 

V. H. Syrotyuk, V. S. Pynylo, H. P. Khymych 

Temopil State Design Office "Promin" 
38, Tekstylnavul.,Ternopil,Ukraine 
Tel/fax /0352/22-75-03 

In the process of development of mobile telecommuni- 
cation systems a specific aggregate, namely, an antenna 
post, has been constructed. The antenna post comprises 
feed, receive-transmitt, control, life supporting, guid- 
ance and energy supply subsystems.Depending on pur- 
pose tasks the number of subsystems is changed. 

Ternopil State Design Office "Promin" in cooperation 
with the Laboratory of Antennas and Telecommunica- 
tions of the National Technical University of Ukraine 
"KPI" have created and tested antenna posts for earth 
stations of different types in C- and Ku- band. 

The design is based on a modified dual reflector 
Cassegrain antenna. To meet the INTEL- 
SAT/EUTELSAT requirements concerning with radia- 
tion patterns at a principal and cross polarization the 
synthesis of amplitude and phase field distribution at 
aperture of the main reflector has been realized. 

At present the following projects have been realized by 
the Design Office "Promin": 

1. Antenna posts with the main reflector of diameter 
12 m and 7 m for central earth stations of satellite tele- 
communication systems. 

2. Antenna posts with the main mirror diameter 5 m 
and 3.66 m for operation in regional receive and 
transmit earth stations. 

3. Offset antenna posts with reflectors of equivalent 
diameter 2.4 m and 1.8 m for operation in regional and 
customer earth stations or points of the satellite tele- 
communications. This class of antennas is developed in 
a single and dual reflector variants. 

4. Guidance systems, tracking and control systems are 
realized on the modern element basis with a computer 
information processing including self-diagnosis of 
executive mechanisms and a whole system. 

Concerning an antenna system with reflector diameter 
equivalent to 2.4m, it should be noted that the antenna 
was designed and developed by the dual reflector Greg- 
ory type scheme, as well. This antenna type allows to 
decrease cross-polarization radiation level to -35 dB 
(single reflector antenna only to -28 dB). Radiation 
pattern of such antenna ensures the required INTEL- 
SAT/EUTELSAT standards. Field distribution at the 
reflector aperture is asymmetric, thus to reduce cross- 
polarization component, created by the asymmetric 

main reflector and sub-reflector, the known condition 
was used. 

As can be seen in Fig. 1 in order to to reduce the offset 
angle Qd of the main reflector one can increase the 
aperture angle 2Q3m. 

Fig. 1 

Unlike Cassegrain scheme, the Gregorian scheme has 
sub-reflector with real focus and gives the following 
advantages: 

• one can increase the sub-reflector size, that will 
cause reduction of spill over the edges of the main 
reflector and sub-reflector, 

• ability to correct phase center shift of primary feed 
in regard to frequency and provide a large operat- 
ing bandwidth. 

The primary feed is a corrugated feed that provides in a 
wide frequency range a symmetric radiation pattern 
with low side lobe level, low cross-polar radiation level 
(less than minus 40 dB) and absence of phase center 
astigmatism. 

According to the design a primary feed is movable on 
the main bar relative to the sub-reflector. The sub- 
reflector is a synthesized quasiellipsoid, which is mov- 
able relative to the main reflector and the primary feed. 
The main reflector is made of four steel panels, pro- 
viding antenna installation on high buildings without 
any lifting mechanisms usage. An independent hanging 
fastening system of the power bar with the secondary 
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Table 1 

Performance specifications Antenna diameter Table 1 

Electrical 1.8 m 2.4 m 3.6 m 5.0 m 7.0 m 12.0 m 

Frequency, 3.625-4.225GHz yes yes yes yes 

5.925-6.425 GHz yes yes yes yes 

8.0 - 8.4 GHz yes yes 

10.7 -12.75 GHz yes Yes yes yes yes yes 

14.0 - 14.5 GHz Yes Yes yes yes yes yes 

12.75-13.5 GHz yes yes yes 

17.3-18.1 GHz yes yes yes 

17.3-21.3 GHz yes yes 

29.0-30.0 GHz yes 

Midband Gain (+ 0.2 dB) 
3.625-4.225 GHz 41.4 dBi 43.8 dBi 46.8 dBi 51.3 dBi 

5.925-6.425 GHz 45.6 dBi 48.0 dBi 51.2 dBi 53.6 dBi 

8.0 - 8.4 GHz 50.8 dBi 53.9 dBi 

10.7-12.75 GHz 44.8 dBi 47.5 dBi 50.9 dBi 53.1 dBi 56.5 dBi 60.9 dBi 

14.0-14.5 GHz 47.2 dBi 49.7 dBi 53.1 dBi 55.5 dBi 58.9 dBi 62.8 dBi 

12.75-13.5 GHz 52.2 dBi 54.9 dBi 57.9 dBi 

17.3 - 18.1 GHz 55.1 dBi 57.8 dBi 60.3 dBi 

17.3-21.3 GHz 55.4 dBi 58.0 dBi 

29.0-30.0 GHz 59.3 dBi 

Antenna noise temperature 
10 elevation, K (receive) <50 <50 <50 <50 <70 <70 

VSWR 1.3 : 1 Max. 

Cross- Polarization -30 dB -30 dB -35 dB -35 dB -35 dB -35 dB 

Side lobe Envelope , Co-Pol 
1° < 0 < 20° 29 - 25 Log © dBi 

20° < © < 26.6° -3.5 dBi 

26.6° < 0 < 48° 32 - 25 L ,og 0 dBi 
dBi ©>48° -10 

Polarization Orthogonal linear orthogonal circular 

Antenna Optics Offset Offset 

Mechanical 
Mount type Elevation over azimuth 

Reflector material Steel Steel Aluminium 

Elevation range +5...+45 +5...+45 0...45 5...70 0...+85 0...90 

Elevation tracking +/-14 

Azimuth range +/-70 +/-70 +/- 170 +/-70 +/-105 +/- 270 

Azimuth tracking +/-10 +/-10 +/-15 +/-15 

Weight of antenna, kg 150 220 450 1500 11930 22000 

Antenna type prime focus, Gregory Dual -reflector shaped Cassegr; un 

Control Elevation and azimuth jacks Remote control unit .Step-track sen /o system 

Environmental performance 
Wind loading operational 108 km/h 108 km/h 108km/ 108 km/h 90 km/h 90 km/h 

Survival 180 km/h 
. +55° C Temperature -50° C . 

antenna system is realized (Fig. 2). This design ap- 
proach allows removal of the load and deformation of 
the main reflector. 

Main technical specifications of the antenna posts are 
presented in the Table 1. There is information about 
Ka-band antenna system in the Table 1, as well. It 
should be noted, that making the antenna posts for 
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Fig. 2 

operation in this perspective frequency band is con- 
nected with some difficulties in fabrication of main 
reflectors, providing accuracy of their reproduction and 
adjustment. In Ku-band the RMS deviation of the main 
reflector profile 0.25-0.3 mm from theoretical is ac- 
ceptable, while in Ka-band RMS 0.15 mm is required. 
This requirement puts forward corresponding require- 
ments on reflector design, technologies of its produc- 
tion. At present the Design Office "Promin" has 

developed a documentation and directive technology for 
the antenna system with the main reflector diameter 
3.66 m for operation in Ka-band. Besides a corre- 
sponding technological equipment providing necessary 
accuracy for the main reflector production has been 
fabricated. Also, the works on the production of the 
antenna system itself have been started. 
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UNDERGROUND PHASED ANTENNAARRAYS AS ALTERNATIVE 
TO MAST AERIALS OF RECEIVING RADIO 

S. M. Alekseev, A. V. Makaseev, A. G. Poshkov, B. V. Sosunov, N. G. Fiteoko 

St. Petersburg department of state communication inspection military telecommunication university 
194064, St. Petersburg, Tikhoretsky prospekt, 3, 
tel. 556-93-95, fax. 325-80-39, E-mail: sosunov@dom.spb.ru 

Signal and noise power ratio at the receiver input is 
defined by known expression: 

77 

K-Af 

%2D\n-F
2 (6,cp) 

47t T,+T0 

1-1V10 ^        1 
 + lnp 7" 

(1) 

where k = l,38-10"23W/(Hz-K°) — a Boltzmann con- 
stant; A/— a frequency band; 77 — a Pointing vector 

value of an incident wave; X — a wavelength; F2 (9,9) 

— a normalized antenna pattern by power in the direc- 
tion of the wave arrival with angles of azimuth cp and 
elevation 0; \„ — a polarizing transfer coefficient by 
power; £,c — coefficient of antenna and load matching 
by resistance; i\a,t]f— antenna and feeder efficiency; D 
— directivity; Tx - a temperature of external sources of 
noise; T„p - a noise temperature of the receiver; T0 = 
293° — a standard temperature. 

The requirements on the maximal coverage scope of 
frequency bands and receiving angles lead to the neces- 
sity to use a set of antenna types with various standard 
sizes occupying (taking into account existing norms) 
antenna fields of a significant area (up to 10 hectares 
and more). 

The possibility of creation of antennas meeting the 
stated requirements with small sizes is based on use of 
new technical designs. They are characteristic for a 
class of underground antennas (UA) which have found 
application in a number of special areas of radio com- 
munication. 

It is of fundamental importance in comparison with 
usual upsurface antenna that UA reacts both on hori- 
zontally polarization wave and on the field with a verti- 
cal polarization. Thus, it appears to be a universal an- 
tenna for receiving waves with an arbitrary 
polarization. 

The disadvantage of UA is their smaller efficiency that 
is caused by a set of factors connected with the features 
of operation under a layer of the ground. 

A minimal allowable efficiency of the receiving an- 
tenna-feeder path may be defined if the required sig- 
nal/noise ratio is referred to one provided by an ideal 

antenna-feeder arrangement (AFA), for which, as the 
t\a = i\f = %c = 7, it follows from expression (1): 

'P.^ 
p 

nx2D 
' 4rac4/-(£, +T„p) 

(2) 

When designing a real antenna, allowable value of 
signal/noise ratio deterioration should be given at the 
expense of a mismatch and losses in AFA: 

a = 
P IP rc' £Ul 

Vc ' *iu)o 
(3) 

The value of coefficient a stipulates the requirement to 
a minimally allowable efficiency of the receiving an- 
tenna, obtained from the formulas (1-3): 

T\don. 
a{T0+T„p/$ 

aT0+T„Jl-a) + T: 
(4) 

np 

For smaller efficiency the signal/noise ratio at the re- 
ceiver input will be worsened. 

Let us consider the dependence of receiving antenna 
efficiency on a relative level of external noise (Fa = 
T/T0) at different a values calculated using expression 
(4). The solid curves correspond to a receiver with a 
high sensitivity (T„p = 6T0), dash curves - to a receiver 
with a small one (T„p = 60T0). A dash-dot curve illus- 
trates the influence of the lowered antenna matching 
with a receiver raising requirement to efficiency. 

A.<» 

The plot allows to determine allowable values of re- 
ceiving  antenna  efficiency  in  various   interference 
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situations when the parameters a are given. The verti- 
cal lines set aside the areas of typical^, values in a HF 
band for day and night conditions. For example, for a 
= -3 dB at daytime the efficiency should be not less that 
-17 dB. 

The developed UA represents two orthogonal vibrators. 
Its wide band and lowered losses are provided by the 
arrangement of arms from several conductors radiating 
outwards like a fan at the angle of 60°, the external 
ends of the conductors being connected by the ring 
shunt. 

08m 

1,0 

0,8 
OH 
5 0,6 

0,4 

0,2 

■< 

-♦-Nel 

-&-NS2 

o     10     2D     30     40     50    eq 
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The phased array "Panorama", satisfying the listed 
requirements, is created. The platform required for 
accommodation of "Panorama" is less 900m2, so sig- 
nificant economy of ground resources is created in such 
a way. There is no need in service during a guarantied 
(15-20 years) service life. 

01K.4 
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Provision of UA electronic control with a high effi- 
ciency are achieved by application of phased antenna 
arrays on the basis of the described element. 

S = 10Gertar 
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THE ANALYTICAL APPROACH TO THE COMPUTING OF RESONANCE 
EFFECTS FOR THE DIFFRACTION AT WELL REFLECTING GRATINGS 

N. A. Balakhonova, A. V. Kats, I. S. Spevak 

Kharkiv Military University, 
e-mail: jenya<pinvest@ mailbox.Kharkov.ua> 
P.O. Box 8847, 310002 Kharkiv, Ukraine. Tel: +380 572 43-27-90 (home), 40-28-73 (office) 

The electromagnetic radiation scattering by diffraction 
grating possesses many peculiarities under condition of 

resonance diffraction \k, +mg\ak, where g   is the 

grating wavevector, kt is tangential wavevector's com- 

ponent of the incident wave, m is integer. E.g., these 
are great increase of the resonance spectra amplitude, 
transformation of polarization, suppression of specular 
reflection. These phenomena have the same nature as 
well-known Wood anomalies, and they are caused by 
resonance of the grazing spectra and eigenmode of a 
highly conductive surface — the surface electromag- 
netic wave (SEW). Many works in recent years have 
been devoted to experimental and theoretical investiga- 
tions of resonance diffraction (see, e.g., [1-3]). In order 
to explain strong resonance effects complicated nu- 
merical calculations are used [4, 5]. The essential sim- 
plification is made in this paper. It is based on modified 
perturbation theory (see [6, 7]). 

GENERAL DESIGNATION 

Let a plane electromagnetic wave 

E(F,z,t) = Eexp[i(ktr+kzz-mt)], (1) 

be   incident   upon   the   surface    z = Q(r),   where 
OO 

C(r) = XCJexpOwfF)], r = (x,y), the axis z  is 
TO=-oo 

directed inside the material. The dielectric constant 

|s|»l and the surface impedance £ = l/ve =£'+/£* 

(£'>0, !"<0) modulus is very small for the highly 

conducting surfaces. Total field E above the surface 
z = C,  may be represented as a sum of the incident 

E(r,z,t) and diffracted waves. 

Em(r,z,t) = Emexp[i(kmtr +kmzz-cor)].      (2) 

Here    kmt = kt +mg,     k„ ■■ yjk     kmt k = a/c, 

Re(kmz), lm(^wz)<0 due to the radiation conditions; 

index m = 0 corresponds to the mirror reflected wave, 

*0z: -*,. 

Each of the waves can be represented as a sum of line- 

arly polarized components:   En = ^e°E°. Here e* 

is polarization ort in the n -th wave propagation plane 

(ez,ic„) and e~ is the one perpendicular to it. The 
polarization amplitudes are linear functions of the inci- 
dence wave polarization components: 

E° = ^R™E&.   From  the   impedance  boundary 

conditions on the surface z = C, and Maxwell equations 

one obtains infinite set of linear equations for the 

transformation coefficients R„ 

jttm    in 

roa" V™,n = 0,±l, ±2        (3) 

<J=± 

The matrix elements D™ and right-hand side coeffi- 

cients V°a are expressed as grating depth power se- 
ries. If resonance doesn't occur expansion of diagonal 
(both in the diffraction order numbers and polarization 
indices) elements of the matrix starts from the value of 

the order of unity: D~~ = ß„ +£0, D^J" = l+ß„£0 • 

Non-diagonal    ones     D°°'     are    linear    in     £, 

£>Zm ~£,n-m- Here ^ ß« =-*«/* are propagation 
constants, Re(ß„)>0, lm(ß„)>;0. The resonance 

appears when for one of the diffracted waves, e.g. the 

r-fh one, \D~ |=|ßr+£o |«1 ■ If resonance doesn't 
occur, all non-diagonal elements of the matrix are 
small in comparison with diagonal ones. Thus the sys- 
tem solution can be represented as power series of 
grating depth. In resonance occurrence the series begin 
to diverge even for the small depth value. However, if 
one exploits both grating depth and impedance small- 
ness the solution may be obtained analytically in simple 
explicit form also for the resonance case (see [6, 7]). 

RESULTS 

Let us present the solution for the resonance diffraction, 
assuming that the grating is a harmonic one 
(Q(r) = acos(gr), a = 2C,x=2C,_x, 2a is grating depth) 

and resonance occurs in the first order diffracted wave 
(/• = 1). In the plane geometry case (the plane of inci- 
dence is perpendicular to grating grooves) the reso- 
nance takes place if incidencte wave has non-vanishing 
p component (in plane geometry the SEW is excited by 
p - polarization wave). The transformation coefficient 
are of the form: 
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Rr = -2iK]x/D,    Rö" =R0 -2(Kn)2/(/>ßo). 

Z) = P1 + ? + (ßö1+ß21)-(K^)2, 

where K = g/k, ji = *a/2, /% = (ßo -§)/(jß0+§o)- 

200 

(4) 

'  i ■  i '  i  ' i 

*,,-.   K = 0.577 
■' i' I " >. 1. 11111 

';   K = 0.608 

-2    0    2    4    6 0"     -1.0 -0.5   0.0   0.5 6° 

-2    0 2    4 
a) 

6 ©" -1.0 -0.5   0.0   0.5  0° 
b) 

Fig. 1 

2 
/?n are pro- The quantities /j = R}       and 70 = 

portional to the waves intensities. They are fast func- 
tions of the propagation constant ßt. Therefore, other 

variables, that describe diffraction can be assumed as 
constants. Thus the 7j maximum corresponds to the 

denominator \D\ minimum with respect to ßj 

ßi = o,p;: -r + CSiK^lnf/ßS, (5) 

where äm = kmt Ik . The expression (5) represents the 

resonance condition which is written for arbitrary ori- 
ented grating, for plane geometry (öIJK) = K . The con- 

dition (5) is close to the transformation coefficient 
branch point: ß2 = 0 and 6 = 0O, sin9# = 1-K , corre- 

sponding to the Rayleigh anomaly because of the small 
values of the grating depth and impedance. The peak of 
7j on the resonance curve (5) depend nonmonoto- 

nously on the grating depth and reaches it's maximum 

value for a = aopt = 2^^/g . 

Sharp increasing of 7j influences nonresonance spec- 

tra, in particular the mirror reflected wave. If resonance 
doesn't occur, reflection coefficients from surface with 
small impedance are close to unity. In resonance case 
the total suppression of specular reflection (TSSR) may 
occur. 

The condition of I0 vanishing is equivalent to two real 

equations. One of them coincides with (5) and the other 
has the form 

S'-(KU)2/ß0=0. (6) 

It follows from the equation (6) that the TSSR condi- 
tion corresponds to the same grating depth aopt as Iy 

maximum. For other values of a the mirror reflection 

suppression isn't complete, see Fig. 1. In Fig. 1 the lx 

and IQ dependences on the angle of incidence 

© = 8 - 90 (0O = 25°) for different sinusoidal gratings 

on the Ag surface are presented. Cases ä) and b) corre- 

spond   to    X = 10    urn,    | = 8.8-10~4-1.87-10~3-/, 
aopt~ 0-156   urn  (© in seconds  of arc) and 

>t = 632.8 nm, £ = 5.54-10~3-0.25-/, aopt=23.S nm 

(© — in degrees). The curves 1, 2, 3 correspond to the 
grating depths a„= 0.5-n-aopt for « = 1,2,3 respec- 

tively. The grating depth increasing, widths of the 
curves    I0    and    7j     increase.    In    the    point 

@ = &R = -|"2/(2cos90) corresponding to the Ray- 

leigh's anomaly the curves have infinite derivatives, see 
Fig. l,a). The Fig. l,b) corresponds to greater value of 
|£"| and therefore the Rayleigh's anomaly point 

©^ « -2° is not present at the plot. 

In general geometry, i.e. for arbitrary grating orienta- 
tion, the variation of the incident radiation wavelength 
(or angle of incidence, grating depth and period) leads 
not only to the fast changes in speculary reflected wave 
amplitude but to the fast polarization changes as well. 
The transformation coefficients describing the specular 
reflected wave take the following form: 

RV l + 2D_1ß0K2|u|2sin2<j), 

R+- = -R^+ = D-'K
2

)^
2
 sin 2$, 

Ä0"=l-2(ß0D)-1K2|u|2cos2<(., 

Z) = ß1+^ + (ä1K)2ju|2(3ö1+ß21) 

(7) 

where § = ktg denotes the angle between vector g and 

the plane of incidence. The non-diagonal coefficients 

R%~ --RQ
+
 describe transformation of polarization 

from p - to s - component and vice versa. We'll ana- 

lyze the coefficient 91 =|# ol • ^ is the function of 

two variables namely the angle of incidence 9 and the 

angle 4>, i.e. 91 = 91(9,(1)), Fig. 21, if wavelength and 

grating parameters (the depth a and period d) are 

1 Because lack of the space the calculation of the reso- 
nance conversion are presented for the optical range 
only. This allows to compare the calculations with 
experimental data [2]. With wavelength increase the 
results do not change qualitatively. The only thing that 
the impedance |£[ decrease causes is the resonance 

width decrease. 
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Fig. 2 

Ag, e = -16+0.74i, X = 632.8 HM 

d= 842.5 HM, a = 55.4 UM 

fixed. The transformation coefficient has maximum at 
the line (5). Excluding the angle of incidence 9 from 
91(0, (f>) with the help of the approximate resonance 

condition (5) ß'{ = -%", one obtains the maximum val- 
ues of 91 as the function of the grating orientation 
angle 4>, p(<f>) = *max, Fig. 3: 

2,-2, 
P(40 = M R' + 5H 1    sin  2*. (8) 

where 

B = B®) = 
[Ksin2(j)+Xcos(|)]2 

V-(?")
2
-

K2
COS2({I + IX cos § 

jr = -y/l + (?")2-K2sin2<t., K = Xld. 

tc=0.751 " 

'0 f 20   40   60   80  100 
Fig. 3 

The results of the conversion coefficient computing are 
presented in Figs. 2-4. The values of parameters corre- 
spond to the experiments [2, 4]. In the experiments the 
if range was 0° < <|> < 90°. Note, that results of our 
calculations are in excellent accordance with experi- 
mental data. The discrepancy is less than 1% without 
any fitting of the parameters. Note also that for 
0° < <j> < 90°  B = 5(((>) is approximately constant and 

p behaves as p ~ sin2 2<|>. The effect of polarization 
conversion may be observed in the range 
90° < 4> < 110° also (the upper § value corresponds to 
the grazing angle of incidence and depends on 
K = X/d value). In this range the p = p(<j>) differs es- 

sentially from the sin2 2<|> dependence due to changes 

in JJ((|>). 

The monotonic increase of p(<j>) with the grating depth 
increase is worth noting. The increasing is limited by 
saturation for ka » £'0. 
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CONCLUSIONS 

The method presented allows to compute analytically 

the transformation coefficients R™' and to investigate 

the strong resonance effects caused by SEW excitation 
on highly reflective surface. It is limited by small 
enough values of grating depth, but deals with arbitrary 
profile gratings. The results obtained are in good ac- 
cordance with experimental data and allows to explain 
all patterns observed. The method allows to provide 
very simple calculations of various effects that makes it 
perspective for technical applications. Therefore, it is of 
interest for the designing of elements for receiving 
(transmitting) systems and radiation transformers with 
special properties, in particular, with to the wavelength, 
polarization and angle of incidence selectivity. 
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K. P. Gaikovich, A. V. Zhilin 

Institute for Physics of Microstructures RAS GSP-105, 
Nizhny Novgorod, Russia, 603600, Nizhny Novgorod, Russia, 603600, 
Phone: 8312 327920, Fax: 8312 675553, E-mail: gai@ipm.sci-nnov.ru 

INTRODUCTION 

Tikhonov's method is applied for the solution of image 
deconvolution inverse problem in two-dimensional 
case. It appeared possible to improve the resolution 
beyond the aperture limit. The case of many-beam 
synthetic aperture radiometers (SAR) measurements is 
also considered. The method is applied to improve the 
resolution of radiobrightness image of oil spills on 
lakes. Data have been obtained from helicopter-borne 
radiometer measurements of thermal radio emission. 
The problem of the retrieval of true radiobrightness 
distribution by two-dimensional distribution of meas- 
ured antenna temperature is very important in radio- 
asrtonomy as well as in remote sensing, especially in 
the case of SAR measurements. The antenna tempera- 
ture distribution is a two-dimensional convolution of 
radiobrightness distribution and antenna pattern as a 
kernel of the integral. If the kernel is a known function, 
it is possible to formulate the deconvolution inverse 
problem to retrieve the true radiobrightness image by 
measured antenna temperature distribution. 

The deconvolution inverse problem consists of the 
solution of Fredholm integral equation of the 1-st kind, 
and it is well known that this problem is ill-posed. To 
solve such a problem it is necessary to use additional (a 
priori) information about the exact solution. This in- 
formation determines a regularization method. There 
are various approaches: statistical (maximum entropy) 
[1], iterative [2], singular systems analysis [3]. In the 
present paper Tikhonov's method of generalized dis- 
crepancy is applied, which uses the common informa- 
tion about the exact solution as a function [4]. It is 
supposed that the exact solution belongs to the set of 
square-integrable functions with square-integrable 
derivatives. The results of numerical simulation give us 
the retrieval accuracy at various levels of the refraction 
error. 

PROBLEM FORMULATION 

The relationship between antenna temperature and 
radiobrightness distribution can be written as 

Kh^b = 

J J Kh(x - s,y -1) Tb(s, tjdsdt = T* {xy\     (1) 

where Kh(w,W) is the antenna pattern (kernel), T% is 

measured antenna temperature, and  Tb(s,t)   is the 

radiobrightness to be found. The measure 8 of the error 
of measured antenna temperature (measurement errors) 
and measure h of the kernel error satisfy to 

T?-Ta <8,   ||K-KJL9    ,   £A, (2) 

where Ta corresponds to the exact solution. According 
to generalized discrepancy method, the approximate 

solution T* of equation (1) minimizes the generalized 

discrepancy functional 

Ma/7i7 = 

at the condition 

hLb~la ] +4nf2 h       V2
2 (3) 

KrpO. rpO 
hLb  ~la =(5 + h rpOL 

The use of Fourier transform permits to obtain the 
exact solution of the convolution-type equations in the 
form: 

rAvr). 1 
4it2 

(4) 

where 

+ «j + oo xl(a,n)fa
8 (®,Q)eims + intdadü 

-co-»      L((o,n) + a[\ + ((ü2+D:2)2] 

K*h(m,Q)=K*h(-(o-Q), 

I(co,Q)= |£/,(CO,Q)|  , 

+00+00 ■ r\ 
Ta

S(a>,Q)=   J     j Ta
8(x,y)Q

mx-inydxdy,    (5) 

+00+00 
Kh(a,QJ=   |    J Kh(u,w)Ucmu~lLlvldudw. (6) 

The main preference of Tikhonov's method consists of 
the uniform convergence of the retrieval error to zero at 
mean square convergence of measurement errors. The 
closed form of the exact solution (4) and the possibility 
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to use Fast Fourier Transform (FFT) codes permits to 
make very efficient algorithm. Its accuracy has been 
investigated in numerical simulations. It appeared 
possible to retrieve images beyond the aperture resolu- 
tion limit. 

RESULTS OF NUMERICAL SIMULATIONS 

The most interesting results have been obtained in the 
case of image retrieval by multi-beam SAR data. For 
more compact presentation, an example was selected, 
in which two-beam antenna pattern Kh(w,W) coincides 
with two-modal initial radiobrightness distribution 
Tb(s,t). (see, in Fig. 1). In the Fig. 2 the correspond- 
ing distribution of antenna temperature distribution 
(observed image) Ta(x,y) from (1) is given. It is possible 
to see that the two maxima of true Th distribution are 
indistinguishable in observed image Ta. 

4 7 1013^wST^^1 
x        -" 25  28   31 

Fig. 2. The corresponding observed image 

7  10 13 16 1922^^^ 
W, S       22 25 28 31 

Fig. 1. Antenna pattern and initial radiobrightness 
distribution, in conventional units 

1J 22 25 28 T 

Fig. 3. Retrieved image at error level 1% 

The approximate solution (4) is shown in Fig. 3,4 at two 
different values of simulated measurement error 6 (with 
respect to Ta, in integral L2 - space). The Tikhonov's 
method of image retrieval permits to distinguish two- 
modal structure of initial distribution even at compara- 
tively low measurement accuracy. 

There is an opinion that it is impossible to resolve two 
point sources if they are inside diffraction resolution 
limit because the spectra of real antennas are bounded 
and it is impossible to resolve frequencies beyond 
maximum frequency. But one has no periodic structure 
in the case, for example, of two point sources, and it is 
possible to use known information about the exact so- 
lution including its specific character at high frequen- 
cies. 

,19  22   25   28^ 

Fig. 4. Retrieved image at error level 0.01% 
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EXPERIMENTAL RESULTS 

The method has been applied to improve the resolution 
of radiobrightness image in the case of helicopter-borne 
radiometer measurements of thermal radio emission cm 
of oil spills on lakes at wavelength 3 cm [5]. The size 
of antenna pattern footprint was about 20 m. It was 
impossible to improve the resolution using large aper- 
tures because montage conditions on helicopter, and it 
was impossible to improve it by means of measure- 
ments at lower heights because of influence of propeller 
wind on oil spills. 
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Fig. 5. Measured radiobrightness distribution 

Fig. 6. Retrieved radiobrightness distribution 

The only possibility was to solve inverse problem using 
high sensitivity of radiometer (about 0.1 K). One can 
see that the retrieved radiobrightness distribution con- 
tains more thin details of structure, and these details 
have been observed visually as thin folds across wind 
direction. 
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As known [1], active antennas arrays are widely used 
nowadays because of the significantly improving of a 
number of radiosystem's performances. It is usually 
assumed that the APAA is radiating continuously or as 
if continuously. Thereby the problems of modulating 
signal's radiating of APAA aren't investigated. When 
modulated signals are considered it is very important to 
choose the approach to modulation method: in exciter 
on ir ending cascades of active modules. 

The goal of the work — the investigation of technology 
non-stability factors' influence on the APAA perform- 
ances (radiated power, side-lobe level, etc.) for the case 
of LFM radio-pulse signals. 

Let us consider the radiating of periodic packet of LFM 
pulses by N-channel APAA [1], consisted of the dis- 
tributing system of synchronizing signal, active mod- 
ules (AM) — for example n-cascade amplifiers, phase- 
shifters with phase cancellation or controlled delay 
lines for two methods of modulation — in exciter or in 
AM. 

The complex envelope of input signal of pulse ampli- 
fying AMs is: 

a„[t)=a„ Hmyt -5„-rT), (1) 

where an is the complex coefficient with phase con- 

trolled by phase shifter; ux (r) = rect(tjx) exp(jnat2) is 
the complex envelope of LFM pulse [2]; x - pulse du- 
ration; a is steepness of LFM performance; 
T =2% /nT — pulses' period; 5„ — the delay in 

controlling delay line (if used); r is a sum index. 

Then the average power spectrum of the complex en- 
velope of the radiated field (the array factor) for the 
ensemble of similar APAAs is [1] 

'wF{®,q>,n))=Z XD-lD-l 
k /      nn'  aa' 

Hr p<*„a„>x 

xe 

xrect 

-^(5„-5„.)e#(p„-P„-): 

(2) 

^Inax , 
zsjn -rClT), 

where Dq„,Dq>„' are elements of square matrix |D j 

that describes the multiple coupling of radiators; £   is 

a wave vector that is directed to the point of view; Q 

is the modulation's circular frequency;   p„,p„.   are 

radius-vectors of radiators n and n\  {HnHn- are 

average values of AMs' transfer function. 

If APAA is controlled by the delay lines with random 
errors of its lines, then the transfer coefficient of AM 
will be 

H„ = H0e
J     C0 

,J 
co0+Q M/„) (3) 

where © 0 — average resonance frequency; C — the 

velocity of light; /„ = -£0P„ is lenS^ of the delay 

line for phasing in maximum radiation's direction £0; 

5/„ — errors in length of delay lines (distribution on 

normal law with zero average value and the disperse of 

ah- 
The average value of transferring functions (3) is 

HnHn 

\Hn n =«' 

W2 

xe 

coo+Q 
(4) 

co0+Q 
8',n *ri. 

For average APAA power spectrum with controlling 
delay lines we have (adding (4) to (2) and after inte- 
grating over frequency Q ) the relation for reducing of 

average radiated power comparatively to maximum 
power, 

p K^o) )  /^(©o^o) = ! ~°l 

and increasing of the omnidirectional radiation (for 

k  =k0 and small of )• 

AR = I F?(@o,<Po) 2jj °l> 
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where 
Co 

-CDo .a/^L;|ff(0,q»|i is nor- 

malized pattern of a APAA single radiator; N — the 
number of APAA radiators. 

So, for the base of LFM signal j a | x2  =50 and 

square  average   deviations   of delay   lines'   length  • 

CT« =25°, the average power in maximum radia- 

tion's direction£0 will be decreased to 1 dB. 

For the case of creating LFM pulses in APAA exciter 
the active modules are operating in amplifying regime. 
As it is known [3] this regime is less effective than the 
above modulation regime. 

On the other hand, the modulation in the end of cas- 
cades, as more powerful, can produce the additional 
deterioration of APAA performances because of scat- 
tered AMs' parameters and the difficulty of modulating 
signals' syn-phasing in AM in process of signal's dis- 
tribution. 

So, taking into account only the time fluctuations of 

pulses'  appearance in AM (a™ =CT; — = 0 )  de- 
Co 

creasing the average power and increasing of omnidi- 
rectional radiation will be 

(P (©o/Po)), 
si 

max (©o,«P0) 

T~\n   0C    T z J 

^2 

vT   j 

AR s 
2    1    1 

rFMiTT 

\% a yi  ) 

\2 

KX   J 

av /T = 0.01 (standard deviations of delays is 1% of 

the pulse duration) and the base | a 112 = 1°°> radia- 

tors' number N = 21 the additional value is 8.1 dB. 

The numerical relation between APAA output perform- 
ances and modulation parameters is determined for 
random deviations of performances of active modules 
and distribution system of modulating signal. This 
relation allows to choose the correct modulation regime 
when APAA is designed. 
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where a^ -a IQQ are the standard deviations of 

times of pulses' appearance in different AMs. 

The above formulas allow to calculate, that APAA is 
very sensitive to the deviations of time delays of pulses 
with LFM, and for the equal standard deviation, for 

example av /1 = 5 • 10-3, the average radiated power 

is reduced on 6,5 dB for two times signal's base in- 
creasing. 

The additional value for side-lobe level in described 
case of random delays (time appearance of pulses) 
significantly depends on the signal's base and in equal 

conditions increases with [ a | \2 ■ F°r example, for 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



214 
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INTRODUCTION 

Use of the optimum/adaptive beamforming (so called, 
Capon method) in bearing estimation of closely located 
sources has become very popular due to its superreso- 
lution properties [1-4]. It has been shown that this 
method is capable of resolving two independent sources 
which are separated by an angle which is of the order of 
one standard beamwidth (SBW) and sometimes less. 
However, when some sources are fully or highly corre- 
lated (coherent), i.e. when one source is a scaled and 
delayed replica of another source, this method encoun- 
ters significant difficulties concerning with signal can- 
cellation effect [2, 3, 6, 7]. Note that coherent sources 
appear frequently in practical problems. A well-known 
example is the phenomenon of multipath propagation. 

The purpose of this paper is to obtain analytical esti- 
mation of the potential capability for adaptive 
beamforming in the presence of correlation between the 
sources as a function of coherence coefficient, signal 
power and the parameters of the optimum processor. 
Our resolution analysis is based on the assumption that 
the covariance matrix of the received signal will be 
determined rigorously by averaging over an infinite 
period of time, thus enabling us to obtain an estimate of 
the limiting ability of resolution. 

SIGNAL MODEL 

Assume that L narrow-band correlated (partially or 
fully) sources radiation is incident on a linear array 
consisting of N equidistant omnidirectional sensors, 
and the directions of receiving (DOP's) from these 
sources are {9U 92,..., 9£} with respect to the array 
normal. The output of the k-th sensor can be expressed 
as 

L 
**(') = 5/i (t)exp{-j(k- l)H,}+rik(0,       (1) 

/=l 

where s* (0 denotes the signal radiated by the /-th 
source as observed at the sensor one, and r\iß) is an 
additive sensor noise, which is assumed to be a zero- 
mean stationary random process which is independent 
from sensor to sensor. The interelement phase delay is 
given by ux = (2nd/X) sin 9i, where d denotes the spac- 
ing of the sensors, 6! is the DO A of the /-th source, and 
X is the wavelength of the narrow-band signals. We 

shall be confined to the assumption that the received 
signals have plane wave fronts. In matrix notation, the 
array signal vector can be expressed as 

x(0 = A s(0 + T|(0, (2) 

where x(t) is given by 
. T7A _ (0={x,(r),x2 (/),...., xw(0>, 

where (T) denotes transposition and A is a matrix N x 
P with /-th column equal to 

ak = { l,exp(-j uk),...,exp(-j(JV- 1) uk)}.T 

The Nxl vectors {ai,...,a;} are called the directive vec- 
tors of the sources. The vectors s(r) and T|(r) are defined 
similarly to x(r). 

The array covariance matrix can now be expressed as 

R = <x(/)x+(0> = ^2I+ASA+ (3) 

where S=<s(f) + s(r)> denotes the source covariance 
matrix, an

2 is the variance of the additive noise, I is a 
unit matrix, and (+) represents the complex conjugate 
transpose. The Capon algorithm estimates the spatial 
frequencies of the L radiators by finding the L maxima 
of a functional P(8) (it is well-known that this is the 
output power of the optimum/adaptive beamformer) 

P(e) = (S(9)+R-15(9))' (4) 

where 5(9) is a vector of direction with elements Sk = 
exp{j(k-l)u}, where u = (2nd/X) sinG, and 9 is the 
bearing angle. To simplify our work we restrict our 
analysis to the case of the two sources. The covariance 
matrix of the received signal can be written as 

R=CT„2I + CT1
2S1S1 + +CT2

2S2S2+ + 
+ a,cj2{pS1S2

+ + S2S1+p*}, (5) 

where a2 is a variance of 1-th signal, and Si is a direc- 
tion vector of/-th signal. Sj is given by 

Sp [ 1, exp{jui},... ,exp{j(A^-l)ui}]T / = 1,2. 

The coefficient of correlation between signals is defined 
as follows: p = |p|exp (jq>)> where |p| and cp represent an 
amplitude and phase of the correlation factor. The 
angle cp is equal to the average phase shift between 
signals at the coordinate origin. The phase difference 
between two correlated signals is a function of the lo- 
cation distance of the array from the sources. It can be 
easily shown that the amplitude of correlation coeffi- 
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cient lies between 0 and 1. When the signals differ by- 
only a constant deterministic phase and amplitude, they 
are fully correlated, i.e. |p| = 1. This situation can arise, 
for example, when multiple propagation paths (with 
fixed differences in path length) exist between a single 
source and the array. For simplicity, we consider the 
phase-centered arrays, which exhibit symmetry through 
the origin. By using a well-known matrix identity, the 
inverse covariance matrix can be expressed as 

R1 = (!/<){ I- (1/a)[ vi (1+JV v2(l-|p|2) S,S,+ - 

(JVv, v2 (i-|p|2) f(Au) - V^7 |p| exp(jcp))S, S2
+ - 

(AT v, v2(l-|p|2) f(Au) - 7^7 |p|exp(-j q> ))S2S,+ + 

v2(l+A^v, (l-|p|2)S2S21}, (6) 

where vi,2= CT,,2
2/an

2, f(Au) = sin(JV5u/2)/(JVsin(Au/2)), 
Au denotes the normalized angular separation between 
the two sources and is given by Au=(2 mill)) (sinO] - 
sin82), a =l+JY(vi+ v2)+ N2 v,v2 (l-|p|2) (l-f(Au)2)+ 2N 

IPIV
V

1
V

2 
f(Au) C0S(P- From W an(1 (6) the output 

power of the optimum beamformer when the signals are 
correlated can be expressed as 

P(G)= (p2IN) {l-(l/a) (JVv,(l+tfv2(l-|p|2))fi2- 
W (AV, v2 (l-|p|2) f(Au) - Vv^T |p!cos(cp) )f,f2 + 

Nv2(\+Nvx{\-\p\2))f2)y\ (7) 

where 

fi = sin-(A^(u-ui)/2)/(^sin((u-Ui})/2)), 
f2= sin (Af(u-u2)/2)/(N sin ((u-u2)/2)). 

Using this exact expression for output power of the 
optimum/adaptive beamformer we can study any sce- 
nario for two-source. 

RESOLUTION OF SOURCES 

When the sources are resolved, the beam energy evalu- 
ated at target bearing must be larger than the beam 
energy evaluated between the target bearings. The vec- 
tor of between targets observation direction, S0 is de- 
fined to have the elements S0k= exp {j(k-l)(u,+u2)/2}. 
The criterion used for resolution of the sources is that 
the ratio of on-target to between-target beam energies 
exceeds a threshold value of 1 (Rayleigh resolution 
limit). We shall consider the case when two sources to 
be resolved are of equal strength (vi = v2= v). Then the 
threshold of resolution is defined by the condition 

p(e,)/P((e,+e2)/2)}= 
{So+R1S0}/{Si

+ R'S,} < 1, i=l,2. (8) 

Then, using (7), from (8) we obtain the following exact 
formula 

1+ 2Nv + N2 v 2 (l-|p|2)(l-f(Au)2) +2JV|p| vcos q> 
(f(Au) - f(Au/2)2) + 2N2 v2 (l-|p|2) f(Au) f(Au/2)2- 2N v 

(1+JV v (l-|p|2)) f(A u/2)2 > 1 + W v (1- f(Au)2).  (9) 

The complexity of expression (9) prevents a clear ratio, 
coherence, and bearing separation on resolving capa- 
bility. To gain its understanding, assume that the 
sources are localized in the main lobe and that the 
angular separation between them is veiy small com- 
pared to the beamwidth of the array. Then, expanding 
the functions f(Au) , f(Au/2) in an exponential series 
over Au, we retain the first four terms of the expansion 

f(Au) = 1 - (JV Au)2/6 + (JV Au)4/120 + (JVAu)6/5040, 
f(Au)2 = 1- (Af Au)2/3 + 2(JVAu)4/45+ 16(JV Au)6/5040, 

Substituting these approximations in (9) for minimal 
angular separation Au,™ we obtain (after some alge- 
braic transformation) 

AUmin= 8.71 ((1+1 p | coscp) / (JV5 v (l-\p\2))UA (10) 

One can see that minimal angular separation is a func- 
tion of the magnitude and phase of the coherence as 
well as input signal-to-noise ratio. From the expression 
(10) for resolvent array SNR, the minimum SNR which 
results in resolved sources can be write as 

JVvmin= (8.71/(A^Au))4(l+|p|cos(p)/(l-|p|2)   (11) 

As it can be seen from (11) the resolvent SAT? of two 
plane correlated waves is inversely proportional to the 
fourth power of the angular separation, indicating that 
the minimal SJV7? increases much faster than the angu- 
lar separation decreases. We can see that the this 
method is capable of resolving arbitrarily closely lcated 
source bearings if the input SAT? is high enough. As the 
amplitude of the coherence increases, the resolvent SJV7? 
increases. The loss of the resolvent SJV7? due coherence 
between sources can be expressed as 

g = 
SNR 

SAT?,p|=0     l-|p| 

For example, for |p| = 0.99 the resolvent SAT? is greater 
by 20 dB than for uncorrelated sources. For coherent 
signals (|p| = 1) the source covariance matrix becomes 
singular and the array cannot resolve the sources for 
any value of the input SJV7?. An interesting result from 
(11) is that the resolvent SJV7? has minimum for cp = n. 
The relationship between resolvent SJV7? and cp indi- 
cates that the resolving power of Capon method is de- 
termined by the location of the array. In particular, the 
array located at the maximum of the interference pat- 
tern (cp = 0) exhibits a resolving power lower than the 
array at the minimum of the interference pattern (cp = 
7t). The maximum gain in the resolvent SAT? which can 
be achieved by changing the position of the adaptive 
array is determined by the quantity (1 + |p|)/(l - |p|). 
Moreover, we noted follows. The resolving power of 
optimum beamforming for correlated sources may be 
greater than that for uncorrelated sources if the fol- 
lowing condition is satisfied 

(1 +1 p |coscp )/(l - I p |2) < 1. 
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The explanation of this effect is follow. For uncorre- 
lated sources the output power of optimum beamformer 
for the between-sources observation direction is defined 
by depth of the nulls in the directions of the signals. 
Hereat the null depth decreases with decreasing angular 
separation between sources and output power increases. 
For correlated sources there is the other mechanism of 
the forming of the output signal. In this case the output 
power for the between-sources observation direction is 
defined also by the sum of the coherent components of 
received signals. This sum is determined by the coher- 
ence amplitude and phase only. For the array located at 
the minimum of the interference pattern (cp = 7t) these 
components are subtracted and for highly correlated 
sources, and the actual array output signal is really just 
a noise due the signal cancellation effect. Therefore the 
output power for highly correlated sources for the be- 
tween-sources observation direction is less than that for 
uncorrelated sources. Of course, the output power for 
the observation direction on the source for highly cor- 
related signals is also less than for weak correlated 
sources. But the resolving power is defined by a mutual 
relation of these values. Note that the gain at the resol- 
vent SNR for array located in the minimum of the in- 
terference pattern is given by l/(l+|p|) and for coherent 
sources it is about 3 dB. The effect of resolving the 
coherent sources in accordance with our criterion (8) 
for cp = 7t when using the adaptive beamforming was 
apparently firstly detected in [5] by computer investi- 
gations. However, it was shown in this work, that for 
these correlation amplitude and phase, bias of the 
bearing estimates increases. 

We have done the extensive computer simulations to 
support our theoretical analysis. 
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CONCLUSIONS 

In this paper we analyzed the potential capability for 
optimum/adaptive beamforming to estimate the bear- 
ings of two closely located radiating equal-energy cor- 
related sources. Analysis shows that it depends on the 
coherence amplitude. We showed that the resolution 
capability depends on the location of the array and is 
better for array located at the minimum of interference 
pattern due the complex structure of the received field 
at this point. 

AKNOWLEDGMENTS 

This work was supported in part by IOTAS grant (#96- 
2352) and RFRB grants (#99-02-16401, #98-01- 
16273). 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, »-11 Sept. 1999 



217 

THE ACCURACY OF JOINT ESTIMATION OF SIGNAL PARAMETERS 
OF THE ANTENNA ARRAYS IN THE CASE OF NON-GAUSSIAN 
INTERFERENCE 

Y. P. Kunchenko, V. A. Daiiyk, T. V. Prokopenko 

Cherkassy Institute of Engineering and Technology 
460 Shevchenko Blvd., Cherkassy, 257006, Ukraine 
Phone: 380(0472)435171, fax: 380(0472)433190 
E-mail: ykunchen@chiti.uch.net 

ABSTRACT 

The dispersions of joint estimation of the parameters of 
harmonic signal are presented in the article. Array's 
sensors receive the signal at the background of non- 
Gaussian interference. It's presumed, that estimation 
are calculated by the method of polynomial maximisa- 
tion for order equal to S = 1, 2, 3,4. It's shown that for 
non-Gaussian interferences the dispersions of joint es- 
timations can be significantly smaller than the disper- 
sions of estimations in the case of Gaussian interfer- 
ence. 

INTRODUCTION 

In the majority of works devoted to synthesis of the 
meters of the parameters of a signal received by an ar- 
ray, it's assumed, that interference in every sensor of 
the array is Gaussian [1]. However, Gaussian interfer- 
ence is often considered as an idealisation of real in- 
terference, so the synthesis of the signal parameters 
meters for non-Gaussian interferences and investigation 
of their accuracy characteristics are of great scientific 
and practical interest. 

Using the moments or cumulants of higher orders pres- 
ents one of the perspective directions of non-Gaussian 
interference description. Using them, linear and non- 
linear algorithms of parameter estimation are re- 
searched [2], In most cases to find the estimations the 
method of maximum likelihood is used, which is based 
on another description of interference, and due to this 
the cumulants of the order higher then the fourth are 
not taken into account [3]. In this research it is pre- 
sumed that for finding the estimations the method of a 
polynomial maximisation is used [3,4], which allows to 
take into account the thin structure of interference pre- 
sented by the cumulants of higher orders, and to use 
them in an optimal way during synthesis of various 
meters. It's shown that for non-Gaussian interference 
the dispersion of joint estimation of a vector parameter 
can be significantly smaller than the dispersion of joint 
estimation found by the method of maximum likelihood 
for Gaussian interference. It's also shown that disper- 
sion of estimation decreases with the polynome order 
increasing. 

STATEMENT OF A PROBLEM AND METHOD 
OF ITS SOLVING 

Let there is a ^-element equidistant array of receiving sen- 
sors, on which there is incident real flat wave. Let's con- 
sider, that from the output of the p-ih sensors of the arrays 
the discrete sample  x(p)={xKp),x2(p),...,x„(p)}  of 

volume n of an additive mixture of a useful harmonic 

signal S
V(P-)(S)  and non-Gaussian of a interference 

«V(p) is made, i.e. 

Xv(p)=sv(,p)(^)+»v(p), V = 1,H, p=0,(g-l) 

where & — vector of the dimension g of unknown 
signal parameters. Let Env^ - 0, the dispersions is 

equal to %2, and the cumulant of the /-th order inter- 
ference is equal to %,, /' = 3,4.... 

In this case, each sample value *v(/>) 's described by 

sequence of initial moment miv^p^(Q) of the /-th order 

h dependent on vector parameter & . It is necessary, for 
the sample xip) = {xKp),x2(p),...,x„(p)}, using mo- 

ments m^p^S) of higher orders to find and to inves- 

tigate a joint estimation of parameter § . 

To find the estimation it is possible to use the method 
of a polynomial maximisation [4,5], according to which 
the estimations are obtained by joint solving equation 
system 

p=0v=li=l 

= 0,m = l,g.. 

»=» 

where coefficients h>3K($) are found from the solu- 

tion of the linear algebraic equations    system 

y=i 
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p = 0,1 -q, v = l,n, i=l,s, m=\,g . 

Thus the variational matrix of estimation V^^fi) is 

equal to an inverse matrix Jsr,(q) of tne extracted in- 

formation quantity, with elements 

P=0v=li=l m 

The dispersions of estimation of component of vector 
parameter lie on a diagonal of a variational matrix. 

RESULTS 

We shall consider the case when the order of a stochas- 
tic polynome is s = 1. In this case variational matrix of 
estimation will be equal to 

Fl«(9)=Jl"(<?) 

where the elements of a matrix J^^ are equal to 

J 
p=0; = 0v=l       m r 

When s = 2 variational matrixes will be equal to 

V2n(q) = <l21Vln(q) C1) 

From expression (1) it is clear, that at 5 = 2 dispersions 
of the found estimation will be less than at s = 1 in q2\ 

times, where 

fti =1- 
Y32 

Y4+2 
(2) 

From the formula (2) it is clear, that the decreasing of a 
dispersion depends on a coefficient of skewness y3 and 

coefficient of excess y4. 

When s = 3 

where the factor of decreasing q31 is equal to 

_l     Y4 + 2Y4-3Y4Y3+9Y3+6Y3 
931 9y3 + 24y4 + 9Y4Y| - 18y| +12 

When s = 4 

V4n(q) = <l41Vln(q)> 

where #41 is equal to 

?41 =] 
34Y4 + 76Y4 +168y4 + 48Y4 + 

306y^+888y^+l 968Y4Y4 -11 88Y|YI 

+852YM+426Y|-1512Y4Y3+360Y4Y1-   , 

"*"     - 594Y4y| + 2268Y4Y| - 360y4yj - 

- 270Y4Y3 +1296yf - 216Y3 +144y3 

-324yf -216y| -1296Y3 +288 

At increase of the order of stochastic polynome the dis- 
persion of the obtained estimations decreases. 
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INTRODUCTION 

For multielement antenna arrays (MAA) the desired 
characteristics of the corresponding pattern are often 
provided by means of the proper selection or optimiza- 
tion (synthesis) of an apodization function (AF), i.e. an 
amplitude distribution represented in a sampled man- 
ner [1]. However, for some types of MAA not all the 
known apodization functions (also called weighting 
windows for digital signal processing applications) [2] 
can be implemented. The reasons are the constructive 
and technological restrictions. They are originated by 
different factors depending upon the type of MAA 
under consideration. In particular, for wave-guide-slot 
antennas the desirable amplitude distribution is pro- 
vided by means of varied displacement of slots in the 
wide wall of waveguide in respect to its axis. In this 
case the minimal distance of the slot to the axis is not 
less than some value predetermined by geometrical 
dimensions of the slots, wavelength and the require- 
ments to antenna solidity [3]. Similar reasons take 
place for patch MAAs. In general, the factors men- 
tioned above lead to restricting an available range of 
apodization function value variation. If it is represented 
in a normalized way then AF values can not be less 
than typically 0.1-0.2. That is why below we consider 
several possible solutions applicable for described con- 
structive technological restrictions. In addition, we 
propose some new AFs having rather good characteris- 
tics of the corresponding patterns. 

AVAILABLE SOLUTIONS 

Among a wide set of weighting windows described in 
[2] we have selected only those ones that for which the 
AF w(x) satisfied the following conditions 

w(x)>amin,xe[-L/2;L/2], 

max{w(x)}=l; w(x)=0; x g [-L/2;L/2], (1) 

where L is the one-dimensional (1 - D) array physical 
length, x denotes the coordinate on antenna axis. For 
MAA it is supposed that the interelement distance Ax is 
not larger than half-wavelength X/2. Then the array 
pattern is defined as 

G(9) 
L/2 . - j^£-xSINg 

w (x) e       l 

-1/2 

where 9 is the angle coordinate. 

(2) 

The expressions that describe some apodization func- 
tions contain the parameters determining the AF ap- 
pearance and the corresponding pattern characteristics. 
The examples of such AFs are presented in Table 
(items 1-4). For such AFs the parameter a values are 
adjusted in such a manner that amin is not less than 
some predetermined value. Generally, the larger a the 
lower maximal side lobe level (MSLL) and the large 
the pattern main lobe width (MLW). It is a common 
tendency that the pattern MLW increases with reduc- 
tion of MSLL. For items 1-4 in Table «nun = 0.1. An 
example of such window and the corresponding pattern 
is presented in Fig. 1-2. These are the Kaiser-Bessel 
window (amin =0.1 when the pattern MSLL equals to - 
28 dB) and the corresponding response (See Fig. 1 and 
Fig. 2, respectively). 

FFH 
IOD0 IDEO HDD HBO" 

Fig. 1. The Kaiser-Bessel window 
(apodization function providing amjn=0.1) 

Fig. 2. The corresponding pattern 
with MSLL equal to -28 dB 

As there are different ways to determine and describe 
the pattern parameters we consider below and give in 
Table the following characteristics of patterns: 
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• the pattern MSLL expressed in dB; 

• the pattern MLW by the first zeroes expressed in 
degrees (for N = 80, Ax = X/2); 

• the relative MLW 880.5 /86D-Cä determined by the 
level -3dB and normalized by the MLW of the 
Dolph-Chebyshev pattern with the same MSLL. 

As it is seen from Table the Poisson window produces 
too large MSLL and it is not an appropriate solution for 
many practical application. Considerably better trade- 
off of pattern parameters is provided by the Gauss AF, 
so is quite good solution. The MSLL of Kaiser-Bessel 
pattern is not low enough, however, in some cases it is 
also an appropriate solution especially taking into ac- 
count the other advantages like relatively narrow main 
lobe and minimization of the ratio of energies con- 
tained in the pattern side lobes and its main lobe. Let us 
remind that the Kaiser-Bessel AF was optimized just 
according to this criterion. The Abel-Cauchy-Poisson 
window is characterized by too wide main lobe, so, to 
our opinion, it is not worth applying it in practice. 

For all these AFs the corresponding patterns are char- 
acterized by a regular structure of the side lobes and 
decreasing behavior of their envelope. It can be seen, 
for example, in Fig. 2. While getting the pattern plots 
presented in this paper and evaluating the pattern pa- 
rameters we added the sample of AF by zero values in 
order to make the pattern interpolation [4] and to en- 
sure the high accuracy of obtained estimations of the 
measured parameters. For derivation of the pattern the 
algorithms of fast Fourier Transform were used. They 
were implemented by software package LEPHAR de- 
signed by our group [5]. 

A very good result is provided by two-component Nut- 
tal-Harris-Blackman window with the weights a0= 0.55 
and oi = 0.45 (amin = 0.1). This ran us into idea to ana- 
lyse the windows generally expressable as 

w(x,L) = ap +awwk(x,Lw IL), (3) 

where ap is the amplitude of pedestal (ap > amin), ap+ aw 

= 1, Lw is the length where wk(x, LJL) * 0, LW<L. 

In the considered case the optimization task can be 
solved in a similar manner as it was done in our paper 
[6]. Varying the parameter aw = 1 - ap, the type of the 
window w*(;t) (or selecting it among known ones) and 
the ratio LJL one can get an optimal solutions by 
minimizing the response MSLL. This task was also 
performed by software LIPHAR. The obtained results 
are given in items 6-12 of the Table. 

Obviously, the window "Riss on pedestal" {ami„ =0.17) 
is a rather good solution when the constructive- 
technological limitations are strict, i.e. ami„ value are 
rather large. The window "Boman on pedestal" pro- 
vides the MSLL appropriate for many practical appli- 

cations for strict constraints but the array pattern MLW 
is to wide. 

A very interesting results are got for the window "cos 
on pedestal". For larger amin (compare items 8 and 9) 
the better pattern MSLL is ensured due to possible 
variation ofLy/L. The results for the window "cos3 on 
pedestal" are not too good because of rather large 
MLW. An example of optimized AF "cos on pedestal" 
(item 9) is given in Fig. 3. The corresponding pattern is 
presented in Fig. 4. 

/ \ - 
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Fig. 3. Optimized AF "cos on pedestal" 
(item 9 in Table), amin= 0.15 

Fig. 4. The pattern corresponding to AF 
"cos on pedestal" 

The optimization appears itself in the fact that several 
side lobes located close to the main lobe have practi- 
cally equal maximal amplitudes and just they determine 
the pattern MSLL. The pattern side lobes have irregular 
structure and with further increasing of |9| the side lobe 
envelope slightly reduces. 

Finally, depending upon the trade-off of requirements 
to the response MSLL and MLW the windows "Kaiser- 
Bessel on pedestal" (item 12 in Table) and "cos2 on 
pedestal" (item 10, it is very similar to Nuttal-Harris- 
Blackman one [7]) can be the appropriate solutions as 
they provide the low MSLL and rather small MLW. 
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Table 

The parameters of apodization functions and the corresponding pattern main characteristics for 7V= 80, Ax = X/2 

Item Apodization function type 
and its parameters 

MSLL, 
DB 

zero-level MLW, 
degrees 8eo.5/59D.ch 

1 Gauss, cia- 2.2 -34.6 5.84 1.27 

2 Poisson, Op =2.3 -18.3 5.61 1.71 

3 Kaiser-Bessel (for MSLL = -28dB) -28.0 4.70 1.16 

4 Abel-Cauchy-Poisson, aAcp~ 3 -31.1 10.78 2.53 

5 Nuttal-Harris-Blackman, a0= 0.55, O] = 0.45 -39.8 5.62 1.09 

6 Riss on pedestal 0.17, LJL = 0.75 -30.6 5.16 1.20 

7 Boman on pedestal, 0.17 LJL = 1 -35.7 8.81 1.86 

8 cos on pedestal 0.1, LJL = 1 -22.0 4.84 1.32 

9 cos on pedestal 0.15, LJL = 0.77 -32.9 5.28 1.19 

10 cos2 on pedestal 0.1, LJL = 0.97 -39.9 6.07 1.18 

11 cos3 on pedestal 0.1, LJL = 1 -34.4 8.47 1.84 

12 Kaiser-Bessel (with initial. MSLL = -40dB) 
on pedestal 0.1 

-36.0 5.84 1.17 

CONCLUSIONS 

It is shown that the constructive-technological restric- 
tions determined by the MAA type and restrictions 
imposed on available AF characteristics can essentially 
narrow the set of weighting windows applicable in 
practice. At the same time they limit the reachable 
parameters of patterns. However, some AFs and, in 
particular, those ones proposed and optimized in this 
paper can serve as appropriate solutions for considered 
practical situations. The obtained results demonstrate 
that potentially the pattern MSLL within the limits - 
30...-40 dB can be provided. The MLWs of these pat- 
terns are only 15-20 % larger than for Dolph- 
Chebyshev patterns having the same MSLL. 
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INTRODUCTION 

Long-range (electromagnetic, acoustic) signal propa- 
gation in random-inhomogeneous environments is well 
known to lead to loss of the signal coherence in space, 
time and frequency, which results from stochastic ef- 
fects of multiple signal scattering. From an application 
point of view in radar and sonar, an important issue is 
to optimize the signal processing techniques and, 
therefore, to decrease in part or even to minimize a 
coherence-induced degradation of the processor per- 
formances. 

Following the general idea of spatial-temporal proc- 
essing factorization, we restrict ourselves to the study of 
coherence effects in the spatial domain, which is of 
primary interest in large-array beam-forming. The 
problem of array processing under the conditions of 
reduced signal coherence was studied earlier by several 
authors [1-4] on the basis of a general theory of random 
signal detection [5] but without invoking specific mod- 
els for the channels of propagation. In our recent papers 
[6,7] we developed an effective approach of combined 
consideration of the signal coherence and array signal 
processing for long-range sound propagation in under- 
water sound channels. A distinctive feature of this 
study is incorporating realistic models of the signal 
coherence to predict the coherence effects on the array 
beam-pattern and gain for several types of linear and 
quadratic array processors, the optimal ones included. 
In the comparative analysis of array processors, we 
exploit, as a basic technique, the eigenvalue-eigen- 
vector decomposition of the signal covariance matrices. 
Generally, this approach can be effectively used for 
various detection criteria including the maximum like- 
lihood (ML) and maximum signal-to-noise (SNR) ones. 
Our particular interest concerns the small-signal as- 
ymptotics of the ML detection performance, which is a 
reasonable choice for long-range signal reception 
against the noise background. 

In this paper, we give a short introduction to large- 
array processing of partially coherent, or spatially ran- 
dom signals with emphasis on optimal linear and quad- 
ratic beamformers. 

BACKGROUND AND FORMULATIONS 

Generally, the problem of array signal processing is to 
detect a signal source and/or to estimate unknown 
source or transmission parameters. In bcth cases, one 
possible strategy is to optimally process the outputs of 

array elements (sensors) according to a predetermined 
statistical criterion. In this respect, the ML processor is 
well known to be of fundamental importance because it 
is optimal for a variety of detection and estimation 
criteria [5]. Conventional array beamformers such as 
those used for plane-wave source detection or bearing 
estimation in radar [8,9] are derived under the key 
assumptions of a time-invariant and spatially homoge- 
neous transmission channel between a source and sen- 
sors. In realistic long-range channels, however, such 
assumptions are not generally adequate. Therefore, a 
principal issue arises, which is to examine the effects of 
random inhomogeneities perturbing a regular signal 
wavefield and causing its coherence loss. 

In the recent two decades several important develop- 
ments have been made in this direction. First, the co- 
herence effects on the array beampattern [10] and the 
detection performance [1-3] were examined by the use 
of some (exponential-type) models of the plane-wave 
signal coherence. Second, more relevant models of the 
multimode signal coherence were used to predict the 
array beampattern degradation and to compare SNR 
loss for several linear and quadratic beamformers, con- 
ventional plane-wave beamformers (PWBF) and the 
optimal ones included, in random-inhomogeneous 
multimode waveguides [4,6,7]. Following these works, 
we outline below basic for-mulations for the optimal 
large-array processing of partially coherent signals with 
emphasis on small-signal consideration. 

The signal of interest and the noise background are 
both assumed to be zero-mean, mutually uncorrelated 
and Gaussian random processes. The detection problem 
is formulated as a two-hypothesis alternative: 

x = s + n,  or  x = n, 

where s and n are, respectively, the N -dimensional 
signal and noise vectors of the Fourier-transformed 
data vector x received by the N -element array of 
arbitrary configuration. 
In general, the data vector can be processed in quad- 
ratic form to obtain the detection statistic d by 

d = xrA%*, (1) 

where A is an arbitrary (AMV) matrix, and the super- 

scripts "T" and "*" denote transpose and complex 
conjugate, respectively. 

For the ML criterion, the optimal matrix Aopt is ex- 

pressed by 
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A0pt=M^-(Ms+Mnr
1. (2) 

Here, Ms and Mn are the spatial covariance mat-rices 
of the signal and noise, respectively, which are defined 

for a random vector x as Mx = <x*xT). 

Under the small-signal condition which is a rea-sonable 
assumption for long-range signal propagation and pow- 
erful noise interference, the detection performance can 
be characterized by the deflection q of the detection 

statistic d, which is also known as the detection index 
[5,9]oroutputSNR[l-4]: 

„_   <rf(s + n)>-<rf(n)> 

{d2(n))-(d(n))2f7 (3) 

The optimal small-signal matrix from Eq. (2) and de- 
flection from Eq. (3) are given, respectively, by 

Aopt =M-1MsM-1,<7opt = {rrCM^M,)2}'2.    (4) 

An important point is here the fact that Eq. (4) can be 
derived alternatively by direct maximizing the deflec- 
tion q (3) for arbitrary signal statistics. There-fore, the 
choice of the maximum deflection, or SNR criterion is 
quite reasonable for the case of weak and unknown 
(non-Gaussian) signals in the Gaussian noise back- 
ground, when the ML criterion is general-ly not appli- 
cable to give the optimal processor [5]. 

The deflection, or the SNR (3) can be used to compare 
directly the array gain and the gain loss for different 
beamformers. The array gain G is defined as the out- 
put SNR normalized to the input SNR q0, and the gain 
loss 8 as the gain normalized to the number of array 
elements: 

q Tr(Ms)        G 
U = — ,qa = ,6 = —. 

g0 Tr(Mn)'      N 
(5) 

ARRAY BEAMFORMERS 

A general structure of a quadratic beamformer (QBF) 
can be described clearly using the processor matrix (1) 

in factorized form as  A = WW+, where W  is an 
(N x R) weight matrix consisting of vector-rows wp 

(p = 1,2,...,7?,1 <R<N), and the superscript de- 
notes conjugate transpose. This structure consists, 
therefore, of the matrix filter W followed by an R - 
channel quadratic processor. Its weight-square-sum 
output is obtained directly as a quadratic function of 
the input vector x by 

^QBF 
T W^X (6) 

Each partial channel of QBF is a linear beamformer 
(LBF) characterized by the corresponding array weight 
vector w^. As distinct from QBF, the LBF weight-sum 

output is obtained as a linear function of the input 
vector by 

^LBF = 
W
 

x> (7) 

where w is an arbitrary (N x 1) weight vector. This is 

a conventional choice for array signal processing with 
numerous applications in radar and sonar. 

Comparing these beamforming schemes we conc-lude 
that QBF is an incoherent combination of R partial 
LBFs and reduces to LBF in the particular case of 
R = 1. A choice of the weight vector w and matrix W 
in the LBF and QBF schemes, respectively, determines 
directly the output processor performan-ces for given 
(measured or simulated) signal and noise covariance 
matrices. 

We turn now to the optimal QBF and LBF which are of 
particular interest in examination of the coherence- 
induced effects on large-array signal processing. For 
the optimal QBF, the partial weight vectors and SNR 
are given by [4] 

w, =X.1/2M;1in*„p = l,2,...,r = rank(M,),    (8) 

where Xp and m^ are the eigenvalues and eigenvec- 

tors of the signal matrix Ms, respectively. 

As follows from Eq. (8), the number R of partial LBFs 
in the optimal QBF is exactly the signal rank. There- 
fore, the linear structure can be optimal if and only if 
the signal matrix Ms is the rank-one matrix. This 
conclusion is extremely important for our study because 
the signal coherence and the signal rank are intrinsi- 
cally interrelated: the rank r increases with the array 
length N as compared to the signal coherence length 
Ar

c (where Nc is the dimensionless coherence length 
expressed in element spacing units). 

The optimal LBF exhibits, in its turn, the ultimate 
coherence-induced limitation for all possible LBFs. Its 
weight vector and SNR are given by the following ei- 
genvalue-eigenvector problem: 

V>=Mn Ms\ p,p =\,2,-,r. (9) 

The largest eigenvalue ql gives the maximum SNR 

and the corresponding eigenvector vj gives the opti- 

mal weight vector: wopt = V!. Moreover, the eigen- 

values (9) give the optimal SNR qopt (4). 

It follows from Eqs. (8), (9), that in the case of the 
rank-one signal matrix, both the optimal QBF and LBF 
reduce to the well-known steady-state adaptive 
beamformer (noise prewhitening beam-former followed 
by the matched-signal filter) [8,9] which is, therefore, 
the optimal scheme to process the perfectly coherent 
signal against the noise interference. 

For the purpose of emphasizing the signal coherence 
effect, we point out a particular case of spatially white 
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noise. In this case, the optimal QBF scheme is the in- 
coherent lp -weighted combination of the partial filters 

matched to the signal eigencomponents (kpjnp) (8), 

while the optimal LBF matches the most powerful 
eigencomponent (^mi). There-fore, an additional 

gain Q of the optimal QBF is determined only by the 

signal eigenvalues: 
. 1/2 

Q- 
UQBF _ 
GLBF 

& \<Q<r 1/2 
(ID 

In practice, only the largest eigenvalues and an 
"effective" signal rank reff (defined as their number) 
are of real importance for estimation of the QBF per- 
formance, while the contribution of the higher order 
eigenvalues can be ignored. 

Thus, the following characteristics of the received sig- 
nal are the most important ones with application to the 
optimal large-array processors: the first (lar-gest) ei- 
genvalue %i, the effective rank reff, and the quadratic 
gain Q from Eqs. (8)-(ll). All of them are determined 

by the signal eigenvalues and, therefore, are intrinsi- 
cally interrelated. 

The physical parameter related to the signal eigenval- 
ues is the ratio Nc IN which can be estimated by direct 
measurements using the array. For the case of a coher- 
ence-degraded signal, Nc IN «1, 

the following estimates are of interest: 

1   -^ 

DISCUSSION 

N  n    .1/2 „ 'jVV
/2 

Ay 
(12) 

The general formulations outlined above have been 
effectively exploited by several authors to simulate the 
optimal processors and to consider suboptimal (quad- 
ratic and linear) techniques by the use of exponential- 
type models for the signal cohe-rence [1,2]. In our 
papers [4,6,7] the theory has been developed by incor- 
porating a model of multimode signal and simulations 
of the modal covariance effects on array beamforming. 
Two intrinsic factors, the modal covariances and the 
mode orthogonality, were shown to affect mutually 
optimal array beam-forming and detection perform- 
ance. For example, the signal rank is considerable, 
reff tsM, if the signal-carrying modes (M is their 
number) are weakly correlated and the array length is 
sufficient for their shapes orthogonality or spatial 
resolution. This means that the coherence effects de- 
pend intrinsically on the array configuration in a chan- 
nel and the array length. 

Moreover, the beamforming techniques are very differ- 
ent from the point of view of environmental robustness. 
The PWBF gain can dramatically vary as a function of 
the source and environmental parameters, but an obvi- 
ous advantage of the PWBF techniques is their com- 
parative simplicity. They do not require a preprocessing 
procedure to estimate the signal eigenspace, and their 
performance can easily be controlled by reforming the 
beampattern. 

As distinct from the PWBF, the optimal beamformers 
require the signal eigenvalue-eigenvector analysis. The 
full-optimal QBF reduces significantly the coherence- 
induced gain loss, however, at a cost of increased proc- 
essor complexity: the number of its partial weight-sum 
channels is equal to the number of the largest signal 
eigenvalues. The reason to follow such a complicated 
scheme is only the signal coherence degradation at 
large distances from a source, or the case of reff »1. 
Under these conditions, the additional gain Q (11) is 

considerable. 

Therefore, a priori estimation from Eq. (12) is the key 
point of the optimal processor performance/ complexity 
analysis in the coherence-degraded environments. The 
most essential and pronounced feature of the optimal 
QBF is the increase of the gain function G(N) for all 
array lengths without a "saturation" plateau. The latter, 
in turn, is an intrinsic feature of the optimal LBF. 
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Troops 24a, Oktyabrya an., Rostov-on-Don, 344027 
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Maximization of signal - to noise and interference 
relation (SNIR) or an energy optimization is one of the 
trends in the optimization of array integral parameters. 

In spite of the defining role of the SNTR in providing an 
accuracy of the monopulse radar systems there are no 
published papers on the energy optimization for the 
monopulse arrays. 

The purpose of the present paper is the development of 
the energy optimization method for the total-difference, 
beam-shared-forming monopulse arrays, that is for 
such arrays, in the channel of each radiator of which 
there is one device of a complex weighing Jn 

(n = 1, 2...N). In such arrays forming of two beams of 
the monopulse group is provided by the way of using 
two adders, the inputs of which are connected with the 
devices of complex weighing through the fixed shift- 
phasers, providing a progressive increasing (for the 
first beam) or decreasing (for the second beam) phase 
shift. 

The problem of the energy optimization is formulated 
as follows. It is necessary to find ^-dimensional vector- 
column |/) for the complex currents amplitudes in the 

radiators which maximizes the ratio q of the signal 
power in the aggregate channel to the sum of the noise 
and interference power in the first and the second 
beams of the monopulse group, that is 

where in assumption of unit load it is accepted that 

,|2 

(1) 

PZ = fz(*o\ =f^o)-fHe0l      (2) 

It/2 

(pm+pjv)=± ]f^*(e)f(v\e)T(®)de, (3) 
-n/2 

/(V)(©) = /(©±A0), v = l,2. (4) 

T(©) is a noise distribution function determined by the 

following expression 

T(@) = \   ° ^ink Sfc,sfc)ink  ^ 
1 otherwise 

where a0 - is a relative level of the k-th interference, 

©Ulk and ®™™ are the lower and upper boundaryis of 
the spatial distribution of the k-th interference. 

The upper sign in the expression (4 corresponds to 
v = 1. Denote the unnormalized pattern of the system 
excited by current \j) by the function f (©): 

N 

/(©)=£/„(©)••/„ =(/)•!•/). (5) 
n=l 

(/) means here the for JV-dimensional vector-row of 

the unnormalized pattern /„(©) of the system excited 
by the current of a unit amplitude at the n - th input. 
Also 

/*(©) =/(1)(©)+/(2)(©), 

where ©o is the boresight angle, 

(6) 

2 A© is the angle of the beam spread of the monopulse 
group, 

and     is a sign of a complex conjugation of the scalar 
magnitude and the Hermite matrix conjugation. 

Taking into account that 

N 
/(0±A©) = £/„(©),/„-^V 

«=l 

where ¥* 
271 

-x0\n 
N + l 

sin©, 

(7) 

(8) 

X, x0 - are the wavelength and array spacing, rela- 

tively, and introducing the designation 

/„(©) = /„(©).2cos^, (9) 

we obtain from (6) taking into account (4) at © = ©0 

the following: 

/r(©o)-£/w(@o)^ =(/(©o))-k)-     (10) 

Taking into consideration (2), we can write 

P?=\J)*\A*(®0)]J), (11) 
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where [4S(©0)]= (/"(©o))*(/(®o)) "is the s1uare ma" 
trix of the N-th order with elements 

(12) 

(13) 

anm = fm*(@o)fn(®o) ■ 

Similarly we can write 

where jß(v) ] - is the square matrix of the N-th order 
with elements 

i   "/2 / ^ 

2it   « 
-A/2 

Taking into account (12) and (13) and introducing the 
designation 

[5]=[8(1)]+M. (15) 

from (1) we obtain 

? = J (16) 
T)*\A*(e0)]j) 

\J)*[B]J) 

As matrices (^(©o)] and M are ^e Hermite ones, 
then q is the ratio of the Hermite shapes. 

The Hermite shapes introduced in (16) define the bun- 

dle of the shapes |j)*[^E(öo)]j)-^n^]^) which 

is regular as shape Jj)*[ß]j) is defined positively due 

to being caused by its physical nature. 

Maximum of (16) is egual to the greatest characteristic 
number of the shape bundle and this maximum is 
reached only for the principal vector of the bundle 
corresponding to this number. 

The optimal current vector (the complex weighting 
coefficients) is found from 

'Lt-isr^wr (17) 

And the functional maximum realized in this case is 
defined by the relation 

W=(f(®o)K1(Ä®o>}'- (lg) 
Numerical simulation of the power optimization ac- 
cording to the suggested method was carried out on the 
specimen of the 19-component antenna array of iso- 
tropic elements arranged with 0.5Ä. spacing. The re- 
ceiver direction of the desired signal is ©0 = 20°. 

In Fig. 1 one can see the total /£(©) (dashed line) 

and the difference /A(@)  (solid line) patients opti- 

mized at the interference distribution function of the 
following form: 

7X©) = 
105  at   35°<©<40° 

1    otherwise 

A(©)A 
dB 

-50 

-100 

- 
£"■ " ^ 

V 

V 

if.** U 

»  M 
1      Ü 

»   i 
II 
1 
1 
1 

i 

    —   __ 1  
10 10 20 30 40 50 

0, deg. 

Fig. 1 

It follows from Fig. 1 that the gaps with the level < -60 
dB are formed in the whole sector of the interference 
distribution and in the total and difference pattern and 
in this case the directive gain in the aggregate channel 
of the optimised antenna array decreases by 0,7 dB and 
SNIR in the aggregate channel increases from -5.8 dB 
to 10.7 dB. 

At the same time it is necessary to note that thefunc- 
tional maximum (1) defined by expression (18) is equal 
to 12.5 dB while its magnitude before the optimization 
was equal to -14.5 dB. 

While the gap forming the boresight shift arises both in 
the total and difference patterns. The shift magnitude 
reaches almost 10 % of the principle maximum width 
of the total pattern in the considered specimen. 

One of the ways to compensate the boresight shift while 
forming the gaps in the pattern is to form a gap not 
only in the interference direction but in the direction 
symmetric to it in the generalized coordinate with re- 
spect to the radar boresight. 

Anexample of the array parameter optimization with 
allowance for the dummy interference is shown in 
Fig. 2. In this case the interference distribution function 
has the form: 

T(0) = 

105  at 35°<©<40° 

105  at 2.4°<©<6.3°. 

1     otherwise 
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All the designations here are the same as in Fig. 1. 

f£(0), 

f*(0), 
dB 
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-100 

r~ i— 

1 *>"~ 
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i| 
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Fig. 2 

40 50 

©, deg. 

The developed method of the power optimization for 
the monopulse antenna arrays for the maximum crite- 
rion of the ratio of the signal power in the aggregate 
channel to the sum of the powers in each of the beams 
of the monopulse group is efficient and permits to carry 
out the spatial filtering of the interfering signals re- 
ceived from the certain directions. 

Modification of function T(@) by the dummy interfer- 

ence permits to compensate the boresight shift arising 
at the gap forming. 

Functional (1) can be used also in the adaptive beam- 
shared-forming monopulse antenna arrays. 

The result analysis has shown that the introduction of 
the dummy iterference, symmetrical in the generalized 
coordinate with respect to the radar boresight elimi- 
nates the boresight shift both in the total and difference 
pattern, and in this case an additional reduction of the 
directive gain by 0.5 dB and SNIPR in the aggregate 
channel by 2.3 dB takes place. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



228 

DIAGNOSTICS OF RECEIVING HYDROACOUSTIC ANTENNA ARRAYS 

D. A. Orlov and V. I. Turchin 
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46 Uljanova Str., 603600 Nizhny Novgorod, Russia 
Tel.: (8312) 384274. Fax: (8312) 365976. E-mail: orlov@hydro.appl.sci-nnov.ru 

INTRODUCTION 

Any experiment performed with the use of receiving 
hydroacoustic antenna arrays requires solving the im- 
portant problem of determining their various charac- 
teristics after array deployment. 

Transfer coefficients of array hydrophones, that relate 
acoustic pressure at the hydrophone input with voltage 
at the output, are an example of such characteristics. 
After array deployment, these coefficients may differ 
considerably from the values measured under labora- 
tory conditions (before array deployment). The problem 
of measurement of transfer coefficients of low- 
frequency arrays after array deployment has not been 
fully investigated. In the case of arrays with flexible or 
semi-rigid deployment, solution of the important prob- 
lem of determining their profile in horizontal or verti- 
cal planes is needed. Besides for many applications in 
is necessary to estimate bottom parameters in the re- 
gion of array deployment must be performed. 

To solve the problems mentioned, a complex method 
was developed. This method uses a source of tonal 
acoustic signal with changing frequency and a precise 
hydrophone with a known transfer coefficient. It is 
assumed that the transfer coefficients of array hydro- 
phones are not considerably dependent on frequency, 
the source is monopole (its radiation level is the same 
in various directions) and the precise hydrophone has a 
uniform spatial beam pattern. The realization of the 
proposed method also enables to determine whether a 
multibeam substance model is suitable under natural 
conditions. In this model, an acoustic signal from a 
source of tonal signal is modeled as the sum of the 
direct signal and multiple reflections at the surface and 
bottom. 

EXPERIMENTAL SETUP 

The method described below was applied to the hy- 
droacoustic data obtained in the framework of the ex- 
peditions of the Institute of Applied Physics RAS to 
Sankhar Lake, Vladimir region (1997 and 1998). All 
the results demonstrated below were obtained from the 
data collected during these expeditions. 

The method proposed consists in the following. At a 
small distance from a horizontal or vertical antenna 
array, a precise hydrophone with the known transfer 
coefficient and a source of tonal signal with changing 

frequency are placed at a given distance from each 
other (Fig. 1). 

Water surface 
lAwwvuuvtn/uuuuwuuv 

Vertical 
array 

sCable 

Fig. 1. Scheme of the experiment 

The source is excited by the frequency stepped signal in 
a certain frequency range. For each frequency, the 
received signal is filtered by a narrow-band filter with 
the center frequency equal to the frequency of radiation, 
and the resulting complex amplitudes of the signals 
from the precise hydrophone and from each of the array 
hydrophones are recorded. Thus, the signal at the proc- 
essing input represents the dependence of the received 
signal on the hydrophone number and frequency. 

TRANSFER COEFFICIENTS 

The proposed technique of determining the transfer 
coefficients of array hydrophones consists in the com- 
parison of the signal received by the precise hydro- 
phone with the signal received by each of the array 
hydrophones. For such a comparison, it is necessary to 
separate the direct signal and the reflections from the 
surface, from bottom, and multiple reflections from the 
surface and bottom. In order to achieve this aim, the 
Fourier transform of the initial dependence of the com- 
plex signal on frequency can be used each hydrophone. 
This operation transforms the initial dependence on the 
hydrophone number and frequency to the dependence 
on the hydrophone number and time delay, so that the 
impulses corresponding to the direct signal, as well as 
multiple reflections at the surface and bottom, are ob- 
tained. A characteristic dependence of signal amplitude 
in the "hydrophone number - time delay" plane in the 
case of a horizontal array is represented in Fig. 2. The 
first three rays - the direct ray (1) and the rays reflected 
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by the surface (2) and bottom (3) - are clearly visible in 
this picture. 

5 10 15 
Time delay (ms) 

ii 
o -12    -16   -20   -24   -28 dB 

Fig. 2. Received signal versus time delay and 
hydrophone number for a horizontal array 

60 64 

60 64 10       20       30      40      50 
Hydrophone number 

Fig. 3. Amplitude and phase of the transfer coefficients 

Separated in such a way, the direct ray can be used for 
determining the transfer coefficients of the array hy- 
drophones. The maximum positions corresponding to 
the direct signal allow (know the sound velocity in 
water) to determine the distances from the source to 
each hydrophone. Then, upon finding the signal at the 
maxima and knowing both the precise hydrophone 
transfer coefficient and the distances from the source to 
both the precise hydrophone and the array hydro- 
phones, one can calculate the transfer coefficients of the 
array hydrophones. Since the procedure of ray separa- 
tion has at its input the signal over a wide frequency 
range, the transfer coefficients calculated in this way 
represent the averaged values in the given frequency 
range. An example of dependence of transfer coeffi- 
cients amplitude and phase on the hydrophone number 
obtained according to the descibed above procedure is 
demonstrated in Fig. 3. 

ARRAY PROFILE 

To solve the second problem - determination of the 
array profile - one can use the direct ray and the ray 
reflected by the surface (separated with the help of the 
procedure described above). In particular, the profile of 
a horizontal array can be modeled as a chain line with 
three unknown parameters (for example, the depths of 
the array edges and its flexure), and these parameters 
can be estimated by means of the MRSE method pro- 
ceeding from the arrival times of the direct ray and the 
ray reflected by the surface. An example of restored 
profile of a horizontal array is given in Fig. 4. 

10 

MMMMMMMM«**** 

 m 

0    12345    6789   10  11 12 
Horizontal coordinate (m) 

Fig. 4. Shape of a horizontal array 
(for two deployments) 

BOTTOM PARAMETERS 

For an estimation of the bottom parameters, the direct 
and bottom-reflected rays can be used. The ratio of 
signal amplitude in maxima corresponding to the direct 
and bottom-reflected rays gives an estimate of the bot- 
tom reflection coefficient for the angle of incidence 
corresponding to the locations of the source and of each 
of the array hydrophones. Thus, having chosen an ap- 
propriate source location, one can obtain the depend- 
ence of the reflection coefficient on the angle of inci- 
dence in the range wide enough to estimate (for 
example, by the MRSE method) the bottom parameters 
- density and sound velocity - for a chosen bottom 
model, for instance, for the model of liquid bottom, 
where the reflection coefficients are given by the Fres- 
nel formula. 

CONCLUSION 

The use of the described method for the determination 
of the transfer coefficients of array hydrophones and 
array profile has shown its efficiency. Since the bottom 
of the lake where the experiment was performed had 
rather complex structure (most likely, it represented 
ground with a layer of silt on it), it was not possible to 
determine the contributions of ground density and 
sound velocity in ground to the reflection coefficient. 
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Remote sensing systems development permits to im- 
prove their informative parameters, i.e. increase prob- 
ability of target detection/recognition, spatial resolu- 
tion, etc. This paper deals with passive type of remote 
sensing systems or with radiometry imaging systems. 

These modern systems require high spatial resolution 
that could be satisfied by two ways: 1) usage of im- 
proved antenna systems or 2) signal or image process- 
ing methods applications. Impact of antenna system on 
image formation quality is rather high though the in- 
fluence of this system on parameters of image forma- 
tion system in general. 

Problem of aperture geometry impact on image forma- 
tion process was investigated in [1] Therefore, in this 
paper problem of aperture field distribution and phase 
distribution influence on image formation/restoration 
will be considered. 

Image formation in remote sensing system could be 
written by means of the following integral equation 

g(9,cp) = JJ A(e',q>')/(e,,q>',ej<p)dBW,        (1) 
n 

where g is a received image,/is an original image, h is 
a direction function of receiving system, 9, cp are the 
spatial coordinates. 

For radiometry imaging system with spatially invariant 
direction function of receiving system above equation 
could be rewritten as follow 

g(9,cp) = JJ/*(9',cp')/(9 -9',cp - cp')d3'<*p',     (2) 
Q 

or in matrix form 

g = H*f, (3) 

where H depends on aperture amplitude and phase 
distribution. 

Impact of the amplitude distribution will be considered 
on the base of the following example. Three different 
types of amplitude field distributions (Fig. 2) will dis- 
tort test image (Fig. 1). 

Fig. 2. The amplitude field distribution: 
(a) uniform; (b) cos-distribution; (c) with valley 

Distribution (b) and (c) were defined according to the 
following equations, respectively 

7(x,v) = cos 2%— 
4; 

cos 2% y 
Jy ) 

Kx,y)-- (l-a)+a 
f _ \*f 

\LX j 
(1-) + 

f      V^ 

(4) 

,(5) 

Fig. 1. Test image 

where x, y are coordinates in antenna aperture, pa- 
rameter a determines the valley of the field distribution 
and was chosen a = 0.7. 

Spatial spectra of the corresponding aperture for radi- 
ometry imaging systems are the Fourier transform from 
power direction pattern and are shown in Fig. 3. 

Results of image formation by antennas are presented 
in Fig.4. 

Obtained results permit to conclude that aperture that 
has distribution with valley (case (c)) satisfies the pre- 
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Fig. 3 Spatial spectra for apertures with different amplitude distribution: 
(a) uniform; (b) cos-distribution; (c) with valley 

Fig. 4. Image formation by antennas with different aperture distributions: 
(a) uniform; (b) cos-distribution; (c) with valley 

Fig. 5. Amplitude and phase distributions for quadratic (a) and cubic (b) phase distortions 

serving of image element details and form that can be 
explained by structure of high frequency part of an- 
tenna spatial spectrum (less suppression of high spatial 
frequencies in comparative with another cases). 

Problem of phase distribution in antenna aperture is 
also actual, especially in radiometry imaging system 
with synthesised aperture. Main role in image forma- 
tion plays quadratic and cubic phase distributions. 

Quadratic phase distortions characterise near zone 
systems and are named as defocusing. They can be 
expressed according to the following equation 

I(x,y)=I0exp -j®: 
^ 

\LX j 

V 
J) 

(6) 
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where I0 is field amplitude distribution (uniform), 02 

is maximum phase deviation on aperture border. 

Cubic phase distortion is written by the following ex- 
pression 

I(x,y)=I0exp -j<S>, 

r2x* 

\LX J KLyj 
(7) 

Both kinds of phase distortions for the case of uniform 
amplitude distribution are shown in Fig. 5. 

Fig. 6 presents the results of test image formation by 
means of antenna with mentioned phase distributions. 

Fig. 6. Image formation by antennas 
with quadratic (a) and cubic (b) phase distributions 

In this paper influence of amplitude and phase distri- 
bution on image formation process in radiometry im- 
aging systems was investigated. Results of carried out 
simulation could be applied for real antenna array 
analysis. 
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The principle of synthesizing of the apertures is widely 
known and is effectively used in radar imaging systems 
[1-3]. The synthetic apertures enable to get a narrow 
radiation pattern (RP), that improves a resolution of the 
radar system. If in ordinary antenna systems the shap- 
ing of a RP occurs instantly and depends on mutual 
arrangement of radiating elements and parameters of 
their excitation, than in synthetic aperture the shaping 
of a RP is carried out in time by a relocating of the 
elementary antenna carrier and is provided by the ap- 
propriate spatial-time processing in the system. 

Depending on the type of an antenna channel single- 
station radar systems and coherent multistaion radar 
systems are distinguished. The mathematical simula- 
tion of such systems allows effectively to develop, ana- 
lyze and optimize algorithms of a received radar infor- 
mation processing. 

For radar systems, which work on the single-station 
principle with angular scanning by a RP the simple and 
effective model is developed [4]. In such systems the 
quality of the obtained image is defined in a greater 
degree by properties of spatial filtering of the antenna, 
namely by parameters of the RP. In such model it is 
inexpedient to take into account time process. Mathe- 
matically, such model is represented by convolution of 
a spatially distributed scattering ability (SA) with point 
spread function (PSF), which is dependence on spatial 
coordinates. 

In space and airborne active radar imaging systems 
with coherent processing - synthesizing of the aperture 
at the expense of relocating of the elementary antenna 
carrier are most often used [3]. The principle of such 
systems activity consists in probing of researched ob- 
jects from different points of a space, and appropriate 
consequent coherent summation of the received signals. 
The systems in which the relocation trajectory is close 
to linear are most often used. Schematically, the princi- 
pal of their activity is shown in the Fig. 1. The advan- 
tage of such systems over single-station ones consists in 
their ability to provide by far higher resolution. 

A special feature of the simulation of radar systems 
with coherent processing is their impossibility to repre- 
sent separately spatial and time processes. Analytically 
relation between a function, which specifies a spatially 
distributed SA Q(x, y) of a researched object and the 

resulting raw image I(x,y) will be called the mathe- 

matical model of the system. 

The well-known methods of a simulation of such sys- 
tems based on the Radon transformation [5] do not 
allow to specify completely the processes at the synthe- 
sizing aperture and is their simplified mathematical 
models. 

I - DD of the synthetic aperture 

II - DD of the elementary antenna 

Fig. 1. Synthesizing of the apertures 
in radar imaging systems 

At created the model, plane character of researched 
objects, isotropic scattering of points and an absence of 
secondary reflection on a surface of the objects are 
assumed. Then echo-signal secho(t) from a direction 
0 is convolution SA <2(i,9) in the direction with a 

probe signalsprobe(t): 

CO 

Secho (/, 8) = W(Q)JQ(t -X, 6) • Sprobe(x)d%.      (1) 

A coefficient W(B) is defined by spatial filtering fea- 
tures of the radiating elementary antenna, losses K at 
a wave propagation and complex coefficient, which 
depends on a Doppler shift 0.Doppier(Q) in given di- 

rection 

W(Q) = K ■ Frad. (6) • e ^"W9)' ^ (2) 

where Frad(Q) - RP of the elementary radiating an- 
tenna. 
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The such systems feature consists in this, that there is 
the Doppler shift, which depends on a propagation 
direction of the signal is caused by the carrier velocity 
V: 

2co, 0^(9)=?^"^ (3) 

where <B0 - carrier frequency of a signal probe; c - 

velocity of a wave propagation. 

The received signal in the ;'-th position of probing is 
defined: 

% . 
5/(0 =   j Frec.(<ä)-Secho(t,8)(&, (4) 

where Free. (6) - RP of the elementary receiving an- 

tenna. Then for spherical coordinate system, which has 
a center in z'-th position of probing, the signals on an 
output of a receiver are defined by the expressions (1), 
(2) and (4): 

/2 «J 

S,(t) = K-   J   JFrec(e)-Frad(Q)x (5) 

-n/2° 

xQ'(t-T,B)-S probed)-e 

where Spr0be(t) - complex envelope of a probe signal; 

g'(f,8) - spatially distributed SA of a researched 
object, which is represented in a spherical coordinate 
system with a center in /-th position of probing. 

The resulting radar information is represented by the 

set Sj(t) of the received samples in different positions 

of probing. 

The process of synthesizing of the aperture consists in 
coherent summation of the received samples. The sig- 
nal of the synthetic aperture, which consists of 
(2AT + 1) elements, is could analytically represented by 
a sum  of the  complex  samples with  appropriate 

weighting coefficients Cj: 

k+N 

j=k-N 

(6) 

The coefficients Cj are by an equivalent of distribution 
of a current in the synthetic aperture. If a law of varia- 
tion of the coefficients is provided to be necessary we 
can form the different RP in the synthetic aperture, 
define a direction of a lobe of the RP, or focus of the RP 
on a defined distance. 

The expressions (5) and (6) represents an analytical 
model of radar imaging system. A resulting raw image 
I(x,y) correspondes to the set of the complex vari- 

ables Ük,i, which are defined in discrete samples of a 

time / = t/At. 

The created model (5) and (6) represents relationship 
between two coordinate systems: 

• movable spherical coordinate system, where it is 
convenient to describe the spatial-time features of 
the radar receiving and transmitting channel; 

• stationary rectangular coordinate system, where the 
spatially distributed SA of a researched object is 
represented. 

A numerical simulation requires to use interpolation 
methods at a transition between both of this discretiza- 
tion grids in the appropriate coordinate systems. 

The linearity of the model (5) and (6) gives possibility 
to characterize of radar systems with synthetic aperture 
by a point spread function (PSF) [6]. The created model 
was used for the search of a response of the system at 
SA by way of the unit impulse. It is assumed, that an 
envelope of the probe signal has a form of the gaussian 
pulse. 

The processes in a far zone and fresnel zone needs to be 
precisely separated in the radar systems with synthetic 
aperture. Results of the research denote a variation of a 
form of spatial-time point spread function, which de- 
pends on the coordinates of a researched object: 

• the far zone is defined by a phase incursion at the 
aperture edges at the expense of the change of 
range, which is less than 7t/4; 

• the fresnel zone is defined by a phase incursion at 
the synthetic aperture edges at the expense of the 
change of range, which is more than 7t/4. 

In the far zone the quadratic phase incursion do not 
result in the significant degradation of a resolution. The 
coherent optimal summation can be performed without 
a compensation of the phase incursions. The result of 
synthesizing of the aperture, which is composed of 5 
elementary antennas is represented by the spatial-time 
PSF and the RP of the radar system in the Fig. 2. 

An enhancement of effective width of the synthetic 
aperture gives rise to an apparition of significant quad- 
ratic phase incursion. At the coherent summation of the 
received signals the existing of the phase incursions 
and the time delay should is compensated by choosing 

of the appropriate coefficients Cj for the reception of a 

high resolution in the fresnel zone. The spatial-time 
PSF and the equivalent RP is represented in the Fig. 3 
for synthetic aperture, which composed with 100 ele- 
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mentary antennas and the phase incursion is compen- 
sated at the coherent processing. 

Without the compensation of the phase incursion the 
extension of the RP of synthetic aperture is passed. It is 
represented by the Fig. 4. 

The results of the simulation processes at the radar 
imaging are represented in the Fig. 6, 7 for the test 
model SA (Fig. 5) by the radar systems with synthetic 
aperture and coherent spatial-time processing. 

The possibility of an obtaining of the narrow enough 
RP of the synthetic aperture at the expense of optimal 
spatial-time processing with compensation of the quad- 
ratic phase incursion and time delays is confirmed by 
the results of the simulation. It is allows to provide the 
high resolution of the radar imaging systems with syn- 
thetic aperture and obtain a high quality radar images. 

Fig. 2. The spatial-time PSF and the RP at the 
synthesizing of the aperture with 5 elementary antennas 

X 

X 
X 

X X 

Fig. 5. The model SA Q(x,y) 

Fig. 3. The spatial-time PSF and the RP at the 
synthesizing of the aperture with 100 elementary 
antennas and the compensated phase incursion Fig. 6. The obtained raw radar image I(x,y) by 

synthetic aperture with 5 elementary antennas 

Fig. 4. The spatial-time PSF and the RP at the 
synthesizing of the aperture with 100 elementary 

antennas without compensation of the phase incursion 

Fig. 7. The obtained raw radar image I{x,y) by 
synthetic aperture with 100 elementary antennas 
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This paper presents results of thecomplex researches of 
Phased Array Antennas (PAAs) for the MMW-band's 
short-wave subband based on the nontraditional ap- 
proach to designing the anrenna's aperture when using 
multilayer semiconductor structures with optically or 
electronically steerable electrophysical parameters. 

The MMW PAAs (30 to 300 GHz) are analyzed, which 
are based on the similarity principle (extension of the 
cm-wave antenna design principles to the MMW an- 
tenna system design principles), on using of steerable 
lens antennas, on surface-to-volume wave conversion 
effect, on using of a steerable impedance aperture. In 
addition, gallium-arsenide and indium phosphide tech- 
nologies for monolithic PAAs containing the antenna, 
phasing and TR modules combined on a single ship are 
analyzed. To design electronically scanned Antenna 
Arrays (AAs) of the MMW-band's short-wave subband 
(X = 2 to 4 mm), it is reasonable to use the nontradi- 
tional approch in which the steerable impedance aper- 
ture is used to form AA elements and to steer electro- 
magnetic field. This aperture is realized as a multilayer 
semiconductor structure on which the antenna array 
structure with a required amplitude-phase distribution 
is formed under the steering optoelectronic effect. 

When analyzing interaction of microwave field with the 
semiconductor structure, the boundaries of employing 
the classical macroscopic approach using electrophysi- 
cal parameters e, u, a are determined. The cutoff fre- 
quency up to which the macroscopic approach may be 
used corresponds to the submillimeter wave band. 
Analysis of interaction of the semiconductor structure 
with a steering optical emission (electron flow) showed 
that the optical emission level 7 > 1 W/cm2 (electron 
flow density/ > 0.1 mA/cm2) is needed for forming and 
steering the antenna aperture's elements based on the 
semiconductor structure. The described forming and 
steering method is reasonable throughout a wave band 
of about 1 mm to 4 cm. 

For the MMW PAA with linear and elliptical polariza- 
tions, base radiators-phase shifters are proposed which 
may be formed through using the array antenna's semi- 
conductor aperture via combining the processes of 
steering electronically and optically the electrophysical 
parameters of the semiconductor structure with a tech- 
nology of forming the array antenna elements (radia- 

tors-phase shifters) on the aperture. A "negative" 
method of array antenna element forming was studied 
which decreases the steering optoelectronical system 
power by a factor of 10 to 50. In this case, the array 
antenna efficiency T\ = 0.35 to 0.45; it is suitable for 
multielement array antennas throughout the MMW- 
band's short-wave subband (2 to 4 mm). 

A field-emission cathode steering system (Fig. 1), an 
electron-beam steering system (with dot (symbol) re- 
cording), and an optical steering system are discussed 
for the selected array antenna design and its semicon- 
ductor aperture's physical and electrodynamical char- 
acteristics. Analysis of the steering systems' character- 
istics have shown that these systems may be used for 
forming and steering the AA elements throughout the 
MMW-band's short-wave subband. 

Algorithmization of a base task of electromagnetic 
scattering by steerable impedance structures built on 
the basis of a semiconductor dipole with a steerable 
stub ("positive" forming method) and of a slot in a 
semiconductor structure ("negative" forming method) 
which form constituent parts of the AA was carried out. 
The algorithmization includes: formulation of the scat- 
tering task as a functional equation with more exactly 
defined boundary conditions in regard to the steerable 
elements' currents and the task solving by iteration 
methods (simple iteration method, minimum error 
method, steepest descent method) with selected stop- 
ping rules. 

An aplication program package, developed in accor- 
dance with the developed algorithm and tested, made it 
possible to analyze how main parameters and charac- 
teristics of the impedance dipole with the steerable stub 
("positive" forming method) and of the slot in the im- 
pedance structure ("negative" forming method) which 
form parts of the AA depend on dimensions of the 
elements, on geometrical and electrophysical parame- 
ters of the semiconductor structure, and on the scan 
angle. In addition, the application package made it 
possible to carry out parametric optimization of such 
structures for the purpose of eliminating the effect of 
AA "blinding". The proposed array antennas designed 
on the basis of optically steerable impedance structures 
make it possible to obtain, due to a finite conductivity 
of the semiconductor structure, an efficiency of about 
0.75 for the "positive" method of AA element forming 
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Fig. 1. Design of Steerable PAAwith Field-Emission Cathode Control System 

and of about 0.35 to 0.45 for the "negative" AA ele- 
ment forming method which reduces the optoelectronic 
steering system power by a factor of 10 to 50. This is 
acceptable for multielement AAs throughout the 
MMW-band's short-wave subband (2 to 4 mm). 

An experimental setup using an optical steering system 
and a steerable semiconductor (cadmium sulphide) 
aperture was developed and the following parameters 
and characteristics were measured in a frequency band 
of 26.8 to 37.6 GHz: the semiconductor-structure's 
reflection coefficient for different values of the steering 
light flux intensity, the semiconductor structure's and 
the array antenna's patterns and gains (for the 
"positive" and "negative" forming methods) for differ- 
ent values of the steering light flux intensity. The array 
antenna's efficiencies were determined. Due to heat 
loss caused by the semiconductor aperture's impedance 
behaviour, the efficiencies were nPOS = 0.6 to 0.65 and 
r|NEG = 0.6 to 0.32, respectively. Design values of the 
efficiencies were 0.68 and 0.3, respectively. Design 
values of the efficiencies were 0.68 and 0.3, respec- 
tively (design values for silicon are 0.75 and 0.45), 
which is quite acceptable for multielement AAs in the 
MMW band's short-wave subband (2 to 4 mm). 

Technical solutions which can be used to implement 
phased array antennas for the MMW-band's short-wave 
subband (2 to 4 mm) make it possible both to improve 
functional capabilities and characteristics of electronic 
systems for traditional applications (search and fire- 
control short-range radars, communications systems, 
metrology and others) and to extend the field of non- 
traditional applications (short-range radio-vision sys- 
tems, runway monitoring systems etc.). 
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One of the problems in the design work of phased 
arrays is the one taking into account phase shifter dis- 
creteness. Usually this problem is solved by means of 
finding the required continuous phase distribution and 
subsequent its rounding-off according to phase shifter 
discreteness. Such an approach is very simple but it 
often leads to non-optimal results, especially in the case 
of large shifter discreteness. Therefore, the problem 
arose to find the so-called discrete methods of phase 
synthesis that would allow to take into account the 
problem discrete nature more efficiently. From the 
mathematical point of view, these are the methods of 
finding the extremums of quite complicated functions 
in discrete space of search. Nowadays there is no the 
developed technique of such a task solving so it can be 
solved by different methods. In this paper it is proposed 
to use genetic algorithms (GA) to solve the problem of 
discrete phase synthesis because just these algorithms 
can easily be applied to the problems of optimization 
for complicated, multiextreme, nondifferentiable func- 
tions as well as for discrete search space [l]. The work 
is intended to show the advantages of the discrete phase 
synthesis method in comparison with classical method 
of continuous solution rounding-off and to investigate 
the possible ways of more rational computation when 
using genetic algorithm for phased array synthesis. 

The process of optimal solution search in GA resembles 
the nature evolution process. As in animate nature, 
natural selection, reproduction and mutations occur in 
GA's. But the evolution direction of optimization object 
is specified by the researcher. The genetic algorithm 
used in this work is based on the proposed in [2] real- 
coded GA modified for the discrete phase synthesis 
task. 

Note that in general case the problem of antenna syn- 
thesis consists of two stages: 

l.The synthesis criterion selection. 

2.The optimization criterion problem solution accord- 
ing to the selected criterion. 

Let's consider the possibility of applying GA to the 
optimization problem solution on some test example. 
As an criterion we'll select the characteristic for synthe- 
sis tasks requirement to reduce the sidelobe level (SLL) 
in some specified sector. The task of reducing SLL in 
the sector of angles 5° s 8 < 8° of equidistant antenna 
array with the number of elements N = 100 and the 

distance between elements d = 0.7-X was considered as 
a test one: 

minmaxl F(Q,q>) I, 
cp   8eCl' ' 

(1) 

where cp is a phase distribution vector; F(9,cp) is the 

normalized antenna array pattern; Q is the given area 
in the sidelobe sector. 

Consider the results of optimization problem (1) solu- 
tion for different phase shifter bit capasity and compare 
them with the results obtained by rounding-off continu- 
ous solving the phase synthesis problem. In Table 1 the 
results are presented of solving this problem by discrete 
method for different discreteness by five GA starts with 
the number of iterations tiiter = 500 . 

Table 1 
Start 

number 
1 2 3 4 5 

SLL, dB 
Acp = 45° -34.4 -36.9 -38.9 -36.1 -31.7 

SLL, dB 
Acp = 90° -36.1 -37.3 -36.1 -36.1 -34.7 

SLL, dB 
Acp = 180° -35.8 -35.9 -34.3 -33 -35.9 

For a faster convergence in all starts each vector of 
initial population phase distribution was formed with 
the GA with the small number of iterations 
(N„er =50). For comparison Table 2 gives five solu- 

tions obtained by the method of continuous synthesis 
rounding-off. When comparing we can see that even 
the worst result of discrete synthesis exceeds the best 
result of rounding-off method by 3 dB for the discrete- 
ness Acp = 90° and by 4.3 dB for Acp = 180°. When 

solving such a complex multiextreme tasks it is very 
difficult to find a global extremum. At the same time 
the results can be farther or closer to a global extre- 
mum. It is clear that the closer the results of optimiza- 
tion methods to a global extremum the better the 
method is. In order to evaluate approximately the con- 
sidered phase synthesis methods we'll define the mean 
value of attained sidelobe level in the specified SLL 
sector given by 

Y.SLLi 
SLL„ 1=1 (2) 
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where SLLj is the sidelobe level in the specified angle 
sector attained in i-th start of optimization algorithm 
(for deterministic optimization method all the values of 
SLLj are equal); n is the number of starts. 

Table 2 
Start 

number 
1 2 3 4 5 

SLL, dB 
Continuous 

synthesis 
-38.4 -35.9 -39.5 -34.9 -39.8 

SLL, dB 
Acp = 45° -28.9 -33.3 -38 -29.9 -38 

SLL, dB 
Acp = 90° -22.4 -31.6 -31.7 -31.7 -31.7 

Table 3 presents the values of SLLm„an obtained by the 

discrete synthesis and rounding-off methods. From the 
data analysis it follows that the mean value of SLL in 
given sector obtained by the discrete phase synthesis 
method is less than the one obtained by the rounding- 
off method by 2 dB for the discreteness Acp = 45°, by 

6.3 dB for Acp = 90° and by 10.5 dB for Acp = 180° . 

Table 3 

Discreteness 
SLLmea„m 
by rounding- 
off method 

SLLmean{6B) 
by discrete 

method 
Acp = 45° -33.6 -35.6 

Acp = 90° -29.8 -36.1 
Acp = 180° -24.4 -34.9 

Since GA's drop in a class of stochastic methods of 
global optimization the achievement of an optimal 
solution is of probability character. It means that prob- 
ability of the best result attainment increases with the 
number of iterations. Taking into account this and also 
the fact that to perform such calculations it is necessary 
to have relatively much time (about an hour and a half 
when using AMD K6/233 MHz) the problem of accel- 
erating the algorithm becomes of high priority. There- 
fore, some attempts were made to improve the results of 
discrete synthesis. These attempts were executed in 
several directions. The first direction is to increase the 
population size. Calculations were carried out for 
Npop = 10,20,30,40.  The number of iterations was 

chosen such that it could provide the approximate 
equality of computation total time. The result essential 
improvement was not achieved. 

The second direction was connected with sequential 
discreteness reduction. Here at first the problem of 
discrete synthesis for Acp = 180° is solved. Such a solu- 

tion we have already obtained and it is in the last line 
of the Table 1. Using each of the obtained results for 
initial population formation the problem of discrete 
phase synthesis for Acp = 90°  has been solved. The 

obtained results in turn were used when forming the 
initial populations to solve the problem with the dis- 
creteness Acp = 45° . For discreteness Acp = 90° the best 

result was reduced by 0.3 dB and for Acp = 45° - by 0.8 
dB with approximately the same computation time. 

And the third direction is to split the array into « 
blocks in which the phase values are assumed to be 
equal. Gradually reducing the values of n (10, 5, 1 
with discreteness Acp = 90°) we proceed to initial 

problem. The results obtained in such a way didn't 
exceed the previous results. 

Thus, the analysis of told above enables to draw the 
following conclusions. In most cases the results ob- 
tained by discrete phase synthesis method are noticea- 
bly (to 10 dB) better than the results of continuous 
solution rounding-off. And the advantage from using 
discrete method becomes more noticeable with dis- 
creteness increase. 

It is shown that solving a discrete phase synthesis 
problem with sequential discreteness reduction gives as 
a whole some improvement (to 0.8 dB). The antenna 
array division into blocks with an equal phase distribu- 
tion allows to reduce substantially computation time of 
one GA iteration. Reducing the block dimensions 
gradually we obtain satisfactory results with essential 
economy in time. This permits either to increase the 
total number of iterations to attain more qualitative 
solution or to use such an algorithm variant to solve the 
problems of large dimensions (up to 1000 elements in 
array). 

Unfortunately, even applying GA to the solution of 
optimization problems the authors didn't succeed in 
finding global extremums at each stage of solving test 
example. Nevertheless the results obtained by the pro- 
posed method firstly have higher stability as compared 
to the method of rounding-off and secondly they are 
close enough to optimal results. 
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THE MATRIX MODELS OF DIGITAL ANTENNA ARRAYS 
WITH NONIDENTICAL CHANNELS 

V. L Slyusar 

Central Research and Development Institute of Armament and Military Engineering 
Kiev, Andruschenko Street, 4, e-mail: swadim@777.com.ua 

The modern technology of radar and mobile communi- 
cations systems is adaptive digital beam forming. When 
considering the multicoordinate digital beam forming 
in radar and communication systems with nonidentical 
channels of antenna arrays there is a problem of com- 
pact matrix record of the receiving channels responses. 
To solve the given problem it is proposed to operate 
with a special type of the matrices product, named by 
the author as "penetrated" and "generalized face- 
splitting" products. 

According to the definition [1], for pxg-matrix A and 
pxgn-matrix B with pxg-blocks (B =[Bn]) their pene- 

trated face-splitting product A a B is the pxgn-block- 
matrix[AoBn], where "o" -a symbol of Adamar 

splitting, Bn — is a pxg-block of matrix B: 

AfflB=[AoB1!AoB2r--!AoBnr-j or AHB = 

The example: 

AoBj 

Ä°?2~ 

X"oBn 

all   a12 
a21   a22 ,  B = 

"Bi" 
B7 

.a31   a32_ w A = 

bill b121 
b211 b221 
b_3_U_?32J. 
b112  b122 
b212 b222  , ASB = 
b312_b322 
b~113 b123 
b213 b223 
b313 b323 

As an example, the response of three-coordinate flat 
digital antenna array of RxR elements can be written 
down through penetrated face-splitting product of ma- 
trices as (without noise): 

U=ä-(QsF)=ä-[QoF1!QoF2!-!QoFr !•■■], 

where -a — is a complex signal amplitude, 

»11 •bin a12 ,b121 
a2! •&211 a 22 -b221 
a31 •b311 332 •b32i 

an •bin a12 •b122 
a2j •b2J2 a22 >b222 

»31 'b312 332 -b322 
an 'b113 3l2 <b123 
a2J 'b213 a22 "b223 

_a3i -b313 a32 -b323 

Q = 

Qn(x.y) Qi2(x,y) - Qm(x,y) 

Q2i(x,y) Q22(x,y) •• Q2R(*,y) 

QRI (x,y) QR2 (x,y) ••• QRR (x,y) 

is the matrix of the directivity characteristics of primary 
channels in azimuth and elevation angle planes (can 
not be factorized), 

Fm(ca) - F1R1(co)j    JF11G(<B) - F1RG (co) 
I     ...      ;     i...i     ;      ...      : 

FR11 (co) • • • FRR ! (co)!    IFR1G (co) • • • FRRG (CO) 

is the block-matrix of amplitude-frequency characteris- 

tics meanings F^g (co) of G filters for RxR noniden- 

tical receiving channels (Fug (co)'t ^rrg (f0))» 

QoFB 

Qn(x'yFiig(ffl) - QiR(x>y)FiRg(ß)) 
Q2i(x,y)F2ig(co) ••• Q2R(x,y)F2Rg(co) 

QRI (x,y)FRlg(co) ••• QRR (x,y)FRRg (co) 

U - block-matrix of voltages of the channels responses. 

To select a single source on four coordinates (azimuth, 
elevation angle, frequency and range) the response of 
digital antenna array can be written down through 
generalized face-splitting product or generalized trans- 
posed face-splitting product (the theory of face-splitting 
products is presented in [1-4]). According to the defi- 

nition, for block-matrices A = |AJJ]    and B = |BjgJ 

with pxg- blocks their generalized face-splitting prod- 
uct A"3B is the block-matrix 

[AijHJBil Bi2 ... Big •••] . 

The example: 

A °B= 

An  A12 ••• A1T 
A21   A22 •" A2T 

.AP1   AP2 ••' APT 

Bii % ••" BIG 
B2I   B22 "• %} 

Bpi Bp2 ••• BpG 

AnfflfB„ -B1G1 j-j A1Tffl 
A2iHlB2i - B2GJ 1-1 A2TB 

1 . 1 
1 • 1 

11 
21 •" 

1GI 
2GJ 

AP1a[Bpi - BPG ]!•••! ApTffl[BP1 -BPG] 
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The alternative to the above considered is a generalized 
transposed face-splitting block-matrices product: 

A«B: Aij® 

Bi 
B 2j 

B Qj 

For example, it can be written down: 

A"B= 

Au® 

Al   Al2 •" AiT 

A21  A22 ••• A2T 

Afi Ap2 ••• ApxJ   [% Bp2 ••■ BpG 

Bn B^ ••• BiQ 

B21 B22 ••• B2G 

B21 

B Pi. 

AP1B1 

B 11 

*21 

B Pi. 

A12a 

B12 

B22 

B P2. 

AP2® 

B12 
B22 

B P2. 

A1Ts 

'1G 

2G 

5PG 

ApTa 

B1G 
B2G 

B PG 

The response of four-coordinate fiat digital antenna 
array with RxR nonidentical channels can be present as 
(without noise): 

U=(Q®^,aF})-ä = Qlil[s1iaF !S2®F!---|SrllF]-ä, 

where 

S = 
Sin(z) - S1Ri(z) 

SRll(z) '•• SRRl(z) 

SHT(
Z
) "• SIRT(Z) 

S
RIT(

Z
) •■• S

RRT(
Z
). 

is the matrix of the responses of single signal in T 
range gates (all channels have nonidentical radio im- 
pulse curve Sut^)* Snt (co)). 

The alternate to considered above variant of analytical 
model of four-coordinate radar with flat digital antenna 
array is 

U=(Q m ^ "F})-a = Q S 
SJHJF 

ST®F 

where 

s=sR=[s1!-!STf = 

Sm(z) 

ARIJM. 

S"IIT(
Z
T' 

SRITW 

SlRl(z)" 

.§RRiM 

"SmrlzJ 

SRRT (
Z
) 

F=FR=[F1!-!FGf = 

" Fn>1(©) - FjR^ffl) 

lRnfe)_:;IssiR 

FRIG(°>) •••FRRG(
Cö

) 

"R" is the symbol of block-rotation (this new block- 

matrix operation is proposed by author). 

With the considered matrices models, on the basis of 
Neudecker's matrix derivative [3,4] an information 

Fischer's block-matrix, describing the accuracy of joint 

estimation of angular coordinates, range and frequency, 

is obtained: 

'7 
pT.p 

6P_ 

dY 

dY 

8P_ 

BY 
(aa -IRRTG)^: 

where   IRRTQ 

DP 
RxRxTxG, 

dY 

-   a   unit   matrix   of  dimension 

Neudecker's derivative of matrix P 

on vector Y formed of unknown estimations of angular 

coordinates, range and frequency of sources, 

P=Q®pF orp = Q  H |s  ■?  • 

To analyse multistatic radar systems the following 
matrix model (without noise) can be used: 

U = 

Qi 
Q2 

S11 • •• STI F„  • - F?i 

Sip  • •• STP F1P   • •• FGP 

Qi 
Q2 

Q111 (x,y) - QiRi (x,y) 

Q211 (x=y) •• Q2Ri/x,y) 

QRH (x»y) •• QRRI (x,y) 

Qnp (x,y) •• QIRP (x>y) 

Q2ip.(x>y) •• Q2RP.(x=y) 

QRIP (x.y) •• QRRP (x.y) 

stp = 

F     = gp 

Slltp (z)  •"    SlRtp (z) 

SRUP (
Z
) "•   SRRtp   (z) 

"Fllgp (m)   -   FlRgp (ffl)' 

pRlgp I®) -  FRRgp   (®) 

Ugtp^lQpoStpoFgpJ-a, 

P is a number of radar position. 
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In the general case, for multiple signals the modeling 
concept, based on using of block generalized face- 

splitting product (symbol " © ") and block generalized 

transposed face-splitting product (symbol " ® ") can be 
proposed. According to the definition, 

A@B = [AbgBBbklln>A®B = [Ahg*Bkglln. 

The example: 

A = 
Alll   A121!A112   A122 
A211   A22i|A 212 L222 

B = 
Blll   B121 jB112   B122 

.B211  B221 iB212  B222 
, A@B = 

Am A121 
_A2n A22y 

61116121 
62116221. 

A112 A122 
LA212 A222J 

ßin 6122 
6212 6222. 

A ® B = 

Am A12i 
J.A2ii A22L 

'S 61116121 
.6211622J 

Ai 12 A122 
LA212 A222. 

■f 
B112 6122 

_6212 6222J_ 

The model of four-coordinate radar with flat digital 
antenna array in multisignal case can be written as: 

U=(Q §(S®F))(A®IR), 

where A is the vector of complex amplitudes of signals 
oft sources, 

Qlixmym) ••• Omfcrnym) 

QRl(xm>ym) • • • QRR(xm-ym) 
QlV"<^.Qm = 
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F = 

S = Si s2 

Sm ~ 

SM 

Siii(.zm) "■■ Suu(zm) 

ÄRufemljllSRRjiZnjJ 

SllTizmJ •"  SlRTlzmJ 

SRITIZIII) "•• SRRTlZm) 

Flll(mm) ••• FlRl^m) 

_?BIL(?m)j::J_RRli?_m). 

FTlGpml'^FlRG^ml 

pRlG^m) •••FRRG(com) 

IR is a unit matrix of dimension R; 8> — symbol of 

Kronecker's- products of matrixes. 

Fl   F2 *M > "m 
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AWAY OF CORRECTION OF DAA RECEIVING CHANNELS 
CHARACTERISTICS USING THE HETERODYNE SIGNAL 

V. L Slyusar 

Central Research and Development Institute of Armament and Military Engineering, 
Kiev-135, Andrushenko Str., 4, tel. 271-62-45 

Usually a problem of correction of a digital antenna 
array (DAA) channels characteristics is solved by ap- 
plying an external pilot-signal or additional diversing 
of control signal with respect to radio frequency. 

To minimize the hardware expenditures it is proposed 
to use unnominal heterodyne operational mode, which 
consists in changing the excitation conditions in a 
control period so to cause the generation of parasitic 
broadband or multimode signals. At the same time it is 
necessary to provide stable arising of intermediate fre- 
quency oscillation at mixer's output. In the event of a 
narrow pass band of intermediate frequency amplifiers 
such signal is quite suitable for equalization of complex 
transfer characteristics of receiving channels. 

As a correction procedures it is proposed to use a 
method [1], according to which the correction process 
is consisted in weighing the digital voltages in receiv- 
ing channels be complex weight coefficients which 
quadratic components have been calculated for a set of 
N readings 

N    „     „ 

arq = 

N 
Z Vc  af+ Z V   < 

lt\ "H  '     itl «H 

RQ Z 
/ = i 

N 

\ 

N 
Z Vc  af - Z V*  aT 

as     l^L^l ' = 1   *' 
r1 N (     2 2 ^ 

where ac
rq, as

rq — quadratic components of correc- 

tion coefficient of the rqüi primary DAA channel situ- 
ated in the rih row of qth column, 

F4 =Urg,C0S(Xr+X
q)

+Urqi
Sin(Xr+Xq) 

2%. , (     R + \ , .  „ xr -—dr\ r sinß-coss 

2TC ß + 1 xq = Ydl\ V^r1 |sinß-sins 

Uc Us   — quadratic components of response of the 

rqth primary DAA channel in the z'th time interval, xr , 

xg — generalized coordinates of calibrating source 

with respect to DAA normal, X — wavelength of cali- 

brating source carrier, dr, dq — the distance between 

array's elements in a row and in a column correspond- 
ingly, R, Q — number of array's elements in a row and 
in a column, ß, e — angle coordinates of the cali- 

brating source with respect to DAA normal, 

af = Elfe, C0S(*' +Xg)+U'rq, MXr+xq) > 
_1_ 

Q 
a' =1^ZZk, C0S(Xr +Xg)-Urgi M

Xr+x
q) ■ 

"yr=l9=l 

In the considered case the expressions for the correction 
coefficients can essentially become simpler if the cali- 
brating source (heterodyne) is placed in the array plane. 

Fig. 1 

The proposed approach has been tested on a working 
model of the 8-element digital antenna array made in 
1989 by a team of scientists of the former Academy of 
Anti-aircraft Defence of Ground Forces (Kiev) headed 
by Dr. Sei. Prof. V.AVarjukhin. An appearance of 
model's elements is shown in Fig. 1-4. Fig. 1 shows a 
microwave part of the array with a heterodyne block (to 
the left). A set of the digital receiving modules is 
shown in Fig. 2 (to the left). Fig. 3 shows the outputs of 
digital filters of quadratures diversing, from which 
signals are applied to a buffer storage and adapter of 
the central computer (Fig. 4). 
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Fig. 2 

Fig. 3 

Fig. 4 

The experimental results have confirmed the effective- 
ness of the proposed method of promt correction. But 
however, the problem of technological optimization of 
reliable heterodyne changing over into unnominal op- 
erational mode and its reset requires further investiga- 
tions. 
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ANALYSIS OF THE EFFECT OF GEOMETRIC PARAMETERS 
OF NONEQUIDISTANT ANTENNA ARRAY WITH UNEQUAL AMPLITUDE 
DISTRIBUTION ON ITS WORKING FREQUENCIES RANGE 

S. L Starchenko, A. Yu. Milovanov, I. V. Pleshivtsev 
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ABSTRACT 

In this paper the analysis of the effect of geometric 
parameters of unequidistant antenna array (AA) with 
the irregular amplitude distribution on its working 
frequencies range is presented. The coefficient of 
working frequencies range overlapping [1] was selected 
as criterion of optimization. 

FORMULATION OF A TASK 

Under certain conditions in equidistant AA it is possi- 
ble an existence of parasitic interference lobes of higher 
order together with a main lobe. Their position rela- 
tively to the area of real angles depends on a distance 
between elements in lengths of waves and on a value of 
phase shift between currents in adjacent elements. Ap- 
pearance of the lobes in the high-frequency area of AA 
working range is especially possible with deviation of 
the main lobe from a orthogonal position to AA. 

The most effective way to overcome the parasitic inter- 
ference lobes is the use of the unequidistant AA. The 
coordinates of elements play a particular role in dif- 
fraction lobes corruption. This paper presents numeri- 
cal results of the analysis of the influence of elements 
coordinates in unequidistant antenna array with une- 
qual amplitude distribution on its scanning sector in 
different range of frequencies [1]. 

In order to find out the coordinates of elements in an 
unequidistant AA a principle of power equivalence 
between an equidistant AA with irregular current dis- 
tribution and an unequidistant AA with uniform cur- 
rent distribution was used [2]. The number of elements 
N in an original equidistant AA is equal 31, a distance 
between them is equal to a half of a original wave- 
length (d = X/2). In this case a coordinate of n element 
in the unequidistant AA is determined by the expres- 
sion 

L/2 

jl(x)dx,   (1) xun=d[r,-(Nx-l)/2]+ 
NX*«) -L/2 

where I(x„) is a current in element number n of the 
original equidistant AA; I is a length of the original 
equidistant AA, L = d (N - 1); I(x) is a current distri- 
bution along a original equidistant AA. 

Thus, distances between adjacent elements of the une- 
quidistant AA are inversely proportional to values of 
currents in appropriate elements of the original equi- 
distant AA. Using in (1) various types of current distri- 
butions it is possible to get various unequidistant AAs. 

In this work unequidistant antenna arrays were ana- 
lyzed, obtained by the following two kinds of current 
distribution in a original equidistant AA: 

- a current distribution "cosine to the m power on a 
pedestal" 

/(*„) = A + (l-AXcosK/»)r; (2) 

- distribution like a "parabola to the s power on pedes- 
tal" 

/(*„) = l-(l-A)K/»r (3) 

where A is a value of relative amplitude of a current on 
equidistant AA edges; under solution of the task of 
optimization the area of its change lies within the limits 
of 0 < A < 1; m and s are exponents, the range m lies 
in bounds 1 < m < 4, and the exponent s was of two 
values: 2 and 4. 

Using expressions (1)...(3), coordinates of une- 
quidistant equiamplitude synphased AA elements were 
determined. Then the unnormalized pattern was 

N 

/(e) = X/(*„„)exp[/(2*:A wK» cos(e)l •      <4> 

where Xw is the working wavelength, investigated 

when solving the task of optimization varied in limits 
of 0.2Ji <XW<X that is the range of work frequencies 
with an overlapping coefficient equal to 5; N is the 
number of elements in unequidistant AA, in general 
less than numbers of elements in the equidistant an- 
tenna array; l(xu„) is a current amplitude in wth ele- 

ment of the unequidistant antenna array. 

After normalizing and taking the logarithm (4), the 
angle at which the parasitic interference lobe of any 
order other than zero exceeding a level -10 dB with 
respect to a main lobe was determined. It enables to 
find out the area of scanning beam actual angles of the 
unequidistant AA and range of working frequencies, 
providing one main lobe only. This results are pre- 
sented in Table 1. 
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Table 1 

Overlapping 1 2 3 4 5 
Coefficient Scanning sector 

Amplitude 
distribution 

in equidistant 
antenna ar- 

ray 

Cosine ±90° ±36° ±36° ±24° ±22° 

Cosin. Sq. ±90° ±45° ±37° ±28° ±22° 

Cosin. Cub ±90° ±43° ±29° ±23° ±22° 

Cosin. Fo. ±90° ±43° ±38° ±28° ±22° 

Parabola ±90° ±51° ±34° ±28° ±21° 

Parab. Sq. ±90° ±54° ±34° ±23° ±23° 

Table 2 
Overlapping 1 2 3 4 5 
Coeficient Amplitude distribution in unequidistant AA 

Amplitude 
destribution 
in   nonequi- 
distant    an- 
tenna array 

Cosine Cosine Sq Parabola S Parabola S Parabola S Cosine 

Cosine Sq Cosine Parabola S Parabola S Parabola S Cosine 

Cosine Cub Parabola Parabola S Parabola Cosine Parabola 

Cosine Fo. Cosine Cosine Parabola S Parabola S Parabola S 

Parabola Cosine Sq Parabola S Parabola S Parabola S Parabola S 

Parabola Sq Cosine Sq Parabola S Parabola S Parabola S Cosine 

The scanning sectors of the unequidistant antenna array 
presented in Table 1 might be produced only with the 
particular amplitude distribution, since not all types of 
distributions are capable to ensure them. Table 2 pres- 
ents combinations of amplitude distributions in equi- 
distant and unequidistant antenna arrays represented by 
scanning sectors given in Table 1. 

CONCLUSION 

Analysis of Table 1 and 2 allows to conclude the fol- 
lowing: 

1. When reducing a relative current amplitude on 
edges of equidistant antenna array a scanning sec- 
tor of unequidistant antenna array increases, here- 
with everj' type of amplitude distribution in equi- 
distant antenna array have value of pedestal under 
which scanning sector will be maximum. Chang- 
ing of a value of relative current amplitude on une- 
quidistant antenna array edges considerably influ- 
ences on scanning sector at overlapping coefficient 
greater than unit i.e. maximum scanning sector 
can exist, depending on the type of amplitude dis- 
tribution, both under greater and under small ped- 
estals. 

2. In general, the decreasing of relative current am- 
plitude on edges of unequidistant antenna array 
leads to the worse results i.e. the suppression of 

parasitic interference lobes weakens because the 
influence of elements on AA edges is diminished. 
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INTRODUCTION 

Polarization isolation of antennas is among the widely 
used methods for providing electromagnetic compati- 
bility of various radio and electronic facilities. How- 
ever, it turns out to be efficient in the only case when 
the cross-polar radiation of the antennas has suffi- 
ciently low level. Suggested in this paper is a method 
for optimizing the current distribution in an antenna 
array to provide its high performance along with sup- 
pression of the power radiated by cross-polar waves. 

THEORY 

In order to optimize the power characteristics of an 
arbitrary antenna array we introduce  a functional 

*(*o) 

K{ü0) = yR2sfä)fp, (1) 

that generalizes basic integral parameters of the an- 
tenna array (e.g., directive gain, gain, signal-to-noise 
ratio etc.) and takes into account the random errors in 

the its current distribution. Here S^) is a magnitude 

of the Poynting's vector; P is a power, e.g. the array 
input power, the radiation power, etc. depending on the 
physical meaning of the parameter K, R0 = U0R is the 
radius vector of the observation point in the far-field 
region; y is a constant factor; and the bar denotes the 

averaging operator. 

The cross-polar radiation power can be characterized 
by the mean polarization loss factor (PLF) [1,2], ac, 
defined as the ratio of the power radiated by cross-polar 
waves Pc to the total radiation power, Pz , of the 
array 

ac=Pc/P: £ • 

Mathematically, the optimization problem in the pres- 
ent formulation can be reduced to maximization of the 
functional 

*max(«o)=   max   yi?2^]/p, 
«cSoelim 

where acljm is the limiting value of PLF. 

(3) 

We assume that the current amplitudes on the radiator 
inputs are random quantities, which can be expressed 

as [3]: i„ =JC„(1+CB +jd„), for n = \,N , where N is 
the number of array elements; x„ = ot0„ exp(/'<|)„ ) cor- 

responds to the current of the w-th element, with an 
amplitude oc0„ and a phase $„ in the absence of er- 

rors;  c„  and d„  are the centered normal random 
1 0 1 !   2 

quantities with statistics as follows: c„ =d~ =o„/a0„ ; 

/a2 ; Qm„ is the cnfln = 0; and cmcn ~ "man 

correlation coefficient between the random errors of the 
m-th and the w-th array elements. Here we consider the 
ratio a0„/cr„ = a as a given constant for all radiators. 

We express the powers involved in Eqs (l)-(3) through 
input currents of the radiators and write them in terms 
of the Hermitian forms whose matrices are the resis- 
tance matrices of the antenna array [2]. Thus, the opti- 
mization problem can be formulated (3) in the follow- 
ing matrix form 

K max (x))= maxy 
x(eX 

(f(u0)x)   +(x*Ax) 

(x Ax) 

X = \x) 
(x*Cx) 

(x Dx) 
<a 'dim 

where x) is the column-matrix of the desired determi- 

nistic currents distribution of the array; </(w) is the 
row- matrix of the normalized vectorial directional 
pattern of the array elements [4]; the asterisk denotes 
the complex conjugate; A, B, C and D are the positive- 
definite or positive-semidefinite Hermitian matrices, 
whose elements are defined as follows 

(2) Am„4/^S0)f„{S0))3m„,B„ i+4e 

*--mn — rmn  * +    ? Y-mn 
oT a 

a 

2 

2 "&mn 

"Ymn 

Here rm„ = Re{zmri), zmn are elements of the normal- 

ized impedance matrix of the antenna array [4]; r™ 
are rZmn elements of the normalized radiation resis- 

tance matrices (r™   characterize the interaction be- 
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tween the array elements due to the radiated cross-polar 
waves only, while rZmn takes into account the radiated 
waves of the both polarization [2]). 

The optimal current distribution across the antenna 
array has been found by the method of the Lagrangian 
undetermined multipliers and as a result the following 
nonlinear equation with respect to x) has been ob- 
tained 

x) = B-/>(C-flcKinD)H 
2A 

a2K(x)) 
/&>)>•  (4) 

The magnitude of/? can be determined from an auxil- 
iary equation, which it is easy to obtain by substituting 
x) given by Eq.(4) intoEq.(2), viz. 

(x*Cx)/(x*Ox) = aclm, (5) 

For the solution of the Eq.(4) we suggest the following 
iterative procedure 

/ («o» + 
a2K^)) 

Ax^)\, 

where ^(1)> = [B-p(1)(C-acIimD))"V*(«o)) is the 
initial approximation and p is determined from the 
Eq.(5) at each iteration step. 

It should be noted, that the algorithm suggested con- 
verges rapidly when a > 1, and normally two or three 
steps provide the acceptable calculation accuracy. 

NUMERICAL RESULTS 

The proposed method was used to maximize the direc- 
tivity of a normal-firing antenna array radiating circu- 
larly polarized waves, with its PLF being constrained. 
The array is made of seven thin half-wave cross- 
dipoles, located at the center point and at the vertices of 
a regular hexagon of side d = 0.1X. 
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p=rf| 

// a=3.162 
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Fig. 1 

0.016   aclim 

Fig. 1 shows the ratio 5Dmax = Dmax /D0max as a 

function of the tolerable PLF value acljm for the sev- 

eral values of the parameter a. Here Z)max is the 

maximum value of the antenna array directivity with 
the specified PLF; and A)max ls the unconstrained 
directivity maximum in the absence of the random 
errors (a = co). The correlation coefficient has been cho- 

sen in the Gaussian form, viz.: Qmn = exp[-rf*„/p2], 

where dmr! is the distance between the /w-th and the n- 

th array elements; and p is the correlation distance of 
errors. As can be seen from the plots, the optimization 
of antenna array excitation allows to achieve an appre- 
ciable decrease of PLF with a slight reduction of the 
directivity. 

Effect of the limiting of PLF level on the co-polar and 
cross-polar power directivity patterns of the antenna 
array is illustrated in Fig. 2, a,b. The represented 
curves are calculated for the several PLF values in the 
absence of the random errors (a = oo), and for different 
errors values at aclim : 0.0046. 
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CONCLUSION 

The results obtained allow to conclude that method 
developed can effectively be applied to design of an- 
tenna arrays characterized by suppressed level of the 
cross-polar radiation. 
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The amplitude and phase perturbations (APP) of an- 
tenna array sensors are the basic sources of the errors 
arising while estimating the narrow-band signals di- 
rection arrival (DOA). The analysis of the APP influ- 
ence on the quality of estimation is performed by sta- 
tistical simulation technique as a rule. The given 
method has broad capabilities, however, when simu- 
lating the array with a large number of sensors the 
using of this one requires essential computing costs. In 
this connection there is a necessity in obtaining analyti- 
cal representations connecting the DOA estimation 
errors with the APP parameters of array sensors. The 
aim of the given paper is the getting of canonical repre- 
sentations for mean value and variance of DOA esti- 
mation errors as well as the matching of obtained rela- 
tions with statistical simulation results. 

Consider an array of N sensors. The noiseless array 
output can be expressed as a complex vector x(t) [1-3] 

x(t) = V(Q) s(t), (1) 

where s(f) is a Mxl vector which denotes the complex 
envelopes of the M narrow-band signals. The elements 
of s(f) are assumed to be independent Gaussian distrib- 
uted random variables with zero mean. V(Q) is a NxM 
matrix whose columns are the direction vectors v(3m) 
with parameters 9 = [S, ,...,SM] denoting the angles of 
arrival of the M signals. It is assumed that the «th ele- 
ment of vector v(3J is defined as 

v„(3m) = a„exp{j2ndnsin3JX + cp„}, 

where a„, <p„ are the real random values of amplitude 
and phase perturbations of «th array sensor respec- 
tively; d„ is the sensor spacing; A is a wavelength. Ran- 
dom values a„ , <p„ we will assume to be statistically 
independent with mean values 

£{a„} = l,£{p„}=0 

and variances 

™{an}=E{Sa„2}=Sa\ 

var{ cp„ } = E{S<p„2}=Sp
2, 

(2) 

(3) 

where 

E denotes the expectation operator. 

The set of complex exponents exp{j2%d„ smSjX}, n = 
1... N, we will denote as a Nxl vector u(3m). 

The unknown canonical representation for mean value 
and variance of DOA estimation errors manages to be 
received only for an one-signal situation, when the 
maximum likelihood DOA estimator coincides to the 
maximum of a function [1-3] 

R(3,a,f\30) = P0\u(3fv(30f = 

.2 

2>„exp{/[6>„-0„0 +(p„t , 

:0. 

where P0, $> are the power and angle of arrival of the 
received signal; a, f are the Nxl vectors of amplitude 
and phase perturbations respectively; H denotes conju- 
gate transpose; 6„° = 2nd„ sin$) /X. 

The estimation of parameter 30 is the solution of an 

equation 
&{&,„, f\30)_i 

Let's introduce the denotation 

F(wl*o)^(W|'o). v    y| °'        es 
For obtaining the canonical representation for mean 
E{ 30} and variation var{ 30} we will expand F(S, a, 

f\ &o} in a neighborhood of true parameter % and zero 
APP into Taylor series. Limiting by the first terms of 
series we can obtain 

F{s,a,f\30) = F{&0,l,0)+Z 
ßF\ 

n=\3an 
■•\San + 

(■)' 

+s £ SF 
(•)<V«+^-|(-)<5"9> 

where 63 = 3 - 30; (•) = {30, 1, 0); 1, 0 are the Nxl 
vectors of units and zeroes. By virtue of that F(9, a, 
f\ 90} = 0 and F{%, 1, 0} = 0 for an DOA estimation 
error we have 

N z 
«=1 8S = S0-9 

dF I   *        2F|   s 

7o 8F\ 
(4) 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



252 

By meaning (4) random and statistically independent 
parameters a„ytp„ and taking into account (2), (3), we 

will obtain the following expressions: 

E{ S0 } = do, 

var{,90} = 
sin 

\2 

+s2
px *( cF 

n=l dPn 

CF 
\2 

(5) 

(6) 

(•) 

As it follows from (5) the presence of small sensor's 
APP doesn't result in the bias of estimator. For obtain- 
ing the explicit representation for a variance it is neces- 
sary to calculate partial derivatives included in (6). By 
executing all the necessary transformations we can 
obtain the following canonical representation 

var{50} = 
V 

2n*iN<jd cos & ■oj 
(7) 

where 

o-„ 
1   N 

— 5X 

We will name the parameter ad as an effective root- 
mean-square size of the array aperture. 

From the representations obtained follows that in a one- 
signal situation and in the presence of small APP the 
variance of DO A estimation error is proportional to the 
variance of phase perturbations and is inversely pro- 
portional to the effective root-mean-squäre array aper- 
ture size multiplied by the number of sensors, the vari- 
ance being independent on the level of amplitude 
perturbations. 

Computer simulations have been carried out to compare 
the experimental root-mean-square error (RMSE) of 
DOA to that of theoretical one, which was calculated as 

M 
RMSE=rZvar{Sm} 

m=l 

where var{£„,} is calculated according to (7). In all 

experiments to follow, a uniform linear array of N = 8 
sensors with half-wavelength spacing have been as- 
sumed. A total of 200 independent simulation runs 
were performed to obtain each simulated point. The 
randomly generated vectors a, /have been renewed in 
each simulation run. The random parameters (pn, an 

were supposed to be normal (Gaussian) and lognormal 
random values respectively [3]. For each DOA estima- 
tor tested, the experimental RMSE is calculated as 

J1        1       M   L^r -b 

where SJJ) is the estimate of the mth DOA achieved 

in the /th run. 

The theoretical and experimental RMSE's of DOA 
estimation versus the phase perturbation level Sp is 
depicted on Fig. 1. 

fii   0,5 

15     20     25     30     35     40     45 

Sp, DEGREES 

Fig. 1. Experimental and theoretical RMSE's 
of DOA estimation versus the standard deviation 
of phase perturbations SP. Simulations with the 
one Gaussian source for the scenario {&i= 10°) 

The simulation results have shown that the analytical 
values (5), (7) describe RMSE quite precisely for the 
standard deviation of phase perturbation SP = 0...45" 
and more. 

In case of the number of signals presence equations (5), 
(7) can be used for the description of the DOA estima- 
tion errors when the signals have rather essential dis- 
tinctions on parameter 3, that is when we can consider 
vectors u(Si), u(3j) mutually orthogonal: 

where || . || denotes vector norm; <% is the Kronecker 
delta. The decreasing of the angular distance between 
the signals results in increasing the estimator bias and 
variance as well as the deterioration of resolution. Ex- 
perimental and theoretical RMSE's of DOA estimation 
versus the angular distance dS between two sources for 
fixed SP = 5° and different Sa are depicted on Fig. 2. In 
this experiments we consider the signal scenario 

3j= 10°, $2= &i + d& 

Thus, in the approximation of small APP, representa- 
tions (5), (7) describe the mean value and variance of 
orthogonal signals DOA estimation error quite com- 
pletely. Obtained representations show that when re- 
ceiving of orthogonal signals the basic bottom of esti- 
mator errors is the phase perturbations. At this the 
signal DOA estimators are unbiased and their variances 
are proportional to a variance of phase perturbations 
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and do not depend on amplitude perturbations. The 
influence of the latter ones became is rather to be sig- 
nificant in case of close spaced signals. Amplitude 
perturbations result in increasing the errors and de- 
creasing the resolution. The obtained representations 
can be used for simulation of antenna array with a large 
number of sensors. 
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Fig. 2. Experimental and theoretical RMSE's of DOA 
estimation versus the angular distance d9 between two 

sources for fixed Sp = 5°. Simulations with Gaussian 
sources for the scenario (<9* = 10°, &z~ 9i + dS) 
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UNIFORM LINEAR ANTENNAARRAY IN SUPERRESOLUTION MODE 
BY THE MODIFIED UNITARY ESPRIT ALGORITHM 
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The passing to the phased arrays based multichannel 
systems with digital signal processing is one of the 
ways to increase the radar signal processing efficiency. 
In such systems there is a possibility to measure pa- 
rameters of several simultaneously located objects, 
when the angular spacing between them is smaller than 
the radar array beamwidth, i.e. in superresolution 
mode. 
One of directions of superresolution algorithms synthe- 
sis bases on using the eigenvalues and eigenvectors of 
«»variance matrix (CM) of a signals and noise mixture, 
received by the array. The interest to this algorithms 
(named in technical literature as eigensrtucture based 
(EB)) is due to the high accuracy of the obtaining with 
them of measurement estimates. However, realization 
of the EB algorithms is hampered by requirement of 
O^M3) (where M denotes the number of sensors) com- 
plex multiplication operations for CM eigendecompo- 
sition. For a wide class of antenna arrays with central - 
symmetrical sensor disposition the reduction problem 
of computational complication can be solved by way of 
nonsingular linear transformation (for example, an 
unitary transformation) of such arrays CM. In view of 
CM specific symmetry in this case (so-called persym- 
metry), CM might be transformed to real-valued sym- 
metric matrix, that causes reduction more than by half 
of required for CM eigendecomposition the computa- 
tion load. 
Among a number of EB algorithms, such as MUSIC, 
Root-MUSIC (RM), Min-NORM the special interest 
represents ESPRIT algorithm, as having the high qual- 
ity parameters it requires the least operations number 
for implementation among the indicated algorithms. 
Notice, that for algorithm realization it is necessary for 
the antenna system to comprise two identical subarrays 
[1]. The special case of such an antenna system is the 
uniform linear array (ULA), which it is possible to 
consider as consisting of two subarrays, the first of 
them comprises M - 1 first sensors and the one — of 
last M- 1 sensors. The analysis of the given algorithm 
efficiency shows [1] that the better accuracy can be 
achieved when displacing subarrays more than by one 
sensor, i.e. by 2, 3 and so on. 
In this connection it is of interest to modify Unitary 
ESPRIT algorithm [2] for subarrays displacement more 
than by one sensor. Consider a ULA consisting of M 
identical elements, located symmetrically with respect 

to the array phase center. Each element is excited by 
narrow-band signals of V sources, located in the far- 
field of array. The thermal noises in the processing 
tracts are considered statistically independent on each 
other and on signals. The directions of arrival (DOA) 
of signals are to be determined. The data model in 
details is considered in [1, 2] and consequently, we 
present only values of need for a further setting of a 
material. 
The array input vector can be expressed by 

x(0 = A(6)s(0 + n(0, (1) 

where A(G) = [a(9,),...,a(9F)] is MxV matrix 

whose columns a(0), which are array response vectors, 
correspond to the V x 1 DOA vector 
e = [9,,---,eK]T, s(r)is a vector of source complex 
envelope, n(r) is an additive spatial white noise vector, 

(•)T denotes transpose. The covariance matrix of x(r) is 

R = £[x(r)xH (0] - A(9)SAH (G) + a2I,      (2) 

where S = £[s(f)sH(f)] is CM of sources, a2 is the 
array channel noise variance, I is an identity matrix, 
(■)H denotes hermitian transpose. The eigendecompo- 
sition of CM R is of the following form 

R=EfA,E=+E„AX, (3) 

where Es =[eh---,ev] and E„ =[eK+1,--,eM] are 
signal and noise subspace eigenvectors matrices, re- 
spectively, As is V x V diagonal matrix that contains 
V largest eigenvalues in descending order and diagonal 

elements of A^ are a2 . 
The consistent estimates of eigenvalues and eigenvec- 
tors might be obtained by means of eigendecomposition 
of the sampled CM 

R = -^IX(OX
H
(0 = EAE?+E„ä„E^,  W 

" (=1 

where V xV  and (M-V)x(M-V) diagonal matri- 

ces As and A„  contain V and M-V  signal and 
noise subspace eigenvalues, respectively. The columns 
of the MxV matrix E^and Mx(M-V) matrix E„ 

contain the corresponding eigenvectors, and V is an 
estimate of sources number, which can be obtained by 
using one of known methods, such as AIC and MDL [1]. 
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The essence of an unitary transformation (UT) method 
is in the array data or CM conversion, described by the 
following expression 

U2JC=(l/V2)|i*     A' 
h    -Jh. 

=>       y(r) = U"x(r) 

arRu=E[y(t)yH(t)] = V"RsUl (5) 

in which also the matrix U  for even sensor number 

(i.e for   M -2K)  is determined,  and   Ij^   is  an 
MxM exchange matrix with ones on its antidiagonal 
and zeros elsewhere. Matrix U is a sparce unitary 
matrix, that determine the transformation method name 
(i.e. UT method). It is possible to show, that due to 
persymmetry of M x M hermitian CM R the product 

U^RU is real-valued and symmetric (as is known, 
eigenvalues and eigenvectors of a real-valued symmet- 
ric matrix are real). Therefore calculation of the eigen- 
decomposition of matrix U^RU requires only real 
calculations. In practice, as the sampled CM R is 
hermtitian but generally not persymetric, it is necessary 
to take the real part of the matrix VHRV for UT 
method to be implemented. 

The sequence of steps, describing realization of modi- 
fied Unitary ESPRIT algorithm is presented below: 

1) compute Ej via V largest eigenvectors of matrix 

Re(U"RU)     or     largest 

{Re(y(0),lm(y(0)}; 

singular     vectors     of 

2) compute (M-?n)xM matrices K1(Ä) = Re(T)and 

K 2(«) = W), where T = U^_mJ2(Äi)U ; 

are selection matrices [1, 2], and subscript in in a 
paranthesis indicates accordance of the matrices to a 
certain displacement value in, measured in the number 
of sensors, i.e 1, 2, etc; 

3)    solve    the     (M -m)xV     matrix equation 

(K1(Ä!)Ef)*F = K2^ES and calculate eigenvalues 

Xj,i = l,...,V of V x V real-valued matrix *P; 

4) compute the spatial frequency estimates as 
CD, = carctgO^,), / = \,---,V , where c-llrn. 

To assess the performance of modified Unitary ESPRIT 
the following simulations were carried out. Two uncor- 

related sources with angular coordinates   Ql = 10°, 

62 = 13° impinged on M = 12 -elements ULA with 

half-wavelength element spacing. For each of L = 500 
trials, N = 40 snapshots were taken. The root-mean 
square (rms) error of the first source (8, =10°) DOA 

estimate is calculated and displaced in Fig. 1 as a func- 

tion of signal-to-noise ratio (SNR). The dashed-and- 
dotted line is rms error for unitary TLS-ESPRIT algo- 
rithm with the maximum overlapping of subarrays [2], 
i.e. in = 1, and dashed and solid lines correspond to 
rms error for in = 2 and in - 3, respectively. The dou- 
ble dotted line is rms error for RM algorithm with use 
of UT method. 

As follows from the lines analysis, for unitary ESPRIT 
the maximum overlapping of subarrays it is not the best 
and for considered case algorithm possesses minimum 
rms in the case of subarray displacement by 3 elements. 
Notice, that the significant increase of subarray dis- 
placement can cause the decrease of algorithm per- 
formance due to reduction of subarray aperture. Also 
the magnitude of in determines the range of DOA's in 
which there are-no ambiguities [1]. However, even if 
ambiguities problem is occurs, the using of the ideas of 
Jonson approach [3] allow to save the domination of 
modified Unitary ESPRIT over the initial algorithm. 

M     «     « 
SNR de 

Fig. 1 

Thus ULA in superresolution mode by modified Uni- 
tary ESPRIT algorithm is presented. The using of the 
latter permits to improve the quality parameters (in 
comparison with initial Unitary ESPRIT algorithm) 
when the signal direction finding under superresolution. 
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INTRODUCTION 

The modern electrodynamic theory of gratings repre- 
sents a unique collection of analytical and experimental 
results providing a rather full physical picture of the 
processes in resonant wave scattering under conditions 
of complex dispersion laws (including nonclassical 
ones). By now the reliable mathematical methods ori- 
ented to both qualitative and numerical analysis are 
developed and evaluated [1-4]. A large body of 
anomalous and resonant phenomena are revealed and 
investigated [1, 5, 6]. Justified recommendations have 
been elaborated for their use in spectroscopy, antenna 
engineering, optics, electronics, acoustics, solid state 
physics, millimeter and submillimeter radio engineer- 
ing, etc. In total, all these results constitutes the neces- 
sary basis for posing and solving practically important 
inverse problems. However, a number of challenging 
mathematical problems arises in their solution [7]. 
Sometimes they are significantly different from that in 
direct problems. Certain of them are considered in the 
present work devoted to the synthesis of one- 
dimensional periodic perfectly conducting gratings. 

FORMULATION OF THE PROBLEMS [6-8] 

A direct problem is to determine some electrodynamic 
characteristics of the structure with the given material 
and geometric parameters from a knowledge of incident 
field. In inverse problems the parameters of the grating 
and the sources are unknown (in full or in part) and are 
to be determined. The information on the electrody- 
namic characteristics is the input one. The type of in- 
verse problem and the possible methods for its solution 
are governed by a bulk and exactness of the input data. 
It is commonly accepted to classify inverse problems in 
three groups: the diagnostics or visualization problems 
(electrodynamic characteristics of the real object and 
the incident field are known, the parameters of the 
structure are to be determined); the synthesis problems 
(the construction of structures capable of realizing the 
given electrodynamic characteristics); and the optimi- 
zation problems (a general topology, a type of the 
structure, and the sources are known; a number of par- 
ticular geometric and material parameters are to be 
determined, which result in attainment of scattering 
characteristics closely approximating the given ones). 
The questions arising in solving these problems are 

differentiated respectively. Thus, for example, the 
question about existence of the solution does not arise 
in diagnostics problems with exact scattering data. The 
main problem here is to chose the size of input data set 
allowing one to determine the solution uniquely. Ac- 
cumulation of analytical results of this kind (the 
uniqueness theorems) [6, 7] for a variety of practical 
situations is important also for a proper posing and for 
the construction of reliable algorithms of the solution of 
synthesis problems, where the solvability becomes the 
most essential issue. The solution, in a classical sense, 
does not need to exist. However, the construction of a 
generalized (regularized) solution is possible, if the 
input data set is supplemented to the size that ensure 
the uniqueness of the solution in the ideal case of exact 
input data. The first part of the report centers on this 
problem and the relevant results. 

SIMPLE ALGORITHMS FOR SOLVING 
SYNTHESIS PROBLEMS [9,10] 

In the second part of the report, the novel methods of 
attack of synthesis problems for perfectly conducting 
gratings with an arbitrary profile are presented. These 
approaches are based on the idea of quasilinearization 
of integral relations of potential theory and allow one to 
obtain satisfactory analytical and numerical results in 
both long wavelength and partly resonance frequency 
regions (with respect to the typical dimensions of the 
grating, like grating period or depth). The complex 
amplitudes of spatial harmonics of a scattered field 
given in a frequency range or (and) in a range of angles 
of incidense of a plane E -polarized wave act as an 
input data set (incomplete and inexact). The final algo- 
rithms realize the standard Newton-Kantorovich line- 
arization method and Lavrent'ev a-regularization. 
The self-closed scheme for obtaining "good" initial 
approximations is constructed; in some instances one 
can use the resulting approximations as solutions 
proper of synthesis problems. 

MODEL SYNTHESIS OF QUASI-OPTICAL 
DEVISES WITH SELECTIVE GRATING- 
MIRRORS 

An investigation of dispersive properties of diffraction 
gratings has revealed a diversity of interesting phenom- 
ena from the standpoint of their practical implementa- 
tion. However, the use of gratings as selective elements 
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in resonance quasi-optical devices is substantially re- 
stricted by the complexity of the initial analysis of a 
designed unit. This analysis must meet two require- 
ments. On the one hand, it has to take into account all 
key operating parameters of separate elements and, on 
the other hand, to judge the effectiveness of the system 
as a whole. This is the general problem of model syn- 
thesis in the design of resonance quasi-optical systems. 
The solution of this problem is divided naturally into 
the following conceptually independent steps. The first 
one is the construction of the electrodynamic model 
accounting for analytically an influence of scattering 
inhomogeneities varying in wave size. The second step 
is the formation of the input data set for the synthesis of 
dispersive elements, such as gratings, and the last one 
is the solution of relevant inverse problems. The last 
part of the report is concerned with the results guided 
by key problems of the model synthesis of such reso- 
nance quasi-optical systems as efficiently absorbing and 
rescattering coatings, plane pattern-forming structures 
and open dispersive resonators with a considerably 
rarefied spectrum. A number of new analytical results 
allowing one to construct the adequate models as well 
as the results of computational experiments showing 
the potentialities of the approaches and methods under 
discussion are presented here. 
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Abstract. Meeting the increased complication of the problem of surfaces remote sensing with the synthesis aperture 
radar (SAR) use, requiring more high level of resolution and the need in performing of the multiparametric measure- 
ments, the necessity of the multichannel SAR construction appears, which could receive signals in the different fre- 
quency bands, of different polarization, from different directions etc. 

In the proposed paper the algorithms of such a combined processing are examined. These algorithms were synthesized 
by the solving of the optimization problems. They include the classic operations of the aperture synthesis and opera- 
tions of the adaptive signal whitening, operations of the Earth covers parameters and statistical characteristic calcula- 

tion as well 
In our paper the united algorithms represent the entire 
scope of processing. However, in the conclusion the 
peculiarities of dividing the single algorithm into the 

stages of primary (a°(r) imaging) and secondary 
processing (obtaining the information about parameters 

X(r)) are treated. 

INTRODUCTION 

Nowadays, great attention is paid to the design and 
software of the combined multichannel SAR. In such 
SARs the signals are received in some frequency bands, 
of some types of polarization, from different directions 
of survey (multifrequency, multipolarization, multian- 
gle SAR). In these systems, when forming images in 
one of the channels, it is expedient to use the auxiliary 
information available in signals received in other chan- 
nels. Mostly, such an information is of statistical nature 
and has the form of the mutual correlation's between 
the signals passing in different channels. Especially, 
such SARs are required for solving the multiparametric 
problems of measuring the different electrophysical and 
biological parameters of the Earth covers and the sta- 
tistics of their irregularities as well. 

In the proposed paper the optimization of the received 
signal processing is examined, beginning from the 
moment of the signal registration by the antenna and 
ending by the parameters and statistical characteristics 
of the Earth covers X(F) formation. The algorithm of 
the specific radar (scattering) cross section (RCS), 

o°(r), formation is considered as a particular case. 

Parameters X(r) and o°(r) are assumed as functions 

of the surface coordinates r = (x,y)eD (or 

? = (x,R0(y)), Ä0
is tne distance). Such functions are 

the surface images (maps). The humidity, root-mean- 
square of the irregularity altitude, components of the 
microterrain power spectra, the field of the near-the- 
water-surface oceanic wind velocity etc. Are parameters 

X(F) to be measured. The function RCS cx°(r) shows 

the surface image in scatterometric SAR. 

Usually, the problem of parameters X(r) measurement 
is the problem of the secondary data processing of SAR. 

THE PROBLEM AND ITS SOLUTION 

The equation of observation (the signal model in the 
antenna output) we shall write in the following form: 

5(0 = Re ht, £(r)) eKp(/ra0f) + »(f), u{t) = \\uk (f)||, 

l{t, X(?)) = \\sk (r A(?))|, »(0 = K (0||, 

k = XK,te(0,T), (1) 

where Sk(t,X(r)) is the complex amplitude of the 
useful signal reflected by the surface and received by 
the antenna. 

The correlation matrix of the received signal is of the 
following form: 

Ruifx.h) = ("ft)"r ('2)) * ^RepCi ~h) * 

x jgl(7,X(7))So(h,r)Sl(t2J)dr+Y5^ ~'2)> (2) 
D 

where a^.(iF,X(?)) is the scattering covariation matrix 

whose main diagonal consists of specific RCS (when 
signals of vertical, horizontal and crossed polarization 
types are received, such a matrix consists of 4x4 ele- 
ments). 

g^(rA(r)).p(/1-r2) = 
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: j(^(r,^r)J0^(^(r),t2)jexp(-gxAF)d6r, 

p(0) = \;No/2 = diag(Nok/2); (3) 

qj_ is the horizontal projection of the reverse scattering 
vector; "T", "+",< > are the signs of transposition, 
Ermit connection and statistical averaging, respec- 
tively. 

In the beginning we shall examine the optimization 
problem solution by the use of maximum likelihood 
method. Calculating the variational derivative of the 
likelihood functional and putting it equal to zero, 
8P[ü(t)/X(r)]/SXM(?) = 0, we shall obtain the fol- 

lowing set of the integral equations: 

\l±w(r,r, )°V, Mr, )%{r,rx )d?] + 
D 

\T * 
+ -\SW(t,r)N0Sw(tj)dt = Y^(r)Y0Ut(7).   (4) 

Where Yout is the vector, whose components are the 
optimal output effects of the multichannel SAR: 

TT 

Yout = jJK(ti,t2M7)Mt2)$>(tsW2;    (5) 
00 

iw((,r)=fm^M?))^,?)*! (6) 

is the matrix of signals; 

TT 

^w(r>h) = j JKih^M^s^fyio^,?)*^ ,(7) 
00 

is the matrix indeterminacy function (Woodward func- 
tion) which defines SAR's resolution. 

One of the basic operations, performed in such a mul- 
tichannel SAR with the received signals, is the opera- 

tion of the output effect Yout(r) forming. 

The operation of the output effect Yout(F) forming 
comprises adaptive whitening (decorrelation) of the 

received signals with the weight matrix W(titt2 £(?))> 

which depends on the measured values of X(r) and 
signal optimal filtration with the weight function 
S0(t,r). In the absence of decorrelating adaptive filter 

fV(tit2,X(r)), the output effect Yout(r) forming op- 

eration coincides with the classic one of the aperture 
synthesis with the focused signal processing 

Yout(r) = jü(t)S0 (t,?)dt. 

The measurement errors of parameters X(r) as well as 
.0/r of specific RCS a (?) of the operator track, which is 

inverse to the Fisher operator are as follows: 

P=\SpurF-\riJ2)\ dr, 

where 

D 

F~l=- 

"\   '2 

MnP(ü(t)/X(f)) 

«4 

5^(?,)5A.v(r2) 

dX„ dkt, «VM 
-l 

.(8) 

Here p = oo that indicates incorrectness of the solution 

to the problem (insolvency of valuations). But, if we 
exclude from the consideration function 4^ , all the 

same the research of a matrix is of great significance as 

it helps to examine matrix F'1 and to find such sens- 
ing conditions (frequencies, polarization types, and 
observation angles) when the errors of the measure- 
ments are minimum. 

As an example, Fig. 1 shows the dependencies of root- 
mean-square errors of estimation of permittivity e and 
angle 8 when joint measurement of these parameters 
takes place. The graph are plotted for the smallscale 
surface model in the case of the oscillations of vertical 
and horizontal polarization. In this case, the following 
values    of    model    parameters    were    assumed: 

2/TAF = 10~6, e = (5,10,20,40,80). 

Q.S 

a.4 

0.3 

0.2 

0.1 
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Fig. 1 

The regularized solution to the problem can be obtained 
with the use of the APM method if, for example, the 
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correlation     matrix     Rxfafa)| = Wi)£7fa))     or 

RcO(rl,r2) = (ö0(F1)ö
OT(r2)\   is known.  Examining 

the equality 8P[^(F)/i?(0]/8XH(/:) = 0we obtained, in 

gaussian approximation, the algorithm for the functions 

X(r) finding (and, in particular, functions g°(r), if 

assume dokIdku = dak!dak -\). 

We can find the total complexing of the processes in 
this algorithm that are received by different receiving 
channels. This was achieved not only by the mutual 
links of the scattered fields prescribed by the correlation 
matrix Ruk[tht2,X(r)] elements and, in particular, 
taking into account all the covariation scattering matrix 

g°[r,X(f)] elements, but also by using the a-priori 

statistical links between X^r) parameters which we 

can be given by the elements of the correlation func- 

tions matrix Rx(r\,r2) = &fa)*-T fa)) ■ 

One of the essential operations in the equations which 
provides the estimates consistency is the smoothing of 
the first component which consists of the output effects 

YoufL by the weight functions (windows) defined by the 

elements of correlation functions matrix Rx0\fa) ■ 

The structural scheme of the system corresponding to 
this algorithm is shown in Fig. 2. 

um 
Y«t IF) -*=* EC =» X SRtdf = 

LlAl* 

am 

Fig. 2 

CONCLUSION 

In spite of the complication of the proposed algorithms 
one can see the possibility of their essential simplifying 
if it is known a-priori that the interval of the functions 

a°k[(r),X(r)] and X(r) substantial alternation is con- 
siderably less than the interval of the output effect 

Yout(r) correlation which, in the absence of decorre- 

lating transforms of the functions Uk{t) with the 

weight matrix W_(fi,t2), 
is approximately equal to the 

indeterminacy (Woodward) function 

T 

width, and, in the presence of decorrelating transform, 
it can be considerably reduced and be equal to the in- 

determinacy function ]4^(/i,i^)| width. Since the 

processes Uk(t) are assumed to be gaussian so the 

processes YT 0ut(r)Y0Ut(r), in each sections r , are 

scattered by %2 law. But if the proposed algorithms are 
used the output effects would be effectively normalized 
by their smoothing with Rxfafa) operator. Under 

condition that the sampling values of the SAR's output 
effects are taking in intervals equal to or more than the 
correlation interval, one can use the non-linear filtra- 
tion apparatus or the Kaiman one of filtration of 
Markov gaussian fields against the discrete white noise 

background modeling the output effect Yout(r) fluc- 

tuations. 

The proposed methodology of the surface imaging and 
parameters estimation can serve as theoretical founda- 
tion for the new generation of measuring multichannel 
scatterometric SAR design with high resolution and 
measuring accuracy. Such a methodology can be ap- 
plied for the statistical synthesis of the multichannel 
passive systems and combined active-passive systems as 
well. 
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The theoretical and experimental researches on elec- 
tromagnetic scattering from diffraction gratings of 
different types, including open transmission lines 
(OTL), revealed that the millimeter-wave open electro- 
dynamical structures providing the basis for functional 
components and units, feature high efficiency, which 
makes it possible to get over a series of technological 
problems and reduce the cost of new designs, especially 
in the field of antenna technology. 

Facilities utilizing the conversion of the surface waves 
of a periodic scatterer into the volume waves were 
found to be a quite successful approach in the realiza- 
tion of the electrodynamical schemes of the SHF and 
EHF electromagnetic sources[l]. First used in the mod- 
eling of physical processes in diffraction radiation os- 
cillators, this effect extended its application area and 
gave rise to a new line in the development of antenna 
arrays [2]. 

The research on surface-wave scattering from a dif- 
fraction grating revealed that the electrodynamical 
system of this kind is capable of forming a highly di- 
rectional radiation in space, and the OTL (in particular, 
variously shaped dielectric waveguides) serves there for 
the surface-wave source. The antenna arrays of this 
kind rest on the holographic principles and have the 
two basic functional components, namely, OTL in the 
form of a dielectric waveguide and diffraction grating 
(e.g., comb) which is parallel to the OTL lateral sur- 
face. By varying characteristics of the diffractive ele- 
ments associated with the slow-wave field in the OTL 
one can attain a high directivity, wide-range scanning, 
and efficiency no worth than 90 ... 95 percent. The 
polarization of the produced radiation depends both on 
the oscillation type excited in the OTL and the scatterer 
construction. 

A large body of the data obtained [2] enables us to 
develop various antenna systems for different purposes. 
The designs exhibit technological effectiveness, wide- 
range application, and great variety of the electrody- 
namical schemes. The developed antennas have found 
use in both aircraft/spacecraft equipment and ground- 
based (both fixed and mobile) complexes [3,4]. 

The electrodynamical system of the suggested antenna 
is given in Fig. 1. A surface wave Pt transmitted by 
surface-wave line 2 is scattered by periodic structure 1 
in the form of a reflecting diffraction grating with the 

dominant mode of E type. This wave type choice is 
determined by the necessary horizontal polarization of 
the antenna. The surface - wave line represents a ridged 
dielectric waveguide. The study involves teflon (s = 
2.05) and quartz-glass (E = 3.9) ridged waveguides. 
The waveguide geometry provides the wave slowing 
factor U = 1.2 for teflon and 1.5 for quartz. The wave 
slowing factor U = ylk is determined by a minimum 
transmission loss in a single - mode operation. 

Fig. 1 

The diffraction grating is placed over the surface-wave 
line to be at a distance A and remains in its field. If a 
surface wave with propagation constant y travels in the 
ridged dielectric waveguide and locks in phase syn- 
chronism with another wave scattered by the grating 
and having propagation constant k, then 

ktcosQ n-y£=2nn, (1) 

where I is the grating period. The scattered field di- 
rection is given by the angle G„ which the wave vector 

k makes with the Oz axis; k therewith belongs to the 
xOz plane. 

Radiation condition (1) holds only for negative n , and 
for a single - mode operation n is taken to be - 1. The 
absence of the second-order harmonic with n 

Ik 
ensured by the constraint £<- 

U+l 

2 is 

In our case, the 

fields of the single scatterers add up in phase in the 
direction 9 „i : 

)_i=arccos U- (2) 
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The power characteristics of the diffraction gratings in 
the E case were previously estimated for the gratings 
much wider than the waveguide ridge. The attenuation 
of the transmitted power Pt is shown in Fig. 2 as the 
function (-10 *gP,/P/) = f (A). The aim was to reach 
a sufficient attenuation of the transmitted power of the 
signal at a maximum possible spacing A between the 
grating and the ridged waveguide. To this end, the 
gratings of different groove depth were examined. As 
mentioned before, the considered electrodynamical 
scheme represents a holographic-type antenna where 
the diffraction grating acts as a hologram. The only 
difference is that the grating scattered field contains no 
positive harmonics because of the impractibility of 
condition (1). In this case, the zeroth harmonic corre- 
sponds to the transmitted power P,. In the acting an- 
tenna, Pt is close to zero. In our scheme when condition 
(1) holds for the sole harmonic with n = -1, the scat- 
tered field contains no virtual image. Contrary to the 
optical hologram, the diffraction grating efficiency can 
reach 90 ... 95 percent. This means that a right choice 
of the parameters of a single scatterer can provide the 
control of the power take-off along the aperture. 

Fig. 2 

mm 
Fig. 3 

The dependence (-10 tgVt/r,) = f (A) is plotted for 
the wide gratings with groove depth 0.47 mm (curve 1, 
Fig. 2), 0.7 mm (curve 2), and 0.85 mm (curve 3) for 
the grating length 120 mm, groove width 1 mm, and 
grating period 3 mm ; the wave slowing factor is U = 
1.2. A groove depth of 0.7 mm is seen to be the most 
close to the resonance value at the working frequency 
76.5 GHz and wave slowing factor U = 1.2, so it offers 
the highest efficiency. With a length 240 mm and A = 
0.75 mm, this grating provides the power take-off P t 

more than 97 percent or 15 dB. 

The measurements of various narrow gratings compa- 
rable in width with the waveguide ridge, which is 2 
mm wide in the teflon waveguide and 1.5 mm in the 
quartz one, have revealed the most efficient geometry 
of the grooves measuring 0.75 mm in depth and 0.5 
mm in width. The grating length is 100 mm and width 
is 1 mm. The transmitted power (-10 ^gP,/P,-) = f (A) 
is plotted in Fig. 3 with curves 1 for the teflon 
waveguide and 2 for the quartz one. One can see that 
the antenna involving the teflon waveguide can be built 
with any technological difficulties because the chosen 
diffraction grating 300 mm long with A = 0.75 mm 
produces more than 30 dB of the power take-off. So this 
grating in combination with the teflon waveguide ex- 
hibits the desired amplitude - phase distribution in the 
aperture which makes possible a side-lobe level 25 dB. 
In view of that the quartz waveguide produces a large 
slowing factor, the antenna on its basis is also possible 
but requires more accuracy, which evidently rises its 
cost. 

Up to now, many features of diffraction of an inhomo- 
geneous plane wave by a grating of an arbitrary but 
finite length are not revealed. This is because of lack of 
a satisfactory mathematically rigorous theory for the 
electrodynamical system of this kind (Fig. 1). In this 
connection we suggested an algorithm [5, 6] calculat- 
ing such antenna characteristics as amplitude distribu- 
tion in aperture and antenna efficiency. This algorithm 
takes into account two types of the coupling - uniform 
and wedge-shaped - occurring between the dielectric 
waveguide and grating. The uniform coupling occurs in 
a space A separating the dielectric waveguide and 
grating as shown in Fig. 1. The wedge-shaped one 
occurs when the space A between the waveguide and 
grating is extended by an additional space 8 introduced 
in front of them in between. 

The input calculation data are found from the only one 
experiment performed for the desired dielectric 
waveguide and relevant grating in the uniform - cou- 
pling operation. In so far as the calculation is based on 
the coupled-wave approximation [7], the agreement 
between the calculations and measurements may be 
sought only with gratings no shorter than 10 X . 
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The radiation pattern calculations are made in the con- 
ventional way using the Fresnel-Kirchhoff integral for 
the far-field radiation. The applied method of the pat- 
tern calculation takes no account of the grating action 
on the wave phase velocity in the dielectric waveguide 
as well as it does not take into consideration the change 
of the effective cross section of the waveguide in the 
grating presence. This makes the coupling coefficient 
dependent on the waveguide-grating space. Therefore 
long gratings associated with sufficiently large A and 8 
are preferable. 

Two open transmission lines in the form of the ridged 
dielectric waveguide with an exiting units were investi- 
gated in the present work. Periodic scatterers reflection 
in type were optimized at horizontal polarization. En- 
ergy and polarization characteristics of these scatterers 
are investigated. Radiation patterns are calculated and 
compared with an experimental ones. 
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SPACE-TIME MODULATION OF SIGNALS IN A RING ANTENNA ARRAY 

V. I Zamyatin, O. V. Baturin, E. A. Tolokneyev 

Kharkov Military University, 310043, Kharkov, Svoboda Sq. 6. 
Tel. 0572-40-41-41 (2-87, 4-30), 0572-45-60-27 

The rise of reguirements to quality of the information 
circulating in radioelectronic system (RES) and rate of 
its exchange led to the fact that traditional circuits of 
antenna construction have practically exhausted their 
resources. The use of phased antenna arrays, i.e. the 
systems with spatial phase-time modulation (or filtra- 
tion) of signal has sufficiently raised the efficiency of 
RES. However at present in a number of cases this is 
deficient so far. One of the methods of further increase 
of system capabilities is the use of a more complex 
multiparametric joint, space-time, frequency and phase 
modulation of radiated signals. Therefore the publica- 
tions devoted to the discussion of space-time character- 
istics of antenna radiation with such a modulation ap- 
pear in the literature more frequently. But it is true, that 
in these works the characteristics of linear (or plane) 
antennas [1, 2] are considered and practically there are 
no publications on multiparametriv modulation in the 
ring (cylindrical) radiating systems. 

The purpose of this work is the discussion of space-time 
characteristics in a far-zone field on a ring antenna 
array with multiparametric modulation of signals. The 
consideration is carried out on the example of 
"superfast" circular scanning organization (with the 
frequency to several per cent from the carrier). 

So suppose we have a ring antenna of radius R work- 
ing at the middle circular frequency co 0. It is required 
to determine the modulation type of signals (space - 
time distribution (STD), amplitude-phase and 
frequency ones of signals) needed for energizing the 
antenna so that to form in a far zone the narrow-beam 
pattern rotating without shape change with circular 
frequency Q. 

We can distiguish two basic modes of scanning in such 
arrays. Briefly they can be described as follows: 

1. Each radiator (emitter) is energized by its signal, 
but such one that the resulting narrow-beam pat- 
tern performs circular scanning. 

2. The system of partial patterns is created each of 
which is energized by its signal so that the resulting 
narrow-beam pattern performs circular scanning. 

In the first mode it is necessary to energize each radia- 
tor of circular antenna array (CAA) by its own signal. 
To define the signal type for energizing radiator the 
reciprocity principle can be used. In the work [5] it is 
defined that each element of CAA with coordinate 
(R, a) must be energized by the current 

/(a,f) = Im-e 

a>f+—i?-cos(a-(p(?)) 

where R is antenna radius, a is angular position of 
radiator, C is light velocity, <p(t) is dependence of rota- 
tion angle of the pattern main maximum on time; i.e. 
by harmonics of frequency co with phase modulation 
®(r)=(ro.R/C)-cos(a-<p(r)) or corresponding fre- 

quency modulation d>'(r). In particular, for circular 

scanning by narrow-beam with a constant angular ve- 
locity H STD has to be of a form 

l(a,t) = lm-e 
jat(l+—R-sm(a-Qt)) 

C 

i.e. the currents that are frequency-modulated accord- 
ing, to the law sin(a-Qt) with the same carrier fre- 
quency co and frequency modulation index K = RQ.IC 
and delayed (under the law of modulation) by the value 
of angular position of the element a are fed into an- 
tenna elements. It is the tolerable value of K that limits 
an angular velocity of scanning. In this case the far- 
zone field is described within a constant factor (space- 
time directional response) by a formula 

<P+«max 
/(cp,0=     J/o(a-n/)-/0(a-cp)x 

cp-a„ 

xe 
/a>o[ f—(cos(a-Qf')_cos( a-<p))l 

Jda, 

where t' = r/C, r is the distance to an observation 
point, /o is the element of antenna radiation, C is the 

light velocity. 

02      04      06      OS   t-10 

Fig. 1 Signal amplitude STD in a far zone 

Thus for scanning CAA with constant velocity it is 
necessary to use signals that are frequency-modulated 
according to harmonic law and delayed by the time 
equal to the product of angular position of an element 
a„ by angular velocity of scanning. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



265 

In the second of considered models in the simplest case 
when circular fan of narrow-beam patterns is formed by 
a pattern-forming circuit, scanning is carried out by 
their sequential commutation during survey period [4]. 

Um (t) = U0 [sign[cas(m ■ Q • t))] ■ eJ'a°' + 

+ UQ ■ [j ■ sign(sin(m • Q • t))] ■ e/t0°f. 

If the set of partial non-narrow-beam patterns is 
formed, each input of PFC (pattern-forming circuit) is 
energized by its own signal the addition of which re- 
sults in narrow pattern formation with circular scan- 
ning. For example, if a Butler scheme is used as a pat- 
tern-forming circuit (PFC), the set of partial patterns 
will be formed corresponding to angular harmonics, i. 
e. to each input of PFC corresponds amplitude-phase 
distribution (APD) of the form 

4»(a/i) = 4f 
0j2mna 

where m is the angular hannonic number. 

In its turn CAA radiators are energized by the currents 

lm=Am(a).e^=Am-e j2itma+ja0t 

then the partial patterns of the form [4] will be formed as 

fM=Cm.Am.e^\ 

where Cm is a complex constant. 

As a result of summation of a sufficient number of 
partial patterns, the narrow-beam one is formed in space. 

Circular movement of maximum in an antenna plane 
can be provided by different hannonic phase change, 
i.e. each PFC input must be energized at its frequency 
co0 + n ■ D. and the resulting pattern will be of the form 

m 

In the pattern-forming circuits not only sine harmonic 
functions but more simple distribution functions can be 
formed, for example, the functions corresponding to 
discrete angular dependencies of the form 
sign(sin(ma)) or sign(cos(ma)). Then in antenna pat- 
tern the APD's are formed of the following form 

Amy («/,) = sign[cos(m ■ a)]+j ■ sign[sm(m ■ a)], 

as a result, the partial patterns are formed 

fmy(<P) = YjSi8niC0S(m ■ a)]-cos(a -cp)- e    c + 

■ R     (      \ jm—-cos{a-(p) 
+j ■ ^sign[sin(m ■ a)] • cos(a - cp) ■ e 

Fig.   2  presents  the  form   of partial   patterns  at 
Am = sign[cos(ma.)], m = 1 H m = 3. 

Then for realization of SFS (superfast scanning) the 
signal of the form given below must be fed at each input 

the same amplitude, whereas phases of these signals 
change in time stepwise by it, according to the func- 
tions sign[cos(ma)] and sign[sin(ma)]. 

Fig. 2. The form of partial patterns at APD 
corresponding to function sign[cos(ma)] 

Summary pattern is a narrow-beam one (at a sufficient 
number of harmonics) and is shown in Fig. 3. 

fW 

~i—i—i—r 

LU 0    to    m   IX  IM » M »D S3 »nan 

7^" 
i<n* "VIA 

1)0 

Fig. 3. Summary pattern 

CONCLUSION 

Joint space-time, frequency and phase modulation of 
signals in ring antennas enable to obtain a number of 
new effects, for example, to carry out circular SFS. 

To attain the same effect at different modes of spatial 
energizing it is necessary to apply different signals to 
the inputs of pattern-forming circuit (PFC). 

In all cases the laws of space-time modulation can be 
found by specified space-time responses in a far-zone 
field from reciprocity principle. 
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WHEN ITS AMPLITUDE AND PHASE ARE RANDOM IN RADAR SYSTEM 
WITH ADAPTIVE ARRAY 
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maidan Svobody 6, Kharkov 310043, Ukraine 

The different approaches to synthesis (method of a 
maximum likelihood) of non-tracking measurers of 
informative parameters of a signal against noise back- 
ground are known. Frequently, likelihood ratio (LR) is 
averaged by uninformative parameters of a signal (ini- 
tial phase and amplitude) and than, likelihood equation 
of small dimension is constructed, relatively only in- 
formative parameters [3,4]. The latter is achieved also 
by using different methods of a preliminary maximiza- 
tion of the LR by uninformative parameters [1,2,5], or 
joint use of an averaging (over an initial phase) and 
maximization over amplitude. When averaging the LR 
one assumes, that the initial phase of a signal ß has 

the uniform distribution within the interval (0, 2rc). 
However, the real distribution ß is unknown and de- 
pending on models of the targets is described by the 
wide class of probability densities[3]. 

In the report it is shown, that the estimation of infor- 
mative parameters of a signal against a noise back- 
ground does not depend on indeterminacy of its random 
initial phase. It is noted, that the obtained algorithm of 
measurement is reduced to the one based on a prelimi- 
nary maximization of the LR by uninformative pa- 
rameters, and it is more preferable than the algorithm 
based on averaging indicated parameters. The compari- 
son of algorithms is carried out with reference to the 
task of measuring a receiving direction of a signal by 
the radar with an adaptive array against a noise hum 
of external spatially correlated interference. 

Let's assume, that the active radar with an array re- 
ceives quasi-deterministic signal against internal noise 
hum and interfering oscillations from external source. 
Thus, the LR L(ä,b,ß) depends on informative pa- 

rameters ä, random amplitude b and initial phase ß 

of a signal and looks like 

L(öc,b,ß) = exp^Rel (bZ(S)e-Jß)- 12(«)1 
(1) 

where 

Z(ä)e-JP=-J^T(t)I*(t,5,ß)dt 
—oo 

is a complex weight integral; 

t(t) = *(t,o%)ejp<+tin(t,5) + tira(t), 

R(t,a,ß) = R(t,ä)ejß are vectors of complex ampli- 

tudes of received oscillations and weight processing, 
respectively; T,* are signs of a transposition and com- 

plex conjugation; X(t,äc),Än(t,5),Nm(t) are vec- 

tors of complex signal amplitudes, external spatially 
correlated interference and internal noise, respectively; 

q2(a) is a power signal-to-jamming ratio. 

From (1), performing a maximization over amplitude b, 
we shall obtain the log of the LR 

lnL(a,ß) = [ReZ(5)e_j|B]  /2q2(a). 

Then the estimations 5. of informative parameters ä 
are determined from the system of equations 

ReZ(ä)e -jß 

Sot;        2q2(a) 
• = 0 at ä = ä. (2) 

1       • • *      1 
Using a relation  ReA-ReB = -Re(AB )+-Re(AB) 

and introducing a designation ZH (a) = —fcf, we shall 

reduce the equations (2) to the form 

Re[z^ (ä)Z* (ä)] + Rejzj, (a)ZH (a)e -jß = 0 

at a = a, (3) 

where Z'(cx) = 
cZ(a) 

dotj 

From complex equality Ä = s+jp = 0 it follows, that 

s = p = 0 . Therefore, (3) is contained in the ratio 

Z'B (a)Z* (a) + Z'H (ä)ZH (5)e~j2p = 0 at 5 = a, (4) 

where functions 1, e-^ are linearly independent for 
all values ß within an interval (0, lit). Therefore, (4) it 

is possible, if 
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ZH (a)z; (a) = 0 or Re[z^ (Sfil (ct)] = 0 

at ä = ä, (5) 

Z'(ä)Z(ä) = 0 at ä = a. (6) 

Technically it is convenient to implement (5), which 
can be presented as the other expression 

2/-^ 
2Re[z^ä)z:(a)] = (z^(ä))'=^S 

12(*)J 
= 0 

at a = a, 

or 

(Z2(ä))'    (q2(a))' 
,'  ~     .'   =0 at a = a, 

Z2(ä)        q2(ä) 

(7) 

(8) 

where ZH (ct) = JZH (ä)|. 

From (5), (7) and (8) it follows, that the maximum 
likelihood estimates of informative parameters ct of 
signal against a noise background do not depend on its 
random phase and are determined over a maximum of 
square modular value of a normalized weight integral 

-2/-\    Z (ct) ZH\a) =   ,;_( • It is equivalent to the equation 
q2(ct) 

Z2(ct) = m|xZ2(cl). (9) 

The preliminary maximization (1) over a random ini- 
tial phase p and amplitude b also leads to (9). Actu- 
ally, due to relation 

maxRe[z(ä)e~jß] = Z(cI) 
(ß) J 

and at a maximizing value b = Z(ct)/q2(ct) from (1) 

we have a log of the LR 

InL^A (10) 

which depends only on informative parameters ct. 

LR L(ct) obtained by a statistical averaging (1) over 

random amplitude b and initial phase ß gives a uni- 
form sufficient statistics for the problem solution of a 
detection and measurement. However, obtained algo- 
rithm of measurement differs from (7), (8). So, let's 
assume, that in (1) initial phase has a uniform distribu- 
tion p(ß) = 1/271,  ß = Ö£rc, and amplitude has the 

Rayleigh distribution p(b) = 2be~b b>0. Then, 

averaging (1) over ß and b, we obtain 

q2(ct)Z2(ct)        /      ,. w \ 
lnL(a)= (     '/rH1+(i^. (ID 

4(l+q2(a)/2)      ^ > 

According to (11) estimations ct of informative pa- 
rameters are calculated from the system of equations 

q2(5)Z2(5) 

1 + q
2(^ 

-In 
-•^ 

1 + 1
2(-) = 0 at ct = ct.     (12) 

From (12) it is seen, that only in the case of measure- 
ment of non-power parameters against a background of 

internal noise, when [q2(ct)|  =0, the full identity of 

(7) and (12) follows. 

Further, we shall execute the comparative analysis of 
algorithms (7), (9) and (11), (12) with reference to the 
problem of finding direction (ct = \y) of signal receiv- 

ing with the random amplitude and initial phase at 
effect on a radar with an adaptive linear equidistant 
array (with the number of elements M = 10, placed at a 
distance X/2, where \ is the wavelength) of active 
masking interference from m of dotted sources. For a 
case of the interference effect from one source (m = 1) 
dependencies of lnL(vj/) (averaged over N = 75 sam- 

ples) are shown in Fig. 1 according to (11) and Z2(\|/), 

where vj/ is an expected direction of receiving of a sig- 
nal, that is expressed in parts of a halfwidth of the array 
directivity pattern on a zerothlevel. Here the arrows 
indicate directions of signal receiving (\j/ = 0), effect of 
interference (y = 0.5), as well as their relative h, and hr 

excess over a background level. At \\i = 0 a value of a 
signal-to-jamming ratio  q(y)   in the output of the 

device of adaptive procedure also is indicated. For 
interfering   situation   depicted   in   Fig.    1,   curves 

Re[Z;, (\|/)jZ*(\4/)j   and (lnL(\j/))'   corresponding to 

equations (7) and (12) are shown in a Fig. 2. From 

Figs. 1, 2 it is seen, that a maximum of curve Z2(vj/) 

and zeroth value of curve Refz^ (V)ZH(I|/)] coincide 

with a true receiving direction of a signal, and maxi- 
mum of curve lnL(v}/) and zero of curve (lnL(\\i))' 

are biased, relatively to a true receiving direction of a 
signal (if/ = 0). The latter means, that when averaging 
LR over random amplitude and initial phase, the direc- 
tion of receiving is measured with the systematic bias. 
At effect interference from one source with hi = 30 dB 
such an error takes place for a difference of directions 
of signal receiving (\j/ = 0) and a source of interference 
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Av|/ < 0.7 . Under complicated interfering situation the 

systematic bias of measurement over a maximum 
lnL{vi/) is possible  for values A\|/>0.7 as well. It is 

illustrated in Fig. 3, where the curves Z^(vj/) and 

lnL(vj/) are plotted for the case when the interference 

from four sources influence on the first side lobe of 
array directivity pattern. Let's mark also, that the vari- 
ance of a measurement error of a direction of a signal 

receiving over a maximum z\(\y) in different inter- 

fering situations is less, than over a maximum lnL(n/). 

CONCLUSIONS 

1. It is shown, that the system of equations of a likeli- 
hood (7) or (8) for estimations of informative pa- 
rameters of a signal against a noise background 
does not depend on indeterminacy of a random 
initial phase. It is equivalent to the known equa- 
tions, obtained by preliminary maximization of the 
LR over amplitude and initial phase of a signal. 
Thus the estimations of parameters are evaluated 
over a maximum of a normalized weight integral. 

2. The obtained algorithms have been used for the 
particular case of a receiving signal direction 
measurement in the radar system with an adaptive 
array, on which the active masking interference 
affects. The results of simulation show, that the es- 
timation of direction of signal receiving by a 
maximum of a normalized weight integral is unbi- 
ased, whereas by a maximum of LR, obtained after 
averaging over a phase and amplitude, can be dis- 
placed. 
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ABSTRACT 

Different algorithms based on the consideration of 
eigenvectors and eigenvalues of the sample covariance 
matrix are widely used for signal detection and esti- 
mating the number of sources. But classic eigenvalue 
technique makes difficult the evaluation of the thresh- 
olds for eigenvalues at given false alarm probabilities. 
To find these thresholds, it is necessary to know eigen- 
value distribution functions of the sample covariance 
matrix. For some important tasks of signal detection 
and signals resolution the knowledge of statistical char- 
acteristics of only two maximum eigenvalues is enough 
for the appropriate choice of the thresholds. 

In this work the cumulative distribution function (CDF) 
for the first (maximum) eigenvalue of the sample cor- 
relation matrix has been found in explicit form for case 
when only internal noise presents (for the null hypothe- 
sis in detection task). Also the approximate CDF of the 
second eigenvalue has been found for asymptotic case 
of one powerful external signal (for the null hypothesis 
in resolution task). 

INTRODUCTION 

Detection and resolution of signals may be made by the 
analysis of the first and the second eigenvalues of sam- 
ple correlation matrix of array signals [1-3]. The pro- 
cedure of detection and resolution consists in compari- 
son the eigenvalues with appropriately chosen 
thresholds. 

At the beginning the first (maximum) eigenvalue is 
compared with the detection threshold XD which value 
for Neyman-Pearson's criterion is calculated for given 
probability of false detection (Pm)- If the first eigen- 
value exceeds this threshold, then the decision about 
the external sources presence is accepted (the null hy- 
pothesis of detection task is rejected). 

At the next step the second eigenvalue is compared 
with the second threshold XR which value is calculated 
for given probability of false resolution (P^?). If the 
second eigenvalue exceeds the threshold then the deci- 
sion about presence of two or more external signal 
sources is accepted. 

It is obvious that for calculation of the thresholds XD 

and XR the statistical characteristics of two maximum 
eigenvalues of the sample covariance matrix are neces- 
sary. In the present report a rigorous analytical expres- 
sion for the first eigenvalue the cumulative distribution 
function (CDF) is derived. For the second eigenvalue 
we find an approximate formula in asymptotic case of 
large external signal-to-noise ratio (SNR). Both results 
are obtained for TV-sensors narrow-band antenna array 
of any geometry and L statistically independent snap- 
shots of data vector observed. It is assumed that signals 
of interest and internal noise background are zero- 
mean, mutially uncorrelated, complex Gaussian ran- 
dom processes. 

CUMULATIVE DISTRIBUTION FUNCTION 
OF MAXIMAL EIGENVALUE IN CASE 
OF SIGNAL ABSENCE 

We consider the array of TV elements. Let 
X = [x-l,x2,...,xN]T    denotes   the   signal   vector, 

M =< XX+ > denotes correlation matrix of array 
signals. It is assumed that internal noise of array ele- 
ments is white, uncorrelated, Gaussian noise with zero- 
mean value and variation equal to 1. 

Consider the sample correlation matrix M calculated 
on the base of L snapshots: 

A=Y,XtXt\ M: 
1 

1=1 (1) 

Here X,, i = 1,...,I are snapshots of random vector X. 

It is known that in case of L > N the random Hermi- 
tian matrix A has the Wishart distribution. In our case 
of signal absence M = E because the matrix A distri- 
bution can be written as: 

P(A) = C(N,L)[det(A)]L~N e~Sp<~A) 

i=i (2) 

The matrices A and M can be represented in the 
following form: 
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A = fJpiUiUi
+,   M = Y,*iUiUi+ 

1=1 '=> , (3) 

where U, are eigenvectors, pi and A, are eigenvalues 

of matrices A and M. 

As seen from (2) the matrix A distribution function 
depends only on eigenvalues />, of this matrix. Hence, 
according to [4], the joint probability density function 
(PDF) of matrix A eigenvalues pt is written as: 

P(PI,P2>->PN) = 
N N 

•>J i=\ 

C3(N,L) = — 
Nl 

n^-o!'! 
i=l 

px>p2Z...>pN >0 (4) 

Here pl,p2,...,pN are matrix A eigenvalues sorted by 

decreasing. If condition px >p2 ^...^Av ^0 is not 

fulfilled then P(pltp2,...,pN) = 0. 

For finding the CDF F(p) = P{px < p) of the random 
matrix A maximal eigenvalue px, it is necessary to 
integrate the (4) over other eigenvalues: 

p     P\ 

F(p) = C,(N,L)jdpjdp2... 

PN-\   N 

0 0 

N 

I U(PiL'Ne'Pi)U(p-pj)2dPN 
o   "=i M (5) 

Because the subintegral function does not vary when 
any couple of variable pt,pj  are interchanged, the 

equation (5) can be rewritten as: 

C,(N,L)Pr      1 
F(P)=      m     ]dpl)dp2... 

o       o 

N 

jÜiPi^e^^iPi-Pj)2^ 
P  N m 
o »"=1 '">;' (6) 

To simplify the equation (6), consider the product 
N 

T\(Pi -Pj)2 ■ I{ can oe represented as the square of 
>>J 

Vandermonde's determinant [5] and written as: 

n^-^)2= 
»j 

1    A     P\ P\ 
N-l 

1      Pi       Pi2      •     ft"  ' 

1   PN    PN
2
    •   PN (7) 

The determinant of the NxN matrix can be represented 
as the sum of N! transpositions: 

n(A-/>,)^i(-i)dwriA*('H) 
i>j ssSN i=l 

N 
y y (_1)rf(*i)+rf(*2)rr/7.*i(o+*j(o-2 

So the function F(p) is equal: 

(8) 

N\ s, ESN S2 GSN 

P P n 
0 0 

P  N 

j I! A L~N+s^+s^~2e'Pi dpx... dph 
0 «=1 (9) 

It is seen that the multidimensional integral (6) has 
transformed to the sum of the product of one- 
dimensional integrals, each of them is incomplete 
gamma function. The gamma function can be written 
as the following integral: 

y(a,x) = \e 'ta~ ldt 
(10) 

Using (10), the equation (9) becomes: 

N 

Y[r(L-N + Sl(Q + s2(i)-l,p) 
(ID 

After some not complicated reduction this equation can 
be rewritten as the following determinant: 

F(p) = C3(N,L)dst[bu(p)], 

bu(p) = r(L-N-l+i+j,p) 

Fig. 1. The first eigenvalue cumulative density function 
for N - 5 and different L 

Using the relationship between Xi and pf and equa- 

tion (12) the CDF FX(N,L,X) of the maximum eigen- 

value of the sample correlation matrix M of the array 
internal noise can be written as: 
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Fx (N,L, X) = det 
y(L-N+i+j-l,LA) 

T(L-N + i)T(j) (13) 

where r(») is gamma function. In Fig. 1 the CDF's 
calculated by formula (13) for N = 5 and different L are 
shown. 

THE SECOND EIGENVALUE DISTRIBUTION 
FUNCTION IN CASE OF THE ONE SIGNAL 
PRESENCE 

Now we find the CDF F2 (N, L, A) of the second ei- 

genvalue in case of one high power external signal 
presence. In this case the correlation matrix of input 
array signals equals 

M = E + vSS+ 
(14) 

where S is the phase-vector which depends on signal 
wave-front, array geometry and has been normalized as 
\S\2 - N, v is the signal power. We assume that the 
internal noise has unit power. 

It can be shown that in case of v » 1 the maximum 
eigenvalue px is independent of other eigenvalues 

P2,P3,...,PN and the joint probability density func- 
tion of matrix A eigenvalues is 

P(px,p2,...,pN) = C px
L+N-2e 

A 
~\+Nv 

fin™** flip-P) 
i'=2 i>;>1 (15) 

where C is normalization factor, the first factor in 
square brackets is the maximum eigenvalue PDF, and 
the second factor in square brackets is joint PDF of the 
other eigenvalues. 

Comparing the second part of equation (15) with the 
matrix A eigenvalues PDF in case of external signal 
absence (4), it is seen that joint PDF of N-l small ei- 
genvalues in case of one signal presence (14) can be 
written through the PDF of the TV- 1 eigenvalues of the 
sample matrix A calculated for (JV - l)-element array 
with L - 1 snapshots in case of only internal noise pres- 
ence. Therefore, the CDF F2 (N, L, Ä) of the second 
eigenvalue in case of one large power signal presence 
can be expressed through the CDF FX(N,L,A) (13) 

numerically calculated curves practically coincide with 
theoretical CDF. 

Fig. 2. The second eigenvalue cumulative density 
function for N - 5 and L = 5 
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F2(N,L,A) = F](N-l,L-l,A ) 
Li "~ 1 (16) 

Figure 2 depicts the theoretical curve of the second 
eigenvalue CDF calculated by (16) (solid line). Also in 
this figure the calculated curves of the second eigen- 
value CDF for different signal power v = 0.25, 1, 4 
(dashed lines) are depicted. It is seen that for v > 4 the 
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INTRODUCTION 

Nowadays among all known algorithms of adaptive 
antenna (arrays) functioning the algorithms with gradi- 
ent adaptation and their modification method is of the 
highest efficiency as for convergence rate, computa- 
tional expenses and a degree of proximity to optimal 
conditions [1]. Here the vector of weighting summation 
coefficients K(f) of signals Y(f) received by antenna 

elements is determined through a gradient estimate 
which for discrete representation of processes is equal 

to   gradj = Yjy*0J, where   YJ = Y{{J\   K;=K(/;), 

y0j =KyY, is the oscillation in the adaptive antenna 

output. Here and further the representation of signals in 
the form of complex envelopes is used. The sign " * " 
denotes Hermitian conjugacy. A dimensionality of 
vectors is determined by the number of antenna ele- 
ments N. The weighting coefficients at each adaptation 
step are set in accordance with the iteration procedure 

Ky+1=Ky+ngrad/s (1) 

where [i is the value which determines the conver- 

gence rate and the algorithm stability. 

A gradient method is considered as the complex one in 
hardware realization due to the fact that along with N 

channels of weighting summation y0j = K}■ Y;-  it is 

necessary to have the same number of parallel channels 
for gradient estimation. The hardware complexity and 
bulkiness increase if weighting summation is carried 
out at a sufficiently high carrier frequency. Since mul- 

tiplication y0j  by Y*  can be implemented only at 

lower frequencies, it is necessary to introduce N mix- 
ers with circuits of heterodyne voltages and amplifiers 
at intermediate frequency into the set of N additional 
channels. 

Some works are known (for example, [2, 3]) where the 
variants are proposed of constructing adaptive antennas 
with interference compensation in sidelobes of the 
radiation pattern without additional channels of signals 
Y(r) transformation and amlification. There the chan- 

nels of weighting summation and the channels of 
weighting coefficients estimation are combined at once 

at a carrier frequency, are transformed and amplified in 
a common tract and then are divided at a low interme- 
diate frequency, and the gradient vector is estimated. 
The channel combination is provided due to the fact 
that the elements of weighting multiplication play also 
the role of modulator of received signals. The degree of 
spectrum expansion at the expense of modulation under 
certain conditions may be sufficiently less than the 
number of channels N. This favours simplification of 
the adaptive processing equipment. Such variants of 
antenna construction are better to be called antennas 
with channeling. In the above-mentioned works there 
were shown the possibilities of adaptive processing 
realization with frequency or time channelling as ap- 
plied to sidelobe supression systems and only for an 
algorithm with accelerated gradient. 

The purpose of this work is to generalize the known 
results on adaptive antennas with channeling, to extend 
channeling principle to other algorithms and variants 
of their construction and to define requirements to basic 
parameters of processing devices. 

PRINCIPLES OF CHANNELING 

Unlike channeling in multichannel systems of data 
transfer where all transmitted signals of message are 
restored at receiving side, in adaptive antennas upon 
channeling and subsequent channel division it is suffi- 
ciently to preserve and restore only interchannel corre- 
lation connections. Exactly the noted circumstance 
permits to simplify the processing equipment and to 
keep the possibility of gradient estimating. At first let's 
consider the details of such a channeling on the exam- 
ple of adaptive antenna array with equivalent elements 
(Fig. 1). Here double arrows show connections between 
multichannel elements. Vector S gives the direction of 
expected useful signal reception. 

Let external interference be a stationary "white" noise. 
Interference spectrum is limited in preselection filters 
(PF) at carrier frequency, with passband Afpp. The 
vector signal arrives at control inputs of weighting 
multipliers 

W(/) = K(t)m0 (t)+V^K {t), (2) 

where scalar modulating functions m0(t) and mj(r) are 

orthogonal at the interval T>tk= \/Afpp  (tk is the 
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mo(t) 

Fig. 1. Adaptive system with channeling of estimating weighting coefficients K(r) 

interval of interference correlation), V(t) is the peri- 

odic function of spatial modulation of the period Ty, 
which consists of the sequence N of orthonormal vec- 
tors Yt (k = l...N). Each vector Vj. acts in the time 

interval (k-l)tv <t<ktv. Therefore the period is 

equal to Ty = Nty. Vectors V^ can be selected arbi- 
trarily. The necessary condition is only their or- 

thogonality       V^Vfc=l;   VA*V7=0,   {k*j).      All 

modulating signals are formed with processing equip- 
ment. In the output of antenna summator we'll have 

(3) 

Functions m0(t) and m^t) are selected so that compo- 
nents in (2) do not have frequency or time coverage. In 
the first case we can speak about frequency channeling 
while in the second case — about time channeling. 
Thus, in the case of frequency channeling it is necessary to 
select mo (r) = l, m^t) = exp{2nfmt\ /„, > A/>F, and 
then the component spectra (3) are displaced from one 
another by the value of fm. Under time channeling 

these functions are non-overlapped periodic sequences 
of videopulses with the length of tm <tk/2 and then 
the signals (3) in the output acquire amplitude-pulse 
modulation. 

After shifting to intermediate frequency and amplifying 
in a wideband amplifier (these circuits are not shown in 
Fig.l) the sum components (3) are divided by multi- 

plying yz(t) by m*0(t) and /w*(r) and passed through 
main selection filters (F) with the band equal to the 
width of useful signal spectrum Af$. Since usually 

Afs « Lfpp, then the processes with the amplitude- 

pulse modulation turn into the continuous process. In 

the outputs of filters F the processes y0(t) and yy(t) 

are       formed.       Then      the       vector       signal 
YM(') = 

V
('W(') = 

P
(0

Y
(')> where matrix 

P(r) = V(r)V*(/) is generated. 

We'll show that under certain conditions on signal 
product ^oWXwW the gradient vector grad(/) can be 

evaluated.  For time  interval   (k-l)ty <t<ktv   the 

equality YM{t) = Vk\(t), where Fk = VkV*k, is valid. 

Due to the orthogonality of vectors Vk the matrices Tk 

have the properties of projection matrices 

Pif=Pt 
p*p* -pfc; ***y=0. (**;* 
P1+P2+...+Pv=E. 

Here 0   is the zero matrix,  E  is the unit matrix. 
Therefore, if we denote Py =P(fy) then 

Ty 

7=1 

= E. (4) 

Let us proceed to discrete processes and determine the 
vector of sample correlation coefficients G between 
the processes y0(t) and YM(t) on condition that a 
correction step of weighting coefficients and the num- 
ber of samples averaged over one step are equal to the 
period of spatial modulation Tv. Then under fixed 

vector Kr we have 

,   r+Ty .   r+Tv 

Gr = f- S YMJy0J = -J- X VjYtfKr-    (5) 

Taking into account the last property of projection 
matrix (4), the average value of vector G under speci- 
fied conditions is M{G}=RKr (R is the interference 

correlation matrix) what agrees with the gradient [1]. 
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So the vector G on the average corresponds to the 
gradient and therefore can be used for correcting 
weighting coefficients. Therefore, we can recommend 
the algorithm of adaptive processing (1), where 
gradr=Gr. 

The gradient algorithm of the form (1) has the limited 
range of stability [1], and is considered only as a simple 
example of using the channeling method. In principle, 
nothing is changed if the other known types of adaptive 
algorithms are used. For example, for extending the 
range of stability the vector of sign functions sigß\YMj) 

can be used instead of vector YMJ. In this case the 

algorithm becomes equivalent to the procedure with an 
ideal noise limiter Y(/) in a feedback circuit [1]. It is 
also possible to realize the accelerated gradient algo- 
rithms [1]. For this purpose, the gradient must be 
formed according to the rule 

r+Ty 

gradr = __2i (6) 

Finally, the possibility of using the algorithm with 
estimating and subsequent conversion of the interfer- 
ence correlation matrix is not excluded. The sample 
correlation matrix of multidimensional process YM(t) 

is equal to 

Kj=l 
(7) 

When K = nTv (« is an integer) the mean value of 

this matrix coincides with matrix R. 

Channeling is also applicable in adaptive antennas with 
selected main receiving channel when the interference 
suppression is realized in sidelobes of the radiation 
pattern of the main antenna at the expense of using N 
additional low-directional antennas. 

TECHNICAL POTENTIALITIES 

As it follows from the above-stated, the parameters of 
modulating signals m0(t) and mx(t) depend on pass- 

band AfPF of filter PF and its selectivity. Thus, upon 
frequency-division multiplexing and rectangular (ideal) 
frequency response of this filter, the frequency fm can 

be selected as equal to AfPF. For the cases of real re- 
sponses the frequency fm must be increased so that 
component spectra (3) did not overlap. If interference is 
always narrow-band then selection of modulating sig- 
nal parameters is made proceeding from their spectrum 
width. The period Ty of modulating function V(r) can 

also expand oscillation spectrum yy{t), and it affects 
the algorithm convergence rate. Therefore, the value 
Tv is to be selected proceeding from trade-off require- 

ments. For example, we can assume Tv - N/Afs . In 
such a case spectrum expansion is negligible, but it is 
to be expected that adaptation rate decreases by a factor 
of N in comparison with proceeding without channel- 
ing what is natural payment for simplification of adap- 
tation equipment. The form of orthogonal vectors V* 
doesn't play a particular role. As an example, it can be 
offered to choose vectors Vk so that they were lines of 

Butler matrix. In work [3], the function V(r) is the set 

of signals with phase manipulation (-n,+n) and or- 

thogonal modulating functions in each channel. 

As it follows from channeling principle, upon adaptive 
summation of signals at sufficiently high carrier fre- 
quency when passband of filters PF can be of several 
dozens of MHz, specific requirement are placed for 
control circuits of devices for weighting multiplication 
and modulation. As such devices, as a rule, the 
quadrature modulators which must have operating 
frequency band in control input not less than lAfpp , 

are used. To corroborate technical potentialities of 
channeling let's note that Hewlett Packard produces 
quadrature modulators in the form of microcircuits for 
operating frequency range up to 2.5 MHz with pass- 
band in control circuit from 0 to 700 MHz. All main 
operations on computation of weighting coefficients or 
correlation interference matrix can be performed with 
the help of microprocessor facilities. It will permit to 
create universal devices of adaptive processing with 
flexible modification of algorithms and their parame- 
ters. 

SIMULATION RESULTS 

Simulation of adaptive system for interference suppres- 
sion in sidelobes in which there were 4 additional 
channels with low-directional antennas was carried out. 
Interference of the type "white noise" from two sources 
act on sidelobes of the main antenna with the level of 
abut -30dB producing interference/noise ratio in the 
output of key channel of about 25dB. Interference was 
passed through forming filters with Gaussian frequency 
response and with time constant equal to 16 samples. 
The period of modulating function m^t) was equal to 

8 samples and Tv = 8 samples. The orthogonal vectors 

Yt were formed according to the rule 

V? = 0.5{l* / -1* -/I 
where k = 1,2,3,4;  j is the unit imaginary number. 

The algorithm with an ideal limiter of interference 
envelope in the feedback circuit was simulated. Simu- 
lation has shown that before correction of weighting 
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coefficients there is no necessity to realize preliminary 
averaging in accordance with the formula (5). Such an 
averaging takes place automatically as a result of the 
iterative procedure. 

signal/interference (dB) 

800 1000 
iteration/number 

Fig. 2. The process of setting signal/interference ratio 
in system with channeling ( ) 

and without channeling ( ) 

CONCLUSION 

The presented results allow to hope for simplification of 
adaptive antenna (antenna arrays) equipment at the 
expense of using channeling of weighting coefficient 
estimation. The payment for simplification is the re- 
duction of internal performance that in some practical 
cases can be found acceptable. 
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In Fig. 2 solid lines represent the plots of trasients for 
signal/interference ratio in the output under zero initial 
conditions of weighting coefficients Kh...,K4 in 
adaptive antenna with frequency channeling. Dotted 
lines show similar dependencies for the algorithm 
without channeling. As it seen from the figure, the 
channeling results in delaying transients approximately 
by a factor of N (N = 4 is the number of channels with 
adaptive tuning). The efficiency of interference com- 
pensation in steady state for algorithms under consid- 
eration differs slightly. System simulation with time 
channeling jave shown that their characteristics differ a 
little from systems with frequency channeling. 
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The adaptive antenna arrays (AAA) still remain one of 
the most effective means of concentrated interference 
control, for when applying them there is no need to 
change regimes of radio lines, whereas a level of inter- 
ference suppression attains tens of dB [1-3]. 

In the same time, a number of authors [1,3] point to 
the AAA efficiency sharp loss due to non-linearity in 
receiving sections. 

Let's estimate quantitatively these losses for types of 
nonlinearity inherent for receiving-amplifying sections, 
i.e. limiters. 

The fact that a great deal of real processes and fields 
may be approximated with a required accuracy by the 
markov ones is common in use [4]. The question on 
accordance of random processes and fields with markov 
ones is unambiguously connected with their presenta- 
tion in the form of equations of state: 

dx(t,r) 
dt 

= F(x,t,r) + G{x,t,r)l(t,r), (1) 

where x(t,r) is a vector of state depending on time 

and spatial coordinate r; F(x,t,r), G(xJ,r) are, in a 
general case, the matrix functions representing a state 

and an excitation of the field; \(t,r) gives rise to the 

vector white gaussian field with a zero mean and an 
unit level. 

In lots of cases in practice the initial presentation of the 
random field can be reduced directly to a model of the 
vector random process. Under assumption of the ab- 
sence of spatial dynamics, as well as in the case of 
isotropic propagation, the equation is simplified and 
takes the form: 

dxjt) 
dt 

■■F(x(t),t)+G(x(t),tW) (2) 

With the help of the equation of state (2) we obtain the 
N-dimensional space-time random process. 

In the input of the receiver-amplifier we shall consider 
an additive process as follows: 

X(t) = Xs(t)+Xmt(t)+Xn(t), (3) 

where indices s, int, n are applied to signal, concen- 
trated interference and white gaussian noise, respec- 
tively. 

In receivers-amplifiers the weight factors are denoted 
as w(t), other amplifying elements have the charac- 

teristic of the smoothed limiter, what is described by 
the function: 

& 
y(x) = J-  I  e   *dx, u 0 

(4) 

where xis the input signal with the dispersion a2; /is 
the parameter pointing to the feature of the function 
nonlinearities, a defines the dip angle of the curve. At 
/ -» 0 the function (4) turns into the expression for the 

ideal symmetrical limiter. / = k~x = tg~la., k is an 
element gain. At /-»oothe function (4) tends to the 
abscissa. Fig. 1 shows a family of the symmetrical lim- 
iter characteristics at / = 0.5...5. 

Fig. 1 

It can [5] be shown that in order to provide operation at 
linear part, it is required for a value of the input signal 
of Pinp not to exceed a certain threshold of linearity 

and not to be within a saturation zone. At saturation 
zone boundary values of ±b this corresponds to ine- 
quality  kPinp<b. Replacing  fcwith III, we obtain: 

bl > Pinp. It can be shown that at bl > Pinp the nonline- 

arity is practically insignificant, and in this case one 
considers the system as linear. When Pinp increases, 

the   nonlinearity   starts  to   manifest   itself and  at 

Proceedings of the 3rd Internationa! Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



277 

bl = Pinp leads to the deformation of power spectral 

density both of signals and interferences, especially in 
the high-frequency region. One can say that the latter is 
a zone of the moderate influence of the nonlinearity, 
where the ordinary for communication channels gaus- 
sian distribution density of a random input signal keeps 
its unimodal form. At the continued Pinp increase, that 

is at bl < Pinp the nonlinearity affects tremendously and 

the distribution density appears to be bimodal. 

Let's analyze a standard algorithm of space-time signal 
processing in these regions and compare it with the 
potentially attainable variant. 

We shall investigate AAA with N elements, in the 
inputs of which the multidimensional random process 
(3) is prescribed. Assume, the introduced multidimen- 
sional processes are stationary, with zero expectations, 
and their correlation matrices are known: 

Ri(r)=M(x](t)XT
1(t-%)), (5) 

where I is a signal, an interference and a noise. 

When passing through the nonlinear element (NE) (1) 
the signal is distorted, and its correlation functions 
change as well. Then the correlation matrices in the 
output of the nonlinear system will accordingly be [1]: 

B(x) =—arcsin—i-^- 
n i + l2 (6) 

Formulate the task of finding the weight factors of the 
iV-dimensional space-time filter ensuring the optimal 
filtration of multidimensional signal. The weighted 
signal looks like: 

S(t) = H(X(t)), (7) 

where   H(X(t))   is a  certain  nonlinear functional 
transformation as, for example: 

H(X(t)) = W  f(x(t)), (8) 

where W is the weight factors vector (WFV) to be 
found of the optimal N-dimensional spatial filter; /(•) 
is the nonlinear transformation of signal. 

It is evident that any estimation differs from the true 
signal and an error of filtration occurs: 

6(0 = S(t) -H(X{t)) = S{t)-WTf(x{t)).      (9) 

Since this error is a random function, so some statisti- 
cal characteristic e(f) should serve as the criterion of 

optimality of the operator H(X{ij), for example, the 
dispersion of signal estimation error: 

G2=M(\S(t)-W /(*(f))]2) = 

= M(S2(t) - IWTRXC +WTBXXW). 
(10) 

Now the task is reduced to minimization of a2 over all 

components of vector W . We find the minimum of 

function cr2 solving the equation: 

V^(az) = 2BXXW-2RXC=0, (11) 

where V^(a ) is a gradient of root mean square error. 

Solving this equation, we obtain 

Wonm=B^Rxc (12) 

The algorithm (12) has been analyzed for the three- 
dimensional linear equidistant AAA. 

Fig. 2 shows the plots of the power signal Ps to inter- 

ference Pmt ratio in the AAA output versus the inter- 
ference input angle at different ratios of these powers 
and the following input data: / = 1, Ps I Pn - 20 dE, an 

input angle of signal is cp^ =10°. For the analysis there 
have been selected such signal-interference situations 
that correspond to the three considered above cases: 

inp ■ kPjnp <b, bl = Pinp and bl <Pt 

Ps/Pir 

100 150 200 

Fig. 2 

Curve 1 is associated with Pint/P!=0dB and 

bl > Pinp, that is the receiving-amplifying section may 

be treated as linear, what agrees with the potentially 
attainable efficiency of AAA. From this plot it follows 
that in the AAA output Ps IP^t reaches 20...25 dB at 
the difference between input angles of signal and in- 
terference of more than 40°. In the case of these angles 

coincidence, and cp5 = cp^ = 10°, the efficiency falls 

down to zero, what is stipulated by the AAA blindness 
effect. 

Curve 2 conforms with Pint IPS = 10 dB and bl» P, mp ■ 

In this case the noticeable influence of the nonlinearity 
is exhibited, the efficiency loss at some interference 
input angles runs into 20 dB. 
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Curve 3 is plotted for P^/Ps =20<ffiand bl<Pjnp. 

Here the obtained results differ from the desired ones 
for a linear system both qualitatively and quantitatively. 
The system is in the unstable state, its behavior gains 
unforeseen character, and the bifurcation effect mani- 
fests itself. This can be as a result of the bimodal distri- 
bution density in the output of the nonlinear element. 

Fig. 3 

Consider more thoroughly the boundary case of 
P^f IPS = 10 dB for extremum interference input an- 

gles of cpi„t = 60°,90°,180° . For this let's study the NE 

influence depending on /, if comparing ratios 
Ps /Pjnt in the AAA output in the absence of NE (the 
linear       AAA)        and        in        its       presence: 
A = (P,/   'PintO-iPsn   /^mti.).   where    Psl'Pintl    IS 

the signal-interference-noise-ratio (SINR) in the output 
of the linear system, PsnIPmtn is the one in üie sys' 

tem output taking into account nonlinear distortions. 

As is seen from charts presented in Fig. 3, at interfer- 

ence input angles cpint =60° u 180° the losses due to 

nonlinear distortions are from 3 to 6 dB and with the 
increase of parameter / they tend to zero. Along with 
this, there observed such interference input angles 

cp^ = 90° at which even significant increase of / does 

not yield positive results, and the losses constitute from 
15 to 35 dB. 

10      15     20      25      30 

Fig. 4 Fig. 5 

Pmt axe presented at / = land Ps/P„=20äB. As is 
seen from the chart, the unstable state does not appear 
abruptly and in no time. Initially, the efficiency 
smoothly descends, and when reaching a certain 
threshold value of PmX * 15 dB loses its stability. Its 

state turns to be chaotic. 

One of quantitative characteristics of the chaotic be- 
havior is the Lyapunov index [6]: 

KP\*)= lim—In 
#Vint) 

dP int 
(13) 

Consider in detail the behavior of the dynamic system 
in the bifurcation zone. In Fig. 4 plots Ps I Pmt versus 

the plot of which is shown in Fig. 5. This index char- 
acterizes a degree of exponential run away of neigh- 
bouring points. 

One distincts a bifurcation regime, where the Lyapunov 
index is always negative (it becomes equal to zero only 
at points of bifurcation), and a chaotic regime, where 
the majority of values Xare positive, what indicates the 
chaotic behavior. Such a behavior is interrupted with r- 
windows, where % < 0. 

CONCLUSIONS 

The carried out investigations show that in the general 
case availability of NE in the receiving-amplifying 
sections leads to losses. These ones depend on both 
nonlinearity nature and the input signal level. One can 
separate two characteristic zones connected with the 
single- and bimodal density of the a posteriori prob- 
ability distribution after NE. In the first zone, the more 
is the level of the input signal the less is the advantage 
of the AAA use (which decreases from 25...35 dB 
practically down to zero). In the second zone, the bi- 
modal distribution results in the algorithm instability 
and chaotic behavior of the system. 
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AN EFFICIENCY OF INTERFERENCE ADAPTIVE COMPENSATION 
IN MULTIPATH PROPAGATION OF RADIO WAVES 

L. Y. Komienko, O. A. Voitovich, V. P. Tischenko 

Kharkov Military University, Svoboda sq. 6, 
Kharkov, 310043, Ukraine,'telephone (0572) 329-845 

Adaptive antenna arrays usually function in radio wave 
multipath propagation, occurred, for example, due to 
reflection from local objects and underlaying surface. In 
frequency identity of microwave receiving channel 
paths the multipath effect is one of the most serious 
factors limiting the efficiency of interference compen- 
sation. The latter depends on correlation degree of 
direct and reflected interference radio waves [1] which 
is defined not only by the relation of interchannel time 
delay and correlation interval but by radio wave reflec- 
tion and reception conditions. 

The object of this report is to analyse the influence of 
interference radio waves reflected from underlaying 
surface on efficiency measures of interference one- 
channel autocompensator at small elevation angles, i.e., 
mirror reflection is the prevailing one. Reception con- 
ditions are simulated by giving directed properties and 
heights of antenna size of main and compensating 
channels, having identical relative passbands. 

Using the method of reflective treatment, we can obtain 
the following expression for the coefficient of narrow- 
band stationary interference suppression 

Ks I — %Qi 

(l + <7o)(l + 9i) 
(1) 

where 

2   |exp(-;coofo)sinCTB/Q +7| exp^c^ JsincrcB/^ + 
H = 

l+\T0\ +2Rer0 exp(-/2cD0T0)sinc27iBr0 

+7oexp(/cü0fo0 JsinotB^ +7,
0*7,

1 exp(/coo/Q)sincjiBfQ 

l+|7i| +2Re7i exp(-y2co0T1)sinc27d3t1 

(2) 

is the square of modules of interchannel interference 
correlation coefficient; 

9t 
NaAEif,2(e-®'M) 

A\ o+|r,|2 + 

+ 2 Re Tj exp( -y2co0-t,)sin C27IBT,) 

is interference/noise ratio in power at the outputs of 
main (/ = 0) and compensating (/ = 1) channels. 

In the given expression co0 = 2B/0, /0,B are average 
frequency and passband of receiving channels with 

effective areas AEi and normalized antenna pat- 

terns fi(&) oriented at angles ©M,©is an elevation 
angle of interference source; 

r, =*(©)/,(-©-©LI)//,(©--©M), 

where R(&) is a reflectivity factor; t, = -i is a 
c 

time delay of interference radio waves at the inputs of 
principal (;' = 0) and auxiliary (/ = 1) channels with 
heights of antenna phase centers rise A0 & fy, c is a 

velocity of light; —— is ratio of interference spectral 
Nw 

power densities and internal noise; 

fQ = to ~%h     fao = To +*h     sine* = sm^/. 

Under antenna phase center coincidence (h0=h{) and 

identical conditions of radio wave receiving (T0 =Ti) 

the value |p|  =1.  The complete correlation of direct 

and reflected radio waves is provided also with the help 
of narrowband, in space-time sense, systems for which 
the products of bandwidth by maximum interchannel 
delay time is much less than 1. For wideband systems 

|p|  -> 0. In real conditions 0<|p| <1. 

Let's consider the typical case when direct and hori- 
zontally reflected polarized interference radio waves are 
received by highly directive principal antenna on side- 
lobes with slowly decreasing envelope so that T0 » -1, 
and highly directive auxiliary antenna is oriented by 
maximum on interference source and reflected wave is 
received on sidelobes of the level of -13 dB. Then 
7i « -O.05. 

In Fig. 1 a-c the dependencies on the angle © of lim- 

iting suppression factor KLS=f =j, suppression 

l-|pf 

factor (1) and using energy Ku = — for relative 
(1 + %) 

spectral power density of direct interference wave, 
equal to 40 dB in the main input and 50 dB in the aux- 
iliary one the autocompensator are presented. Passband 
is 0,2%, hx = 15X.0, h0 = 20A.0 (curve 1) and h0 = 30X0 

(curve 2), X0 is the wave length corresponding to the 
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Fig. 1 

carrier. The 10 dB excess of direct wave interference 
power in auxiliary channel is due to using highly di- 
rective antenna. The dependence of K$ on © is of 
multilobe nature conditioned by the presence of zeros in 
interferential factor of the main antenna. In these di- 
rections frequency responses of principal and auxiliary 
(without marked dips in interferential factor) channels 
essentialy differ. The suppression factor is maximum in 

the directions close to the values of the main antenna 
interferential factor maximum at the carrier, since in 
these directions interference reception conditions by 
main and auxiliary channels are more identical. The 
change of antenna phase center separation weakly af- 
fects on maximum value Kis because in the consid- 

ered case the value of interchannel radio wave delay 
remains much less than the interference correlation 
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interval :K*-  in receiving channels. The increase 

k0 has resulted in dip number increase and position 

displacement of maxima and minima in K^/Q de- 

pendence. Ky-on-® dependence is of oscillating na- 
ture, angular positions of maxima and minima don't 
coincide with maxima and minima positions of K$. 

The value Ku has maximum values in directions corre- 
sponding to minimum values of K$ in those cases, 

when due to antiphase combination of direct and re- 
flected waves in principal channel the resulted power of 
interference oscillations becomes commensurable with 
Ks. As a whole, because of interference residual power 

increase, Ku decreases with 0 rise. So when 
0 = 8 + 10° Ku (0.2, that corresponds to reducing 
target detection range by 30 % with the given probabil- 
ity. 
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AN ADAPTIVE COMPENSATION OF PARTIALLY POLARIZED 
INTERFERENCES IN THE PRESENCE 
OF POLARIZATION DIFFERENCES IN A FREQUENCY BAND 

L. G. Korniyenko, F. F. Mysik, S. Y. Polyakov 

Kharkov Military University, sq. Svobody, 6, 
Kharkov, 310043, Ukraine, ph. (0572) 329-845 

The influence of the non-identities of the basic and 
supplementary channels' characteristics on the effi- 
ciency of self-balancing potentiometers (SBP) of inter- 
ferences explicitly enough is analysed in the literature, 
including the books [1, 2]. The interferences by virtue 
of one or other reasons [3] frequently are partially po- 
larized. The features of the adaptive compensation of 
interferences are studied in [3, 4]. In this paper [5] the 
influence of the polarization differences of antennas on 
the efficiency of the SBP is investigated, but the re- 
search is carried out in a narrow-band approximation. 
In the present paper the influence on a limiting sup- 
pression factor of one-channel SBP of polarization 
differences of antennas in a frequency band is studied. 

The marginal suppression factor KnP « 
-i-i 

HPT IS 

completely determined by an interchannel correlation 
p coefficient of oscillations in the basic and supple- 
mentary receiving channels. 

Recording responses in the outputs of the main antenna 
(MA) and supplementary antenna (SA) on the effect of 
the partially polarized interferences that are shown with 
respect to Stokes' theorem as a sum of completely po- 
larized (CP) and unpolarized (UP) components, after a 
series of transformations it is possible to obtain the 
following expression for the square module of the cor- 
relation coefficient 

p2(5> 
jex\{jw)\>£{&A 40.5(1 -THjP^cP, y*/f 

| »j^|2+0.5(1-7«) if\ n\^f+Q,X\-m)^f 
.0) 

where r is an interchannel lag of a flat partially polar- 
ized interference radio wave with a polarization degree 
m, decreasing with an orth direc- 

tion« ;VAi(«,/) = (Fe +nAiv) (1+lu^l2)"0'5, / = 0,1, 

is the polarization vector MA (/" = 0) and SA (/ = 1) on 

the frequency f with phasors ^/(w,/);0e,'<p) are the 

orths of a spherical coordinate system, 

%Ai(">f)= P-4/Pß is tlie polarization factor of coordi- 
nation of the antenna and an incident wave component 
with the polarization vector. The integrating in (1) is 
performed in limits f0-0,5rio ,fo+0,5rio], f0, IIo is the 

average frequency and the bandwidth of receiving 
channels. 

From (1) it follows that the compensation of interfer- 
ences (m = 1) is influenced by the degree of polariza- 
tion misalignment of antennas and the incident wave in 
the frequency band. For compensation of interferences 
(m = 0) it is important to ensure the identity of polari- 
zable — frequency characteristics (PFC) of antennas. 
In the narrow-band approximation for CP interferences 
p = 1 without regard for dependence on the polariza- 

tion ratio of antennas and the incident wave. For UP 
_     2 

interferences p ?A0?A1 the value is determined by 

the differences of polarizations of antennas at the me- 
dium frequency. SBP with orthogonally polarized an- 
tennas is unsuitable for suppression of UP interfer- 
ences. 

Usually, the polarization differences of SBP antennas 
are insignificant and consequently it is possible to put 

^/(/) = ^(/o)|exp[^/+'/(ö>-ß>o)]. where &.<i. 
respectively, phase shift on the average frequency and a 
difference of group lags of orthogonal components of 
the zth antenna. Substituting the ^,(/) values in (1) it 

is easy to obtain an analytical expression for p . 

Let the supplementary antenna on the average fre- 
quency have a circular polarization that is matched to 
the polarization of a CP interference component. The 
polarization differences of antennas on the average 
frequency are determined by the values p. = \HAO\ 

and 

% = \x -£0 . In the absence of these differences p = 1, 

£, - 0, and at x = 0 and 2 TITIO?:, < < 1 we have 

Ks = 101g(l + m) - 201g|fi -t0\ co 0 - 101g(TIo2/24fo2). 

Hence it follows that Ks decreases with the growth of 
the passband width, decreasing at m a change from 1 to 
0 by 3dB. At identical PFC ft = t0) the interference is 
completely suppressed. At co 0fi = -9.03 and co 0to= - 
6.73 (that corresponds to standard sizes of polarizers 
SA as a phasing section and MA as a system of parallel 
plates), and change n</fo from 0.01 up to 0.05 the val- 
ues of Ks for CP interference changes from 49.6 dB 
down to 35.6 dB. Thus, even the small differences of 
polarizations of antennas in the frequency band at (co - 
co o)/ co o = 0.05 elliptic coefficients rD0 = 0.709, r3l = 
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0.626), result in an noticeable weakening of SBP com- 
pensatory capabilities. The presence of polarization 
differences on the average frequency results in the 
further decrease of Ks, in particular, for its slightly 
polarized interferences. For example, at p. = 1, % =10° 

and rVfo = 0.05 for m = 1 the value Ks = 35.3, and for 
w = 0-Ks=21dB. 

In the presence of mismatching of phase centers of 
antennas the additional limiting factor for Ks becomes 
a value of interchannel lag of interferences oscillations 
that grows with the increase of angle of the fiat front in 
the incident wave. In Fig. 1. the charts of Ks vevsus 
angle 6 are shown at an interval between phase centers 
of antennas 10 X0, IVf, = 0.05, p. = 0.9 ^ = 10° for 

CP (m = 1) and UP (m = 0) in cases a) when antenna 
polarization does not depend on frequency (t0 - t\ = 0) 
curves 1, 1'; 6) PFC of antennas are identical 
(<üoti=fi>oto=-8,53) - curves 2,2 '; B) for considered 
types of polarizers curves 3, 3 '. If antenna polariza- 
tion does not depend on frequency, then for the CP of 
interferences the difference in polarizations at the mean 
frequency are unessential and 

Ks l-jsinc^n0r|' 

For UP interferences, the form of the law of polariza- 
tions change depending on frequency does not play a 
role, relevant is only the presence of polarization differ- 
ences, which for the curves 1 ', 2 ' are only at the mean 
frequency, and these differences are determining that is 
comtirmed by curve 3.' 

Kc.dB 
II 
11 
11 

K^ ;;     ^=09 

"r,  i=in0 

„_„!:::$   ILA  
 jj_ __*X\  

7          ^, 

g£^'"""          ^ ^-^"^ ^-ss 
10 5 

6, deqr 
10 15 

Fig. 1 

The presence of maxima for the curves 2 and 3 is ex- 
plained by that for the corresponding angles 6 there is 
a compensation of delays. 

In this area Ks is of greater importance, than under 
action of each of the factors separately. 

At G > 10° the main limiting factor is the interchannel 
delay, which, however, in its effect is commensurable 
with effect of polarization differences for interferences, 
(see the value of Ks for 8 = 0). Therefore effect of a 
cancellation of lags slightly influences on Ks under 
effect of UP interferences. 

Thus, the polarization - frequency differences of an- 
tennas represent severe factor limiting SBP efficiency, 
in particular, under effect of weakly polarized interfer- 
ences. It requires thorough analysis of PFC antennas, 
detection and removals of causes leading to in their 
differences. It is possible to apply the adaptive tuning of 
polarization of the supplementary antenna [5]. 

REFERENCES 

1. R. A. Monsingo, T.Y. Miller. Adaptive antenna 
aways. The introduction in the theory. Transl. 
from Engl.- M: Radio i svyaz, 1986.- 448 p. [in 
Russian]. 

1. Y. I. Losev, A. T. Berdnikov, E.Sh. Goihman, B.D. 
Sizov. Adaptive compensation of handicapes in 
communication channels. Under red. Y.I.Losev.- 
M: Radio i svyaz, 1988.- 208 p. [in Russian]. 

2. A. P. Rodionov,V.V. Popovskiy. The statistical 
theory of a polarization - temporary signal proc- 
essing and handicapes in communication circuits. 
M: Radio i svyaz , 1984.- 272 p. [in Russian]. 

3. L. G. Korniyenko, Y.A. Kolos. Adaptive antenna 
arrays with the controlled space-polarization char- 
acteristics under conditions of partially polarized 
waves. Antenny. N° 36.- M: 1989, Radio i svyaz, 
p.p. 12-23. 

4. L.G. Korniyenko, Y.A. Kolos. S.A. Maltsev Effi- 
ciency of suppression by the self-balancing potenti- 
ometer of partially - polarized radio waves in the 
presence of polarization distinctions of antennas of 
the basic and supplementary channels. Radio 
tekhnika i elektronika XXXIV, Jfe2 1989.p.p. 321- 
326 [in Russian]. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



284 
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ABSTRACT 

Adaptive antenna array communication system is con- 
sidered that receives phase-manipulated signal in a 
background of Gaussian interferences and internal 
noise. Reference signal is formed by nonlinear inertia- 
less transformation of the array output. It is shown that 
weight coefficients vector that minimizes mean square 
error between reference and output signals also pro- 
vides maximum of output signal-to-noise ratio (SNR). 
Statistical characteristics of adaptive array in stationary 
regime are investigated for different schemes of refer- 
ence signal forming. Theoretical results are confirmed 
by computer simulation. 

INTRODUCTION 

In many practical situations the design of adaptive 
antenna array for radio-communication systems is 
made difficult by the fact that the directions of arrival 
of useful signal and interferences are a priori unknown. 
Therefore to adjust antenna array weight coefficients, 
as a rule, algorithms are used that minimize the mean 
square error (MSE) between output signal and some 
reference ("desired") signal [1-4]. When there is no a 
priori known reference signal in the received message, 
a problem arises to find an optimal way to form the 
"desired" signal in the receiver [5, 6]. In the present 
paper we investigate statistical characteristics of re- 
ceiving phase-manipulated signals in adaptive array 
when different schemes of reference signal forming are 
used. It is shown that specific design of nonlinear ele- 
ment used to form reference signal does not influence 
on the output signal-to-noise ratio (the output SNR) of 
adaptive antenna array. By computer simulation the 
main statistical characteristics of adaptive array were 
investigated for different interference scenarios. The 
relationship between useful signal power, output SNR, 
error probabilities and input SNR are found. 

PROBLEM STATEMENT 
AND ANALYTICAL RESULTS 

A functional diagram of N-element narrow-band adap- 
tive array with independent reference signal forming is 
shown in Fig. 1. Assuming that a distance between 
array elements is of order half a wavelength and ne- 
glecting the delay of the signals envelopes and phases, 

we can write N-dimensional vector of complex ampli- 
tudes at the sensor elements outputs as a sum: 

j 

x(k) = s(k)S + £/, (£)%■ + r$), (1) 
i=i 

where s(k), fj(k) describe the time variations of the 

complex amplitudes of the signal and i-th interference; 
Jis a total number of interferences; ij(k) is the additive 

internal noise of antenna elements; S, ,• are wave- 

front vectors (phasor vectors) of the useful signal and i- 
th interference [1-4]. 

Xj»—y- 

x2*-+- 
y=WTx 

Adaptrve 
prccessor 

s^d-y 

Forming 
reference 

signal 

Fig. 1 

We assume that samples of interferences and noise at 
different instants are statistically mutually independent 
and have complex Gaussian distributions with zero 
mean values and mutual covariance functions of the 
form 

{f* (k)fi (*)) = AS,/. (C (*k (*)) = A,8»B, 

where   <%,   5m„   are Kronecker  delta  (i,! = l,J; 

m,n = TJJ); D„ is the internal noise power; D, is the 

power of i-th interference. The phase-manipulated 
signal of interest is described by the sequence 
s0(k) = ass(k), where as is a complex constant that 

characterizes the signal power (\s0(kj )-\as\ =DS. 

In each step s(k) with equal probability takes one of M 

values exp(j2m/M), «=0,M-1, that are uniformly 

distributed over the unit circle in complex plane. 
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The output signal of the adaptive array can be repre- 
sented as a sum of useful signal and interference-noise 
components: 

y(k) = WTx(k)^Ass(k) + ^k), (2) 

where W is a weight coefficients vector; " T" denotes 

transposition; As =asW
TS is an amplitude of useful 

signal     at     the     array     output;     a     sequence 
J 

t(*)='Lfi(f<Wr&i +WTfj(k) is a sum of Gaussian 
/=i 

interferences and noises. The useful signal power at the 

output   equals   Py=UJ   =DS WTS the   output 

power of interferences and noises is determined by 

variance of  £(/c),   i.e.   Pn =D% =W+R„W,  where 

R„ ^Djjl + 2_lDi'Fi Yj      is  the  spatial  covariance 

matrix of interferences and noise at the adaptive array 
input; I is identity matrix; "*" and "+" denote complex 
and Hermitian conjugation, respectively. 

As well known [2], the maximum of the SNR 
p = Ps jPn at the array output is obtained with weight 
vector 

m MSNR = CR:
1
S (3) 

where c is arbitrary complex nonzero coefficient. In 

this case pmax = p0 =DSS
TR~}S*. In the receiving 

array of radio-communication systems the directions of 
arrival of useful signal and interferences are usually a 
priori unknown, and therefore matrix R2 and phasor 

vector S are a priori undetermined. So it is impossible 
to apply the solution (3) directly. In practice to adjust 
weight coefficients the algorithms are used that mini- 
mize the MSE between the processed signal y(k) and 
reference signal d(k): 

J = (WTx(k)-d(kf\ = min. (4) 

Here angle brackets (...) denote an averaging over 

statistical ensemble of signals x(k). If the sequence 

s(k) is a priori known at receiver, then as the reference 

signal may be taken the sequence dQ(k) = s(k). In this 
case, as seen from equation (3), the optimal with re- 
spect to minimum MSE criterion the weight vector 

Wo-otä? =a]R;1S*/{l+pQ) (5) 

is also optimal with respect to maximum SNR criterion. 
In practice often s(k) is not known a priori, so the 
problem arise to form d(k) directly in the array. 

One of most known and applied in practice way to 
generate reference signal is nonlinear inertialess trans- 
formation of the antenna array output d(k) = g[y(k)]. 

In paper [5]  was shown,  that when the function 

J = \\y ~siy\ ) Ras a minimum at some W ■- W0, this 

weight vector WQ also provides maximum SNR at the 

adaptive array output, i.e. W0 can be represented as (3) 
for any nonlinear transformation d = g(y). 

COMPUTER SIMULATION RESULTS 

For adaptation of the adaptive array weight coefficients 
to the minimum of the quality functional (4) there was 
used standard gradient LMS algorithm [2,3]: 

W(k + l) = W(k)+^x*(kfd(k)-W T (*)x(jfcj|.    (6) 

Here p is the feedback gain. The reference signal 

d(k) was obtained in two ways. In the first case it was 
done by using the formula: 

dx (k) = exp(j2nn/M), cp„ < argj/fc) < cp„+1,   (7) 

where <p„ = n{ln - l)/M , n = 0,M -1; argy(£) is 

argument of complex number y(k). In the second case 
it was worked out as: 

d2(k) = y(k)/\y(k) = lirgy(k). (8) 

Detailed theoretical analysis of the algorithms (6), (7) 
or (6), (8), shows [6] that generated reference signal 
d{k) contains a component that is correlated with the 

useful signal s(k). Using this component the weight 

vector W adapts, forming maximum of the adaptive 
array pattern in direction of useful signal arrival and 
minimum of it. in directions of interferences. This 
causes, in its turn, a significant suppressing interfer- 
ences power at the array output and, therefore, leads to 
increase of correlation between d(k) and s(k). Besides 
it, nonlinear transformation of type (7) or (8) performs 
function of stabilizing weight coefficients in algorithm 
(6) preventing weight vector from becoming zero or 
infinite. 

Computer simulation was made for the antenna array 
that consists of four omnidirectional sensor elements 
located at the vertices of a square with half-wavelength 
diagonals. The useful phase-manipulated signal with 
four positions (M -4) of power Ds = 10 arrived from 

the direction of one of the diagonals of the square. The 
interference signal of power Dx = 10 arrived at the 

angle a = 60° to the direction of useful signal arrival. 
In addition, complex white noise of power D^ -1 was 

present in each antenna element. For adjusting weight 
coefficient vector there was used gradient adaptive 
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algorithm (6) with feedback gain p = 10 3 and initial 

value w(Q)={l,l,l,lf. 

6.4 - 

Fig. 2 

Fig. 2 depicts the curves of the output SNR p = Ps/Pn 

convergence to its stationary value on condition that in 
algorithm (6) there were applied the ideal reference 
signal d0(k)=s(k) (curve 0), the signals of type (7) 

(curve 1) and (8) (curve 2). 

Results of simulation that characterize interference 
suppression in stationary regime are presented in 
Fig. 3-5. In Fig. 3, 4 the steady state patterns of array 
are depicted. In Fig. 5 the relationships are shown 
between the output SNR p and the input ratio of in- 
terference power to useful signal power Dj/Ds with 

Dn =1, Ds= 10 for theoretically optimal solution (5) 

(curve 0) and for stationary weight vectors (6), (7) 
(curve 1). 

d   Interference Signal 

0                   /-—> 
-10  . 

\ ' 7 /^ X    /~\ //^ 
-21  - \\      f  \ If 
-32  . \  /                               1 
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Fig. 5. The output signal-to-noise ratio 
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INTRODUCTION 

It is well known that weight coefficients jitter in adap- 
tive arrays does not allow to obtain a theoretical limit of 
the quality criterion [1,2]. 

Sometimes the weight vector jitter phenomena is called 
a control-loop noise, because it is a consequence of 
using noisy gradient estimates [1]. In the real-time 
application, it is not feasible to smooth the gradient 
estimates sufficiently to remove the effect of weight 
fluctuations because of lack of time for smoothing. 
Note, that the adapted weight coefficients act as inte- 
grators. So accumulation of estimating error produces a 
weight vector valued random walk effect. The deviation 
of the weight vector sets up changes in the output sig- 
nal characteristics and directional pattern of the an- 
tenna [3]. 

Statistical analysis of weight jitter influence on the 
characteristics of adaptive systems is very complicated. 
Many authors studied weight jitter phenomena, using 
different assumption about statistical features of input 
signals and statistical dependence between input signal 
vector and weight vector [4-10]. 

As has been shown in papers [4, 5], for signals with 
uncorrelated samples the noise of weight coefficients 
always leads to increasing the output power in adaptive 
system. Conclusion about increasing of the adaptive 
antenna additional output power was obtained also in 
the works [1, 6] too, where theoretical analysis was 
carried out for adaptive antenna with continuous gradi- 
ent algorithms. 

Statistical analysis of weight vector jitter in the adap- 
tive array with gradient algorithms for the input signals 
with correlated samples was carried out in papers [7- 
10]. There it has been shown that an influence of 
weight coefficients fluctuations depends on value of 
coefficient of correlation between samples of input 
signals and can cause either increasing or decreasing 
("overcompensation") effect of the output signal power 
comparing with the case when signal is processed with 
an optimal, constant weight vector. 

Thus weight jitter influence on adaptive array charac- 
teristics is an equilibrium condition balanced between 
the gradient error, samples correlation and statistical 
dependence between weight vector and input signals. 

In this paper there are presented computer simulation 
results that are aimed to checking these theoretical 
conclusions of the article [10]. 

PROBLEM STATEMENT AND SOLUTION 

We consider N-element narrow-band antenna array 
with linear constraints on the radiation pattern. Dis- 
crete gradient algorithm for the weight vector W of the 
adaptive array is described by N-dimension vector 
equation [10, 11]: 

W(k+l)=Y{W{k)-ßX*{k)XT(k)W{k)}+Wq ,(1) 

where: X(k) - S(k) + \{k) is a vector of input signal 

that is a sum of useful signal S(k) and interference 

l(k) (<S(/l-)>=0,<i<7c)>=0); u is coefficient of 

adaptation; Wq is a vector of complex weight coeffi- 

cients that corresponds to "desired" radiation pattern 
with no interference at the environment. 

In Eq. (1) P = I-C(C+Cr'C+is a projection matrix 
(matrix filter in adaptive antenna control-loop), pro- 
viding the multiple linear constraints on spatial char- 
acteristics of the adaptive array; I is an identity matrix; 
C = [C],C2,...,Ct] is [NxL\- matrix of constraints, 

which columns are linear-independent vectors of con- 
straints C]; L is number of constraints; signs *, + and 

T denotes operations of complex conjugate, Hermitian's 
conjugate and transposition, respectively. 

We consider the narrow-band adaptive array with cor- 
relation matrix of the input signals of the form: 

RÄ(fc,k + 77) =< X'(k)XT (k + ri) >= R„rW , 

where r is a coefficient of correlation between samples 
of input signals, Rn is a spatial part of the correlation 
matrix of input signals. 

In [10] in assumption of small parameter \i and apply- 
ing the theory of perturbations, there was obtained an 
expression    for    the    power    of    output    signal 

<\Z\   >CT=< W1 (k)X(k) >CT taking into account 

the weight vector jitter phenomena: 
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<|Z|2 >cr = {l + i/.i-^-WRÄ)}<|z|2 >0.(2) 
2     \ — r 

The term <\zf >0 = WcTB.xxl¥CT is a power of signal 

in adaptive array output with constant stationary value 
WCT of the weight vector (without jitter). 

The second term in the formula (2) takes into account 
weight jitter phenomena. As seen from the theoretical 
formula, the output power depends on value of correla- 

tion coefficient r : at r<l/fi the power is increasing 

(misadjusment effect, [5]), and at r>l/S the power 
is decreasing ("overcompensation" effect). 

RESULTS OF COMPUTER SIMULATION 

In this section we present computer simulation results 
that illustrate the theoretical expression (2). 

There was considered seven-element narrow-band 
adaptive array with half-wavelength spacing, working 
with gradient algorithm (1) with the single linear con- 
straint (L = 1) on the radiation pattern. In this case 
matrix C has dimension [Nxl] and it is equal to 

C = C, = S*, where S is a phasor vector of a useful 

signal wave front: 

S = [7, exp{-jxsmds},..., exp{-j(N-l)xsin0s}]T . 

In the considered case projection matrix had a form: 

P = I-—C,C,+ . 
N 

It was assumed, that adaptive array received useful 
signal and interference with correlated samples. The 
input signals were formed by filtering two independent 
Gaussian "white" noise processes. It gave a possibility 
to obtain different coefficients correlation between 
samples of input signals. Angles of arrival of the useful 
signal and interference were equal to 0S = 0°; 9^ = 45°, 
respectively. The power of interference was taken 100 
times as much as a power of useful signal (20 dB). 
Power of the internal noise ("white" gaussian noise) in 
each adaptive array channel was taken equal to 0.1 (-10 
dB) of the useful signal power. 

To verify the formula (2) we made the comparison the 

theoretical value of M ^^-^(PR^-100% 
2     1-r 

with corresponding empirical characteristic 

<\Z\   >CT-<\Z\   >0 
M _ _M—y_—u—e.. 100%. 

<w '0 

sen equal to 2-103rx, where -rx is an auto correlation 
time of input signals ( measured in discrete time sam- 
ples). WCT served as initial weight coefficients, which 
was obtained by means of numerical iterative solution 
by Gauss-Zeidel method (with accuracy s = 10"10) of a 
stationary theoretical equation. 

In this investigation we are studied a transition from 
increasing of additional output power for signals with 
uncorrelated samples ("misadjasment effect", [5]) to 
quality different weight jitter phenomena, which leads 
to "overcompensation" effect. For this aim investigation 
of samples correlation influence of the input signals on 
the value of relative changing of the output power (M) 
was carried out. 

In Fig. 1 the value of M is plotted versus the r (coeffi- 
cient of correlation between input signals samples) for 
the case of adaptation coefficient jo. = 10"3 

-♦— theoiy 
-B— experiment 

The adaptive array output signal power was measured 
by means of time averaging the realization of output 
random process. The length of the realization was cho- 

Fig. 1 

From comparison of theoretical and experimental 
curves in the Fig. 1 it is seen, that weight vector jitter 
influence on the output power depends on the value of 
samples correlation of the input signals: at r< 0.735 
the output power of the signal is greater than the 
"minimum" power (power that was obtained without 
taking into account the weight vector jitter), at 
r> 0.735 there is an "overcompensation" effect, i.e. 
output power becomes less than "minimum" power. 
Some differences between theoretical and experimental 
data are stipulated by limited time of averaging at the 
obtaining of values "overcompensation" power and 
presence of noise in adaptive array channels. 

In Fig. 2 and Fig. 3 the theoretical and empirical values 
of M versus u, are plotted for two different values of r. 
From the Fig. 2 it is seen, that in the case of high sam- 
ples correlation of the input signals (r = 0.9) there is 
rather a good agreement of the theoretical and experi- 
mental results. Note, that "overcompensation" effect 
reduces weight jitter. Because of this, theory and com- 
puter simulation results coincide, when u. is rather 
large. In the case of uncorrelated samples (r = 0, Fig. 3) 
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the additional output power increases. It leads to in- 
creasing weight jitter intensity and the emergence of 
divergence between theory and experiment. It is neces- 
sary to stress, that formula (2) was obtained in the first 
Born's approximation. When p. is not small, Born's 
approximation is not applicable and it is necessary to 
use high order approximations. 

M, % 

-♦— theoiy , i=0.9 
-a—experiment, r=0.9 

Fig. 2 

0,00001        0,0001 0,001 0,01 

-theoiy, i=0 
-experiment, r=0 

Fig. 3 

The research carried out has confirmed outcomes of the 
theoretical analysis and has shown, that in adaptive 
array with gradient algorithms the weight coefficients 
jitter can lead to increasing the output signal power, as 
well as to its decreasing. 

The work was carried out under the support of the Rus- 
sian foundation of fundamental research (RFFI grants 
No. 97-02-16525, No. 96-15-96718) and International 
Association for the promotion of cooperation with the 
scientists from the New Independent States of the for- 
mer Soviet Union (INTAS grant No. 96-2352). 
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ABSTRACT 

A method of synthesis of adaptive antennas arrays 
(AAA) control algorithms, ensuring separation of inde- 
pendent non-Gaussian signals under conditions of a 
priory unknown spacing of signal sources and charac- 
teristics of antenna array (AA), is proposed. Algorithms 
have a low sensitivity to calculation errors, random 
fluctuations of amplitudes and phases of signals in the 
outputs of array elements and spatial evolutions of the 
object, were AAA is located. 

INTRODUCTION 

AAAs, providing separation of the signals with coin- 
ciding (close) carrier frequencies and varying with 
direction of arrival (DOA) may be used for the solution 
of many practical problems. In particular, in mobile 
telecommunication systems such AAAs enable one to 
realize a multiple access with a spatial separation of 
channels, supression of co-channel interference, etc. 
However, there are several serious problems of adaptive 
spatial separation (ASS) application in practice. The 
main one is connected with the development of blind 
ASS algorithms not employing model assumption about 
DOA of signals, AA structure and characteristics. 

The problem of blind ASS algorithms synthesis is the 
topic of discussion in many publications, such as [1-3]. 
Some of them are devoted to the special case of two- 
element AA, in the others restrictions are imposed on 
time structure of signals or AA characteristics. In addi- 
tion, known non-parametric ASS algorithms are extra 
sensitive to the number of samples, computation errors 
and other implementation restrictions. 

In the paper rather general criterion of separation is 
proposed and synthesized blind ASS algorithms are 
presented, ensuring signal/noise+interference ratio 
(SINR) in the given vicinity of potentially achievable 
values under conditions of various implementation 
restrictions. We used only weak assumptions on inde- 
pendence and non-Gausian nature of input signals. 

PROBLEM FORMULATION 

Consider M-elemental AAA of an arbitrary configura- 
tion receiving narrowband in space and time context 
signals against a Gaussian noise background. There- 
fore, disregarding mutual coupling effect of antennas, 

we shall present signals and noise in the outputs of 
antenna elements (AE) as M-dimensional vector 

x(t) = BSL(t)+N(t\ (1) 

where SL(t) = [s,(t) s2(t) ... sL(t)f is L-dimensional 

vector; S;(t) is a complex envelope of the i-th source 

signal; D = [F1 V2 ... VL ] is the (NxL) matrix; 

VK =[aliexp(y(pli) a2iexp(jc|>2i)...aMiexp(j<j>Mi)]T; 

ak; is a normalized complex gain of the k-th AE in the 

DOA of the i-th signal; <f>ki is a phase shift of the i-th 

signal at the k-th AE due to the space structure of AA 
relatively it is phase center point; 

A^fn^t) ... nM(t)]T is M-dimensional vector of 

thermal noise; T denotes the transposition. 

Assume that signals Si(t), ..., sL(t), emitted by spatial 
dispersed sources, are independent non-Gaussian ran- 
dom processes with symmetrical probability density 
functions, and the elements of noise vector 
n;(f), i = l,L, are joint Gaussian centralized random 
processes. Besides, we shall consider DOA of the sig- 
nals to be a priori unknown, and vectors Vx do not allow 
scalar paramertization such as F(9j.), where 6; is 

DOA of the i-th signal. 

Taking into account these restrictions, we shall decom- 
pose the problem of algorithms synthesis into two par- 
ticular tasks: 

Finding estimations V{ of each vector V\, i = 1,L . 

Constructing on the basis of VY estimations of separat- 
ing weight vectors (WV) satisfying condition 

n(H>;)>Tloi-AiliVFieGvi,i = LX (2) 

where W{ is SINR in the i-th output of AAA; Tjoi is 
potentially achievable SINR value; AT); is the admissi- 

ble decrease of SINR; Gvi = { V{ 11 Vx -VK || < 8vi J; 

Svi e R+; || • || denotes the Hermitian norm. 

SYNTHESIS OF ALGORITHMS 

Using (2), we shall formalize the first partial task as the 
problem of estimating the matrix D 
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D=/{*(t)} (3) 

where D is the estimate of D; X(t) is the input vector; 
f{-} is some operator, ensuring fulfilment of the condi- 
tion D+D = TP, where T is a diagonal matrix, P is the 
permutation matrix; "+" denotes the pseudo-inversion. 

It is easy to show that the energetic criteria, character- 
istic for correlation theory, can not be used for the so- 
lution of the problem (3). Actually, in correlation ap- 
proach any estimate can be obtained as a result of 
correlation    matrix     Rxx =E{X(t)X(t)H }analysis, 

where E{-} is the mean, H denotes Hermitian conjuga- 
tion. This matrix always can be reduced to a diagonal 
fonn, for instance BR^B" = T , where diagonalizing 

matrix B can be unitary. Consequently, 
Rxx = B'TB, R^ -BHT-'/2T-'/2B, i.e. with the 

accuracy up to a diagonal matrix Tm the diagonalizing 
matrix B is the square root of Rxx, and, as it is known 
decomposition R^ = R~1/2R~I/2 is not the single 

one [4]. 

Therefore, we shall denote y; = W-^X(t),i = l,L and 

use the theorem: 

Theorem 1. The necessary condition of mutual inde- 
pendence of signals in the output of AAA is the equal- 
ity to zero of all the cumulant functions, including 
more than one variable (mutual cumulant functions) of 

vector7 = [yi    ...   yL]\ 

The proof of theorem 1 is based on decomposition of 
natural     logarithms     of    characteristic     functions 

0Y(K) = E{exp(jFHY)}oyi([/i)=E{exPauryi)}, 
(where "*" denotes the complex conjugation) into 
Taylor series under condition of coefficients equality 
with corresponding powers. 

Note, that since according to the condition, the input 
signals ss(t), i = l,L, are mutually independent, so 
theorem 1 indeed determines the necessary conditions 
of the (3) solution. However, in practice we can not 
minimize all mutual cumulant functions of vector Y. 
So, taking into account the assumption of the symmetry 
of input signals probability density functions, we shall 
restrict ourselves by the minimum even value of cumu- 
lant function order and present the condition of matrix 
D finding as follows 

cum(y,,yj, yk, yf) = 0,   i,j, k, 1 = 1,L     ,(4) 

where cum( •, •,-,-) is a cumulant function of 4-th 

order; (i, j, k, l)g{i,j,k,l|i = j = k = 1}; 

ys = W^X(t); W; is the i-th column of matrix D+. 

Replacing cumulant functions with corresponding es- 
timations and solving the system of non-linear equa- 
tions (4), we can estimate the elements of D+ (a sepa- 
rating matrix). In this case matrix D can be defined as 

pseudo-inverse one D+ At the same time on the basis 
of [1] the solution of system of non-linear equations can 
be replaced with joint diagonalization of appropriately 
formed cumulant matrices. It is necessary to note, that 
such a substitution directly determines the elements of 
matrix D (the mixing matrix). 

Starting discussion of the second partial task we note, 
that the finding of separating WV is possible by various 
algorithms, for example, by projection algorithms [4] 

^oi=P1F„i = l,L 

where P, = B ffiji^ B? ■, 

(5) 

B, = p,   V2 Kx    VM    ...   v\ 

But algorithm (5) just as the one realizing criterium of 
SINR maximum Wi = ßRxxFi where ß is a normal- 

izing coefficient, RM is the estimate of correlation 

matrix Rxx , does not ensure satisfying of robustness 
condition. 

However, it is easy to show, that in case of projection 
WV (5) the limiting relation is valid 

lim#0i ==lim ßN(x.N(Rü -X(RZI +a) 
a-»o a->o \        v v (6) 

where   Ra=£Rjj;   R}i=V^;   ÖN(^NO)   - 

eigenvector, corresponding to maximum eigenvalue 

XNof matrix pencil R^ -X [Rzi +al) ; I is a unit 

matrix; a e R + . 

Taking into account (6) by analogy with [5] we shall 
present the robust algorithm of ASS as 

W,=Q (^ (F, {RU -XRZi})), i = TX,     (7) 

where   F, {^.TL^C)->SL;(C)   is some contracting 

operator;TLi(C) = {Rli-mH |R.. eGvi,UR+ }; 

SLi(C)={BERLN(C)||z(e(^Diax(B)),^oi)|^Yoi}; 

Z. (•, •) is a generalized angle between two vectors in 

complex Euclidian space; RLN (C) is a set of Hermi- 

tian non-negatively defined matrices; ß(^max(B)) is an 
eigenvector, corresponding to maximum eigenvalue of 
matrixB; yoi eR+ . 
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Replacing the task of contracting operator synthesis 
with the one of finding this operator's image in sub- 
space SL; (C), I B || F, where || B ||F denotes Frobenius 

matrix norm, and using results of [6], after not difficult 
considerations we conclude that algorithm satisfying 
condition (1) can be presented as 

W:=Q 

\> 

X ^Ai- Z^JAj 
j=l,j*i 

, i = l,L,     (8) 

J) 

\\" 

Pkl =Pik e]0...l]; XieR+. 

Eigenvector ß(?tmax(-)) can be found by traditional 
methods of linear algebra (Jakobi's, Hausholder's etc.). 
At the same time, algorithms (8) can be presented as 
globally converging recurrent procedures 

»#+l)=Pr W#) + uk mn, w 

where uk  is a step constant; Pr{} is a projector to 

unitary hypersphere. Matrices Aj and scalars 
Xj| included in algorithms (8), (9) are chosen on the 

basis of a minimax approach (maximum possible value 
of estimation error and maximum value of interference- 
to-noise ratio). 

MODELING RESULTS 

For illustration of robust algorithms ASS efficiency in 
Fig. 1 experimental dependencies of output SINR on the 
input signal-noise ratio are shown. When modeling we 
assumed that M=5, L=3. Taking into account an evi- 
dent AAA symmetry, we restrict ourselves by examin- 
ing only one AAA output (signal Si(t) is the one to be 
found, s2(t) and s3(t) are interferences). Moreover, we 
used the following assumptions on signal-interference 
conditions and AA characteristics: - AA is linear and 
equidistant, an inter-element distance is d=mi/2 (mi is 
a wavelength of s,(t)); - AEs are identical and non- 
interacting; - DO As of the signals s,(t), s2(t) and s3(t) 
are defined relatively to a normal to AA, 9, =30°, 

G2 =50°,03 =85°; carrier frequencies of all signals 

are equal; - input SINRs are 101g(P2/ajj) =20 dB (P,, 

P2 are powers of the second and the third signals, c^ is 

a dispersion of Gaussian noise. 

Vectors, characterizing signals spatial structure were 
estimated by solving a system of nonlinear equations 

(4) with the following errors: Sv, = 1 Vx -Vx II< 1.293, 

matrices Aj, A2, A3 and coefficients %1,'k2,'K3 were 

defined with 

AT)) =0.9 dB; 8vmax =1.3; 

max(101g(Pi/o2))  =40 m 

The dependence 1 (Fig. 1) corresponds to algorithm (9) 
and dependence 2 - to algorithm (5). For comparison in 
Fig. 1 the potentially achievable value of output SINR 
(dependence 3) is also shown. The dependencies (Fig. 
1) show, that efficiency of ASS, realized according to 
algorithm (9) is close to potentially achievable in rather 
wide class of signal-interference conditions and is 
weakly dependent on input SINR. 

40 
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S 30 
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I          1          1          1          ■          t     * 
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Fig. 1 

V, ■V2\\< 0.997, F3 -V3\\< 0.196.   Elements   of 
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The block diagrams of multiplicative antennas with nonredundant apertures of the Mills cross type using a combina- 
tion of autocompensation of interference and self-focusing modes are considered. The possibilities of application of 
such antennas in the direction finding of a radiation source (RS) are analyzed. It is shown that the combination of two 
mutually perpendicular adaptive linear antenna arrays can provide a correct evaluation of two angular coordinates. 

Recently in the theory and engineering of antenna ar- 
rays (AAs), there have appeared and are actively ad- 
vancing the adaptive methods of signal processing that 
enable one to increase essentially the angular resolution 
of the non-correlated radiation sources (RS) in com- 
parison with traditional methods of scanning by an AA 
beam and output power evaluation. By using these 
methods which are frequently called the "superresolu- 
tion" methods (Capon's method, thermal noise, MU- 
SIC, Root-music etc.), it is possible to determine angu- 
lar coordinates of RS in one plane ß (s) with high 
accuracy. For measuring the second angular coordinate 
of each RS, a highly directive scanning antenna can be 
used, but it requires much time, survey coordination, 
and does not solve the problem of a joint measurement 
of two angular coordinates because of a high probability 
of false bearings. 

Two main principles of constructing two-dimensional 
direction finder with false bearing elimination on the 
basis of linear adaptive AAs of the Mills cross type are 
analyzed. 

The Mills cross is a system with empty aperture. Here, 
the fact that, in a passive system, the pattern is deter- 
mined not by the aperture itself but by the autocorrela- 
tion of subapertures is used more completely. The Mills 
cross represents an example of nonredundant apertures 
realization in which the number of degrees of freedom 

is equal to N - N , where N is the number of receiving 
elements [2]. This is of great importance for adaptive 
systems of aperture processing. Taking into account 
that for optimum aperture processing of signals from 
each RS at the back-ground of others it is necessary tj 
have their number not greater than N - 1 (N - 1 is the 
number degrees of freedom of antenna array), the ad- 
vantage of application of antenna systems of the Mills 
cross type becomes obvious. 

It is also known that the Mills cross pattern is equiva- 
lent to a product of patterns of antenna arrays forming 
the cross by the voltage, i.e.: 

output * Pi (ft e)- F2*(j3, e) + F,% s)-F2 (ß, e),    (1) 

where    ^i(jß,e) and F2(jß,s) are the pattern's of arrays 

forming the Mills cross; * denotes the operation of the 
complex conjugation. 

In principle cross-shaped antennas can achieved the 
same accuracy of measurement as a plane one of the 
same dimensions [1]. 

In the first case, the principle of constructing a two- 
dimensional direction finder on the basis of multiplica- 
tion of signals by an adaptive linear AA with Capon's 
"superresolution" algorithm in the azimuthal plane and 
multibeam dynamic antenna in the elevation plane in 
correlation identification of two-dimensional bearings 
is proposed. 

The simplified block diagram of such a direction finder 
is given in Fig. 1. In Fig. 1, the new notation is intro- 
duced: DAA is the dynamic antenna array; LAAA is 
the linear adaptive AA with processing unit ensuring 
memorizing and restoring optimum azimuth gain- 
phase distribution (APD) on each RS by means of 
ranging their power; CC is the computer of coordi- 
nates; Ec is the electronic commutator; FP is the Fou- 
rier-processor; AD is the adaptive detector; CSEFB is 
the correlation system of elimination of false bearings; 
WR is the weight regulator. 

In briefly, we note the main moment in the operation of 
such a direction finder. The azimuth channel produces 
the information on all RS, and the priorities of their 
servicing. Then we find the weight coefficients Wt (ßi) 

and Wj\$j) corresponding to the pattern values of all 

RS in azimuthal plane, where 

A 

(2) 

(3) 

where Si(ßi) the vector of expected signals of the inter- 
fering rth RS from the z'th azimuth value; Sj (ß,) is the 
vector of expected signals of the yth RS under bearing 

A 

from the yth azimuth value,  <t>~    is the estimate of 
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reciprocal correlation matrix of interference in the 
azimuth direction-finding channel. 

It can be shown that in such a system the power at the 
correlator output is equal: 

routput (4) 
1=1 

where p, is the cross correlation coefficient. 

The expression (4) has global maxima in joint evalua- 
tion of angular coordinates. The excess of the threshold 
corresponding to the level of summary signal of the 
CSEFB channel at the expense of using a stringent 
limited can serve as a criterion of identification. 

n=S> 
S(t) 

D 
A 
A }=^JEC 
(e) 

X 
CSEFB 

X 
T 

M> LAAA -ß 

3 CC 

lüßi 

X 

I ÖWR 

AD-ß JfWj(ßj) 

Fig. 1. Phase-locked AA of a two-dimensional direction 
finder with the correlation identification 

The expression for the signal intensities of the RS un- 
der bearing at the background of all interfering RSs at 
the threshold device output has the form like follows: 

1 out.cor. 
H^[^2(ey)-l/Jy2]F/(ßy) 

"'    r i^, 
SH^^E^ + IEH.-F/^.) 

(5) 

/=i 

where F2{2.t) is the squared pattern of dynamic AA; k 
is the number corresponding to the direction of the 
pattern maximum; H, is the interference/noise ratio (of 
the interfering RS); H, is the signal/noise ratio (SNR) 
(of the RS under bearing); N is the number of antenna 
array elements. Thus the background level hindering 
the identification on each interfering RS is determined 
by the formula: 

*jfe(8,)-i/i4?fey)     (6) •"outbackgtound      m        , _^j »    v   ' 

1=1 1=1 

The relations (5), (6) enable one to estimate the identi- 
fication efficiency at any energy relation in channels. 
The application of such a scheme enable one to deter- 
mine unambiguously two-dimensional bearings on RS 

but this requires a correlation system of elimination of 
false bearing (CSEFB). 

Consider an antenna of the Mills cross type, which 
consists of two linear adaptive AAs normal to each 
other. The field polarization is the same for both AAs. 
In such a system, it is possible to define two angular 
coordinates of RS if one of AA's of the cross (the azi- 
muthal one) evaluates the RS azimuth on the basis of 
one of the algorithms of "superresolution" type and the 
elevation linear AA is a self-focusing antenna array 
(SFAA). 

The block diagram of such a system is given in Fig. 2. 
It's operation consists in the following. The azimuthal 
channel produces information on the position of all RSs 
and their priorities. The most powerful RS has the 
highest priority. Further, output signal of the azimuthal 
AA is fed to the main channel of the elevation SFAA as 
a reference signal Sp(t). Any signal received by the 
elements of elevation SFAA passes through the corre- 
sponding amplifiers Kl,..., Kn (with controlled ampli- 
fication factors and phases) and then enters the sum-. 
mator forming the output signal of the array Se(t). 
Further the output signal of the elevation AA Se(t) is 
compared to the reference one Sp(t), and the error sig- 
nal A(t) is fed to the input of the feedback system: the 
device of the weight coefficients control (DWCC), 
regulating the complex weights Kn. Any received sig- 
nal which is not presented in Sp(t) is perceived as an 
error signal and the feedback system regulates the 
weight coefficients to eliminate it from the output sig- 
nal. As a result the antenna pattern maximum is deter- 
mined in the direction of reference signal, and the pat- 
tern zeroes in other directions. The elevation adaptive 
AA is focused at the signal of the azimuthal channel. 
Removing this signal in a steady — state mode of APD 
at the DWCC output and subjecting it to a further proc- 
essing in the Fourier-processor (FP) and CC (computer 
of coordinates), we can obtain the RS elevation angle 
value from the given azimuth direction. The advantage 
of such a system is that it does not requite using a spe- 
cial scheme for measurement identification. The meas- 
urement coordination occurs automatically at the ex- 
pense of elevation SFAA properties. 

SNR at the output is determined by the following ex- 
pression: 

Q- 
■N-F2(u 

Pn     l + vs-N-(2 + vs-N)-h ■F2(u)\ 
(7) 

where vs is the signal power received by a signal ele- 
ment and expressed through the power of its own noise; 
F(tt) is the normalized antenna pattern; N is the num- 

2ft 
ber of elements; u = —d sinS. 

In the adaptation, the pattern width at half-power re- 
duces by a factor of 0.81 vsN, i.e. in proportion to the 
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received signal power. The more powerful signal, the 
greater the narrowing of main maximum. The main 
maximum sharpening increases the accuracy of deter- 
mining the signal arrival direction, i.e. the array direc- 
tion-finding ability. At large values of N, we can suppose, 

■t,      a, ■   t ,-.,->     sin0.5Nw      sinx with  sufficient  accuracy,   F(u) = ~ , 
Nsin(0.5u)      x 

Nu 
x = — and the zone width where the signal power 

exceeds the noise power x» J%+V>j) • For compari- 

son, JC«1.40 in the case of non-adaptive pattern [3]. 

y K„ 

S,(t) 

DWCC       «f- 

Y - Y 

FP 

1 
CC 

^P(t 
XOE 

LAAA-p 

£ 
£ WR 

ADß I 
W/ßj) 

Fig. 2. PAA of a two-dimensional direction finder 
with a self-focusing 

Consider now the possibility of application of an an- 
tenna of the Mills cross type in multipositional system. 

The usage, in one of the receiving stations of a mul- 
tipositional antenna system of the Mills cross type con- 
sisting of two SFAAs enable one to implement joint 
measurement of two coordinates and to assure auto- 
matical survey coordination in the angular coordinates 
by diversity receiving station. In Fig. 3, a diagram in 
which every subsystem of the Mills cross is SFAA is 
represented. As a reference signal for the cross subar- 
rays, a LAAA signal from one of the receiving stations 
evaluating the azimuth of all RS using one of the "su- 
perresolution" algorithms, their ranging and assuring 
the memorizing and restoration of the optimum azi- 
muth APD on each RS under bearing is used. The con- 
stant delays by 2xb are introduced in order to compen- 
sate the delay. The cross SFAA is focused at the signal 
of RS for which the delay is compensated in the line of 
changing delay and it is extracted at simultaneous sup- 
pression of the interfering RS oscillation. Thus, an 
automatic coordination of space survey is realized. In 
the direction of this RS the pattern maximum is deter- 

mined and in the other interfering RSs, the pattern gaps 
are formed. By removing them in the steady-state of 
APD from the subarrays and subjecting to further proc- 
essing in FP and CC, it is possible to determine the 
angular coordinates of the selected RS (s,ß) from the 
removed unit (RU). Besides, if in one of the processing 
units the oscillation difference is to be measured, i. e. 
Use a goniometrical-difference-distance measuring 
technique, it is possible to calculate the RS coordinates, 
and a redundant measurements presence will result in a 
higher accuracy of coordinate determination [4]. 

R.St. 

Y - Y 
LAAA-P 

2    N.  T 

TV 
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ADß I \Vj(ßj) 
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HÄ K„ 

RU 

Ss(t) 
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> 
FP CC 

HM-rK 

H& K„ n 
Sp(t) 

5- — e 

Xop 

SL 
FP CC 

(ßj 
DWCC      <r 

Fig. 3. Multidimensional direction finder in a diversity 
reception system 

In Fig. 4, the results of PAA operation simulation of 
two-dimensional direction finder with CSEFB are pre- 
sented. From Fig. 4, it is seen that when changing the 
azimuthal position of the RS under bearing (in the left 
part of the graph) we have a steady estimate of its an- 
gular position. At coincidence of azimuth directions of 
the RS under bearing and the interfering one, a coordi- 
nate measurement of two RSs is assured. The model is 
developed for two AAs consisting of 8 elements and 
two RSs. 
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The results of experimental investigations are presented 
in Fig. 5. Here a new notation is introduced: A is the 
initial pattern of linear adaptive AA of the Mills cross 
type; B is the pattern restored in APD on the basis of 
the Caypon algorithm; C is the focused pattern of linear 
adaptive AA. The arrows show the directions to the 
interfering RSs. The double arrows show the directions 
to RS under bearing. RS power values (counting from 
left to right) are respectively: 20, 10, 20, 10, 10, 20 dB. 
As it is seen from Fig. 5, the maxima of restored and 
focused patterns have one global maximum in the di- 
rection to RS under bearing while in the direction of 
the other five interfering RSs the pattern zeroes (gaps) 
are formed. 

Fig. 4 

Fig. 5 

Thus, the construction of two-dimensional direction 
finders based on adaptive AAs with nonredundant 
apertures of the Mills cross type ensures one-to-one 
measurement of the RS angular coordinates. The use of 
SFAA in the Mills cross structure in the case of a mul- 
tipositional reception enable one to determine unambi- 
guously the angular coordinates of RS in automatic 
space survey. 
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METHOD AND ALGORITHMS OF PAA RP SYNTHESIS ADAPTIVE TO ITS 
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Algorithms of PAA adaptation for technical conditions 
and algorithms of self focusing under failure of a part 
of the beam control system (BCS) executive elements or 
under non-excitation of a number of channels become 
low-efficient. The reason is that the restoration of the 
calculated (non-disturbed) amplitude-phase distribution 
(APD) in the rest of the controlled channels doesn't 
mean achieving the aims of adaptation for the integral 
criteria, for example, scattering coefficient minimum. 

In the case, when the array has uncontrolled or non- 
excited channels, the APD synthesis problem is to be 
solved for a remained serviceable part of the array in 
order to provide significantly more improved values of 
the chosen array qualitative indices than of the array 
with failures under calculated APD. 

The aim of this paper is to consider the method and 
algorithms of such, a APD synthesis problem solution in 
the real time. 

The idea of the offered method consists in the follow- 
ing. Within the regime of the functional control of the 
radio technical system (RTS) with PAA one of the 
diagnostics algorithms defines non-excited and uncon- 
trolled channels. This information is stored and used 
for PAA modeling and APD in it under the action of 
the standard control signals on the BCS executive ele- 
ments calculated for the array phasing in the given 
direction. The adaptive synthesis, i.e. the APD adapta- 
tion for the failures appeared in the array (which can 
not be overcome by electrical methods), is implemented 
not for the array itself but for its mathematical model 
used in the BCS. 

Such traditional indices as attainment of directive gain 
(DG) maximum, scattering coefficient minimum or 
some others can be chosen as the model adaptation 
criteria. Application of the depth of nulls, being re- 
stored in the directions corresponding to the non- 
disturbed APD, to the RP adaptive synthesis as the 
quality criterion is new in the offered method. At first it 
is merely an intuitive premise, later on it was com- 
pletely verified by the simulation, modeling the synthe- 
sis process. 

The following can be used as the model adaptation 
algorithms when realizing the synthesis: 

the gradient adaptation algorithms by the criterion of 
attaining maximum (minimum) of the chosen array 
quality index; 

the algorithms of nulls formation in the direction of 
nulls of the calculated (ideal) RP. 

The paper presents the results of the tests of both types 
of the algorithms for the simulation models. 

Fig. 1 shows RP Fa(g) (a solid line) obtained as a result 
of adaptation of the phase distribution by the criterion 
of attaining the DG maximum in the eight-channel 
Dolph-Chebyshev array. Here and in the other figures 
the ideal RP F0(g) are shown with dashed lines and RP 
F(g) are shown with dotted lines corresponding to the 
APD before the adaptation (for Fig. 1 two channels 
"set" by the phase by ± 0.5 rad, for the rest the com- 
pensated distortions with a standard deviation (SD) 
amounted to 0.2 rad). 

Figs. 2 and 3 show the results of the adaptive synthesis 
when forming the difference RP in 16-elemental 
(Fig. 2) and 32-elemental (Fig. 3) arrays by the algo- 
rithms forming the gaps in the nulls direction of the 
ideal RP: in the 16 channel array - by the algorithm 
based on defining the coefficients of the spatial spec- 
trum of the APD forming the gaps only in the places of 
even nulls of the ideal RP, in the 32 channel array - by 
the algorithm of the direct inversion of the correlation 
matrix, that forms the gaps in the direction of all nulls 
of the ideal RP. 

The initial APD for both arrays are characterized by a 
faulty state of 25 % of the channels (lack of excitation 
in 15 - 20 % of the channels plus uncontrolled state by 
phase in 5... 10 % of the channels). In the controlled 
channels the distortions of the APD with SD are within 
0.2. 

The results of statistical tests of the indicated types of 
algorithms carried out by the authors allow to formulate 
recommendations for their application when solving 
the adaptive synthesis problems: 
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3.14 

depth of the gaps being formed by the adaptive algo- 
rithm decreases noticeably. 

Fig. 1 
Fig. 3 

-10 

Fa(g) 

F(g)    -20 

Fo(g) 

-30 

-40. 

-3- 
-2-fc A 

r    x\ /        V 
\ 

Aj I i 1      / ' 

1%M ■ 
i 
i 

• VI' 
# i 

,lj. 

i! ' 

ill 

i 

i 
i 

1.14     -0.57 0.57       1.14 

Fig. 2 

tlie gradient algorithms of synthesis of phase distribu- 
tion, ensuring the maximum DG, function successfully 
in arbitrary combinations of the phase shifter (PS) 
failures in 25% of the array elements. An appreciable 
deterioration in adaptation (as compared to the algo- 
rithms of gaps formation in the RP) is observed when 
part of channels is not excited. The reason is in the 
absence of possibilities to change the amplitude distri- 
bution; 

the synthesis algoritlims based on the nulls restoration 
operate successfully with arbitrary combinations of the 
PC failures and the non-excited channels (up to 20 %). 
An appreciable deterioration in adaptation is observed 
in the presence of the APD distortions in the controlled 
channels as well. The reason is that in this case the 

The influence of APD distortions over the whole aper- 
ture manifests itself. But this shortage is easily remov- 
able by the successive application of two algorithms: 
first, the adaptation for the distorted APD and then the 
nulls restoration of the ideal RP. 

In conclusion it should be noted, that going to the syn- 
thesis on the array model makes the synthesis results 
precision dependent on the diagnostics precision and on 
the used array model precision. But these shortages can 
be overcome by making the requirements to the diag- 
nostics precision and the array model precision more 
rigid. 

The arguments in favour of going to the synthesis on 
the array model are as follows: 

the adaptation time doesn't depend neither on the inten- 
sity of received signals nor on PS inertiality but on the 
processors speed; 

the procedures of diagnostics and synthesis through the 
array adaptation can be realized in the regime of the 
RTS control and in the process of the main operation it 
remains only to recover the results of the adaptation 
from the memory. 

In the RTS with a limited number of the RPs being 
formed (for example, in the surveillance raiders) it 
allows to carry out adaptation for every new array 
phasing in the real time. 
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RADIATION OF THE MULTI-MODE SLOTTED RADIATOR 

V. Antyfeev, A. Borsov, A. Sokolov 

Moscow, Russia 

Usage of the multi-mode slotted radiator (MSR) as 
discrete radiators of multi-element uniform linear ar- 
rays is offered the exterior is adduced in a Fig. 1. MSR 
having a relative simplicity of a design provides a ca- 
pability of forming of the funnel-shaped polar pattern 
(PP). 

Fig. 1. The multi-mode slotted radiator 

The offered equivalent circuit of MSR (Fig. 2) com- 
pletely describes its impedance properties. The calcula- 
tion of parameters of an equivalent circuit and radiator 
PP requires consideration of a number of internal and 
external problems of an electrodynamics having essen- 
tial differences. In accordance with fact, it is possible 
practically in any case to present the solutions of the 
Maxwell equations determining an electromagnetic 
field in closed area, by decompositions on eigenwaves, 
for which the discrete spectrum of eigenvalues is char- 
acteristic. In a case of unlimited area the spectrum of 
eigenvalues becomes continuous. 

Fig. 2. The equivalent circuit 
of the multi-mode slotted radiator 

It was routined, that for PP definition of the MSR 
whose aperture is excited by a combination of waves 
such as #30 and H10, and also for calculation of their 
reflectance's, it is necessary to consider a problem of 
the aperture's radiation excited generally by a wave 
such as i?po (wherep - 1, 3, 5... - any odd number) [1]. 

Opposite to closures, which all characterized by the 
discrete spectrum of eigenwaves, the representation of a 
field in unlimited transversal area assume an air of a 
continuous spectrum and is described by a Fourier 
integral by the solution of a bivariate wave equation in 
open area: 

1   °° 
cp(x,z) =—  J(|>(a)exp(-y'ou:)exp(-'pc)fifoc 

— 00 

Where  4>(«)is spectral amplitude of a plane wave; 

■ = &■ 

The definition of <t>(a) -function is the basic moment in 
problems of finding out of a radiation field in open 
areas. The analysis of modification of the generalized 
wave-guide frame with a triple bifurcation [1], in which 
the dimension L-» oo, has allowed to determine (j)-value 
in an obvious view. In particular, for frame without 
dielectric filling: 

• • sin 9 : 
'2itkp 

 LJy)-L(-k cosQ) 

(-k cosQ+ jypa)-J(jypa+k)-(k-k cosQJ 
(1) 

xexp J 
\  - 

kp- P* exp - /—smO J 2 '       ' 
&p —>oo 

Where  8   is equatorial angle,   y»a=J —    -k„ , 

271 

A. 

T/ \     i      ka jaa 
£(aK/cosTexp _ 

pa 

] ka     J 2 

texp J3±yJ«-Y 
2% n 

J      M=l 

1 + - 
n 

exp 
f .eta 
\J—r 

na J M7C 

These ratios allows to calculate PP of the MSR aper- 
ture's radiation, which is excited by wave such as Hf0 

(where p is an odd index), and to calculate amplitude 
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Fig. 2. 
Experimental (1) and computational (2) PP of MSR (L = 2AX, a = 0.65X) 

and phase reflectances and transformations of waves in 
aperture. In process of calculation of parameters of the 
equivalent circuit of the multi-mode slotted radiator 
excited by a combination of waves such as H30 and H\Q 

it is necessary to consider not only complex reflectances 
of this type of waves, but also transformation ratios of a 
//30-wave into i710-wave and /f]0-wave into 7730-wave, 
which can propagate in A-area. 

The results of calculations of relations of amplitudes 
and phases of reflectances depending on the length of 
aperture are adduced. The analysis of the obtained 
results has shown, that firstly, the amplitudes of reflec- 
tances descend faster with increase of length of aperture 
and at A = 2.0 + 2.4X — are insignificant, and sec- 
ondly, the transformation ratios on the value in a num- 
ber of cases surpass reflectances. At filling of aperture 
of a slot by the dielectric with low values of a permit- 
tivity s = 1.2 ... 2.4, some increase of values of aper- 
ture's reflectances is observed. Thus the filling by the 
dielectric has a bit influence on the PP shape. 

The obtained results are in good compliance with con- 
clusions of [2-3], in which the problems of radiation of 
the open end of flat hollow waveguide and those one 
with dielectric filling were considered. With the pur- 
pose of check of theoretical outcomes the experimental 
researches of multi-mode slotted radiators made from 
the standard waveguide of 3.4x7.2 mm cross-section, 
which dwarfed broad wall has transversal rectangular 
narrow cutted slots of length 0.65 and 0.75X. The 
changeable nozzles have allowed the change of length 
of a beaming slot stepwise from 1.8 up to 2AX. 

As an example, funnel-shaped PP of the multi-mode 
slotted radiator with L = 2 AX, a = 0.65X, obtained as a 
result of measurements, is adduced in a Fig. 2. For 
matching experimental sector PP (1) and computational 
PP (2) is adduced. It is clear that the good identity of 
theoretical and experimental result takes place, but at 
some values of the sizes a and L more essential differ- 
ences were observed, depending on inaccuracies of 
manufacturing and assembly of the radiator. 
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SMALL-SIZED DIELECTRIC SPLIT ANTENNA 
OF ROUND CROSS-SECTION 

V. Antyfcev, A. Borsov, A, Sokolov 

Moscow, Russia 

The main imperfection of dielectric antennas marked in 
large length of a dielectric rod becomes an essential 
obstacle of use of these antennas as quality weak- 
directional independent antennas and as units of com- 
plex antenna arrays. So in 8 mm wave band length of 
dielectric rod indispensable for forming of the direc- 
tional PP having width 25-30° on a half-power level, 
approximately will make of 5-6 wavelengths, i.e. 40- 
50 mm, and the design requirements admit length of a 
protuberance no more than 12-15 mm (1.5-1.9X). 

Therefore, the problem of substantial improvement of 
directional properties of a dielectric rod feel a rather 
actual, that will allow to use for forming of PP in width 
25-30° at a level of lateral radiation not superior 18- 
20 dB, dielectric antennas of length no more than 2X. 

For improvement of directional properties of short 
dielectric antennas excited by the basic wave, usage of a 
flat metal insel into a dielectric rod from the waveguide 
aperture to the end of a rod is offered (Fig. 1). 

1 - waveguide 
2-conducting layer 
3 - dielectric 

Fig. 1. Dielectric split antenna 

As tiie conducted researches have shown [1], for the 
description of emitting properties of short dielectric 
antennas having round cross-section and excited by 
wave such as Hn, it is possible to take advantage of a 
method of equivalent surface currents if to enter a cor- 
recting factor into expression for a field pattern 
lengthwise of dielectric rod. Pursuant to this method 
components of electrical fields of radiation of a dielec- 
tric split antenna having round cross-section and ex- 
cited by 77ii -wave in spherical coordinate system is 
possible to obtain as: 

EQ =~\jk{nz -cose)]-y1(t1po)-/io-/2o. 
Po 

E$=Eo-h ••A(&iPo)-Ao'/20- 

Here p0 is radius of dielectric rod, Ji (ki, p0) — Bes- 
selian function of the first kind and of the first order, E0 

— scale factor. The integral multiplicands I\0, Iw' and 
h, determining directional properties of the antenna, 
are determined by a kind of a correcting function ro(z), 
which one in pursuant to [1] is selected as: 

©(z) = rf+(l-</)sinf^l. 

Then, the integral multiplicands can be presented as: 

00 

ho =J0(kp0smQ)- ^{/2u(
/rPosine)x 

usin(2v(())+cos 2v( N> + 
71 

v2-l 
+ ;'-72U-l(^P0sine)> 

x2 

2(2v-l)cos[(2v-l)t»]+2sin[(2v-lX't) + 7c/4)] 
(2v-3X2v + l) 

00 

/ io =J0(kposinB)+'^i{/2V(kp0smB)x 

vrin[2v(»+^/4)]Cos(^)+//       ^ sine) 

v   -1 

(2 v - l)cos[(2v -1)(4>+71 / 4)]+2 sin[(2v - l^j 
(2v-3)(2v+l) 

'20 

sin 

Id 
7t fl-d} 
2 {  d  ) 

•cos —(MZ -cose) 

2 

L   ©2" .2 
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//-plane 
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Fig. 2. 
PP of dielectric split antennas having length 2.0% and diameter 0.92X and er - 2.6, 

obtained by theoretical and experimental methods 

The analysis of factors Ao, ho" and h has shown, that 
first and second one take into account the contribution 
into PP the allocation of a field pattern lengthwise of 
rod, and h — on its cross-section. Improvement of an 
aerial directivity is reached by introduction of a thin 
conducting stratum on a shaft axle in parallel to E- 
vector. The increase of ez without changing of cross- 
sectional dimensions and dielectric constant of a rod 
also results in increase of a directivity of the dielectric 
antenna and in H and E- planes. 

The value of variable sz («z) was determined as the 
solution of a transcendental secular equation. Then the 
expressions for factors 7]0, ho' and h can be presented 
as series which convergence provide a behavior of Bes- 
selian functions at small values of real argument and 
descending of each member of a series with increase of 
an index. 

Limiting by consideration of 10 members of a series, 
PP of dielectric split antennas having length 1.61; 2.0Ä.; 
2 AX and diameter 0.92X and Sr= 2.6 were calculated at 
values of parameters sz= 1.31 and </ = 1.0 in//-plane (<(» 
= 7r/2) and /-plane ($ = 0). PP calculated were com- 
pared to experimental data of measurement of direc- 
tional properties of antennas of the same geometrical 
sizes, which one have shown good conformity by cor- 
rect selection ez and d. In a Fig. 2 PP of dielectric an- 
tennas having length 2.OX and diameter 0.92X and s,. = 
2,6 obtained by means of theoretical and experimental 
method are shown. 
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The EMSAT network is a new pan European mobile 
telephone/fax/data/messaging service offered by Eutel- 
sat using the EMS payload on the Italsat F2 GEO sat- 
ellite at 16.4 E and the equipment developed for the 
Optus network in Australia. It is designed primarily for 
professional applications such as fleet management 
involving either land transports or commercial fishing 
boats. 

As part of the acceptance testing of the EMSAT serv- 
ices, our efforts have included selecting and testing 
those components best suited for operation in Europe. 
Of all components, mobile antennas have proven to be 
the most critical. Because mobile antennas only offer 
moderate gains, the network operates in a power lim- 
ited mode. The satellite L-band power has to be ad- 
justed to compensate for each mobile's antenna per- 
formance, using only as much as is necessary to 
guarantee a good quality of service. This power adjust- 
ment is in fact done on a call be call basis, using the 
last known location of the mobile to also compensate 
for edge of coverage roll off. The gains of the mobile 
antennas therefore determine network capacity. To be 
fair, either the call charge should factor in the specific 
gain of each antenna or all antennas should have 
roughly similar gains which would then exclude a mix 
of omnidirectional and directional antennas. 

But achieving an adequate gain over a large range of 
satellite elevations is not the only criterion. There are 
many other criteria that are important but often dis- 
counted: 

- physical characteristics (size and weight) 

- ease of installation in view of masking at low eleva- 
tion angles 

- manual vs. automatic antenna adjustment and the risk 
of erroneous or forgotten adjustments 

- automatic antenna type reporting for satellite power 
adjustment 

- coupling of position reporting with power manage- 
ment 

- time to acquire and, more importantly, time to reac- 
quire after an obstacle, 

- quality of the tracking algorithm particularly for 2 
and 3 axis antennas and the risk of false locks, 

- mechanical vs. electronic dithering 

- autonomous versus externally controlled pointing and 
the impact of voice activation on antenna pointing, 

- resistance to severe environments particularly at sea, 
including the choice of sealed vs. unsealed antennas, 

- and last but not least, the cost of the resulting an- 
tenna. 

Using examples from actual testing, we shall examine 
the alternatives which we explored to arrive at a good 
mix of antennas. 
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There have been several stages in development of the 
horn antennae (HA). The initial period was character- 
ized by employing straight HA. The antennae of this 
type are still used nowadays. They were followed by 
stepped-shape horns. Another type of horn was that 
with corrugated walls. As compared with similar flat- 
wall antennae these horns should be preferred for being 
able to provide symmetrical circular space patterns and 
practically stable main-lobe width even when the oper- 
ating frequency changes two-fold. Also, their beam 
patterns practically do not have back or side lobes. 
And, finally, at the next stage, the employment of horns 
of curved configuration came into practice. 

Consider the publications on general theoretical prob- 
lems. [1] discusses the horn with a rounded flange, 
which facilitates the analysis of the boundary effects. 
Suggested in [2] is the method of calculating the horn 
beam pattern in plane E by making use of the Som- 
merfeld-Pauli conception of diffraction. The author of 
the work notes a satisfacting matching of the results of 
the analysis with experimental data. But the author's 
reference to thin and thick-wall horn radiators is hardly 
acceptable, as the thickness of the horn walls has no 
effect on the antenna pattern. In this case it is a matter 
of how wide is the edge of the horn aperture flange. An 
importance of the research is narrowed as the author 
discusses only the simplest class of straight horn antennae. 

Fig. 1 

It is assumed hereinafter that the shape generating 
elements of various types of horn antenna are described 
in terms of different mathematical functions. 

The horn antennae and the waveguide coupling are of 
interest not only as the most common elements of mi- 
crowave band systems. They are used as well to solve 
some related problems as regards the field structure and 
horn configuration design. Therefore the conclusions 
and data obtained for a certain device are used, where 
possible, for similar devices. It should be noted, how- 
ever, that the horn antennae and waveguide adapters 
are for different purpose (hence tolerances, dimensions, 
etc.), which certainly leads to substantial differences in 
calculating specific equipment. 

In this scientific work a six-step horn antenna was 
investigated. Its inlet and outlet dimensions are 90x45 
mm and 368x394 mm respectively which, in terms of 
wavelengths, corresponds to 0.9010x0.45^0 and 
3.68Ao x3.24A0 where X0 = 100 mm. Maximum per- 
missible mismatch factor \r\n, ax = 0.07. The pyramidal 
horn was made of dielectric (foam plastic, n = 1.14) 
with metallized side surface. The stepped horn input 
was flange-coupled with the feeding waveguide. The 
cross-section of the first step of the horn was equal to 
that of the feeding waveguide, which was excited by an 
SHF oscillator via coaxial cable. The cross-sections and 
lengths of the subsequent steps provided matching with 
the proceeding steps. A general view of this stepped 
horn is shown in Fig. 1 and its design is shown in Fig. 
2. Method of calculation from [3] was used. The ex- 
perimental investigations of stepped radiator beam 
patterns were carried out in 5.5x7.5 m room on a test 
bed, and the measurements was recorded by a strip- 
chart recorder. To reduce the reflections inside the 
room, a part of the wall surfaces was covered with 
absorbing material. 

The receiving and transmitting antennas were placed at 
a height of 2 m above the floor and at a distance equal 
to 3.5 m each from the other. The investigated horn 
antenna was operating as a receiver. 

The source of HF oscillations was an oscillator with a 
klystron. The oscillator was coupled with the feeder by 
means of a simplified oscillator section. The klystron 
was modulated by rectangular pulse having relative 
pulse duration of 1:2 and pulse-recurrence rate 
F= 1000 Hz. 

Via absorptive attenuators and a matching device, HF 
oscillations were supplied to the transmitting antenna 
and radiated in the direction of the investigated an- 
tenna. A pyramidal HA from the field intensity meter 
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set was used as transmitting antenna. The high direc- 
tivity (26 = 20°) of the transmitting antenna provided 
almost complete elimination of the reflections from the 
room walls. A non-uniformity of the field amplitude 
along the flare of the investigated HA totaled less than 
2 % w.r.t. power, and a non-uniformity of the phase - 
less than 15 % which ensured a sufficient accuracy of 
measurements for the considered problem. The trans- 
mitting antenna-feeder system was mounted on a rotary 
stand which allowed to change the polarization of ra- 
diation through 90° to obtain beam patterns in electri- 
cal and magnetic planes by turning the whole system 
about the longitudinal axis. 

The operating wavelength was measured with a wave 
meter. The coaxial cable connecting the system with 
the wave meter was used also to periodically connect to 
the system power meter employed for amplitude cali- 
bration of the indicator. 

The HA under investigation was rotated in the hori- 
zontal plane through a rotation gear arranged on the 
bench. The antenna was coupled with the detachable 
curved waveguide section by means of a rotary joint. 
The dimensions of the section were selected so that the 
receiving and transmitting antennae were at the same 
level and the center of the receiving antenna aperture 
(being close to its conventional phase center) was lo- 
cated on the axis of rotation. To measure the beam 
pattern in the electrical plane a bent section was used, 
with its vertical portion being twisted along the axis at 
an angle equal to 90°. 

s 
 1 i-    148 

t 

Fig. 2 

Fig. 3 presents also the beam patterns of a Pyramidal 
stepped horn (solid curves) and that for a straight horn 
with similar aperture and |r|niax (dash curves) in a mag- 
netic plane for intermediate frequencies of the operat- 
ing frequency range. 
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Fig. 3 

It follows from the graphs that in the H-plane the py- 
ramidal stepped horn has a wider flattop pattern than a 
HA with straight generants. It can be also easily noticed 
that the application of stepped structure allows to pre- 
serve observed interferential maximum of the side 
lobes, which important for the application of such 
horns in the antenna arrays with wide scan angle. 
However, having narrow scan sectors, the stepped 
horns are perfectly suitable, the more so, that the 
stepped structure allows to reduce the longitudinal 
dimension of the horn by approximately 30% as com- 
pared with the straight horns, for the same other condi- 
tions. 

In the described HA the envelope of the steps corre- 
sponds to the Chebyshev waveguide transition which 
results in a wider operating range. 

Thus, the following recommendations can be shaped: 

1. In the synthesis of stepped horns a rather effective 
method for designing the stepped waveguide adapters is 
that based on the circuit theory. 

2. When designing the stepped horns, the presented 
here graphs and experimental data would be practiccal 
use. 
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Dielectric prisms are widely utilized in the design of 
the millimeter wave and optical functional components, 
which are used in communication systems [1, 2]. Di- 
electric prisms coupled to open dielectric waveguides 
can also be used as versatile leaky-wave antennas due 
to their ability to convert a waveguide surface wave to a 
beam [2]. Among their advantages are low weight, low 
losses, simple coupling technique and high radiation 
efficiency. For any given prism configuration and 
wavelength, the radiation angle of a beam varies with 
the surface mode number. If a waveguide supports 
several higher-order modes, the output far-field radia- 
tion pattern has several well-defined beams corre- 
sponding to these modes. 

To study the characteristics of the leaky-wave inte- 
grated prism antenna, we propose to use the method of 
analytical regularization [3], based on the inversion of 
the free-space circular-cylinder part of the singular 
integral operators. Consider a problem of a dielectric 
waveguide surface wave radiation through the dielectric 
prism placed over the waveguide (Fig. 1). The total 
field can be characterized by the single scalar function 
U, which represents either Ez or Ez component, de- 
pending on the polarization, and must satisfy the 
Helmholtz equation, with corresponding coefficients in 
each material, and the boundary conditions. At infinity, 
a modified radiation condition is to be satisfied: 

Ura"(r)-Umc(F) ~ 
<$>Ei"\<p\ y>-b 

inkr      [0,  -(b + d)<y<-b 

(1) 

Here, (fm is the total number of the higher-order 
guided modes supported by the slab waveguide at the 
given frequency. Function 0E(-H\tp) is the radiation 

pattern of the prism, numbers T*iH) and REm are the 
mode conversion coefficients. 

First, the fields inside and outside the dielectric prism 
are presented in the integral form as surface potentials 
over the prism contour. To do so, we should describe a 
prism contour Lp by a closed curve of the Lyapunov 
type Ls, i.e. a curve without the edges or points of 

infinite curvature K. TO this end, we characterize the 
prism cross-section by the following function: 

*     2 

y^ 2 

i3 
V     apJ 

V      °PJ 

,-a  <x<0 

,0<x<aD (2) 

y=~f'-ap-x-a? 

Functions (2) are further parameterized and expressed 
in terms of the Fourier series: 

*(0= i>y"", y(0= iyne
imt 

m=~Ns m=-Nj /-^N 

xm = J- jx(t)e-""'dt,   ym =-L /*/)«-* 
In 2n{- 

The more terms of the Fourier series taken into ac- 
count, the closer the contour to the triangle. It should 
be mentioned that the curvature of such an approxima- 
tion contour has finite values at all the points of the 
contour. 

Then, by using the boundary conditions on the prism 
contour, a set of the first-kind integral equations is 
obtained, for the unknown densities cp and vj/: 

-yw(.F3)Gr\r,rs)dls^U^(P) 

adn[ I 

- \yrEm(r,)GZm{r,rs)dls } = J^F) 

where Gf(H) is the E-(H-) type Green's function of the 

homogeneous medium with permittivity EP, and G*(/° 

is the Green's function of the halfspace bounded by a 
grounded dielectric slab. 

On extracting and analytically inverting circular- 
cylinder parts of the integral operators, these equations 
are converted into the Fredholm second-kind infinite- 
matrix equations: 

(4) 
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<PmH®(kafi~p)Jm(kaJ7b) - WmH^(ka)Jm(ka) + 
(5) 

ka^e~p 

a HV(toJ^V'm(kafe)+- 

Wm\kaHl> {ka)Jm(ka)- 
7t (6) 

1 shape '_ T j        __ 
'.in L'm-n   fPn n 

Here, $w„ and e„,e„ are the unknown Fourier coef- 
ficients of the unknown density functions and the func- 
tions in the right-hand parts of the integral equations, 
respectively; J„, H„ are the Bessel and Hankel func- 
tions, respectively, and the prime is for the derivative 
with respect to the argument; the coefficients Lm is 
determined by the cylinder cross-section shape: 

= — T— e"mdt, 1(0 = J • (7) 

Matrix elements A%T, B%pt', C^T, D,*"* are the 
Fourier coefficients of the regular functions formed as 
the differences between the Green's function (or their 
derivative) values at the initial contour and at the cir- 
cular contour. Coefficients B'J^ and D'J^ appear due 
to the presence of the waveguide. 

Fig. 1. Leaky-wave prism antenna 

Obtaining the Fredholm second-kind infinite-matrix 
equations is possible due to the fact that, for a circular 
scatterer, all the singular operators can be diagonalized 
in terms of the integer-index azimuthal exponents. By 
using the set of the latter as expansion basis, in the 
discretization of arbitrary-shape operator via Galerkin 
scheme, we combine the discretization and semi- 
inversion. The resulting Fredholm second-kind matrix 
equation is solved numerically with guaranteed accu- 
racy. 

To fill in the matrix, it is necessary to calculate cylin- 
drical functions and the Fourie double-series expansion 
coefficients As^\ B^"', C^T, D^'. The center 
of gravity of the algorithm based on this regularized 
matrix equation is shifted to numerically accurate and 
efficient computation of the double Fourier-series ex- 
pansion coefficients of the regular parts of the kernels 
of integral operators. To this end, we use the Double 
Fast Fourier Transform with the weighting coefficients 
[4]. 

Fig. 2. Normalized radiation patterns for a prism placed 
over a multimode dielectric slab, 

E-polarization. kcp=3, a^c^, zb=zs=2AZ, 
iv/cp=0.0005, a) d/cp=2 (QE=1J, 

b) d/cp=6 (QE=2), c) d/cp=10 (Cr=3) 

Based on the proposed method, highly efficient algo- 
rithm of modeling the leaky-wave antenna has been 
developed. Radiated power, mode conversion coeffi- 
cients and radiation efficiency have been calculated as a 
function of the dimensionless frequency parameter, as 
well as several radiation patterns (Fig. 2). The results 
have been validated by checking the power conserva- 
tion law. 
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ABSTRACT 

Matching of a waveguide radiator filled by dielectric 
and free space has been studied theoretically. Algo- 
rithms and programs for the computer analysis of an 
electrical conductance and susceptance of a waveguide 
aperture have been developed. Reflectivities of the 
Hm0 wave modes of a waveguide from the radiator 

aperture have been analyzed. 

There is no exact radiation theory of a waveguide ap- 
erture. It is shown in [1] that an electromagnetic model 
[2] of a rectangular waveguide aperture with an infinite 
flange allows describing identically the radiation from 
waveguide radiator apertures. In this work, both elec- 
trical conductance, susceptance, and reflectivities from 
a waveguide aperture are investigated. The waveguide 
is filled by a perfect dielectric, which is characterized 
by the permittivity sj; the free space has the permittiv- 

ity e2 . It is assumed that the Hm0 mode is incident on 

the aperture of the waveguide. 

In order to obtain an integral equation for the electrical 
field on the aperture of the waveguide radiator, we have 
to satisfy the boundary condition for the tangential 
components of the electromagnetic field. There is no 
need to solve this integral equation because we can 
obtain an expression for the normalized conductance of 
the waveguide aperture by means of variational methods: 

Ym = naby raO 
k2- 

mn .? 
a J 

a abb 
■ jjjjdxdx'dydy' 

.  mn 
xsin—vsin 

a a 

0000 
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mn 
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X is the free-space wavelength, a, b are the 

waveguide width and height, x,x' and y,y' are the 

coordinates along the wider and the narrower walls, 
respectively. 

Fig. 1 

This expression has been used to calculate Re Ym and 

Im7m for the waveguides with the different ratios of 

the sides a and b and different values of sj and s2 . 

The Hlo,H2o,H3o modes were assumed to be incident 
on the aperture of the waveguide. After calculating the 
complex permittivity of the aperture, we have evaluated 
the reflectivity T. In Fig. 1, computed results for the 
reflectivity |T| of the H10 mode are shown. The 
waveguide radiator has the cross-section a x b = 23 x 10 
mm (b la = 0.435). For a better insight, a reflectivity 

relief versus e\ and the ratio X/Xcr is given. The 
cutoff wavelength has been determined taking into 
account due to the dielectric permittivity. As it is seen, 
for the standard cross-section waveguide there is a 
region with a minimum value of the reflectivity 
| r |< 0.06 . On the top of Fig. 1, there is a cartographic 
projection, i.e. the curves of the equal values of the 
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X/X„ 

Fig. 2. Reflectivity of Hi0 mode versus X/Xcr . Sj = 1, s2 : 

a) A/a = 0.435,l-£2 =0.9;2-s2 = 1.1;3-E2 =1.2;4-E2 =1.5. 

b) 6/a = l.l-e2=0.9;2-s2=2;3-s2=1.2;4-e2 = 1.5;5-s2=3. 

0.2      0.4      0.6      0.8      1.0 0.2      0.4      0.6      0.8       1.0 

Fig. 3. Reflectivity offl^ mode versus X/Xcr. a/b = 0A35: 

a) e2 =1,1-6! =l;2-s1=l.l;3-e1 =1.2; 

b) E1=l,l-s2=l;2-s2=l.l;3-62 = 2. 

reflectivity. One can see that there is a region where 
|r|< 0.025 if ej »1.29. As it has been shown in [1], 

the reflectivity of a 'low' waveguide principal mode 
(b/a <0.4) turns out to be greater than 0.4 in a single- 
mode operation band. Thus, our investigations have 
shown that the dielectric filling of such a kind does not 
improve the matching of the waveguide radiator with 
free space in the waveband X/Xcr = 0.3+0.995. 

Besides, the exterior permittivity effect on the radiator 
characteristics has been studied. In Fig. 2, the reflec- 
tivities versus XIXcr for the different values of e2 are 
depicted. Curves in Fig. 2a correspond to the 
o/6 = 0.435 waveguide; dependences in Fig. 2b corre- 
spond to the bla-\ one. One can see that, in com- 

parison to the case s2 = 1, the reflectivity decreases in 

the case of a small value of permittivity s2 --LI* 1.2 

and a large value of the ratio XIXcr> 0.9 . In addition, 
there is an improvement of the radiator band features. 
It is known [1] that the rectangular waveguide aperture 
with the size ratio bla = \ has the reflectivity less than 
0,1 in the band (o.2 + 0.8)\/^cr. As it is seen in Fig. 

2b, if the exterior dielectric has the permittivity 
s2 > 1.3, the free space matching deteriorates but it 
turns out possible to improve the band features (to the 
point X/Xcr=0.9), although the value of |T| in- 
creases. 
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We have also investigated the problems of the H2o and 

7/30 modes incident on the aperture of the waveguide 
radiators. The conductance and the reflectivities have 
been calculated. In Fig. 3, the plots show the results 
calculated for the H30 mode in the bla = 0.435 
waveguide. The curves in Fig. 3a correspond to 
\T\=f(X/Xcr) dependences, different permittivities 

S! and the free-space permittivity st = 1. One can see 

that the reflectivity |r| depends strongly on ej and 

e2. Such an analysis has been carried out for the H2Q 

mode as well. The reflectivity is less than 0.1 in the 
cases of the b I a = 0.435, b I a = 1 waveguides, when the 
radiation from an empty waveguide into the free space 
is studied. The 'low' waveguide is characterized by 
|T|<0.2 in the case of \l"kcr =0.2*0.5 and 

|r|~0.2-H0.35 in the band 0.55*0.98. Filling 

waveguides by dielectric increases the reflectivity. 

Still besides, we have studied the directivity features of 
the waveguide radiators as a function of the dielectric 
filling. 
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Logperiodic antennas are widely used for construction 
of super-wideband antenna systems [1]. A logperiodic 
antenna is a system of discrete radiators (dipoles or 
slots), whose every subsystem forms the directivity- 
diagram in its frequency band. The number of overlap- 
ping bands depends both on the general number of 
radiators in the logperiodic array and on the construc- 
tive parameters of arrays. Unfortunately, existing meth- 
ods of estimating electromagnetic characteristics of 
such antennas have a very rough character due to 
mathematical complexities that can occur. In general, 
their construction is done experimentally, when one has 
to obtain the given characteristics of radiation and 
broad-band matching by a trial-and-error method. 

In the paper a rigorous method is proposed to analyze a 
subsystem of the logperiodic array consisting of several 
dipoles. The method is based on the use of the numeri- 
cal analytical method that was first offered to analyze 
dipole and slot radiators [2-3]. For the analysis of di- 
rector antennas, this method was used in paper [4], 
where the rigorous analysis of a system of active and 
passive radiators was performed. 

It is also possible to extend this method to our case. The 
numerical-analytical method belongs to hybrid ones [3] 
and guarantees the least loss of accuracy in calcula- 
tions. Here, the known integral operator [2] is chosen to 
calculate a current distribution along the dipole. The 
solution for the current distribution, which allows ob- 
taining all the other electromagnetic parameters of the 
radiator, is found partially by Galerkin numerical 
method, and partially analytically: 

LI= e, 

where L is the integral operator with the logarithmic 
singular kernel; / is the current distribution to be found, 
e is the known excitation function. 

Thus, it is possible to obtain accurate solutions of the 
following problems: 

-determination of the required number of basis func- 
tions in the current expansion according to Galerkin 
method; 

-calculation of the system characteristics versus the 
dipole length and thickness; 

-determination of the solution convergence rate with 
parameter changes. 

Similar problems for the director dipole antennas were 
treated in [5], where the high efficiency of the method 
proposed was shown. It is expedient to extend this 
solution to the analysis of strip logperiodic dipole and 
slot antennas. With this, dipole antennas are made on 
the basis of nonsymmetrical lines and slot antennas, or 
on the basis of strip lines. In the SHF and EHF ranges 
these lines are made by modern technology methods, 
and they are small-sized constructions, which can be 
successfully placed on any mobile engineering (aircraft, 
automobile, etc.). 

The array elements are chosen, as a rule, with the 
length L being close to 112 (k is the wavelength). The 
limitation of the working range of a dipole logperiodic 
antenna at low frequencies is conditioned by the in- 
crease of dimensions (which is especially inadmissible 
in strip systems), and at high frequencies, by accuracy 
of manufacturing a construction (which is very impor- 
tant in themicrowave ranges). At present, for strip 
logperiodic structures with the use of modern technol- 
ogy methods, overlapping of the working ranges of the 
order of 20:1 is attained [5]. 
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Horn antennas are widely used in different practical 
applications. They serve as feed antennas in many types 
of more complex constructions of antennas. The horn 
antennas are powerful means of high energy technol- 
ogy, they are used as applicators in medical purposes. 
The horn antennas are the most popular probing device 
in non-destructive testing. The horn antennas are also 
important tools of standards of power gain. In all appli- 
cations the information about of space distribution of 
electromagnetic field is very important. For instance in 
medical and technological applications knowledge of 
field distribution allow ones to control the depth of 
heating that is very important for success of operation. 
The feature of these applications is use of near-field 
wave. Information about longitudinal distribution of 
field serves for increasing accuracy in non-destructive 
testing due to more accurate calibration at the same 
distances for structure under test and metallic standard 
mirror. Usually they cannot be positioned in the same 
place under technological process and displacement 
courses error in calibration and therefore errors in di- 
electric constant and thickness. Power gain can be 
measured using metallic plate but this approach is 
simple only for far-field zone, for Fresnel zone a few 
sets of measurements at a few distances are need. This 
circumstance determines importance of the field de- 
scription. 

TECHNIQUE OF PROCESSING 

Measurements have been carried out in frequency range 
17 - 25.5 GHz. Waveguide with cross-section 11x5.5 
mm was used. Two horns with length 99 mm and ap- 
erture size 46.5x47 mm (horn 1) and with length 200 
mm and aperture size 82x83 mm (horn 2) were tested. 
Both of them have reflection in throat in 1.5 - 2 times 
greater than in aperture plane. Reflectivity for metallic 
plate situated 20 cm from aperture against frequency 
are presented in Fig. 1 (horn 1) Fig. 2 (horn 2). Corre- 
sponding time-domain signals are displayed in Fig. 3, 
4. Consideration of experimental data for metallic plate 
positioned in different distance shows that measured 
dependence contains many ripples. The course of this 
phenomenon is presence additional discontinuities in a 
horn. 

Let us analyze amplitude reflectivity A(a>) in presence 
two reference reflections n and r2 with time delay h 
and h from structure under test (SUT) with complex 
reflectivity Ä(CD). Then^(co) is given by 

A((ü) = £hexp(+/CD?0 + r2exp(+jW2) + R((ü)\
2 

Mh|2+h|2+|Ä(a))|2+r1*Ä(co)exp(-;cor1) + 
+ nÄ*(ro)exp(/'ürti) + /•2*Ä(co)exp(-;o)/2) + 
+r2R\(ü)exp(jat2) + n V2exp[/cö(/2-fi)] + 

+ rir2*exp[-yco(/2-ri)]}- (1) 

For horn, experiments show that the autocorrelation 
function rA(t) = F^co)!2}^ } — the inverse Fou- 
rier transform) is more powerful than cross-correlation 
functions rR'(t) = F1{rrÄ((o)exp(-/cof1)} and rR"(r) = = 
F] {r2'R(a)exp(-j(öt2)} if reflection of metal plate is 
measured. For SUT's with reflectivity 0.2-0.3, these 
functions are comparable. For SUT's with reflectivity 
approximately equals 0.05, cross-correlation functions 
are dominated. Similar to open-ended waveguide pre- 
liminary processing in form 1 - A I ( k2 |/*o|2) with | r0 \ 
= hexp[/co(k-ri)]+r2|2 is impossible due to small values 
in \r0\2. Autocorrelation function of horn k\r0f is sub- 
tracted from experimental data A(a) which are square 
of modulus of sum of horn reflection (reference signal) 
and SUT reflection. 

l||fepl 
20 22 23 24 

Fig. 2 

After subtraction k\r0\ from^(co) we have 

v4'(co) = Jt{|Ä(co)|2+/-rÄ(w)exp(-;o)f1) + A-iÄ*((o)exp(/'coA) 
+r2R((ü)exp(-jW2) +r2R.\(o)exp(jW2)}.        (2) 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



313 

Cross-correlation functions rR'(t) and rR"(f) are not 
overlapping if/], t2 and |r,-r2| are greater than time of 
propagation in SUT. For SUT time-domain signal ex- 
traction, any cross-correlation function rR\t) or rR"(t) 
can be used. If only cross-correlation rR'(0 is used, 
situation can be simplified. The conditions for time 
intervals must be realized only for reference disconti- 
nuity /•], the first in the horn. Thus the length of horn 
must be longer than SUT electrical thickness. For metal 
plate this requirement can be satisfied very simply. The 
latter requirement can be relaxed if impulse function of 
SUT has tendency to decrease. Effect of cross-function 
overlapping is negligibly small in this case. 

1.8 

1.6 

1.2 
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reflectivity. As result of the experimental investigation 
the amplitude of peak corresponding to reflection from 
metal surface versa distance between aperture and re- 
flector has been obtained. Fig. 5, 6 shows result for 
cross-correlation peak and Fig. 7, 8 shows data for 
autocorrelation peak. Data for horn 1 are presented in 
Fig. 5, 7, data for horn 2 are presented in Fig. 6, 8. 
Non-monotonic behavior for horn 2 coursed by near- 
field measurements and complicated summation of 
reflections from cutoff sections in the horn. Data for 
peak corresponding to reflection from frontier surface 
of single layer dielectric structure such as ST-16 and 
plexiglass are presented in Fig. 9 (horn 1) and Fig. 10 
(horn 2). More monotonic behavior is due to less level 
of reverberations. 
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Fig. 4 Fig. 6 

Measurements are multifrequency ones. After Fourier 
transfonnation time-domain signal is obtained. We can 
analyze some peaks. The peak at t = 0 is proportional to 
F''{&|/?(CD)|

2
}. After square rooting modulus of average 

value of &|/?(CD)| is obtained. This approach is appropri- 
ate if frequency property of reference reflection is not 
optimal thus the error of modulus reconstructed from 
cross-correlation function is rather large. Another ap- 
propriate situation is one then autocorrelation is greater 
than any cross-correlation functions but under real 
conditions all spurious reflections form their proper 
autocorrelation functions. Spectra of all these functions 
have identical support thus informative autocorrelation 
function is corrupted. Trend due to calibration dis- 
placement course error as well. Practical significance of 
this approach lies in situation then additional signals 
are absent or rather small. Cross-correlation function 
produces peak that is proportional to average value of 

Models of circular and elliptic gauss beams have been 
used for experimental data approximation. Approxima- 
tion process consists of two steps. The first step was 
interpolation of experimental data by rational function 
of different orders according to gauss beam model, the 
second step was calculation of gauss beam parameters 
such as waist position and radius using correspondence 
of different models of gauss beam and coefficients of 
rational functions. For circular gauss beam function is 

R{z) = \lfz ,z2+b2 where b--Po is confocal pa- 

rameter and p0 is minimal radius of beam, z is longitu- 
dinal coordinate. Thus b2 = a0/ax where a0, oi are the 

coefficients of function  (a0 H-ö^Z
2
)"2. For model of 

circular gauss beam with waist displacement in form 
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R(Z)-1/^(Z-Z0)
2
 + b2    beam  parameters   can  be 

searched as b2 =a0/a] -a
2{Aa\ , z0=a,/2fl2, 

where a0> ct\, a2 are coefficients of rational function 

\a0 + axz
2 +a2z

4)i and z0 is displacement of waist 
position from the aperture plane, positive value corre- 
sponds to the displacement in direction to the horn 
throat.    For   elliptical    gauss   beam    it   is    true 

R(z) = l/J(z2 +b2\z2 +b2) with confocal parameters 

bx and by in planes xOz and yOz. bx and by can be calcu- 
lated      using      the      coefficients      of     function using 

.2 
0 +a,zz + a2z

4) 4 according to 

x    2 

C ~ \ 
-4^ 

and 

"'-2 
.4f2. 

At last for elliptical gauss beam with non-unifonn of 
waist    displacement    in    planes    xOz    and    yOz 

R{z) = l/^/((z-z0xf + b2
x%z-z0yf+b2

y) has place. 

The values of beam parameters can be determined us- 
ing the roots of polynomial of fourth order. 

The results of approximation are presented in Fig. 3 -5 
by dashed line for circular beam and by dot-and-dash 
line for elliptic beam. 

CONCLUSION 

Coincidence of model and experimental data was im- 
proved with growing of the number approximation 
parameters of gauss beam from circular to elliptic with 
waist displacement. For horn 1 mean square values 
were 1.2 % for metal plate, 1 % for St-16, 0.8 % for 
plexiglass. For horn 2 these values were 6.5 %, 0.8 %, 
0.3 % correspondingly. 
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INTRODUCTION 

Dual polarized broadband wide scanning arrays are 
found to be of great interest for application in modern 
and future radars and satellite telecommunications 
systems. Designing such arrays puts on the array ele- 
ment two contradictory requirements: minimization of 
cross-section of the element aperture and decreasing its 
cut-off frequency. 

In the paper a combined disc-on-rod in cylindrical 
waveguide radiating element ("disk-on-rod-in- 
waveguide") as a potential candidate for the arrays is 
studied. 

OUTLINE OF THEORY 

Longitudinal section of the disk-on-rod-in-waveguide 
radiating element is shown in Fig. 1. Analysis of radia- 
tion characteristics of the array element is based at the 
mathematical model [1,2] developed for a generalized 
longitudinally irregular axisymmetrical radiating ele- 
ment with taking into account an influence of free- 
space, that is, a reflection of waveguide modes at the 
aperture. 

{ ~        ~—       • ' 

■  ,        ,    ,     ,   . 

Fig. 1 

At first, the initial geometry of the radiating element is 
divided into sections of regular coaxial waveguides. 
Using mode-matching technique the generalized scat- 
tering matrix of the element is found. Knowing the 
general scattering matrix of the element and a ampli- 
tude of exciting mode at the throat of the element it is 
possible to find field distribution at the element aper- 
ture in terms of coaxial waveguide modes. After that 
amplitudes of modes excited by electromagnetic waves 
reflected from the free space are found using moment 
method. Summing amplitudes of the incident and re- 
flected modes, more accurate field distributions at the 
radiating element aperture and at its throat are deter- 
mined. Hence, it is possible to find an accurate VSWR 

value and a radiation pattern of the radiating element. 
The radiation pattern is determined as a Fourier trans- 
formation of the tangential electrical components of the 
coaxial waveguides modes at the element aperture. 

THEORETICAL 
AND EXPERIMENTAL RESULTS 

Measurements of radiation characteristics (including 
crosspolarization) of the disk-on-rod-in-waveguide 
element were performed in the unechoic chamber. 
Comparision of theoretical and experimental results 
confirmed that the mathematical model [1,2] describes 
this radiating element with a fairly good accuracy. 

Radiation pattern of the radiating element looks like 
Huygens element one. The main crosspolar radiation 
maxima are in planes inclined at angle 45° to the car- 
dinal E- and H-plams. There are two possible ways to 
create the broadband antenna array element with low 
crosspolar radiation level: 

Decreasing of overall crosspolarization lobes of the 
radiation pattern due to an optimal profile of the corru- 
gated conductor. 

Forcing the crosspolar radiation peaks out an operating 
angle sector. 

|F|, dB 
-12.00 -i 

-15.00 - 

-18.00 

-21.00 - 

3dB 

-120 

-24.00 

-27.00 

Fig. 2 
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The main complexity in the array element synthesis is 
necessity to meet the contrary requirements to a broad 
frequency bandwidth and a wide scanning angle of the 
array. 

To cover octave frequency bandwidth a compact radi- 
ating element (aperture diameter is equal 0AXL, where 
kL is the lowest operating frequency) was synthesized. 
Peak values of crosspolar radiation level in the scan- 
ning sector and beamwidth values versus normalized 
wavelength are presented in Fig. 2. It can be seen that 
the radiating element half-power beamwidth is not less 
than 60° in a frequency range 40 %. This is a crucial 
point to meet the requirements to wide-angle scanning. 
In order to cover initial settings to the scanning sector 
crosspolar radiation maxima were forced out the angle 
sector ±45°. 

Experimental verification of radiation characteristics of 
the synthesized radiating element was carried out. The 
radiating element excitation in the frequency range 
5.0... 10.0 GHz was realized by a symmetrical anti- 
phase exciter. VSWR < 1.3 has been achived. 

Typical measured radiation patterns of the synthesized 
radiating element are presented in Fig. 3. Here the bold 
line represents radiation pattern in is-plane, the thin 
line — in //-plane and dush-dot line — crosspolar 
radiation pattern in the intercardinal plane. Radiation 
characteristics of the element in the operating fre- 
quency range are given in Fig. 4. 
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Fig. 3 

Fig. 4a demonstrates half-power beamwidth frequency 
response: solid line represents theoretical data, crosses 
represent experimental ones. 

Solid line in the Fig. 4b represents calculated peak 
values of crosspolarization in the scanning sector 
(±45°) in the frequency range. Dush line in the figure 
represents peak values of crosspolarization calculated 
by using the periodical structure theory [3]. Vertical 
bars represent measured data. Comparing the results in 
Fig. 4 one can conclude that the moment method solu- 
tion [1] is much more accurate than that of the periodi- 
cal structure theory [3]. 

120 

100 

M2d 

|F|,dB 

Theoretical and measured values of -3 dB and -10 dB 
beamwidths for E- and //-plane are shown in Fig. 5. 
Measured data in E-plane and //-plane are marked by 
crosses and inclined crosses respectively. Theoretical 
results are shown by solid line (it-plane) and dushed 
line (//-plane). One can see that the calculated beam- 
width values agreed fairly well with experimentally 
determined values. 
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120 

100 

AG, -3 dB on-rod-in-waveguide elements one can design finite 
polarizationally invariant broadband wide angle scan- 
ning antenna arrays. 
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CONCLUSIONS 

Disk-on-rod-in-waveguide radiating element is defi- 
nitely a good choice for broadband polarizationally 
invariant antenna array applications due to a small 
cross-section and octave frequency bandwidth capabil- 
ity. It has been established that the developed technique 
allows one to predict radiation characteristics of such 
elements reasonably well, whereas periodical structure 
approach gives poor results in prediction of crosspolar 
radiation pattern. By using the developed theory and a 
theory of the finite antenna array composed of the disk- 
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Circular, rhombic, square and rectangular loop anten- 
nas are widely used in practice, especially as receiving 
TV antennas [1-3]. The radiation impedance of a cir- 
cular loop antenna is equal to 132 Q, whereas the im- 
pedance of a square antenna is 122 Q. This matches 
quite well a 75-Q cable and allows one to use a double 
loop (z-antennas for TV program reception). When 
using square loop antennas with sides a and b, it is 
possible to change the radiation impedance and, as a 
consequence, the input impedance in the wide range 
from 30 Q. to 300 Q. When the height of the loop is 
small (small values of b), the antenna becomes a folded 
dipole antenna. The polarization of the loop antenna 
radiation in the principal planes coincides with the 
direction of the electrical field at the input terminals. 

Lately, as the number of TV broadcast stations has been 
growing rapidly, loop antennas have become used as 
TV transmitting antennas. The most widely used ones 
are horizontally polarized loop antennas with the loop 
in the vertical plane. In order to obtain a sufficiently 
uniform azimuth radiation pattern (RP), two perpen- 
dicular loops are usually used with a quadratic drive. 

It is useful to note that double loops are not the most 
optimal ones from the point of view of construction. 
For instance, the vertical step of circular loops turns out 
to be t = X/n (X is the wave length) whereas for the best 
gain KND, the optimal step is t = 2.3 X/n. The gain of 
one double loop is D = 4.6 dB, the gain of an optimal 
step loop is D = 7.3 dB and the gain of a single loop is 
3.3 dB. As a uniform azimuth RP is formed, the gain is 
reduced by 3 dB. 

A horizontally polarized transmitting antenna with an 
ideal azimuth uniformity can be built using a horizontal 
circular loop. For a single loop, the RP in the horizon- 
tal plane is fl = (cp) = coscp. For two parallel loops ro- 
tated around the common vertical axis by the angle of 
7i /2 and driven quadratically, we get ./(cp) = exp (/cp), 

i.e. W<p)| = 1- 

It is convenient to place a horizontal circular loop 
around a metal tube which can possibly have a different 
primary purpose. In order to fix the loop in place one 
can use a metal stick attached by one end to the loop at 
the zero potential point and by the other end — to the 
tube. The driving cable can be directed through the 

stick to the opening in the loop. The centers of the 
opening and the metal stick must be placed along one 
diameter of the ring. 

In order to calculate directional characteristics we will 
assume that the circumference of the loop is equal to 
the wavelength, and the field distribution in the ring is 
given by 

7 = 70cos(JfcriT), (1) 

where k = 2n/X is the wave number, and y is the an- 
gular coordinate of the element of the ring. We assume 
here that in the Cartesian coordinate system, the ring is 
situated in the x-z plane, and the axis of the infinite 
cylinder (the tube) coincides with the y-axis. The azi- 
muth angles vy and 9 are measured with respect to the 
x-axis. The angle 9 is measured with respect to the 
plane of the ring. If the ring is placed in a free space, 
then we can use well known techniques [4] to obtain 
the following expressions for the field components in 
the far field 

exp(-ikR) 
£,, = 30re/0 (J0 (krx cos9) - J2 (h\ cos8))coscp—^  

(2) 

EQ = 3071/0 (J0 (fo\ cos 0) + J2 (la\ cos 9)) x 

expi-ikR) 
xsin9sincp- 

R 

The radiation impedance is obtained by means of inte- 
grating the squared absolute values of the above expres- 
sions with I0 = 1 over a share of radius R, and then 
adding the two results. Now we turn to the problem 
with a cylinder. There, one must consider the problem 
of finding the excitation of the special domain bounded 
by a cylinder of perfect conductivity, by a coaxial ring 
of electric current. We assume here that the side of the 
current ring is infinitely thin, i.e. it can be represented 
by a S-function, and the coordinate y is a constant and 
equal to 2 8. To solve the problem, we split the space 
into two cylindrical domains: one between the con- 
ducting cylinder and the ring (domain /) and the other - 
outside the ring (domain e). Since the size of this pub- 
lication is limited and some of the expressions are quite 
cumbersome, we will only outline the most important 
steps of the calculation and present the results. We 
represent the solution in each of the domains as a su- 
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perposition of E- and H- waves along the y-axis by 
analogy with the coaxial representation of a field. Then 
the longitudinal components of the fields in domains i 
and e are expressed as 

-'*P, H'y = (Ale)x2 (Jj (xr)+5uFj (xr)) sincpe 

H'y = (Ai^)x2(J1(xr)+B^Yi(xr))cosipe~'Mi> 

(2)/ Hy = (Aee)x\H\A>(xr)sin<ye 

Hey=(Aeii)x2(H[2\xr)cosq>e 

-ikPy } (3) 

for each value of ß. Here Ju 7, H[
2)
 cylindrical func- 

tions 

x2 = k2 (1 - ß2) (4) 

The constants B are determined from the boundary 
conditions on the cylinder (r = r0): 

Ey(ro) = Ev(r0) = 0 

The constants A are obtained from the continuity of Ey, 
Ev, Hv, for r = rx and from the fact that the difference 

between Hy
e) and Hy^ for r = r, is equal to the ex- 

ternal current density (1). In order to satisfy the latter 
boundary condition, we represent the circular current 
along the y-axis analytically in terms of the Fourier 
transform 

Hy)=] - f h^m e-mdka 
2n   jfcß8 

(5) 

where sin ((Äß8)/£ß8) is the Fourier transform of the 
external current along the y-axis. Then the boundary 
condition for Hv becomes 

2%   Äß8 
(6) 

After determining the coefficients A, the field in the e- 
domain can be obtained by integrating the expressions 
for Ev and Hv (see (3)) in beta. The far field can be 
calculated from this integral by the method of station- 
ary phase. As a result, we get 

„        ...   sin(£8sin0)/r ,.        n    _ „ 
#„ = ->307i     v   .        (J0(foi cosG- J2(kn cosB) - 

ßSsmO 
J0 (kr0 cos6) - J2 (kr0 cosQ) 
N0 (Ar0 cos 8) - N2 (kr0 cos0) 

coscpexp(/M)/Ä 

(N0 (b\ cos9 - N2 (h\ cos0) 

(7) 

„      i sin(A:Ssin0), r „ 
"v ~T—,o ■ n    (Jo(h\cos0 + J2(krycos0) + T    4    &8sin0 

+ -1  T°C0S ) (N0 (h\ cos Q + N2 Qa\ cos 0)) x 
Nx(kr0 cos0) 

sin 0 sin cp exp(-zM) A/? (8) 

As 8-»0 and r0 -> 0, the expressions obtained here 
coincide with the results for the fields radiated by a 
thread and a circle in a free space (2) if we take into 
account that £e = Z0 Hv. The resistance impedance and 
the gain are obtained from these formulae in a way 
similar to the case of a ring in a free space. 

Our calculations show that the radius of the cylinder 
strongly influences the radiation level of component E^ 
in the plane of the ring, compared to the axial radia- 
tion. It also affects the radiation impedance (RS) and 
the gain. The corresponding results are given in the 
Table. 

Kr0 

(times) 

RX Fcp(0) 

(times) 

KND 

(dB) 

Fcp(0)*KND 

(dB) 

0.0001 132 0.65 3.5 -0.3 

0.001 132 0.65 3.5 -0.3 

0.2 118 0.62 3.8 -0.4 

0.3 101 0.58 4.2 -0.5 

0.4 81 0.52 4.8 -0.8 

0.5 59 0.44 5.7 -1.3 

0.6 39 0.35 6.8 -2.1 

0.7 22 0.26 8.2 -3.6 

0.8 

0.6 

0.4 

0.2 

^ 
/: v 

'■/•■ 

/ 

/ 
/ 

45° 

Fig. 

90° 

The radiation impedance of 75 Q is obtained for kr0 = 
0.43. The impedance of 50 H corresponds to kr0 = 
0.545. The diagram of F9 (0) is normalized so that it is 
equal to 1 for 0 = n/2. The values of Fq>(0) for kr0 = 
0.001 coincide with the values of the RP in a free space 
up to three decimal digits. The values of the RP for kr0 

= 0.001 and kr0 = 0.2 are given in the Fig. In this an- 
tenna, the horizontal polarization is the operating one. 
However, as it follows from the pictures, it has a great 
significance as the observation point gets close to the 
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cylinder axis. The maximum of the operating polariza- 
tion is also in the direction 0 = nil. For an antenna it is REFERENCES 
usually required that Ute maximum lies in the direction L   Karl   Rothammel    Antennas.   M:   "Boyanich", 
6 = 0. Both the axial and the spurious radiation can be Sanct-Peterburg, 1998, 650 s. 
reduced to a small value if rings are composed into a 
lattice. For instance, a two level lattice of rings in a free 2.   K.   Kharchenko.YKV   antennas.   M.:.DOSAAF. 
space leads to the gain of 2.7 dB (with respect to the Moscow, 1969, 110 s. 
isotropic radiation) for a uniform azimuth RP and the 3     j  R sidorow. Televizionnis antennas. Lenizdat, 
optimal step of kt = 4. Sanct-Peterburg, 1996. 

A four level lattice gives 6.8 dB with the optimal step 4     Spravochnic po antennoi tekhnice. Tom 1. M/: 
of kt = 5. "Padiotekhnica", Moscow, 1997, 249s. 
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A REDUCTION OF LOG-PERIODIC ANTENNAS DIMENSIONS 

E. V. Goremykin, G. I. Kostromitin 

Taganrog State University of Radio Engineering, Department of Antennas and Radio Transmitters, TSURE, 
Nekrasovsky, 44, GSP-17A, Taganrog, 347928, Russia, 
phone (863-44) 6-17-33, fax (863-44) 6-50-19, e-mail: airpu@tsure.ru 

ABSTRACT 

The effects of dielectric substrate and impedance loads 
of vibrators on the dimensions of log-periodic antennas 
are investigated. The equations for impedance matrix of 
feeder, input impedance and gain of the log-periodic 
antennas are presented. Numerical results for the log- 
periodic and Uda-Yagi antennas are included. Effect of 
impedance loads on the parameters of log-periodic 
antennas is examined. 

INTRODUCTION 

The reduction of antenna dimensions is a large problem 
because the antennas determine weight-dimensions 
parameters of a device as a whole. The antennas with 
gain (8 - 12) dB and good matching in frequency band 
(10 - 30) % or arrays formed of such elements are 
necessary for VHP communications (service communi- 
cation, cellular communication, the mobile telephones, 
etc.). The antennas used in this frequency range must 
have smaller dimensions with the same gain, therefore, 
the actual problem is a development of methods to 
reduce antennas dimensions. 

Antennas of a travelling wave have the largest gain. 
There are three types of dipole antennas of a travelling 
wave - a wave channel antenna (Uda-Yagi) (AWC), a 
log-periodic dipole antenna (LPDA) and antenna of a 
travelling wave (ATW). At the moment AWC has the 
greatest application, however LPDA has advantages on 
electrical performances and dimensions. The LPDA 
also has design shortages. 

The design shortages of LPDA are eliminated with a 
replacement of a twin feed line by its printed analog. 
The second variant is a completely printed antenna for 
eliminating design shortages, but in this case wind 
resistance will increase. 

The principal requirements to a dielectric substrate 
used in LPDA are high mechanical strength and small 
wave losses. The dielectric on a basis of glass-fibre 
materials is widespread, but it has large losses and 
unstable relative permittivity s r. For dielectric on a 
basis of glass-fibre material CTOT-2-35 damping fac- 
tor ~ 3.9 dB/m on frequency 900 MHz, permittivity 
e r ~ 4.8 are experimentally determined. 

The LPDA has basic advantage: practical lack of re- 
strictions on frequency band and lack of the elements of 

set-up. The second advantage is smaller dimensions on 
a comparison with AWC of an identical gain [5]. 

THEORY 

The parameters of LPDA (Fig. 1) are determined by an 
equation [1], and corrected during calculation. The 
purpose of calculation is determination of current dis- 
tribution along vibrators of the LPDA. The current 
distribution determines the radiation pattern (RP), 
input impedance (Zm) and gain of LPDA. 

LPDA and AWC are analyzed [2] by solving Hallen's 
integral equations systems in view of wave losses in a 
dielectric. 

K 
\* 

1 
I   2   3 '7 = — (1- j)ctg[&) 

Fig. 1. Geometry of LPDA 

The wave losses in a dielectric are taken into account in 
the parameters of the feeder. A matrix of the loss-free 
feeder [Z*] it is easier to determine as [Z*] = [P*]"1. A 
conductivity matrix [Y*] is given as [1]: 

rf^-^-ctg^.!-^)]; 
W 

kh. 
7* =-£{*£[*(/,-/2)] + ctg-^-}; 

W 

{Ctg[*(/„-l -/„)] + Ctg[£(/„ -/„+!)]}, (1) 

« = 2,3,...^-l; 

y<5> _yty 1 

^sin[*(/„-/„+1)] 
n = l,2,...^-l; 

where /„ - distance from geometric top of an antenna 
to the n-th vibrator. 

The required wave resistance of the feeder W is deter- 
mined from [1] and then it is updated. 

The strip width of the feeder b, thickness of a dielectric 
substrate d, relative permittivity e.r and strip thickness 
A [3,4] is given as 
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b*- 
2 

8ef « 

20071 

WJTr 
-1 

2A 

e^+1      s,-l 

•f 2 *K 
(2) 

where eef - effective permittivity. 

Factor k is given as [4] K = ß - /'a, 

ß=^#+(tg5ef)2
+i; 

a-_^fi^f 
Xy/2 

(3) 

where tg8ef =tg8 1 + H-AF* 
\> 

//* 

The conductivity matrix of the feeder with wave losses 
is given as: 

7*   _ * y4> _i 
tf^/jM -/„)' 

1 1 

y4> _1 
J M rt         
In,n 

W 

1 1 

zQn-l-ln)    z(!n~lrM> 

w\Kh-h)  *(V2)_ 

w =2,3,.,TV-1; (4) 

Vi   W   ^sinl[(a+/ß)(/„-/„+!)] 

in wliich z(7J is input resistance of short circuit of a 
feeder with losses [5]: 

z(J) 
sinl(2a/)+(a/ß)sir(2ß/)-;[(a/ß)siiü(2cx/)-sir(2ß;)] 

cosl(2o(/)+co^2ß/) 
• (5) 

The input impedance expressed through parameters of 
the feeder is given as: 

Z*=^=4,*-I4      *,I«(0).    (6) 
m=\ n=l 

Antenna gain (D(8,q>)) is given as: 

ö(6,cp) = 
\m<?j 

30Re(Zinilhr(0)f 
(7) 

Antennas with narrow frequency band have been ana- 
lyzed. These antennas have no vibrators longer then 
0.6 X. For RP, Zm and gain calculations we have used 
one single basis function of current distributions. 

NUMERICAL RESULTS 

We compared LPDA and AWC which have an identi- 
cal gain (D ~ 10 dB) in frequency band, determined by 
a level VSWR < 1.5 in a range 900 MHz. 

AWC with a band of operational frequencies (VSWR 
< 1.5, F^ddie = 900 MHz) 856 - 932 MHz consists of 7 
vibrators and has length of 588 mm. The input resis- 
tance of antennas is 50 Ohm. 

LPDA consists of 9 vibrators (x = 0.9661; a = 0.12) 
and has 300 mm length. 

The current distribution along antennas are presented 
in Fig. 2 (in all figures the curves for LPDA are above, 
for AWC-below). 

In Fig. 3 a shaped line correspond to the LPDA without 
wave losses, continuous - with wave losses. 

The wave losses in a dielectric reduce gain of LPDA on 
~ 1 dB (Fig. 3). 

Calculations showed that LPDA is almost twice shorter 
then AWC at an approximately identical gain. LPDA 
has more uniform current distribution (Fig. 2) that 
increases the contribution of each vibrator to RP pat- 
tern. 

The second reason of a reduction of dimensions of 
LPDA is a small level of side lobes (Fig. 4), that allows 
to obtain larger gain at an identical RP width. 

Calculations showed that for diminution of length of an 
antenna it is necessary to provide uniform current dis- 
tribution along an antenna. LPDA ensures the best 
current distribution today. 

Length of vibrators influences on sizes of an antenna. 

The longest vibrator in LPDA is shorter then xmaX/2. 
Calculation of current distributions taking into account 
three modes gives the greater shortening. 

JU0)Urg(U°))A 

0      0.25      0.5      0.75  0.9 

|j„(0)Laig(/JO))A 
1 

02 

0.4 

-1 

5; 
"iF=^ 

±j_ 

112 
if- 

2 
~ 

w„|A 

05 15 \B 

Fig. 2. Relative long and currents distribution of 
researched antennas (solid line - distribution of 
amplitude, shaped - current phase distribution) 
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2- 
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Fig. 3. A gain dependence on frequency (Z)(6,cp)) 

With growth of T, O , er shortening is increasing 
and making (8-15) %, and for the printed antennas - 
up to 30 % from ^^2. Therefore, a transversal size 

of LPDA is less than appropriate size of AWC. Physics 
of this effect is transparent: more short vibrators are 
closer to a point of a feed and radiate a basic part of an 
energy and the energy does not reach resonance vibra- 
tors. 

For LPDA vibrators length reduction methods, useds in 
LW, MW and SW antennas, that is various form ca- 
pacity loads on the ends of vibrators such as short in- 
ductance, etc., can be used. 

140      120       90       60        AD 

140     120      90      60       40 

160 

IK) 

160 

20 

20 

140     120      90       60       40 

Fig. 4. The researched antennas radiation patterns 

The capacity loads are most convenient tot ensure more 
uniform current distribution along a vibrator. 

The limits of an integration to evaluate the influence of 
not-radiating capacity loads have been cosen taking 
into account the shortening, and the own input reactiv- 
ity of short vibrators was equated to an own full reac- 
tivity. RP of a short vibrator was calculated strictly. 
Simultaneously experimental models of printed anten- 
nas with T-figurative loads were experimentally inves- 
tigated. 

Vibrators shortening changes a gain of LPDA differ- 
ently in an association with x and a. At x <0.8 short- 
ening leads to a contraction of active zone that worsens 
a gain, but reduces length of an antenna. The increase 
in x compensates a contraction of active zone and 
allows to obtain at initial length a former gain. 

At increase im up to ~ 0.9 the active zone of LPDA 
vary weakly with shortening but gain a little bit de- 
crease at the expense of a vacillation of a phase velocity 
along an antenna. At further increase in x the active 
area with shortening extends a little but at the expense 
of a vacillation of a phase velocity gain a little bit de- 
creases. At small a shortening of vibrators does not 
almost influence on gain. The experimental outcomes 
are a little bit better than calculated, gain decrease is 
not more than on 0.5 dB. 

The shortening reached 30-40 %. In printed antennas 
shortening reached 2 times and more. 

The research outcomes showed that LPDA with a mi- 
crostrip feed line and short vibrators is probably the 
most small-sized antenna even when using of dielectric 
with wave losses. 
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MATHEMATICAL MODEL OF RADIATION FROM OPEN-ENDED 
CIRCULAR WAVEGUIDE 

N. N. Gorobets, L. V. Orlova, A. V. Shishkova 
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4 Svobody sq., 310077 Kharkov, Ukraine 

The mathematical model of radiation from open-ended 
circular waveguide, operating on dominant-mode wave 
H\\ has been developed. The simple approximation 
formulas allowing to calculate the power pattern for 
dominant-mode range on the whole observation-space, 
and also for one-mode range, as well as for multimode 
waveguide up to the level -12 dB have been obtained in 
£- and H- plane. It has been shown that the approxi- 
mation relative error for the first case does not exceed 
3 % in the main lobe of radiation pattern and for the 
second case it does not exceed 4 %. 

FORMULATION OF THE PROBLEM 

The waveguide radiators operating on the wave of 
dominant-mode Hu are widely used in the modern 
Microwave engineering as the elements of antenna 
arrays and as the feeds of narrow-beam reflector and 
lens antennas. The calculation accuracy of the power, 
phase and polarization reflector antenna characteristics 
is evaluated to a marked degree by calculation accuracy 
of the feed characteristics. The rigorous solution to the 
radiation problem from open-ended circular waveguide 
calculated by method from [1] is well correlated with 
experimental data. In addition, these characteristics 
clearly interpret the physical processes of diffraction on 
the open-ended waveguide, namely: the reflection of 
dominant-mode wave excited in waveguide and the 
appearances of the higher-order waves transformed 
from the base wave Hu in some frequency bands, in 
particular, the transformation Hu wave into £,n and 
77] k, that allows to investigate the effect of higher-order 
waves on radiation characteristics. It should be note, 
that Vainshtain method seems to be the only possibility 
to extend the range of the radiation theoretical investi- 
gation. The well-known aperture techniques [2] not 
only forbid to obtain the radiation characteristics for 
multimode waveguide but also give the results different 
from those of the experimental ones. 

But, in spite of all the obvious advantages of the rigor- 
ous theory, it is very difficult to use it in practice. It 
connected with cumbersome and complicated calcula- 
tion formulas. The problem can be solved, if the com- 
putations carried out are approximated by simple func- 
tions with some beforehand assumed accuracy. 

APPROXIMATE MODEL 

In narrow-beam reflector antennas the radiation power 
on the edge of reflector usually has a level of about 
-10 dB from the maximum directed power. This level 
is lower than the mentioned above one in antenna sys- 
tems with more strict requirement to the side and back 
levels. It's about -12 dB. Therefore, it is appropriate to 
obtain the simple approximate formulas for calculation 
of the power pattern at the radiation range of the main 
lobe up to the level -12 dB concerning the radiation 
maximum in E- and H- plane in a wide frequency 
range. Thus, in present paper the approximation func- 
tions of two variables, where the first one is connected 
with directivity of the radiator (6 angle) and the second 
one is connected with the waveguide diameter (x = 
2na/X is the undimensional wave number, a is the 
waveguide radius and X is the wavelength) have been 
derived. 

The approximation formulas for pattern normalized to 
the radiation power at the major radiation maximum 
have been determined in this case as follows: 

PE(9, x) = exp {-£, (x) Z [1+ E2 (x) Z]}, 

P„(e, x) = exp {-Hx (x) Z [1+ H2 (x) Z]}, 

where Z = sin2(9/2). 

(1) 

£1 = _0.364 x1/2+2.364 x+0.412 x2, 
E2= 0.415 x1/2-0.963 x +0.211  x2, for x < 3.832; 

£,= -9.8 x1/2 + 7.3  x + 0.43  x2, 
£2=-0.84 x1/2-0.38 x+0.24 x2, 3.832 <x < 7.016; 

£, = 0.909 x2+2.938, 
E2= 0.189 x2-2.7, 7.016 <x< 10.173; 

£, = 0.9215 x2+2.294 1, 
E2= 0.185 x2-2.417, 0.173 <x ^ 13.324; 

£, = 0.934 x2+0.1645, 
£2= 0.178 x2-1.132, 13.324<x< 16.471; 

£, = 0.951 x2-4.2073, 
£2= 0.175 x2-0.4039, 16.471 <x< 18. 

Hx = 0.41(x +1.86)2, 
H2= 0.1(x - 3.34)2,2 <x < 5.33; 

Hi = 0.56(x + 0.86)2, 
#2=0.76 x-3.85, 5.33 <x< 8.536; 

#, = 0.645(x + 0.27)2, 
H2= x (0.06 x - 0.18), 8.536 <x < 11.706; 

Hx = 0.586(x + 0.89)2, 
H2= 0.18(x - 8.64)2 +4.16, 11.706 <x < 14.864; 
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//, = 17.94(x - 6.76), 

H2 = 0.3l(x - 11.47)2 +7.55, 14.864 <x < 18.016. 

From comparison of the results obtained by means of 
the approximation formulas and that found from the 
rigorous theory some conclusions have been made. The 
calculation relative error of the power characteristics 
computed by approximate formulas (1) up to the level - 
12 dB does not exceed 3 %. It is true for one-mode 
range where 1.9 < x < 3.832 except the case x = 1.9 
(the beginning of the operating frequency range), where 
relative error reaches 4.5 %. At the rest range of the x 
values up to the 18 inclusive the error does not exceed 
3%. 

Approximate formulas for angels 6E= 9E(x), 6H= 9H(x) 
determining the application limits of approximation (1) 
as for the variable 9 have been obtained. These formu- 
las are important for practical application of the for- 
mulas (1). 

In the £-plane: (2) 

6E=33.1/( x -1.55)+46.7, 
2.0 < x < 2.6, 78° < 9E < 120°; 

9E = 213.6/ x-5.05, 
2.6 <x<3.83,52°<eE<78°; 
9E = 280.1/ x + 2.19 x-35.5, 

3.832 <x < 7.016, 25° <9E^ 51°; 
0E = 178.5/ x + 0.045  x - 1.32, 

7.016 <x <, 13.324, 13° <9E< 25°; 
9E= 190/ x + 0.07 x-2.53, 

13.324 <x< 18.0, 9° <9E< 13°. 

In the H-plane: 

9H = 79.85/ x-5.45 x + 55.7, 
2<x<5.33,42°<9H<87°; 

9H = 263.3/ x +0.805 x-12.1, 
5.331 <x < 8.536, 26° <9H< 42°; 
6H = 236.6/ x + 0.13 x-3.15, 
8.536 <x< 18, 12°<0H<26°. 

The maximum relative error of formula (2) given above 
does not exceed 1.3 %. 

Since the formulas (1, 2) approximate the normalized 
pattern, the approximation formulas for relation the 
power in the main maximum to the power, which ex- 
cites the wave radiator have been derived. 

PWJPA = 0.3838 x - 0.4058 for x < 3.832; 

PmJPA = 0.0676 x2 + 0.133 for 3.832 < x < 18. (3) 

The error of approximation (3) does not exceed 1 %. 

For the case of one-mode waveguide performance, 
widely used in practice, the approximation formulas 
have been obtained not only to the level -12 dB, but 
also at the whole observation space in E- and //-planes. 

P£(9,x) = [2^Xx)cos(/-l)9]2,; = 1...7,       (4) 

PH(S, X) = [2Ä(x)cos(/ -1)8]2, 

where 

for pattern in £-plane: 

£, = 0.7238/ x-0.04065 x +0.1997, 

£2=x (0.51878 -0.05806 x)2, 

E3 =-0.369/ x +0.345, 

£4=-0.09436+ 0.05446 x, 

£5=0.1375/ x +0.03341  x-0.11317, 

E6= 0.05584/ x +0.01784 x-0.07396, 

£,= 0.005; 

for pattern in //-plane: 

77, = 0.58735/ x -0.01245 x +0.14037, 

7/2 = x (0.5426 -0.0612 x)2, 

773=0.28918-0.30353/ x +0.3525/ x2, 

HA=-0.14104/ x +0.03962 x-0.02466, 

7/5= (0.2593+0.0825 x)3/ x, 

776=0.2025/ x +0.033  x-0.17653, 

//,= ((- 0.99157 + 0.60226 x)/ x2)2. 

These formulas are very useful when using the 
waveguide radiator as weakly directive antenna. 

CONCLUSION 

The mathematical model of radiation from the open- 
ended circular waveguide excited by //,, dominant- 
mode wave have been developed in a wide frequency 
bandwidth, where 1.81 < x < 18. For the case of one- 
mode range 1.81 < x < 3.832 the calculation was car- 
ried out for all observation angles. The relative error of 
approximation for such a case does not exceed 3 %, but 
for the whole frequency range 1.81 < x < 18 up to the 
level -12 dB this error does not exceed 4 %. 
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The main advantages of horn radiators (HA) are fiat 
gain over the frequency range, simplicity of construc- 
tion and reliability in service. From these qualities the 
high passband response is the most important one for 
being extremely essential factor for raising the infor- 
mation carrying capacity of radio lines in different 
applications. The antenna passband response is deter- 
mined quantitatively by the range of frequencies within 
which the antenna parameters are within certain limits. 
Sometimes the antenna passband response is deter- 
mined by the mismatch factor which represents the 
reflected wave to incident wave amplitude ratio. The 
mismatch factor specifies the antenna passband re- 
sponse by the antenna input impedance. It is assumed 
also that the antenna directivity (shape and width of the 
main lobe, level of the side lobes) for a wide frequency 
range varies within the acceptable limits. However, it 
is, as a rule, rather difficult to formulate a criterion for 
passband response on the beam pattern characteristics. 
In each particular case one should proceed from the 
application of a corresponding radio technical equipment. 

Unfortunately, an accurate theory, even for simplest 
types of HAe, has not yet been developed, which com- 
plicates the investigation of the antennae and the de- 
termination of their electrical parameters such as mis- 
match factors and beam patterns. 

In absence of an rigorous theory, approximate tech- 
niques have to be used in the HA analysis and design. 

As it has been already mentioned, a great role in 
studying the horn antennae belongs to experiments. 
From the number of papers on this point [1, 4] which 
deal with the HA passband response investigation. 

Paper [1] considers a special case of uniform HA with a 
pentagonal aperture not similar to the horn throat. Such 
complication of the design should, to the author's 
opinion, improve the antenna pattern over a wide fre- 
quency band. The characteristics of measured in the 
antenna ntar-field radiation seem to corroborate the 
author's suppositions. However, the far-zone antenna 
pattern turns out to be worse than that of conventional 
horn antennae. 

Considered in [2] are exponential and parabolic horns. 
The presented review of horn antennae resembles a 
listing of arbitrarily selected types of horns without any 
relation to the problems for which these antennae are 
solved. Some of the considered types do not have any 
advantages as compared with simpler types of the 

horns. As the envelopes are restricted only to parabolic 
and exponential shape, optimal conditions with respect 
to mismatch factor and other technical parameters can 
hardly be provided. 

Paper [3] is certainly correct in assessing the advan- 
tages of curved shapes. A construction is suggested 
consisting of two conducting curved plates which do 
not form a complete horn. However, the qualitative 
estimation of the mismatch factor, pattern and other 
technical parameters of the radiator is not given. 

Described in [4] are experimental techniques to solve 
the problem of synthesizing the horn system. Thereby, 
the horn shaping element is not varied or optimized, 
and the required effect is reached by changing the po- 
sition of some waveguide sections in the throat of the 
horn system. The antenna has a narrow field of appli- 
cation. As no expression for the internal structure of the 
field or horn characteristics and parameters are pre- 
sented, the advantages of the suggested system cannot 
be duly evaluated. 

Here one suggests consideration of stepped horns, bear 
in mind that the horn with steps number tending to 
infinity is transformed into a curve horn. 

A six-step horn antenna was investigated, with inlet 
and outlet dimensions being equal to 90x45 mm and 
368x394 nun respectively which, in terms of wave- 
lengths, corresponds to 0.90A.0x0.45^0 and 3.68X0x3-24 
X0 where Xo = 100 mm. Maximum permissible mis- 
match factor |r|max = 0.07. The pyramidal horn was 
made of dielectric (foam plastic, n = 1.14) with metal- 
lized side surface. The stepped horn input was flange- 
coupled with the feeding waveguide. The cross-section 
of the first step of the horn was equal to that of the 
feeding waveguide, excited by microwave oscillator via 
coaxial cable. The cross-sections and lengths of the 
subsequent steps provided matching with the proceed- 
ing steps. 

In Fig. 1 with solid line the measured VSWR within 
the frequency band operating is shown. For a medium 
frequency/o = 3000 MHz, the VSWRfei = 1.3. Taking 
into consideration the VSWR dependence on the di- 
electric refractive index, the VSWR can be found for 
the same HA filled with air: 

VSWRa n 1.14 
In this case the reflectivity is 
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r=VSWR-l = U4-l 
VSWR + 1    1.14 + 1 

which does not exceed the rated value of ir^ = 0.07. 
As it should have been expected, for operating frequen- 
cies / < fo the mismatch factor increases appreciably, 
remaining within the permissible limits. The explana- 
tion of this fact is that for lower frequencies the HA 
length turns out to be insufficient, and the optimality 
condition is thus violated. 

For comparison, shown with dash line Fig. 1 is the 
VSWR for a similar horn antenna with straight gener- 
ating line. 

creasing being however very slightly different from the 
linear one. 
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It can be also easily noticed that the application of 
stepped structure permits to preserve the VSWR in a 
wider frequency band (see Fig. 1). 

In the described HA the envelope of the steps corre- 
sponds to the Chebyshev waveguide transition which 
results in a wider operating range. 

Calculations have been performed also for other types 
of stepped horns as well for different numbers of steps 
and different values of maximum permissible mismatch 
factor. Plotted on the basis of these calculations are 
graphs of l(n) against |r|max = 0.02 (Fig. 2), /(T) against 
n = 20 (Fig. 3), and T(n) (Fig. 4). In Figs. 2-4 the 
curves 1 correspond to //-sectoral stepped horn, curves 
2 - to it-sectoral horn, and curves 3 - to the pyramidal 
horn with dissimilar inlet and outlet cross-sections. 

The main results of the performed investigations can be 
summarized as follows. Within a given operating wave 
band and constant mismatch factor and the inlet and 
outlet dimensions, the increase of the number of steps 
"n" results in increasing the horn length to a certain 
limiting value /;,m, as it can be seen from Fig. 2. Start- 
ing from n = 6 for //-sectoral SH, n = 7-8 for pyramidal 
horn and n = 9 for ^-sectoral stepped horn the longitu- 
dinal dimension of the horn antenna which ensures 
required mismatch factor for the given frequency band 
remains practically unchanged. The limitation of the 
number of steps facilitates a fabrication of the SH. The 
exception is a SH with dissimilar cross-sections at input 
and output, whose l(n) function is monotonically in- 
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Displayed in Fig. 3 is the required length of the horn at 
a certain mismatch factor. It follows, in particular, from 
the figure that for T > 0.05 the required length of an 
optimal stepped horn of any type does not practically 
change. 

The graphs in Fig. 4 allows to assess how many steps 
should have one or an other type of SH to provide the 
given maximum permissible value of the mismatch 
factor. It follows from this figure that at a certain mis- 
match factor the maximum number of steps would 
belong to pyramidal stepped horns with dissimilar inlet 
and outlet cross-sections. 

Figs. 2-4 illustrate that for similar other conditions the 
^-sectoral horn will be the longest one. 
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THE RADIATING PROPERTIES OF SPIRAPHASE REFLECTOR 
BASED ON MICROSTRIP ARRAY 
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Abstract. The phased array composed from microstrip radiators is considered. This array can be applied as radiation 
focusing spiraphase system. The lack of traditional phase shifters ensures good cost, technological and constructive 
characteristics of spiraphase arrays in a microwave range. Antenna construction and mathematical model are consid- 
ered. This device permits to realize a focussing of antenna feed field by a microstrip antenna array. The microstrip 
element shape is arbitrary. The structure contains controlled elements (crystal diodes). These array electrodynamic 
characteristics are controlled by diodes. The mathematical model is obtained by integral equation method. Microstrip 
radiators current distribution and radiating properties are investigated. The numerical results can be used to develop 
antennas with optimum parameters. 

INTRODUCTION 

The microstrip antennas attract attention of the devel- 
opers due to their numerous advantages. However any 
single printed antenna has a low directivity. Microstrip 
arrays have not this defect. Such arrays experimental 
researches and measuring of their parameters are com- 
plex and expensive procedures. This circumstance 
causes significant interest to creation of mathematical 
models of arrays. The purpose of the present work is 
the development of a mathematical model by an an- 
tenna array. This antenna consists of microstrip rera- 
diators. They have arbitrary shape. The placements of 
printed reradiators are determined by a rectangular grid 
nodes. Such choice has allowed us to eliminate grating 
lobes in the antenna array pattern. Our mathematical 
model allows to investigate such microstrip reradiators, 
which contain the controllable elements. These ele- 
ments are applied to expand an antenna array scanning 
angles sector. Each controllable element is simulated by 
the conducting probe with an impedance load. An im- 
pedance distribution on the probe is necessary given. 
Proposed mathematical model is based on the periodi- 
cal structures conception and integral equation system 
solution. The vector integral equations are formulated 
by Lorentz lemma. The application of periodicity con- 
dition has allowed to reduce the solution area to one 
Floquet channel. The magnetic current density distri- 
bution on the array aperture and the electrical currents 
in controllable elements are determined from integral 
equation system based on the boundary conditions. The 
moment method is used for integral equation numerical 
solution. The subsectional rooftop function set is used 
for magnetic current approximation. By solving an 
integral equation, we define the magnetic and electrical 
currents distributions. Now we can determine a radia- 
tion fields of printed reradiator and other important 
parameters of considered antenna array. Microstrip 
reradiators current distribution and radiating properties 
are investigated. The numerical results can be used to 
develop antennas with optimum parameters. 

THEORY 

We shall consider radiation focusing spiraphase system 
[1] (Fig. 1). This antenna consists of microstrip rera- 
diators. The numerical analysis demonstrates a novel 
means of achieving cophasal far-field radiation for a 
circularly polarized microstrip with elements having 
variable rotation angles. To explain the concept of this 
array we shall refer to following principle [2]. It is 
known that if a circularly polarized antenna element is 
rotated from its original position by ty rad, the phase 
of the element will be either advanced or delayed (de- 
pending on the rotation direction) by the same V|/ rad. 
Hence, the technique of rotating circularly polarized 
elements to achieve the required phases for a conven- 
tional array to scan its beam has been previously dem- 
onstrated [3]. Thus we can achieve a wavefront trans- 
formation. It means, that this structure has focusing 
properties. 

two 
transmission 
phascd-dclay lines 

MATHEMATICAL MODEL 

substrate - 

The mathematical model foundation for the microstrip 
structures is made in accordance with the concept of 
infinite periodic arrays. Such approach is reasonable 
because of consideration the multielement arrays with 
rather complicated element structure. An alternative 
way of modelling may be based on the basis of so called 
"element by element method" with taking into account 
mutual coupling between array elements. This way may 
become much more difficult because of necessity to 
solve large sized system of integral equations. 
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FORMULATION 

The boundary problem is formulated as follows. Flat 
periodic element arrangement array consists of ideal 
conducting, infinitely thin microstrip elements of arbi- 
trary shape, located in the unit cell of rectangular grid 
(Fig. 2). Let's consider the Cartesian coordinate system 
with the origin placed on the microstrip elements ar- 
rangement plane, and z-axis directs perpendicularly 
this plane. Unit cells dimensions along axes x and y 

of Cartesian coordinate systems are equal accordingly 
di and d2 ■ The angle between the vector iz of Carte- 

sian coordinate systems and vector kQ is equal to ©, 

and the angle between vector ix and projection of vec- 

tor k0 on plane xy - cpo. It is necessary to determine 
the current distribution on the radiators of array and 
scattering characteristic of the array. 

Floquet channel 

z 

Apart from square microstrip radiators 1 with two 
transmission phased-delay lines 2, the array unit cell 
contains conducting shunts with impedance loads 3. 
These shunts are located between ground plane 4 and 
plane z = 0. They serve as a models of the controllable 
elements (crystal diodes). These array electrodynamic 
characteristics are controlled by diodes. For reaching a 
digital control all microstrip elements are divided into 
groups (modules). Each module can be as a minimum 
in two electrodynamic conditions. The condition of 
module is defined by condition of diodes (in open or 
closed stay). The array control is carried out by the 
microcomputer. The digital array probable conditions 
number is proportional to module number and number 
of each module allowable condition. This digital array 
has a set of radar-tracking images. The control of these 
images allows creating "intellectual" covers. These 
radiocovers capable to adapt for radar-tracking circum- 

stances. Several possible ways of the microstrip ele- 
ments excitation are considered including a plane wave 
excitation or periodic system of coaxial waveguides 
feeding. We consider the first case. In this case plane 
electromagnetic wave incidents on the array from the 
direction, which determined by wave vector k = -k0. It 
is necessary to determine the current distribution on the 
reradiators of array and scattering characteristics. 

Proposed mathematical model is based on the periodi- 
cal structures conception and integral equation system 
solution. The vector integral equations are formulated 
by Lorentz lemma. The application of periodicity con- 
dition has allowed to reduce the solution area to one 
Floquet channel. The column matrix of magnetic cur- 
rent   density   components   on   the   array   aperture 

J   (q) ( and the electrical currents in controllable 

elements Ij(z') are determined from integral equation 

system based on the boundary conditions [4]: 

-i2naY:ji;(z').(KM3ip/qj,z'))d^ fit/ ^(pj): 
/=l-h 7=1 

\(K3M{Pi,zlq)).JM(q))  dSq- 

SA 
N ° 

- 2na'jrilj\z').(K33(pi,z/qJ,z<)) dz' = 

j=l 

where /' = 1,2,..., N; z e [- h, O], h - thickness of the 

array substrate, a- shunts radius; SA - aperture sur- 
face. The kernel of an integral equation is a square 

matrix. This row matrix blocks (K^ (p/q) \ express 

interaction between unknown electrical and magnetic 
currents. Right parts of the equations system are the 
excitation fields [4]. The first equation represents the 
condition of fields tangential components continuity on 
the array aperture. The remaining equations are Pok- 
lington's equations on the controllable elements. The 
controllable elements are simulated by conducting 
shunts with impedance loads. Its distribution along 
each shunt is known. The moment method is used for 
integral equation numerical solution. The subsectional 
rooftop function set is used for current approximation 
[4]. The model does not impose restrictions on the 
microstrip element shape or substrate parameters. The 
crystal diodes are simulated by the loads with control- 
lable surface impedance providing the digital control of 
microstrip array parameters. Every load is connected 
with the microstrip element's patch. Such loads can 
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execute a role either of phase shifters, or of switching 
elements. The substrate can be a crystalline semicon- 
ductor. In tins case the diodes will be an integrated 
parts of a substrate. This electromagnetic structure is of 
a solid-state construction. There are proposed some 
ways of such microstrip array application. 

NUMERICAL RESULTS 

<3?(x\ rad 

Fig. 3 

This report section presents some numerical results, 
which shown the application of described model to 
computing of microstrip reflectarray element radiating 
and scattering parameters. The radiating pattern of a 
considered spiraphase microstrip array is shown in Fig. 
3. The topology of an array unit cell is located in the 
left insertion. The phased-delay distribution along re- 
flectarray is located in the right insertion. Thus this 
array is phased correcting reflector. The reflector has 
sizes: laxla, where a = 3,55X. The focal length to 
diameter ratio F/D equals 0,46, where D = 2a. The 
calculated radiating pattern of this antenna has shown 
by solid line. In this case it has used the "element by 
element" technique. If the influence between array 
elements is neglected, then radiating pattern of this 
antenna has view, which is shown by dashed line in the 
Fig. 3. 
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Loop antennas are widely used in antenna technology 
due to their simple construction. Recently, to overcome 
their main disadvantage, a narrow frequency band, 
modifications of such antennas have been developed. In 
particular, loop antenna with reactive loads based on a 
loop oscillator (LO) are known. There are concentrated 
capacitances that are connected into the circuit between 
passive arms and also between each active and passive 
arms in loop antennas. The principle of functioning of 
the loop oscillator with concentrated loads can be ex- 
plained when considering an antenna input impedance 
with the inphase and antiphase excitation method [2]. 

Due to inphase currents in active and passive arms of 
LO a radiative electromagnetic wave is created. Con- 
formal component of input impedance Z, has active and 
reactive parts which can be defined as components of 
the input impedance that are equvalent to the ones of 
"thick" oscillator with conductor radius re defined by 
the cross-section of conductors and distance between 
arms S. In particular, there is the expression for LO for 
the round conductor with radius R: 

re=y[RS. 

The formula obtained for the case of the round and 
band conductors perimeters equality, can be used for 
LO band type conductor measured by thickness / and 
width B under condition of t« B, is as follows: 

re=4^BS. 

Antiphase currents create a non-radiative field near 
LO. The conformal component of input impedance Zop 

is only reactive. Being an impedance of shorted twin 
feeder with wave impedance p5 this component for the 
oscillator with arm length / equals: 

-op ;p,tan(W). 

The total input impedance of unloaded loop oscillator is 
a result of parallel connection of the transformed im- 
pedance of equivalent oscillator and input impedance 
for antiphase regime excitation. Transformation coeffi- 
cient N is defined by arms geometric parameters of LO 
and it equals two for identical arms. 

There is a single concentrated capacitance included 
between passive arms in LOCL [2], the other one is 
connected between active and passive arms, moved off 
driving points for a defined distance. The first capaci- 

tance changes the correlation between inphase and 
antiphase currents, the second one — a value of Zop as 
shunt loading of shorted feeder. It is evident that these 
two degrees of freedom enable a reactance of antenna 
input impedance to be compensated at least at a single 
frequency point, as to select a mean value of input im- 
pedance active component. 

As a development of the proposed idea it is offered to 
use distributed reactive load in the form of a part of the 
open-circuited at the end twin feeder instead of the 
second concentrated capacitance. One conductor of this 
feeder is the active arm of LO and another one is lo- 
cated between active and passive arms of LO. Besides, 
one of its ends is connected with passive arm near the 
first concentrated capacitance and the other one is open 
— circuited. The scheme of the described loop oscilla- 
tor with a distributed reactive load (LODRL) is de- 
picted in Fig. 1: 

Fig. 1. The LODRL scheme 

It is marked in the Fig. 1:1 — loop oscillator; 2 — 
active arm; 3 — passive arm; 4 — concentrated ca- 
pacitive load C,; 5 — distributed reactive load. 

The calculation of the feed impedance of LODRL Zmp 

has been carried out with the equivalent scheme 
method taking into account the method of induced 
electromotive force: 

7.     - 1 1 

ZsN
2+ZxN(N-\)    ZV+ZXN 

-Zi(«-1) 

where Z\ is the reactive impedance of the capacitance 
C\\ Zp is the impedance of antiphase excitation. 

In this case, Zp is defined as shunt connection of short 
and open-circuited parts of feeder with different wave 
impedances: 
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z* = z 
■^op^d 

op +zA 

where Zd = -jpä cot(kl-lz) ; /, is a value of shorten- 
ing of the open-circuited conductor. 

Estimations have been carried out for the oscillator, in 
which the loop and distributed load had been in the 
form of strip. Wave impedances ps and pd of the strip 
twin feeder have been determined by the known for- 
mulae [3]. Plots of active (R, solid line) and reactive (X, 
dashed line) components of asymmetrical LODRL 
input impedance versus ratio l/X are shown in Fig. 2. 
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Fig. 2. Plots of feed impedance components 

of LODRL versus l/X 

One can see essential distinctions with respect to the 
LO input impedance frequency dependence: the active 
part of input impedance changes slightly for LODRL of 
0.65 > l/X > 0.25 and it is limited by 40...80 Q, 
whereas the reactive component of feed impedance 
mainly is of capacitive nature, and its absolute value 
doesn't exceed 50 fl 

In order to illustrate the capabilities of LODRL match- 
ing, the dependence of input VSWR fed by 75 Ci feeder 
versus ratio l/X is shown in Fig. 3. 

It is seen, that it is possible to attain optimal matching 
for LODRL (VSWR <i 2) in the frequency band 1:3 and 
more. In the high frequency domain the dependence is 
of oscillating nature, though sharp mismatching is not 
observed. 

For experimental checking up there was a sample of 
asymmetrical LODRL with following parameters 
(mm): / = 120; B = 28; S = 20; /, = 1; Sd = 10 (the dis- 
tance between the active arm and a distributed load). 
Mesurments had been carried out for DMW band 
within limits of 450...800 MHz. Basing on the results, 
it has been found out that VSWR < 2.0 can be reached 
at relative frequency band of about 42 % and besides, 
the middle frequency of this band is only 10 % above 
the resonance frequency of half-wave oscillator. 

Basing on the theoretical and experimental results one 
can affirm that for the proposed loop oscillator with the 
distributed reactive load a sufficiently wider band of 
satisfactory matching with the feeder is provided than 
for the "classical" oscillators. 

Nowdays, the theory of LODRL isn't developed enough 
and it needs to be specified. 
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ABSTRACT 

The calculation expressions for the radiation resistance 
of a circular cylinder helix are deduced. 

INTRODUCTION 

The induced EMF method is of the most importance for 
determination of the radiation resistance and input 
impedance of helical antennas. However, it should be 
emphasized that there are two formulations of the 
method. One of them is based on the Poynting theorem; 
another other - on the mutuality theorem. The both 
formulations are suitable for consideration of helical 
antennas, but they characterize different physical phe- 
nomena, which can be described as the following: 

ZSW = 
1 

l/MI2    /(*)/*(*) 
jE&Kfete, (i) 

'ato{ 
jX®/;,(^,    (2) 

where IJQ is the extraneous current distribution along 
an antenna wire, I(x) and f(x) are the direct and conju- 
gate current values in the wire section, for which 2^ 
and ZA are determined; EX(Z) is the tangential compo- 
nent of the field near the antenna wire; Zz and ZA are 
the complex radiation resistance and the input imped- 
ance of the antenna, respectively. 

Distinction of formulas (1) and (2) consist in that con- 
jugate currents in (1) are replaced with the direct cur- 
rent values in (2). The expressions are the same only 
when the set current distribution I(x) is described by a 
real function I(x) = f(x), that is to say the current dis- 
tribution is uniform. However, under I(x) * 7*(x) for the 
travelling current distribution the calculation results of 
(1) and (2) are different. In this case an estimate of ZA 

is more accuracy. In spite of this estimation of Zz by (1) 
is used more often in practice. The paper deals with de- 
scription of helical antennas according to the formula (1). 

PROBLEM FORMULATION 

Let us consider a helical antenna located on a circular 
cylinder as a model shown in Fig. 1. 

According to Fig. 1 the cylindrical helical antenna 
represents the composition of two independent arrays: 

1) the system of axial electrical dipoles for h «X and 
2 the systems of parallel circular loops with finite sizes 
are located along the axis Z. 

Fig. 1 

Taking into consideration the orientation of dipoles and 
loops we can consider that Zz - ZZk + Zz&, where ZEä, Z£ö 

are radiation resistances of arrays from dipoles and 
loops, respectively. 

Let the helical antenna current distribution be travel- 
ling. Then, if we assume 2na + h = X, elements of the 
array are inphase and with equal amplitudes in a first 
approximation. 

Let us examine the interaction resistances for each 
array. 

For axial electrical dipoles the investigation will be 
carried out for two dipoles located at the distance h (see 
Fig. 2a), which equals h for adjacent elements. Taking 
into account that the imaginary radiation resistance is 
very small for electrical dipoles, calculate the radiation 
resistance by the Poynting method for which it is neces- 
sary to know radiation field in the far-field zone 

EQ=j-60kIe-£ejr 
Qxp(-jkr) 

cos1 )cos ̂ sinel, (3) 
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where 1^ is the current of the antenna inputs, ieg- is 

the dipole effective length; H^ = HOKEQ . 

b 

Fig. 2 

Taking into account that 

^n-T^äWh^XdS, (4) 
Yi\   S 

after calculations (4) we obtain 

Rn2=60^efff 
sin(fcg)   cos(kH) 

(kHf     {mf 
(5) 

The analysis for the radiation resistance of the array 
from loops was carried out similarly to [1]. 

GENERAL DESCRIPTION 

In this case let us take advantage of the induced EMF 
method. The centers of the loops (in the planes XY and 
XY') are located in the center of the coordinate system 
and the distance between the centers equals h (see Fig. 
2b). The current distribution of the loop is represented 
in the following way 

/(s) =/<**, 

where S = a-cp, and the current element is given by 

dl (s) = al0e
jka((' (cos cp • ey + sin cp ■ ex jdcp , 

The current distribution for f(s) is the same, where 

Taking into account the coupling between the rectan- 
gular and polar coordinate systems for each loop: 

x = -acos(pl    x' = -acoscp 

y = asinq>  J ' / = asincp' 

and writing the distance between the elements dl and 
df in term of 

r = yl(x-xf+(y-yf+H2 , 

the expression for 2Z\2 can be presented as 

2 2n2n 

zxn = -J—f- J fexp(-y&ö(cp-cp'))exp(-yXr)- 
o o 

k2r2-j3kr-3(y-y')2 ^k2r2+jkr + \ 

V 

coscp 

+ k2r2-j3kr-3(x'-xh'-y).sin(p 

r- r2 

'k2r2-j3kr-3{x'-x)2    k2r2+jkr+l 
sincp- 

k2r2-j3kr-3(x'-x)(y'-y) 
coscp sincp' >d(pdq> . (6) 

CONCLUSION 

The radiation resistance research of circular cylindrical 
helical antenna represented as the two independent 
arrays allow to determine both the antenna input im- 
pedance and the directivity value in dependence on the 
helix geometrical parameters. 
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ABSTRACT 

A wide application of MW band leads to the necessity 
of antenna arrays designing from the elements of small 
overall sizes. While designing these antennas the 
problem of interactive influence of the array elements 
and the interaction impedance is of paramount impor- 
tance. 

PROBLEM FORMULATION 

Let us represent loop antennas as equivalent magnetic 
dipoles for calculation of the interaction impedance. 
Then using the principle of polarization duality the 
problem can be reduced to the examination of electrical 
dipoles with the antenna effective length /effequal to the 
dipole arm length. For small loops /efr= k-S, where k = 
n/X, S is the loop area. 

Small loop antennas in the plane XY and X'Y' as well 
as their magnetic dipole moments qu along the axis Z 
are presented in Fig. 1. The magnetic parallel dipole 
are located along the axis Y at the distance d. In order 

to calculate the interactive radiation impedance ZZn we 
take advantage of the induced EMF method. It is con- 
venient to represent the radiation field components in 
the near-field zone by the vector potential of Hertz A 

£(*',/) = • 1 

MoV-o 
[(graddiv A +k22 )>. 
-/ 

where 

2-Vo trM exp(-jkr) £J7(!). 471 
<%, 

(1) 

(2) 

where £,   is the coordinate along the wire with the 
current; r is the distance to the observation point. 

The interaction impedance of the input current 4 is 
given as 

^\E,{%)r{$d%.        (3) zu -■ 

On the basis of expressions (1), (2) for vertical Hertz 
dipole (see Fig. 1) the components Ee, Er and H9 differ 

from zero. For further research we shall considere only 
the component E0 

E6 = flOklitJu-L--1-1 exp(-^sin9.    (4) 
i,     jkr   k2r2)       r 

Due to the dipoles located along the axis Z the compo- 
nent E2 can be written for the main direction 9 = TC/2 in 
the rectangular coordinate system as the following 

E2=ErcosQ-EQSinQ = -EQ, (5) 

and, therefore, EZ = E2 = -Ee. 

Thus, on the basis of the formulas (4), (5) and under 
the condition that 1^ = Ii2 =h~ const and r = d, we 
obtained 

.   3Äv 
-112 -J- 

xze 
2(kdf 

r,402 

\ + jkd-{kd)2\e-*d,     (6) 

where Ru =20-A: S is the self radiation impedance 
of the loop antenna. 

On the basis of the result for magnetic dipoles we now 
turn to the consideration of the finite-sized circular 
loop with the radius a. 

GENERAL DESCRIPTION 

The loop antennas with the radius a are shown in 

Fig. 2. They are located along the axis (XY) and (XT), 
respectively, and the distance between their centres 
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equals d. The loops inputs are on the axiases X nX', 
respectively, and the current distribution is assumed as 
the cosine-function. Then for the current element dl on 
the loop 1 we can write 

dl((p)=l0a- cos[fc(n: - cp)] • \ex sincp+ey coscp) • dcp. (7) 

Corresponding expression can be given for df'fo') and 

the condition 70=id- Therefore, Z£i2 = Z&I- 

Fig. 2 

For the further consideration the rectangular coordi- 
nates are substituted for angular ones (see Fig. 2): 

x = -a -coscp 

v = o-sincp 

x =-a- coscp 
y' -d + a -sincp'' 

(8) 

where r = ^(x'-xf +{y'- yf . 

Thus, Zy;)2is detennined in terms of: 

2« 

Z^2—-^iE(x',y')dI'\ (9) 
'0J0    o 

The field components E(x',y') near the loop 2 are 

calculated according to the formulas (1) and (2). Thus, 
after substitution E(x', y') into (9) and transformation 

of the integrand for Z^n we can write the following: 

2 2n27t 
■ —- J jexp(-;foj(cp-cp'))exp(-/£r)- 

o o 

'k2r2-j3kr-3(y-yf    k2r2+jkr+l 
3 2        + 3 

cos 9 

k2r2-ßkr-3 (x'-xiy-y)   ■ + J- A ££—^.smcp 

'k2r2-j3kr-3(x'-xf    k2r2+jkr+l 
smcp- 

k2r2-j3kr-3(x'-x){y'-y) 

? r2 coscp sincp' Ujcftp'. (10) 

According to (10), A£i2 andX%12 are computed and the 
results obtained are compared with the calculation (6) 
for small loop antennas. 

CONCLUSION 

The research of the interactive impedance for small 
loop antennas with the finite overall sizes allow to 
establish the application boundaries of the dipole repre- 
sentation of loop antennas as well as to analyze the 

behaviour of the interactive resistance RYM and reac- 

tance X-£n in dependence on the ratios a/X and d/X. 
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ABSTRACT 

The analysis of radiation characteristics for a zigzag 
antenna is represented. The obtained mathematical 
expressions of electromagnetic field components are 
given in an analytical form by the use of a Fourier's 
series for Bessel's functions. The numerical modelling 
results of radiation characteristics for zigzag antennas 
of an arbitrary configuration are discussed. 

INTRODUCTION 

The to-date requirements to antenna systems, a lot of 
existing research problems lead to necessity of the fur- 
ther improvement of the well-known antenna charac- 
teristics and to the search of new technical solutions. 
As for wire antennas the characteristics improvement is 
achieved by optimization of the antenna geometry on 
the polarization and directivity criteria [1], [2]. As it is 
shown in [3], zigzag radiators are more perspective 
from the point of view of potential directive features. 
The antenna allows to increase the directivity factor 
under the condition of its small overall sizes, for exam- 
ple, in comparison with various kinds of (director and 
log-periodic) antennas. However, frequently the radia- 
tion characteristics of zigzag antennas are calculated 
and analyzed approximately; and the fact doesn't allow 
to study and to realize the antennas potential features 
largely. 

Therefore, the interesting for engineers problem ap- 
pears, the solution of which is presented in this paper. 
This problem aim is to investigate radiation character- 
istics of zigzag antennas with various geometrical con- 
figurations in more general electromagnetic form. 

GENERAL DESCRIPTION 

The performance of antenna in terms of an elliptical 
helixfl] enables to solve a number of problems both for 
flat and volume geometry. For example, a zigzag an- 
tenna is a degenerate form of the elliptical helical an- 
tenna with the minor axis equal to zero. Further, we 
shall denote call the zigzag antenna as a Z-antenna. 

The geometry of Z-antenna shown in Fig. 1 is described 
in parametric representation as follows: 

S = — aocsecß, 
7t 

(lb) 

x = a cos a 

2   t z-a —atga 
7t 

(la) 

where x, y, z are the current coordinates in the rectan- 
gular coordinate system; a is projection of the an- 
tenna's arm on the plane XOY; ß is the inclination 
angle of the antenna's arm to the plane XOY; S is the 
wire length of Z-antenna; a is the parameter changing 
from 0 to 27t«, where n is the wraps number. 

M(R,e,cp) 

Fig. 1. Z-antenna 

The expressions (la) and (lb) are obtained on the basis 
of the asymptotical solution of the elliptical integral for 
the set antenna geometry as shown in [1]. 

In order to obtain the main expressions for radiation 
field of Z-antenna we take advantage of representation 
of the vector potential on the basis of which one can to 
determine electrical field density in asymptotical ap- 
proximation of the far-field zone. 

= J/(*) exp(-y^) 
ds . 

E=A$e 1+4^. 

(2a) 

(2b) 

where e$, e^ are the vector basises of the spherical 

coordinate system, I(s) is the current distribution 
along the wire of the radiator, k is the wave number, 
r is the distance from an element with the current on 
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the radiator axis to a point of the antenna far-field 
zone. 

According to the antenna geometrical configuration 
(la) only two components of the vector potential (2a) 
differ from zero, namely Ax and Az, therefore, the 
field polarization nature is given by the following 
equations 

AQ=AX COS 9 cos <j) - Az sin9 

A$ =-Axsin§ 
(3) 

Thus, the further analysis of Z-antenna radiation char- 
acteristics (2b) leads to investigation of corresponding 
components of the vector potential (3). 

We assume the current distribution along the radiation 
wire to be 

/(*) = /0exp(-y§to), (4) 

where % is the coefficient characterizing the wave 

slowing under the condition of the wave propagation 
along the radiator, therefore it leads to improvement of 
the antenna directivity. 

Then, taking into consideration the antenna geometry 
(la), (lb) the vector potential components in the rec- 
tangular coordinate system are written in the following 
way: 

—« 
AX=AQ jexp(-j%ks)x 

o 
xexp[/*(xsin9cos(t) + zcos9)]sinoufa, 

a« 
Az=A0tgf>jexp(-jEJcs)x 

o 
x exp[/fc(xsin9 cos <|>+zcos 9)]sinajt/a, 

(5a) 

(5b) 

where AQ = 30kI0aexp(-jkR)/R is the multiplier 
describing of the spherical wave behaviour in the far- 
field zone; R is the distance from the coordinate sys- 
tem centre to a point in the antenna far-field zone. 

In order to calculate the integrals in (5a), (5b) we use 
expansion into the Fourier series for exponential func- 
tions. 

00 

exp(-;v siny) =   Y,Jm (v) exp(-/y); 
M=-<* (6) 
00 

exp(yv cos y) =   ]T jmJ,„ (v) exp(;my), 

where Jm is Bessel's function of the first kind of /n-th 

order. 

After complicated mathematical transformations of the 
expressions (5a) and (5b) the vector potential compo- 
nents can be presented as follows 

AX=A ]T/"•/„,(forsin9cos<j))x 
m=-°o 

exp(/Coc„ )(7Csina„-cosa„) 

C2-l 

(7a) 

■ A Az=-jA-tg$ YjmJm(kasmBcos$)x 

expQCaM)-l 
C 

(7b) 

where C = kh1yl -2n + m,hx = a(tgß cos 9 - sec ß • £), 

,   e2     3   4    5^x y, =1 e  + + ..., n 4    64        256 

m, n are the >w-fh and w-th orders of Bessel's functions, 
respectively. 

RESULTS AND CONCLUSION 

Thus, on the basis of the obtained expressions for the 
vector field components the analysis of Z-antenna ra- 
diation characteristics is made under the condition that 
the wave slowing along the radiation wire is insignifi- 
cant (£ = 1.00... 1.11 is obtained experimentally). 

Note, that in the antenna plane (plane XOY), and also 
in the axial direction (the axis OZ) only one component 
of the vector field is excited, that is to say the field is 
linearly polarized. 

The presented expressions for radiation field compo- 
nents allowed to carry out optimization of geometrical 
parameters of Z-antenna. 
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The raise of the gain of cylindrical spiral antenna 
(CSA), which is excited in axial radiation mode, is 
usually reached by extension of axial length of the 
spiral [1]. However CSA gain at large (more than 15) 
number of coils depends on magnitude of the angle of 
the spiral winding [2]; when the angle of winding is 
close to 14°, it is increased practically linearly with 
growth of coils number. Increasing of CSA gain of 
limited axial length is received by the putting of the 
metal cylinder inside of a spiral [3]. When common 
length of antenna is equal 1.58A., gain is more than 
13 dB. 

Simultaneous reception and radiation of circular po- 
larization waves with opposite (identical) field vectors 
rotation direction in two diverse frequency bands can be 
made in coaxial spiral antenna (CSA) containing two 
coaxial located spirals with opposite (identical) direc- 
tion of winding and common screen. 

Known CSA [4], containing two coaxial located tape 
spirals with identical direction of winding and the 
common screen operates in frequency bands of 750- 
900/1200-1300 MHz (JWA., = 1.47), has identical gain, 
that is equal 12 dB, in both frequency bands. The in- 
creasing of gain in a band of operational frequencies of 
an exterior spiral is obtained because of influence of an 
interior spiral. The substantiation of an obtained prize 
in gain of an antenna, and also limits of frequencies, at 
which the additional amplification is reached are not 
explained in [4]. 

The considered effect of gain extension is obtained by 
us at development of CSA containing two coaxial lo- 
cated regular cylindrical wire spirals with opposite 
direction of winding. CSA (Fig. 1) has gain that is not 
less than 13 dB in frequency bands of 3.4-3.9/5.72- 
6.25 GHz (k2/h = 1-65). 

The substantiation of CSA additional amplification on 
the lower frequencies because of energization of an 
axial radiation wave in an interior spiral is insuffi- 
ciently correct, because relative length of a coil of the 
spiral is 2naA = ka < 0.6 on these frequencies, where a 
- coil radius, k = 2n/X. It is possible to explain exten- 
sion of CSA gain on the lower frequencies, using a 
principle of antenna operation [3], taking into account 
the magnitude of the diameter of the exterior surface of 
the interior wire spiral {2a, „.,..). 

For the definition of regularity of a modification and 
the reasons of additional extension of the gain on the 
lower frequencies from relative geometric parameters of 

the CSA outcomes of experiments are shown in a ta- 
ble 1. 

&6Mi\ 4*.l X 

Fig. 1 

Table 1 

X-2/X., =1.47, fl2/o,=1.62 5i2/^i=1.65, a2/öi= 1-83 

2axIX2 gain, dB 2d\e.s./k2 gain, dB 

0.17 9.5 0.165 10 

0.18 11 0.168 12 

0.195-0.245 12 0.17-0.205 13 

0.254 11 0.207 12 

0.261 9.5 0.21 10 

There are ratios of the tape interior spiral diameter 2a\ 
[4] and diameter 2a]es. (Fig. 1) to the exterior spiral 
wavelengths 12, where the gain extension is reached in 
2 times, and also their boundary ratios, where the addi- 
tional amplification is not observed, at ratios of average 
lengths of waves X2IX\ and angles of winding oc2/a.i of 
considered CSA in the table. In gaps of these ratios the 
smoothly varying gain increment from 0 up to 2.5 ... 
3 dB is observed. 

The maximum gain extension on the lower frequencies 
is reached(achieved) at ratios 2ai/X2 = 0.195... 0.245 at 
tape CSA (at X2/X} = 1.47, a2/aj = 1.62) and 2auJX2 = 
0.17 ... 0.205 at wire CSA (at ^A-i = 1.65 and a2/at = 
1.83). 

The increasing of the winding angles ratio a2/cci re- 
duces in a diminution of ratios 2ai/l2, at which the gain 
extension is observed. 
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It is known [5], that in a beam dielectric antenna there 
is a sharp passage from a condition in which dielectric 
almost does not influence a phase velocity and it is 
equal to velocity of light (c), to a condition, when the 

phase velocity is close to cj^. If e, is small, the 

passage from one condition to another happens rather 
smoothly at large values of a ratio of the rod diameter 
to a wavelength. By this way the influence of an inte- 
rior spiral, at which an additional amplification on the 
CSA lower frequencies is observed, similarly to a 
slowing down effect of a beam dielectric antenna with 
er« 30 at a ratio of the rod diameter (interior spiral) to 
a wavelength 2ai/X2 > 0.17. 

The influence of an interior spiral on CSA gain in the 
lower frequency band is not observed at ratios 2axIX2 < 
0.17. 

The lower range of CSA operational frequencies with 
increased gain is narrowed down and the minimum 
frequency decreases at extension of a density (diminu- 
tion of an angle) of the interior spiral winding. At the 
winding angle close to zero the antenna has increased 
gain in narrow frequency band [3]. 

The maximum frequency of the lower range of CSA 
operational frequencies with increased gain is deter- 
mined by a upper bound of existence of an axial radia- 
tion wave at the exterior spiral and depends on a ratio 
of CSA spirals diameters [6]. When ratio of diameters 
of spirals is less than 1.75 the magnitudes of ka < 1.25, 
and the maximum value of ka decreases with a dimi- 
nution of the ratio of diameters of the spirals. 

The maximum ratio 2a}/12, at which the gain extension 
is observed, depends on the winding angles ratio and it 
does not exceed 0.25; at increasing a2la\ the ratio 2ai/ 
12 decreases. 

The relative axial lengths of considered antennas prac- 
tically are identical, but CSA gain (Fig. 1) is more than 
gain of an antenna on ldB [4]. This prize is because the 
CSA spirals are cylindrical, but in [4] — with a conic 
termination. Besides the CSA spirals (Fig. 1) have 
unequal axial lengths distinguished on a quarter of a 
maximum wavelength. Length of a conic part of a 
metal rod [3] is also equal 0.25X. It allows to improve 
the concordance of an antenna with the feeder. 

CONCLUSIONS 

The gain extension of the lower range of CSA opera- 
tional frequencies at the expense of a slowing down 
effect of an interior spiral can be obtained only at indi- 
cated ratios of the interior spiral diameter to the exte- 
rior spiral wavelength. 

The band of the CSA lower frequencies, when the ad- 
ditional amplification is observed, extends with a dimi- 
nution of the ratio of spirals winding angles. 

The concordance of CSA with the feeder is improved, if 
its spiral have unequal axial lengths distinguished on a 
quarter of a maximum wavelength. 
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ABSTRACT 

A computational method of small-sized loop antennas 
of the meter and decimeter ranges with capacitive loads 
is considered. It is shown that a cascading of capacitive 
loads in antenna enables one not only to reduce the 
dimensions of antenna but also to obtain an isotropic 
radiation pattern in the horizontal plane. The offered 
antennas can find applications in TV broadcasting, and 
mobile and other kinds of radio communications. 

INTRODUCTION 

As it is known, in meter and decimeter wave bands 
under conditions of settlements and industrial objects 
the transmission quality of the television information, 
and also cellular phone mobile and other kinds of radio 
communication rises when using horizontally polarized 
waves, as compared to using vertical polarization [1]. 
In the given work the capability of creation of the 
small-sized antenna of horizontal polarization with the 
isotropic radiation pattern is regarded. 

In the work [2], the method of integral equations (IE) 
for calculating stub and loop bent antennas of different 
form with sequentially connected concentrated loads 
has been set forth. Computing BE by this method, the 
authors managed to determine behavior in the fre- 
quency band of input impedance (Z,„ « Rin ± Xin) of 
the loop antenna of finite thickness with sequentially 
connected capacitive loads. 

INVESTIGATION RESULTS 

In Fig.   1, the charts  Ä,„and   Xin .obtained by IE 

method for the loop antenna in the form of a square are 
presented at change of electrical length of a closed loop 
PA within the limits of 0 ... 2. Dashed lines are for the 
customary antenna of finite thickness with parameter 
Q = 10.3 without loads; solid ones - for input resis- 
tances of the same antenna with two symmetrically 
connected capacitive loads at distances he = ±0.125P. 

from the antenna excitation point 

The chart in Fig. la illustrates originating in the an- 
tenna with capacitive loads of a padding (series) reso- 
nance of current (xin = 0) at PA « 0.5 symbolized in 

the figure as CD, whereas the resonance in the antenna 
without loads ensues only at electrical length of the 
antenna PA, * (1.1 ... 1.2) symbolized as O. Thus, at 

change of electrical length of the antenna in the range 
0 < PA < 1.5 in the antenna without loads there is only 
one resonance (ordinaary property of loop antennas), 
and in the loop antenna with capacitive loads - there 
are two ones in points © and ©. 

A padding resonance of a current © in the antenna 
with loads is of especial interest, for it can be utilised 
for the development of electrically small loop antennas, 
a resonance frequency of which can be controlled in the 
main with a value of a capacitive load. As is seen from 
the chart in Fig. la a resistance of the antenna lays 
within the limits of 50...200 Ohm, that is quite reason- 
able to matching such antennas with the feeder. The 
research [2] have shown, that the most favourable con- 
ditions for an antenna matching with the feeder take 
place at \hc\<0.2P. 

It is possible to determine the value of capacitive load 
depending on a place of its actuation (%), on a closed 
loop perimeter (P) and other parameters of the antenna 
with a reasonable accuracy rate by a method of an 
equivalent line [3]. After that it is possible computing 
by an integral equation method [2] to update a fissile 
component of an input resistance of the antenna 
Ä,„and distribution of a current, and also radiation 

pattern and other parameters. 

Assuming the considered loop antenna to be in the 
form of short-circuited piece of lengthy waveguide, we 
shall obtain the expression for capacitive reactance of 
load to be defined [3]: 

Xc = 0.5W{tg[2it/X*(0.5P-hc)] + tg(2n/X*hc)}, (1) 

W = 2761g(P/4ra), (2) 

where W is the wave resistance of the antenna, X is the 
length of antenna operating wave. 

As follows from (1), at a Constance of parameters W, P 
and X the change of points of connection of loads (he) 

entails a change of their capacitive reactance. Besides, 
the change of hc results in Rin change [2]. Consider 
the small-sized antenna with loads produced from alu- 
minium conductive of a tube a dia 16 mms with pe- 
rimeter of a tube P = 1360 mm and hc = 170 mms. An 

operational frequency 120 MHz. From the formula (1) 
is received Xc = -735 Ohm, that corresponds to ca- 
pacitance with 1.9 pF. Calculation of this version of the 
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a) 

2,0      P/». 

Fig.l 

antenna by the integral equation method [2] has al- 
lowed to update a value of resonant capacitance from 
1.9 pF to 2.03 pF and jointly to determine a value of 
resonance resistance: Rin = 47 Ohm. Note, that in the 
absence in the given antenna of capacitive loads its 
input resistance computed by the IE method [2] in the 
vicinity of the antiresonance is Zin = 1522 - /'4981 
Ohm, and the corresponding value of a current module 
at voltage U = 1 V on an antenna input is 0.19 mA. 
Such data-ins are unacceptable for matching an an- 
tenna port with the feeding feeder. 

Unlike this, under similar condition in the same an- 
tenna with connected capacitive loads the current mod- 
ule at a resonance sharply increases, approximately by 
two orders, and the antenna becomes serviceable with 
an input resistance close to 50 Ohm. We have consid- 
ered the version of the loop antenna, diminished ap- 
proximately twice relative to the classic sizes (FIX =1.1 
...1.2). If necessary, the antenna can be reduced by a 
greater factor at other values Xc of switched on ca- 

pacitive loads, defined by the formula (1). 

The research by an integral equation method [2] have 
shown, that in classic loop antennas of any configura- 
tion (circular, rhombic etc.) with an ordinary perimeter 
of a closed loop (1.1...1.2X.) without loads in the distri- 
bution of a current along a closed loop there are two 
diametrically opposite zero falls. These falls stipulate 
availability of the conforming two zero falls in the 
radiation pattern in a plane of such antennas. The con- 
nection of capacitive loads in similar antennas allows 
not only to reduce their sizes, but also to eliminate zero 
falls in the current distribution and, consequently, to 
obtain the isotropic radiation pattern in a plane of the 
antenna with capacitive loads [3, 4]. 

The version of implementation of a small-sized loop 
antenna with capacitive loads is depicted in Fig. 2. The 

loop antenna comprises a conductive closed loop 1, 
produced in the form of a bent tube, and terminals 2 on 
the opposite ends of a conductive closed loop for hook- 
ing up of a feeding channel. The loads 3, being of ca- 
pacitive nature, are mounted in a closed loop 1 on both 
sides of terminals at distances from them no more than 
0.2 perimeters of a conductive closed loop. 

Each of loads 3 is implemented as metallic barrel 4, 
having a galvanic contact to one part of a conductive 
closed loop, inside of which one the iron core 5, gal- 
vanically bound by screwed joint with another part of a 
conductive closed loop, is introduced. The dielectric 
bush 6 is placed inside the barrel 4, inside this bush an 
iron core 5, and on its surface which is not entering 
inside of the dielectric bush freely slides, there is a 
thread. With the help of this thread the iron core 5 is 
twisted into a thread of shank bore of a handset 7, at- 
tached to isolator of load ,3, that enables a rod 5 to 
arbitrarily travel along internal space of the dielectric 
bush 6, changing with this reactance of load 3. The test 
leads of handsets 7 are closed by caps 8. 

The antenna is attached to a dielectric crossbar 9 with 
the help of a grip 10 and the two grips 11 (one of them 
conditionally is not shown in Figure). Both grips 11, 
are welded to handsets 7, and simultaneously serve as 
removals for hooking up of the feeder 12 to terminals 2. 
Hooked up to terminals 2 feeder 12 is made on a cross- 
bar 9 toward the receiver (transmitter). The final tuning 
of the antenna in a resonance of an iron implements at 
removed caps 8 by twist (unscrewing) core 5 screw- 
driver or special key entered into handsets 7. After 
tuning the situation of rods 5 is fixed with, for example, 
potting. 
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Fig. 2 

CONCLUSION 

The reported loop antenna can find applications in 
modern TV and radio communications, for it has a 
number of advantages with respect to ordinary stub 
antennas, namely there is a necessity for ground plane 
and the isotropic radiation pattern in the plane parallel 
to the Earth is provided at the horizontal polarization of 
radio waves. 
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ABSTRACT 

The research of band properties of a hemisphere helical 
antenna with the optimum geometrical parameters has 
been carried out. Theoretical and experimental results 
of direction and polarization features of the antenna, 
and also the input impedance in a wide band are pre- 
sented. 

INTRODUCTION 

A lot of up-date communication, radar and radiotele- 
metry system operate with signals of a various polari- 
zations. Therefore, there are many problems concerned 
development of elliptical polarization of antennas oper- 
ating in the set direction. 

It is known that isotropic antennas are more suitable for 
such systems, since they provide the system reliable 
work due to that losses conditioned by the polarization 
anisotropy can be decreased by omni-directional helical 
antennas [1] which meet these requirements more fully 
because of they can radiate close to the isotropic pat- 
terns in the axial direction and to provide rather high 
values of the axial ratio in a wide band. 

Possibilities of conical and cylindrical helical antennas 
application for different radio systems (including mo- 
bile ones) are restricted by their overall dimensions. 
The antenna axial size can be reduced by means of 
location of helical antenna wires on a hemisphere. 
However, there are engineering difficulties conditioned 
by the absence of full analytical and experimental re- 
sults in research of such antennas. 

GENERAL DESCRIPTION 

Let us consider a hemisphere helical antenna, the ge- 
ometry of which is shown in the Fig. 1 in Cartesian 
coordinate system. Radiation wires design in terms of 
regular helixon a hemisphere is a peculiarity of the 
antenna geometry. The maximum wavelength of the 
antenna radiation field is determined by the hemisphere 
radius R^t,. 

Directional and polarization features of the presented 
antenna can be analyzed on the basis of the vector po- 
tential method, allowing to determine electromagnetic 
field in an asymptotical approximation of the antenna 
far-field zone as follows 

E s j*Ä = ßOk U(spP(zMds, 
ftv- s r 

(1) 

where k is the wave number of free space; s, p. are the 
relative permittivity and permeability of environment, 
respectively; r is the distance between the observation 
point M in the far-field zone and an element dS on a 
radiation wire surface; 7(s) is the current distribution 

function along this surface. 
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Fig. 1. Geometry of the hemisphere helical antenna 

Let the antenna radiation be characterized by an 'ac- 
tive' area in the main. The current distribution along 
the area can be written as follows. [1] 

I{s)-s-I0exp(-jks), (2) 

where s is the unit vector of a current direction; s is 
the length of a helixfrom the antenna center (0 = 0) to 
the point ds to be considered; 10 is the amplitude of the 
current distribution in the origin of the 'active' area. 

As a result of numerical modeling of the antenna po- 
larization and direction characteristics according to (1) 
and (2), the influence of the antenna parameters on 
these characteristics is evaluated in order to obtain 
optimum geometric parameters on the criteria of the 
axial radiation and elliptical polarization 

Some results of theoretical research, for different num- 
ber of antenna turns and arms are presented in [2]. 

The research of the antenna band properties in [2] fully 
agrees with the obtained experimental results in the 

Paper- 
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RESULTS OF THE EXPERIMENTAL 
RESEARCHES 

The frequency dependence describing direction and 
polarization properties at the following optimum an- 
tenna design is presented in Fig. 2. 

degrees 

135 

90 

45 

N 
\\ N J\l \ 

\\\ — theory 
•■ experiment 

vy 
1.0      1.5 2.0 2-5  Xi max 

Fig. 2. Theoretical and experimental patterns widths 
of the hemisphere helical antenna 

CONCLUSION 

Thus, the obtained theoretical and experimental results 
of the hemispherical helical antenna with the optimum 
geometrical and radiation characteristics allow to come 
to the conclusion that the antenna application is a 
promising one due to its wide-band and elliptical po- 
larization features. All of these allow to improve energy 
possibilities of communication channel. 
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The two-arm helical antenna fed in antiphase in the 
sphere vertex, the turns number n equals 5.5. The ge- 
ometry provides axial directional radiation with the 
main polarization component. 

The presented frequency curve characterizes the pattern 
half-power width of the hemisphere helical antenna. 
Here the experimental results fully agreed with the 
shown theoretical data. The axial ratio is more then 0.7 
in all band of the pattern width. 

2.5     V1 
An max 

Fig. 3. The input impedance of the antenna 

The experimental curves of the antenna input imped- 
ance in dependence on frequency values are shown in 
Fig. 3. According to it the antenna is a wide-band one 
as for the input impedance for the antenna optimum 
geometry and the assumed current distribution (2). 
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ABSTRACT 

A research of the radiation quality of a flat Ar- 
chimedean spiral antenna was carried out. The estima- 
tion of the radiation quality is made on the basis of the 
research of radiation complex impedance of the an- 
tenna calculated by the induced EMF method. The 
results of numerical modeling in a wide range of the 
radiator's design parameters are represented. 

INTRODUCTION 

The flat spiral radiating antennas [1] find wide appli- 
cation in the satellite radio communication systems 
because of their capability to form a radiation field of 
necessary polarization nature both in an axial direction 
and in a wide sector of corners, namely the electromag- 
netic field with the polarization close to the circular. 
All this raises stability and noise immunity of the radio 
communication channel. The mentioned radiators in 
service bands for the satellite radio communication 
systems are compact, that also allows to install them at 
the mobile objects. 

A lot of investigations are devoted to the flat spiral 
antennas including the flat Archimedean spiral anten- 
nas [l]-[3]. For example, a monofilar spiral antenna is 
offered in [2], which distinguishes by compactness and 
relative design simplicity of feed system. Because of 
skew geometry it has tilted beam with respect to the 
axial direction that makes its directional characteristics 
worse. The marked lack is eliminated by twofilar vari- 
ant of the spiral antenna described in [3]. However, 
both in [2] and in [3] there are no necessary dependen- 
cies allowing to optimize geometrical parameters of the 
investigated Archimedean antennas. 

However, one of the important characteristics defining 
the antenna as a radiator (receiver) of electromagnetic 
power is radiation quality Qz > which also characterizes 

band properties of the wire antennas. Therefore the 
consideration of a problem about potential band and 
power properties of the antenna is reduced to the re- 
search of Qz and definition of its minimum values. 

THE BASIC PART 

According to [1], the radiation quality of the antenna 
can be presented as 

& 
co0(r(a)0)) 

(1) 

where o0 is the resonance frequency; P(co0) is the 

active power, radiated by the antemia; 
(W(®0)) = (We(a0) + Wm(v>o)) is tiie averaged power 
value of the electrical and magnetic fields, that is char- 
acterized by the "stored" power nearby the antenna. It is 
difficult to calculate Qz by the expression (1) because 

of the complicated nature of the field. However, at the 
same time tins is possible in a theoretical way, namely 
by such a characteristic of the antenna, as its radiation 
impedance. Resistance and reactance of the radiation 
impedance are proportional to the appropriate radiators 
power created by the antenna 

Z£ (CD) =RZ (CO) + jXI(C0). 

On the basis of the above mentioned, the approximate 
expression for calculation of the radiation quality of the 
wire antennas was obtained 

Qt 
~    mo      dXx(®) 

2Rz(co)      da 

kQ      dXz(k) 

C0=C0p 

(2) 
*»*0 

2Rz(k)      dk 

where k is the wave number. 

Thus, to determine the radiation quality Qz it is neces- 
sary to investigate the frequency properties of the an- 
tenna, which is the more complicated the less its elec- 
trical sizes and the more complex geometry. The 
definition of antenna radiation impedance of the Zz is 
a complex electrodynamic problem. To determine it we 
take advantage of the induced EMF method [2]. For 
this purpose generally we single out on an axis of a 
curvilinear conductor with a current element ds' and 
calculate a tangential component of a vector of the 
electrical field density in the specified point of the con- 
ductor s. 

Etg (s) = jl(s') ■ exp(-yM) • G(R) ■ ds',        (3) 

where G(s) = 6 

+ 30 

-J-+J-\.cos2(ds,ds') + 
kR3    R2 

-j      1     fi 
kR3    R2     R 

• sin2 (ds,ds'); 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



347 

L is the length of a conductor; R is the distance be- 
tween the points of arrangement and integration of the 
elements on the surface of the antenna's radiating con- 
ductor; and ds,ds' are the unit vectors of the line tan- 
gent to these points; I(s') is the distribution of a cur- 
rent along the specified surface. 

And further, according to the induced EMF method, let 
us write down the expressions for Ry and X% 

Rz=Rc 

Xy = Im 

-^TjJt(s)-Etg(s)-ds 
Vo L 

-\jl\s)-Etg(s)-ds 
Vo i. 

(4a) 

(4b) 

where /0 is the amplitude of the current; * is the sym- 
bol denoting complex conjugate value. 

After the concrete definition of the radiating conduc- 
tor's shape, namely by means of its representation as an 
Archimedean spiral which is described in polar coordi- 
nates by the following equation 

p(oc) = a ■ a, 

where a is the geometrical parameter characterizing a 
lead of a spiral; a is the polar angle varying in limits 
a = 0...2TO7; « is the number of spiral's turns, the 
following expressions are derived: 

ds - a\a +1 • da ; 

a .  ,  
s(a) = f ds -—[ava2 +1 + ln(a+\a2 +1)]; 

i = s(a)|«= 271« 

_*_,         * sina + acosa        ^ sma+acosa ds,ds =arctg ; arctg- 
cosa-asina cos a -oc sina 

Ä(a,a') = aya2+a'2+2aa'cos(a-a') + r2 ; 

r is the radius of the antenna's radiating conductor. 

THE RESULTS OF RESEARCH 
AND CONCLUSION 

On the basis of the derived ratios the numerical calcu- 
lation of the radiation quality of the flat Archimedean 
spiral antenna in a wide range of the antenna's design 
parameters are made. It is supposed that the distribu- 
tion of a current along the "active" area corresponds to 
the form [1] 

l(s) = s-I0exp(-jks) 

The integration of (3) and (4), and also differentition of 
(2) are made by numerical methods by the help of the 
package MathCAD 7.0 Professional. 

The estimation results of the minimum value of the 
radiation quality and definition of them on the basis of 
optimal geometrical parameters of the radiator as the 
Archimedean spiral fully agree with the results in [1]. 
Some results determining the ratio of the optimum 
geometrical parameters of the radiating antenna as the 
Archimedean spiral, calculated on the criterion of 
minimum radiation quality are shown in table 1, where 
X0 is the element resonant length of the wave. 

Table 1 
n , turns aopt 

2.00 0.0225 X0 

2.25 0.0180 X0 

2.50 0.0167 X0 

2.75 0.0145 X0 

3.00 0.0134 X0 

4.00 0.0094 X0 

The obtained results in the first approximation have 
been used during the experimental breadboarding of 
antennas, as the Archimedean spiral. 
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There are two main requirements during antennas 
system researches and development - maximum adapt- 
ability to manufacture (for minimal cost) and required 
values of electrical parameters. There are contradic- 
tions between these requirements, therefore it is neces- 
sary to find acceptable technical solution. Thus it is 
necessary to prefer the completely defined characteris- 
tics depending on area of application, prospective con- 
sumers etc. For many practical tasks the modifications 
of the antennas system with a corner reflector will be 
optima!. 

In the articles devoted to this problem [1-4], it is of- 
fered to use the half-wave vibrator as a feed for the 
corner reflector. The vibrator is necessary to install in a 
parallel way to an edge of a reflector. Changing a posi- 
tion of the vibrator in a bisectrix plane of a reflector 
and aperture angle of the reflector, it is possible to 
change the electrical characteristics antennas in a H- 
plane over a wide range. To change patterns in a E- 
plane it is necessary to increase the linear size of the 
aperture feed. It can be made by several ways. 

The first: As the feed it is possible to use the linear 
phased antennas array. Thus the circuit of antenna 
power supply should be additionally realized. As a 
result the shadowing of the aperture increases (the 
efficiency is worsened) and the adaptability to manu- 
facture is reduced. 

A. I. Shalyakin offers another way [5]. He offers not to 
install the complex multidipole antenna as a feed, but 
simply to extend the symmetric vibrator. To preserve 
the co-phase field in antenna aperture, it is necessary to 
remove phase jump of originating in consequence tran- 
sition through current nodes on the symmetric vibrator. 
Therefore it is necessary to change a corner reflector 
aperture angle. Such way gives the good electrical 
characteristics. However the necessity to manufacture 
reflector with several angles reflector aperture angle 
worsens it adaptability to manufacture. 

In this article using the Franklin antenna (FA) (see Fig. 
1) as a feed is offered. It consists of linear dipole array 
(1), connected through phase-specified loops (2). The 
antenna has one driving point (3). It's advantage is the 
simple matching and good repeatability with planar 
fulfillment. The loops for volumetric FA can be made 
as units of a construction for the mount of a feed in the 
aperture corner reflector. Besides using FA the distri- 
bution of electromagnetic energy on equivalent linear 

aperture automatically is falling down to edges. The 
latter additionally reduces the sidelobe levels in E-plane 
(that can be very useful in some cases). 

A,3B 
0 20   Q,zpad. 

Fig. 2 

For experimental check the sample of corner antennas 
was made. The corner reflector was made as a con- 
struction, with fixed aperture corners (45, 60, 90°). In 
this sample it is possible to change feed position in 
bisectrix plane. The feeds (half-wave dipole and three- 
element Franklin antenna) were made by a printed way 
and are matched with a measuring path with the 
matched and quarter-wave-closed stub. 

During testing experimental sample the following 
characteristics were measured: radiation pattern in E- 
and H-planes, gain with various values of a corner 
reflector, its geometrical sizes, location of a feed in a 
plane of a bisectrix of the corner reflector. In Fig. 2 a,b 
radiation pattern in a E-plane for CRA with FA as the 
feed (curve 1) and with X/2 dipole as the feed (curve 2) 
are represented. The measurements were made for fixed 
frequency 1530 MHz. The radiation pattern measuring 
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was executed according to a technique [1]. The gain 
was measured by a method of substitution. As a sample 
the measuring aerial of 116-23 type was used. In Fig. 3 
dependencies of CRA gain with the FA feed (curve 1) 
and X/2 dipoles (curve 2) as the function breadth of 
flasher side R, for an aperture angle a = 7t/3 are given. 
From these results it is clear, that the application of FA 
as a feed is resulted in decreasing radiation pattern 
width at -3 dB level in E-plane on ~ 15° and increasing 
antenna gain on -2*3 dB. Thus a level of the nearest 
side lobes in a E-plane is equal to -17 dB. The radiation 
pattern performances in a H-plane during changing X/2 
dipoles on FA practically is not varied. 

Gain, dB 

the losses in it define antennas efficiency, and its gain 
correspondingly. 

The FA used as the feed for CRA allows to increase 
gain by 2^3 dB without noticeable increasing of sys- 
tem's cost. 
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Fig. 3 

Applying FA as the feed for CRA it is necessary to 
know it's optimal position. This is necessary to obtain 
the maximum gain. In [4] the results of experimental 
researches of this problem for X/2 dipoles are given. On 
the basis of theoretical researches done for X/2 dipole 
and FA the assumption of coincidence of optimal 
standings of a feed in both cases was made. To check 
this assumption when measuring gain of CRA the op- 
timal position of a feed in bisectrix plane, (distance Sopt 

from top of a corner reflector up to a feed under condi- 
tion of maximum gain) was determined. It has been 
determined, that Sopt depends on a reflector aperture 
angle, but practically does not depend neither on width 
of mirror facets (in a measurement range R from 6X to 
IX) nor on a type of the feed. The values Sopt are given 
in table 1. 

Table 1 
Corner of 
aperture 

a,0 

Sont'Ä- 

Dipole Franklin antenna 

45° 0.8 0.9 
60° 0.7 0.75 
90° 0.5 0.5 

It is necessary to note, under manufacturing the feed 
substrate material influences strongly to power radia- 
tion characteristics. It occurs because it lays in area of 
concentration of an electromagnetic field and therefore 
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ELECTRODYNAMIC MODELING OF TWO-PORT C-BAND FLAT ANTENNA 

B. V. Sestroretsky, A. V. Dorofeev, A. N. Savchenko, M. A. Drize, S. A. Ivanov 

Russia, Moscow, 117296, Universitetsky pr-t 5-358, 
tel./fax (095)-938-15-14, const@glasnet.ru 

ABSTRACT 

The results of designing at an electrodynamics level of 
the case flat two-port antenna of a circular polarization 
for satellite communication system in 4/6 GHz band 
with the sizes 280x130 mm2 and with printed emitters 
(9 for receiving and 18 for transmitting) are presented. 
The antenna has a dielectric plate with emitters, metal 
plate with rectangular slots, layer of air strip lines and 
two face coaxial inputs on the bottom metal plate. The 
general antenna thickness is 26 mm. The antenna has 
the -13 dB first sidelobes of a radiation pattern, ellip- 
ticity factor YL* ~ 0.8 and VSWR < 1.7. The antenna 
analysis was made in a time domain without decompo- 
sition on the basis of the stream grid technique. 

INTRODUCTION 

The design variant of small-sized two-port flat anten- 
nas of a linear polarization of a Ku-band for satellite 
communication systems was considered in [1] (Fig. la). 
Two alternating systems of parallel waveguides were 
used in the antenna: rectangular ones with dumb-bell 
cross slots and II-figurative with longitudinal slots. The 
co-phase excitation of all cross slots on receiving fre- 
quencies (11.74-12.2 GHz) and of all longitudinal slots 
on transmitting frequencies (14.04-14.5 GHz) and low 
level of far sidelobes of the antenna radiation pattern 
were achieved by the choice of the geometrical sizes of 
waveguides (02*2; ct\hxh2) and of exciting elements of 
slots (Fig. lb,c). The general thickness of the two-layer 
flat antenna is 34 mm in view of introduction of a layer 
of exciting waveguides (Fig. 2a, b, c) in the antenna. 
That admits allocation of the developing twice antenna 
with an aperture 600x600 mm2 in the case [1]. 

lik.. *;f<« £-9. \, JM 

:■-.■'■ '■•-"•- ' ■'■■■■- - -•   ,-■   '-,'. *. 

Fig. 3 

The antenna thickness increases in 24-3 times [2] with 
construction of the similar antenna in a C-band (re- 
ceiving 4 GHz, transmitting 6 GHz) on the basis of 
waveguides Fig. 2a that excludes its use in a case vari- 
ant. Various partition strip systems exciting patches 
through strip electrodes in which the orthogonal oscil- 
lations shifted on 90° use frequently instead of 
waveguides for decreasing the antenna thickness [3]. 
The printed strip systems bring in significant losses 
(decrease of the antenna gain G) and noise temperature 
of the receiver T. The technology of printed antennas is 
also undesirable on ecological reasons. Taking this into 
account, strip lines of high Q-factor with a vertically 
guided flat central electrode were used in the investi- 
gated flat antenna instead of printed strip partition 
systems. 
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ANTENNA DESIGN 

The structure of three metal layers of the flat antenna is 
shown in Fig. 3. The view on the antenna with the 
removed top metal plate 2 with slot-hole coupling ele- 
ments (Fig. 2c) is shown in Fig. 3a. In a plate 1 there 
are two systems of grooves in which the central elec- 
trodes 3 and 4 of strip lines with high Q-factor (Fig. 3e) 
are located. The lines have the sizes: h = 8 mm, H = 12 
mm, t = 2 mm, m = 2 mm, n = 10 mm. The rectangular 
slots in a plate 2 (Fig. 3c) are guided across strip lines 
and are located above areas 5 and 6, where electrode 
width of lines is increased. 
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The slot sizes (q = 18 mm, p = 14 mm, r = 6 mm) are 
chosen various for transmitting (qxr) and receiving 
(pxr). The electrodes of lines of the transmitting chan- 
nel 3 are bent so that distances between thickenings 6 
were equal to "kh(fh= 6 GHz). Similarly the distance 
between thickenings 5 of the receiving channel are 
equal X, (fi= 3.57 GHz). The electrodes of all three 
lines of the transmitting channel are united in point B, 
to which the electrode with a coaxial socket located on 
an external surface of a plate 1 is connected. All elec- 
trodes of lines of the receiving channel are united 
similarly in point H. The dielectric plate (p = 8 mm, 
r = 2 mm, s = 2.5, Fig. 3d), on which bottom side patch 
emitters 8 are placed, lays above a plate 2 with rectan- 
gular slots (Fig. 3c). The geometrical allocation of the 
receiving channel patches (9 patches) and of transmitting 
channel (18 patches) on plate 7 is shown in a Fig. 3f. 
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ANTENNA PARAMETERS 

The electrodynamic analysis of the antenna was carried 
out in a time domain without decomposition on the 
basis of a stream grid technique [4]. Parameters of 
separate radiating elements of the antenna in structure 
of a line Fig. 3e, of rectangular slot (9 in Fig. 3c) and 
patch emitter (10 in Fig. 3f) were previously investi- 
gated for receiving and transmitting bands. Strips with 
three (for receiving) and six (for transmitting) patch 
emitters further were investigated. Then the antenna 
with three strips separately for receiving and transmit- 
ting was investigated and the circular polarization 
radiation mode (left for transmitting and right for re- 
ceiving) was achieved. With the analysis of the whole 
antenna Fig. 3a some correction of the patch sizes of 
receiving and transmitting channels was required, that 
was caused by interaction between patches of two 
channels (Fig. 3f). It was required to increase the elec- 
trical length of electrodes of strip lines (lines of the top 
and bottom strip) connected to the electrode B to pro- 
vide a co-phase excitation of three strips of the trans- 
mitting channel. It was done introducing capacitor 
expansions 11 of electrodes of lines Fig. 3 a. 
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Small VSWR values for receiving and transmitting 
channels was achieved by adjustment of expansions 6 
and 5, allocation of rectangular slots 9 and 12, and 
patches 13 and 10 (Fig. 3). For receiving and transmit- 
ting frequencies 3.57 and 6.0 GHz VSWR equal to 1.5 
and 1.7 were achieved. The phase (Fig. 4a) and ampli- 

tude (Fig. 4 b, c) distribution of fields Ex and Ey along 
axis Y on section M-M for receiving frequency 3.57 
GHz is shown in Fig. 4. The distribution of Ex, Ey, Hx 

and Hy fields intensity over the whole antenna surface 
for the same frequency is shown in Fig. 6. The intensity 
and phase distribution of fields Ex, Ey, Hx and Hy over 
antenna surface was further used to calculate the an- 
tenna radiation pattern in far zone (Fig. 7,8) for two 
orthogonal fields E* and Ey of circularly polarized 
wave. It is possible to make a conclusion about the 
rather high (-0.8) antenna ellipticity factor considering 
the insignificant difference of amplitudes of fields E* 
and Ey for a maximum of radiation pattern (9 = 0) and 
phase difference between fields Ex and Ey (Fig. 4a,5) 
which is more than 70°. The first sidelobes of a radia- 
tion pattern are -13 dB and less; the far sidelobes are 
monotonously reducing with increasing of a corner 8. 
To achieve this for distance between patches in strips 
equal to a wavelength X, the next strips along axis Y 
are displaced on X/2. In result the effective distance 

between patches decreases up to tyv2 , that eliminates 

increasing of radiation pattern sidelobes for corners 6 » 
+ 90°. 

RESUME 

The topological synthesis carried out at an electrody- 
namics level has shown an creation opportunity of flat 
thin (thickness 26 mm) two-port circular polarization 
antennas of C-band with allocation of receiving and 
transmitting channels patch emitters on one aperture 
and by contactless excitation of patches by two not 
crossed systems of metal strip lines with high Q-factor. 
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RADIATION CHARACTERISTICS OF A MULTIPLE-ARM CONICAL 
HELICAL ANTENNAS WITH TWO POINTS EXCITATION 

L. N. Stepanov, A.V. Lukyanchikov 

Sevastopol State Technical University, 
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Abstract: The theoretical and experimental investiga- 
tions of two arm conical helical antennas are presented. 
Analysis of the antenna radiation features has been 
carried out in dependence on various methods of the 
helix excitation. 

INTRODUCTION 

Inconstancy of electromagnetic field polarization in a 
point of reception is the main nature of the most radio 
communication channels due to complicated nature of 
underlying surface. All that leads to use of antennas 
operating with signals of various polarization features. 

In [1], [2] the possibility of polarization control in 
helical antennas with opposite turning was substanti- 
ated. However for more simple conical designs with 
one direction turning the problems of radiation charac- 
teristics in dependence on helix wires excitation have 
been not enough examined. So the problem is the pre- 
sented paper's goal. 

PROBLEM FORMULATION 

As well known for helical antennas with one direc- 
tional turning the polarization vector rotation direction 
(PVRD) is defined by direction of the helix turning. 
Therefore in order to change PVRD it is necessary to 
vary excitation points of helix arms. 

M(e,<p,r) 

Therefore, multiparameter analysis of direction and 
polarization's features for two-arm conical helical an- 
tenna with one direction turning was carried out. The 
examined antenna represents infinite thin ideally con- 
ducting two-arm conical helix with cone's angle 9o, the 
turning lead d. The excitation in the antenna inputs is 
antiphase. One of the antenna arms in the rectangular 
coordinate system is illustrated in Fig. 1. In order to 
calculate the antenna radiation field we used the vector 
potential method presented in [3],[4] 

It was generalized for conical helical antennas with the 
prescribed geometry. It allowed to carry out electrody- 
namic analysis of antenna characteristics in the rigor- 
ous formulation of the radiation problem. The an- 
tenna's field research of the far-field zone case was 
carried out. Therefore the expression [3] for the calcu- 
lation of the vector was used 

E=AQeQ + Atpeq>, (1) 

Fig. 1. The conical helical antenna 

Where ee, e<p are the unit vectors of the spherical coor- 
dinate system; A^, A6 are the vectors potentional com- 
ponents in this system. These components were calcu- 
lated taking into account the generalized vector 
potential for the helical antennas with the set geometry 

A = (fi0 /47c)-(e"'*r/r)f7(S)exp(/fc(xsinecoscp + 
S 

y sin 8 sin cp + z cos Q))dS; 

I(s) is the current distribution helix wire, determined by 
the expression 

/(S) = s -I0 exp(-jkS)-cxp(-r\-S), 

Where s is the unit vector of current direction on the 
antenna element, J0 is the current amplitude; r is the 
distance between the coordinate system center and 
point M; r\ is the attenuation coefficient of the current 
amplitude, S is the helix length from the antenna input 
to the element ds. 

INVESTIGATION RESULTS 

The investigation results for the regular helix with 
various cone's angle are represented from the point of 
view of the geometrical parameters zones. These zones 
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meet Üie requirements shown in Fig. 2, where N is the 
number of helix turns. 
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Fig. 2. The back radiation zones 
for the different cone's angles 

According to the vector potentional method the two- 
arm helical antennas were investigated by the modeling 
and experimental ways. So the theoretical and experi- 
mental patterns for the regular helical antenna illus- 
trated in Fig. 3-4, respectively, the dotted curve is for 
the left-hand polarization with the following geometri- 
cal parameters: N = 6 measured at the frequency equal 
to 800 MHz. The antiphase excitation are in the comer 
vertex (for the solid line) and in the corner radix (for 
the dotted-line). Thus, the direction characteristics for 
the different PVRD are about the same except the back 
radiation. It can be eliminated by screen. The experi- 
mental radiation characteristics of the conical helix 
were investigated for the two-point excitation in the 
corner vertex. The peculiarity of excitation is the fact 
that it is possible to change axial ratio by means of the 
amplitude and phase selection of the current. Then one 
can to obtain the impedance and pattern constant fea- 
tures in a wide band. 

Fig. 3. The theoretical patterns 
of various excitation modes 
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Fig. 4. The experimental patterns 
of various excitation modes 

CONCLUSION 

The presented theoretical and experimental investiga- 
tions of two-arm conical helical antennas and their 
excitations allow to solve the problem of design of 
antennas systems operating with different polarization 
signals in a wide band under conditions of the simple 
design. 

REFERENCES 

1. Yurtsev O.A., Runov A.V., Kazarin A.N..Helical 
antennas. -Moscow.: Sov. radio, 1974. -224 pp. [in 
Russian]. 

2. V. Ramzey Frequently independent antennas: 
Moscow: Mir, 1968. - 176 pp. [in Russian]. 

3. Prozenko M.B., Stepanov L.N., Lukyanchikov 
A.V. Investigation of polarization characteristics of 
conical helical antennas with the set geometry // 
Pros. Int Conf. CriMiCo'98. - Vol 2. - Sevastopol, 
1998.-pp. 492-493. 

4. Prozenko M.B., Stepanov L.N., Lukyanchikov 
A.V. Analysis of directional and polarization char- 
acteristics of conical helix. Pros, of SevGTU, >T° 
18. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



355 

MEANS OF RADIO-ACOUSTIC ANTENNAS INTERFERENCE IMMUNITY 
IMPROVING 

Yu. N. Ulyanov, V. S. Bedin, and S. V. Butakova 

Terminal Ltd. Box 10744, 310140, Kharkov, Ukraine. Tel. +380 0572 472457, 272409 

Strong wind shears in the lower atmosphere constitute 
a major hazard for modern aeroplanes takeoffs and 
landings. At least one aircraft disaster per year is 
caused by this factor. Our investigations are focused on 
the sodar-radio-acoustic-sounding-system (RASS) to be 
developed in order to be used for monitoring low-level 
wind shears over airports. When getting such an infor- 
mation air-traffic-controllers might assist pilots to 
avoid disasters conditioned by this reason (Fig. 1). 
With the developed by us ground-based sodar-RASS 
complex all the weather changes might be registered 
without using balloons, towers, kites, ets. Penetrating 
clouds, heavy pollution, snow and low level inversions, 
it enable one to obtain temperature and wind vertical 
profiles in real time as well as the space-time turbu- 
lence structure reliably. 

The concept used in RASS is the tracking of a sound 
waves packets with a doppler radar. In such a way it is 
possible to measure a sound velocity in any direction. 
Since a sound velocity is connected with the air tem- 
perature and the wind parameters, the latters might be 
measured too. This system continuously yields the 
quantitative data about the dynamics and the structure 
of wind and temperature fields in the lower atmosphere 
over a run-way. The incorporated in the hybrid bistatic 
acoustic sounding engineering is applied for increasing 
accuracy of measuring weather data. Using acoustic 
impulses for atmosphere sounding, this techniques 
detects the acoustic energy scattered by the atmospheric 
turbulence. [1-3] 

The sodar-RASS complex deals with specific periodi- 
cal air density structures formed by acoustic sounding 
signals propagating with a sound velocity. In this case 
aircrafts, birds, conjections of insects and other flying 
objects can not cause false alarms because their speeds 
are much less than a sound velocity. Owing to a size- 
able radioacoustic cross-section (this value for RASS is 
four orders greater than that for the clear air) the accu- 
rate values of the wind and the temperature might be 
measured with a high probability. The high prompti- 
tude of the radioacoustic temperature and wind sound- 
ing at the runway area are achieved by using the sodar 
wind data off the runway [3]. 

This hybrid system could be incorporated in an auto- 
mated airport weather station providing in real time 
data from 30 m up to 1 km above runway surface in 
order to detect dangerous wind shears and microbursts. 
Note that the system could be completed with a radar 

wind profiler that measures at high altitudes and can 
not provide data at lower layers, [4-6] 

When location a sodar-RASS at airport it is essential to 
solve the problem of its interference immunity, as well 
as of its electromagnetic and acoustic compatibility 
(EMC and AC) with airport equipment. In this paper 
we consider ways of these problems solution. 

In order to ensure the frequency isolation of the sodar- 
RASS antenna system we have analyzed the informa- 
tion [7-10] about frequency bands occupied by aviation 
electronics. Basing on the results of this analysis, the 
aviation frequency scale has been plotted (Fig.2), and 
the vacant frequency interval for the sodar-RASS has 
been found out. As it can be seen in Fig. 2 it is from 
1215 to 1240 MHz. The lower of these frequencies is 
the upper limit of the near navigation system hardware 
band, the higher one is the bottom limit of the tracking 
radars. In Europe there are a few radar-acoustic tem- 
perature-wind sounding complexes operating at fre- 
quencies close to specified [5,6,11]. Among them there 
are French LT-radar «Degrean» (1300 MHz), German 
radars LT and LT-Rass named WTR-89 and TST 
WTR-83 (1235 MHz) and Austrian LT-radar (1280 
MHz). Only Austrian LT-radar is placed directly at 
airport (Wienna). 

The acoustic noise of surrounding aircfaft engines pres- 
ents a serious problem for sodar, when the latter is 
situated close to a runway. Fig. 3 [2] shows acoustic 
noise levels near a runway at a wide frequency band 
(~15 kHz) under the heavy noise conditions (during 
aeroplanes of «Boyeing»-type takeoff or landing). As 
the sodar has a narrow bandwidth (-100 Hz), the ambi- 
ent noise power affecting on the sodar decreases by 
-40 dB as compared with Fig. 3. Since RASS is not 
acoustic noise sensitive, only aeroplanes crossing the 
sounding volume and breaking down the acoustic 
packet can be clutter sources. Such a clutter is missed 
when correcting placing the system at the airfield. 

In solving the compatibility problem the antenna spa- 
tial isolation from extraneous radiations is important. 
Under airport area conditions characterized by radio 
hardware saturation it is not possible to move the so- 
dar-RASS antenna system sufficiently far for isolation. 
The received power PaI in the input of the EM antenna 
might be present as follows: 
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Pe. = r\j Psr(S,<p)F(S,q>)dQ/ j>fS.cpjrfQ; 

Cir Sir 

APa = ri   J   Pb(§,y)F(§,y)dQ/   jFfS.cpjcftl 
A-n-Clr 4rt-Qr 

where Pa is an echo signal power, APa is a sidelobe 
power associated with extaneous jamming Pb (9,9), 
Psr(&,(p) is a scattering pattern of an air perturbated 
volume, F(S,cp) is a directional pattern of the receiving 
antenna, n, is an antenna efficiency, Qr is an angle of 
perturbated volume vision from the antenna. 

In order that the useful signal can be discerned against 
the ambient background that is Pa » APa, in the di- 
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rectional pattern of the receiving antenna the side and 
back lobes should be of a low level and the main lobe 
should intercept the angle of perturbated volume vision 
(0„ < Qr). The same requirements are imposed on the 
radiation pattern in order to provide the radio antenna 
efficiency and to reduce a level of the electromagnetic 
effect on the extraneous hardware. The requirements 
for the half-power beamwidth and for side and back 
lobes reduction of the RASS acoustic source follow 
from this. 

Often the same means for creation the directional ra- 
diation are used in EM and acoustic antennas. There 
are horns and reflectors. As for these means, the origin 
causes of side and back lobes are identical. These 
causes are a diffraction on the aperture edge and a 
streaking of currents on a shadow side of antenna. In 
Acoustics the streaking «currents» are acoustic oscilla- 
tions of the external panelling of the antenna and its 
edge exciting acoustic waves in the ambient space. 

In order to decrease side and back lobes in directional 
radio-acoustic antennas, means reducing an illumina- 
tion level on the edge and (or) scattering the diffraction 
wave are used. There are the selection of a reflector 
feed with a qualified radiation pattern, the use of ab- 
sorber-lined tunnels (blends), the profile deformation of 
the horn or the blend (spaced as a broken line inscribed 
into an exponential curve) and working surfaces coat- 
ing with material absorbing radio- or (and) acoustic 
waves. It is very productive to use the Teachings in the 
side lobe suppression of radio antennas for acoustic 
directional radiators and on the contrary. On these 
grounds papers [12-16] are very useful. 

When disposing sodar-RASS complex at an airport it 
is necessary to provide a low level of the radiation and 
the reception for acoustic and radio channels at all the 
directions near the earth surface around the antenna 
assembly in order to avoid interactions between the 
ground-based equipment with a surface-guided wave. 
For this a screening fence is installed around the an- 
tenna assembly [17, 18]. The action of the fence should 
not depend on a direction and polarization of the 
acoustic and radio waves. When antenna scanning the 
fence should decrease side lobes the most close to the 
earth surface from the first lobe to the greatest possible 
extent. 
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The optimization principle of polyhedral array radiator 
number and geometrical sizes of pyramid at a given 
gain on a scan sector boundary are considered in [1, 2]. 
This gain loss estimation is approximated because the 
diffraction effects on the object - carrier and mutual 
coupling of radiators are not taken into account [3]. 
Besides, the results [2] concern to the object-carrier as a 
regular truncated pyramid. 

In the report the polyhedral antenna array (Fig. 1, a) is 
considered. It comprises a main subarray on an upper 
side (roof of the mobile object) and one or several addi- 
tional subarray located on inclined sides. The following 
problems are considered: 

• the main moments of the electrodynamics analysis 
of polyhedral antenna array, encompassing by to 
mathematical model development and realization 
of computing experiment are represented; 

• the problems of the radiator matching are consid- 
ered at wide-angle scanning (as radiators the sym- 
metrical dipoles are selected); 

• the array scattering characteristics are evaluated. 

y> 

7 v 
/ S 

X 
 > 

0 

b) 

Fig. 1 

In mathematical model of the dipole array the object- 
carrier is approximated by convex polyhedron. The 
solution is obtained by an auxiliary sources method. 
The numerical research results [3, 4] for a dipole array 
located on one of side walls of the mobile object-carrier 
are presented. For simplification of solution the two- 
dimensional model (Fig. 1, b) is used. It is accepted, 
that the identical dipoles of antenna array are rather 
thin cylindrical, surface of the object-carrier is perfectly 
conducting. The ground is the homogeneous dielectric 
medium. The linear dipole array with step xO and di- 
pole number N is located on upper and side walls of 

object-carrier. The object is represented by the cylinder 
of a trapezoidal cross-section. Each of dipoles has 
length 2/ and is placed at the altitude h above the 
screen. The dipoles identical to substantial dipoles are 
utilised as auxiliary sources. 

The system of the linear algebraic equations for defini- 
tion of complex amplitudes of dipole currents, as well 
as in [5], is represented in a matrix form 

\Z\\I) = \U) (1) 

where [Z] is a square matrix, whose elements are mu- 
tual coupling coefficients between harmonics of dipole 
currents; \l) is matrix-column composed from com- 

plex amplitudes of the dipole current harmonics; | U) 

is a matrix-column composed from voltages of exciting 
sources. The coefficient of [Z]- matrix (mutual coupling 
resistance) between m-th and rri -th current harmonics 
of dipoles with numbers n and ri , is defined as 

/ i 

z:f = 1 Kvvv(*V*Vm(*)^, 
-i-i 

y/m(x) is the current harmonics with number 1, 2, 3: 

(2) 

/ 
nx .   n\A      , „     .   ax 

y/^x) = cos—; y/2(x) = 1 - sm-^-;^3(x) = sm- 

Ee
n'n. is the field strength of an auxiliary source; 

1 

iAncosn *'+li (3) 

G„,,= eXPH'V) +^
eXpH^""'),        (4) 

G    _ expHfoiv) | }: exp(-/Vwt.) ^ (5) 

ks is a coefficient (Fresnel's) of reflection of a nor- 

mally polarized plane wave, whose angle of incidence 
is ß0; k = 271/X, X is a wave length; r„„{p„„-) and 

rnv(pnv) are distances between the auxiliary dipole (its 
mirror image) located on n' -th dipole and actual (mir- 
ror image) dipole with number n, or actual (mirror 
image) auxiliary dipole with number v, accordingly; 

D"' is a complex amplitude of an auxiliary source with 

number v. 
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The field-strength pattern of the dipole array is defined 
by expression 

FxiP) = Z S7»"1 ([exP(/fe« cos0) + 
w=lm=I 

+ks exp(-/fc„ cos0)]}x 

xexp[/'fcsinO(xOMcos(p + >'„ sincp) + 
Nv       t 

+ V D" [exp(;'fev cos 6) + ks exp(-/&zv cos 9)] x 
v=l 

xexp[/fcsin9(;cvcos<p + >'vsincp)]}x 
/ 

x jexp(/fa:sin0coscp)\(/w(x)dx, (6) 
-/ 

where xn,y„,zn;xv,yv,zv are coordinate of center «-th 

dipole (v-th auxiliary source). 

Some calculating results for the dipole array with num- 
ber of dipoles Nr=12+Ni (Nj is a number of dipoles on 
a side wall) are shown in Fig. 2. The dotted curve cor- 
responds to Nx= 12, curve 1 to Nx= 14, curve 2 to Ns= 
16, curve 3 to A^ 18 for the directivity D, the pattern 
width 29o.5, the efficiency rj and the gain G. Step be- 
tween dipoles is selected x0 = 0.55^, length / of the 
dipole arm and altitude h are chosen 0.25Ä,, a maxi- 
mum angle of scan sector 6o= 70°. 

Swdes. 

Fig. 2 
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Fig. 3 

The possibility of the dipole matching for a definite 
position 0o = 00c of a pattern maximum is considered. 

The latter is produced with the help of matching de- 
vices, each of which includes the transformer and re- 
actance. In Fig. 3 the dependencies for efficiency and 
gain of matched array (0Oc = 50°) are shown. The de- 
notation of curves corresponds to used in Fig. 2. 

The evaluation technique for estimation of scattering 
characteristics polyhedral antenna array is considered 
in the report. 
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INTRODUCTION 

Narrow slots in a waveguide surface are widely used in 
X-band techniques as coupling elements or radiators. 
The filling of waveguides with dielectric is utilised in 
order to miniaturise devices or slow down waveguide 
waves. The layered filling gives some additional op- 
portunities to control output system parameters. Those 
are scattering matrix elements of a slot in a waveguide 
filled with layered dielectric. In order to obtain them it 
is necessary to solve an excitation problem for such a 
waveguide when a source is a magnetic current 
equivalent to the electric field in a slot. The main diffi- 
culty of solving this problem is due to the fact that in 
the description of magnetic current density the Dirac 
delta-function is present. The most traditional methods 
of solving this problem (the eigen waves method or 
Green's function one for the field) lead to the expres- 
sions for the H-üeld in the source region containing the 
series and the additional divergent term where the 
current density is present in an explicit form. As conse- 
quence of this a series which must compensate diver- 
gence of this additional term is also divergent. As a 
result the solution obtained in a such form is not suit- 
able for calculations. This situation occurs in the fol- 
lowing cases. Firstly, when we use the eigen-waves 
method for finding the field excited by a longitudinal 
slot. Secondly, when the direction used as a longitudi- 
nal one in the process of the Green's function construc- 
tion is parallel to the magnetic current of interest. So 
for the narrow transverse slots we can use the eigen 
waves method without any difficulties. But in the case 
of longitudinal slots it is necessary to construct the 
Green's function using the direction perpendicular to 
the line of the magnetic current as a longitudinal one. 
For longitudinal slots this direction is perpendicular to 
the boundaries of adjacent dielectric layers. Such 
Green's functions were built in [1] and in 
B. A. Panchenko's works. This way specifies a repre- 
sentation of z-dependence of the field in the Fourier 
integral form. The same representation was used in [2] 
in the process of direct solving the Maxwell equations 
for obtaining an admittance of a longitudinal slot. The 
both above mentioned ways lead to very tedious com- 
putation formulas. The numerical results for a longitu- 
dinal slot in a waveguide with dielectric slab are given 
only in [3]. Another way of solving this problem, pro- 

posed in [4], permits to obtain more compact solution. 
The main idea of this method is expanding the mag- 
netic current density over a set of potential vector func- 
tions and afterwards uniting this series with ones over 
LE- and LM-waves. The validity of this way is caused 
by the fact that the current density term in the solution 
has solely potential nature [5]. We call this way as a 
modified eigen waves (MEW) method. 

The numerical results for the transverse slots, obtained 
with the eigen waves method, were described in [6]. In 
this paper we represent the numerical results obtained 
with the MEW-method for longitudinal slots and ex- 
perimental results for both types of slots. 

MAIN PART 

The slots under consideration are cut in a broad wall of 
a rectangular waveguide 23x10 mm filled with the 3- 
layered dielectric. The layers are supposed to be paral- 
lel to the narrow or to broad walls of the waveguide. 
Their width are  o,,  a,,   a-,   in the first case and 

b\,b2, — in the second one. Permittivities of the 
layers e have the similar subscripts. When a dielectric 
slab is inserted into an empty waveguide it is conven- 
ient to use one of these subscripts for describing the 
width of the slab and its position (1-for the left or upper 
position). It was supposed that the slot of interest was 
cut on the left in the upper broad wall of the waveguide. 
Numerical and experimental investigations were per- 
formed for a case of a dielectric slab in a waveguide. 
Scattering elements were analysed in the one-mode 
regime for various permittivities of the slab, its dimen- 
sions and position in a waveguide. Usually waveguides 
are filled with dielectric in order to slow down a wave 
inside them. In antenna applications it is necessary to 
lessen the distances between adjacent equiphased reso- 
nance slots. Consequently, it is necessary to obtain 
resonance at the frequencies where the wavelength in a 
waveguide is less than one in an open space. So, we 
were interested how the presence of dielectric in a 
waveguide shifts resonance frequency of a slot and 
varies the level of radiation coefficient at this fre- 
quency. The most sufficient experimental and numeri- 
cal regularities of slot scattering parameters behaviour 
are as follows. 

In general presence of dielectric shifts the resonance 
frequency towards more long wavelengths. When a 
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dielectric slab is situated under a slot this shift is more 
rapid and less regular then in the case when it is dis- 
placed from the slot. The matching of a slot with a 
feeder line is better in the later case. 

These regularities were confirmed by the experimental 
data for a transverse slot in a waveguide with dielectric 

slab parallel to both broad and narrow walls. Let us 
introduce a parameter T\ - bt jb or r\ = at /a for slabs 

parallel to broad and narrow walls correspondingly. 
Subscript / is even to 1 when the slab is under the slot 
and / = 3 when it is displaced from the slot to the oppo- 
site wall. It is seen from Fig.  1 that in the case 
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r\ = b3/b resonance wavelength varies very slowly in 
the limits 0 < r\ < 0.6 of this parameter and the reflec- 
tion coefficient is practically the same as one in an 
empty waveguide (even less for short slots, see Fig. 3). 
When the slab is under the wall where the slot is cut 
the power reflection coefficient rises with the parameter 
r\ = bjb within these limits rapidly enough (in average 
from 1.5 to 2 times, see Fig. 4), besides resonance fre- 
quency behaves unsteadily. These experimental data 
were obtained for e = 2 . 

It must be noted, that the retarding of the dominant 
wave practically does not depend on the position of the 
slab parallel to broad walls. So it is preferable to dis- 
place the slab from the slot. The experimental results 
similar to ones in the Fig. 1, 3, 4 were obtained for 
longitudinal slots in both cases of the slab position, 
parallel to broad and narrow walls of a waveguide. In 
the case of a transverse slot in a waveguide with a cen- 
trally positioned slab parallel to narrow walls (most 
applicable position for obtaining effective slowing 
down) power reflection coefficient rises with r\ rapidly 
(approximately two times in limits 0 < r\ < 0.4). Be- 
cause of that such geometry is undesirable. 

Numerical calculations have been performed for longi- 
tudinal slots using MEW-method under assumptions 
that the electric field along a slot is described with a 
half wave of sinusoid and is constant across the slot. 
Calculations were performed using two values of slab 
permittivity e = 2 and s = 5, slot length (L) and width 
(d): L = 13.7 mm, d = 1.5 mm, slot centre displacement 
from the narrow wall xQ = 2.5 mm. (the slot length was 
chosen because the rectangular slot of length L - 13.7 
mm has practically the same resonance frequency as 
the slot of length L = 14 mm with rounded ends, used 
in experiments). Dielectric slab was supposed to be 
parallel to narrow walls. The main numerical results 
are in a good agreement with experimental data and 
with data given in [3]. These results are as follows. 

When permittivities of all dielectric layers are supposed 
to be E = 1 (an empty waveguide) the data calculated 
coincide fully with experimental ones. Dielectric slab 
positioned under a slot shifts a resonance wavelength 
much more effectively than when a slab is displaced 
from the slot (see Fig. 2, curves 2,4 - for a slab under a 
slot and 1, 3 ones — for a slab displaced from it, the 
round and triangular black points are experimental 
data). These results are qualitatively the same as in the 
case of dielectric slab parallel to broad walls. We can 
see a good enough agreement between the numerical 
data and experimental ones. Very interesting behaviour 
of reflection and radiation coefficients depending on a 
slab width was observed. Results presented in Fig. 5 
correspond to the position of dielectric slab, displaced 
from the slot, in Fig 6 — to a slab under the slot. The 
black points in the figures represent experimental data. 

The curves 1 in these figures represent reflection coef- 
ficient, curves 2 — radiation one. The numerical re- 
sults concerning the reflection coefficient are in a good 
agreement with experimental data. As to the radiation 
coefficient there were observed some discrepancies 
between numerical and experimental results. The value 
of radiation coefficient S2 calculated exceeds the level 
0.5 for a, = 6.5 mm and for the full waveguide filling 
with dielectric. These results could not be obtained 
under assumption of symmetric E-fidd distribution in 
the slot accepted in our theory. Thus we have come to 
the conclusion that the field distribution is not symmet- 
rical in the presence of dielectric under the slot, there- 
fore it is necessary to use more precise one. In [3] 30 
spatial harmonics were used for description of £-field 
distribution in the slot. On our opinion it is too much. 
But it is obvious that one harmonic is not enough for 
description of the £-field in longitudinal slot when 
dielectric is under it. 

CONCLUSION 

Analysing the results obtained we come to the conclu- 
sion that MEW-method provides the results which are 
in a good agreement with experimental data. It is only 
necessary to use greater number of space harmonics for 
description of the is-field in a longitudinal slot. For the 
antenna applications it is better to use slots displaced 
from a dielectric slab. 
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ABSTRACT 

Two problems of circular waveguide Em -wave scatter- 
ing on spiral obstacles were solved. One is for an obsta- 
cle in a form of spiral with substrate on a boundary of 
two semi-infinite dielectric media, another is for a 
spiral with metallic screen. It was shown that an exis- 
tence of thin layer near a spiral caused a decreasing of 
reflectivity in both cases. 

INTRODUCTION 

Antennas constructed on the plane spirals base are 
frequency independent. When it is necessary to take 
unidirectional radiation a plane screen is arranged 
parallel to spiral. The spiral-screen distances a estab- 
lish a radiation power. It is maximal if a « X14, where 
X is the working passband middle wavelength, and it 
is minimal if a -> 0. The frequency band decreases to 
one octave, but radiation field circular polarization 
preserves. It was shown in [1] that if two spirals with 
opposite spiral parameters ± u are used and distances 
between spirals b and screen a are small 
(b&aaX/lO) than the radiation power increases. It's 
value achieves the same level as in the case of one 
spiral and screen with a = X /4. The problem solution 
in [1] was carried out by integral transformation 
method for non-symmetric wave with azimuth depend- 
ence ~ em, where n = 1. But a reason of such radia- 
tion power growing was not considered. 

The aim of the present paper is to investigate the influ- 
ence of thin layer near the spiral on £01 -wave scattering 
in circular waveguide on spiral obstacle. 

PROBLEM SOLUTION 

There are two problems to observe: 1) E0\ -wave scat- 
tering on spiral in three layered dielectrics one of which 
is thin spiral substrate, and 2) E0\ -wave scattering on 
spiral with metallic screen arranged on a small distance 
from spiral. In the first case the problem is solved in 
two wave approximation for incident £0i -, scattered 
£01- and excited on spiral //01-waves. The influence of 
symmetric surface wave excited on spiral on reflectivity 
is investigated in the second case. 

Problem 1. There is infinite circular waveguide in 
which a plane logarithmic spiral with substrate is lo- 
cated in the plane z = 0 of cylindrical coordinates p , 

cp, z. The spiral described by the curve 

p = p0exp(cp/w), where p0 is the starting spiral ra- 

dius,  H = ctgi|/  is spiral parameter,  \|/  is the twin 

angle of the spiral. The mode matching method have 
been used. There are three regions: I - -00<z<-l, 
e = e,;  II -/ < z < 0, ~'2> III -   0<z<oo, 

s = s3. From  -00  the incident E0i-wave with unit 

amplitude falls on the I - II regions boundary. Here it is 
scattering for the first time. Then it is scattering on 
spiral (boundary of the I - III regions). Hoi is excited on 
the spiral. As spiral substrate is thin, Hoi-wave pene- 
trate in the first region also. So the fields in I, II, III 
regions are expressed by electric and magnetic Hertz 
vectors and they may be described by 8 unknown coef- 
ficients as the results. 

The boundary conditions are formulated as conjugate 
conditions on two dielectrics boundary and as aniso- 
tropic sheet model form on spiral. The unknown coeffi- 
cients are defined from 8 algebraic equations. 

Results 1. The calculations for waveguide of radius 1.5 
cm, various spiral parameters u, substrate thicknesses 
/ and permittivities s, ,s2 , s3 in 2 - 3.5 cm wave- 
length were carry out. 

The calculations showed that in the case of single spiral 
without dielectrics reflectivity (R) rushed to 0 for 
u S10 ,and to 1 for u »1. 

The case of two dielectric regions (E, = e2 = 1, s3 * 1) 
with spiral without substrate on dielectrics boundary is 
presented in Fig. 1. Solid lines are for « = 10, 
e1=s2=l, s3- var, the curves 1, 2, 3 are for 

s3 = 2, 10, 50, respectively. It is seen that growing of 

permittivity s3 causes the increase of R. 

Another picture can be seen when substrate exists. In 
Fig. 1 the dashed lines for it = 10, / = 1mm; curves 1, 
2, 3 are for Sj = 1, e2 = s3 = sz equal to 2, 10, 50 , 

respectively. From Fig. 1 one can see, that for small e£ 

the existence of thin layer besides spiral causes a some 
decrease of R in all frequency band. In the case of large 
ss the existence of thin substrate causes the more 
decreasing of R, but in the smaller frequency band. 
Curve 4 corresponds to e, = 1, e2 = 5, s3 = 50. We see 

that in this case R becomes smaller then in the case of 
substrate absent. 
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Fig. 2 shows the dependencies of R versus X for the 
same parameters as in Fig. 1, but for bigger substrate 
thickness (1 = 2 mm). Curves 1, 2, 3 are for 
es =2, 10, 50, curve 4 is for er = 20. It is seen that 

decreasing of R is observed for small es in same fre- 

quency band. For ez = 2 and 10 R < 0.3 exists in 40% 

frequency band, but for ss = 20 this regime is re- 

marked in 20% frequency band only. For e^ = 50 
(curve 3) in mentioned frequency band the region with 
small R does not exist. For thick layers or large 
e£ > 50 the standing wave regime is observed. 

RC 

1,0 - 

0,8 

0,6 

0,4 

0,21- 

3,5    X, cm 

2,0 2,5 3,0 3,5    X,cm 

Fig. 2 

are also small (d < X110). On the Fig. 3 the curves 1, 
2, 3, 4, correspond to d = \, 2, 3, 5 mm, respectively. 
It is seen that for d = 1 or 2 mm the near field in form 
of surface wave also is gating R smaller. For d > 5 mm 
the standing waves in region spiral screen have been 
observed. 

RC 

0,9 

\                      / \                   * 
\               t \            * \         * \     * 

\     4 
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0,8 A    3 \ 
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0,fi 1 ^~ 
—*~—-~-^_                   "** 

0,5 
1  1 . —1——■ 

1,5 2,0 2,5 3,0 3,5   X, cm 

Fig. 3 

The theoretical data have been confirmed by experi- 
mental results in both cases. 

CONCLUSION 

The thin layer near the spiral investigations shows its 
significant influence on the reflectivity. This effect may 
be explained by two facts: 1) the same waves re- 
reflection in layer and 2) surface wave excitement in it. 

These result may be used in hyperthermia investiga- 
tions and under working out of nonreflection surfaces. 
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Problem 2. In this case we have the obstacle in a plane 
spiral with screen form. We picked out two regions: I - 
-oo < z < 0, II - 0<z<d. The spiral is arranged in 
plane z = 0, screen is located in z = d. The permit- 
tivities are equal to 1 in both regions. Incident form 
-oo Eoi -wave scattering on spiral and existing the 
symmetric surface wave on it. The problem solution is 
carried out in two wave approximation: £01-wave and 
symmetric surface wave. The boundary conditions are 
taken in approximation of anisotropic sheet model on 
spiral and in common form on the screen. 

Results 2. The calculations showed that small R are 
observed then the distances between spiral and screen 
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INTRODUCTION 

The corner antenna, being widely used in practice in 
the UHF band, is the classical model for illustrating the 
influence of the electromagnetic waves diffraction on 
the reflector edges on the directivity D of the radiating 
system. The experimental measurements of the direc- 
tivity of finite — size corner-reflector antenna have 
been carried out by the authors [1] for numerical com- 
binations of the width L and height W of the reflector 
under varying each from 0.4A. to SX. These measure- 
ments were made with a half-wave dipole, oriented 
parallel to the interior edge of the corner, for the first 
three optimal positions, providing the maximum direc- 
tivity Anax, when changing the dipole distance from the 
reflector apex s from 0.07k to 2.5k. The aperture angle 
ß was adjustable from 20° to 180° to maximize the 
directivity. Using the uniform geometrical theory of 
diffraction a solution for the three-dimensional radia- 
tion problem in the far field zone of a finite - size cor- 
ner antenna with an arbitrary aperture angle, excited by 
an arbitrary oriented electric dipole, has been obtained 
in [2]. Efficient algorithms and computer codes for 
calculating the directivity of the corner antenna have 
been worked out on its basis to conduct more delicate 
and full, then in the experiment, investigation of the 
optimal dipole positions in dependence on reflector 
dimensions at different aperture angles, to study the 
possibility to maximize the directivity by means of 
choosing optimal combination of the reflector dimen- 
sions , orientation and dipole position under fixed angle 
aperture. Such an analysis, conducted in [3] for the 
plane screen (ß = 180°), determined the first maximum 
value Dmax= 8.61, when dipole was oriented parallel to 
the square screen with Z,opt= 1.2k at a distance Sopt = 
0.Ik from it. Just as the first Dmax in the case of infinite 
plane screen is D« = 7,07. The second maximum was 
achieved at S^ = 0.75k being equal Dmax= 9 (Dx = 6) 
under Lopt = 1.5k and in the case of the third maximum 
Dmax = 9.2 (£>m = 6) at Sopl = 1.25k, Lopt = 2k. The cal- 
culated Sopt coincided with the experiment [1]. The 
purpose of the present paper is to determine the optimal 
combination of the reflector dimensions and dipole 
position providing the maximum directivity with the 
calculation of the diffraction effects on the reflector 
edges at an arbitrary angle aperture. 

PROBLEM FORMULATION AND ANALYSIS 
OF NUMERICAL RESULTS 

Consider a corner antenna consisting of two infinitely 
thin perfectly conducting plates with the width L and 
the height W, intersecting at an arbitrary angle ß. A 
half-wave vibrator, used as the excitation source, is 
located in the bisector of the corner plane at the dis- 
tance 5 from the interior edge in parallel to the latter 
(vertical vibrator) or perpendicular to it (horizontal 
vibrator). The no-loss power directivity of this antenna 
there have been calculated using the expression 

£> = 4^PS(0,0)/PE> 

where Ps(0,0) is the power, radiated in the forward 
direction from the antenna, P2 is the total power radi- 
ated over the surface of the observation sphere. The 
developed programs allow to combine the study of the 
size of reflector with the value of aperture angle, re- 
quired to maximize the directivity. 

First of all, analyze the effect of the aperture angle on 
the value Dmsx and the vibrator position, providing it, 
under constant reflector dimensions. Fig. la, b shows 
the dependencies D on the vibrator distance s, calcu- 
lated by the mirror image method, which assumes infi- 
nite dimensions of the faces, for the corner antenna 
having values of aperture angle, obtained by dividing 
180 degrees by an integer. The directivity improves as 
the vibrator is brought very close to the apex; however, 
the radiation resistance becomes quite low and the 
losses reduce the directivity. If the position of the vi- 
brator is displaced from the optimum in the direction 
away from the apex, the directivity is reduced. The 
second and higher order maxima D correspond to 
points at which the direct radiation and reflected radia- 
tion add inphase in the forward direction. As seen the 
values Dmax are greater in the second and higher order 
optimal positions. 

For finite-size corner antenna, by analogy with the 
experiment [1], the various optimal vibrator positions 
Sopt and the changes in the values Dmax with continuous 
variation of aperture angle ß from 30° to 150° when 5 
varied from 0.1k to 1.1 A. have been calculated. The 
calculated Sopt coincided with the experiment [1]. In the 
case of excitation by the vertical vibrator (Fig.lc) the 
dependence of the optimal values Sopt is a continuous 
function of the angle ß. The distance Sopt increases as 
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Fig. 1. The optimal vibrator positions S opt and corresponding values Dmax 

as the functions of the aperture angle ß 

the aperture angle is made smaller. The second maxima 
of D in given interval of changing 5 are only for ß = 
120°... 150°. In the case of excitation by the horizontal 
vibrator (Fig. Id) the first optimal positions practically 
coincide under all apex angle at Sopt = 0.25IL The sec- 
ond maximum of D is near Sopt = 0.75X. at ß =30°...55° 
and 65°... 105°, at ß > 120° Sopt is equaled 
1.02^...0.75?.. The values D^ increase as the angle ß 
is made smaller from 9 at ß = 180° to 30.4 at ß = 30° 
in the case of vertical vibrator, and from 9 to 25 for 
horizontal vibrator (Fig. le, f). From the comparison 
the first Dmaxfor a corner with L=W=5X (Fig. 1c) and 
an infinite corner (Fig. la) for different angles ß we 
obtain: for ß = 30° Dmax = 30.4 and A, = 65 at 5opt = 
0.95X; for ß = 45° Dmax= 34 and A» = 39 at Sopt

= °-6^ 
for ß = 60° An,* = 29.57 and Ac = 28 at Sopt = ÖAX; for 
ß = 90° An»= 17.24 and A, = 17.62 at 5^*= 0.25^. So 
the diffraction effects on the corner edges reduce the 
directivity in forward direction at small angles ß even 
at large corner sizes at WIL = 1. 

Then, let us consider the effect of reflector dimensions 
on the value An»- The calculated directivities in the 
case of excitation by vertical vibrator realizable with a 
comer antenna having various combination of width 
and height are presented in Fig. 2 in the form of con- 
tours of constant D in the system coordinates L and 
WIL. In the case ß = 30° (Fig. 2a) the directivities 
change from 5 to 70. The behavior of dependence D on 
WIL at different fixed L is various. When changing WIL 
from 0.1 to 0.5 the directivities reduce from 20 to 10 at 
L = 2X and from 69 to 36 at L = 6X. Under changing 
WIL from 0.5 to 2 the values D increase from 10 to 15 
atL = 2X and from 36 to 42 at L = 6X. In the case ß = 
45° the isolines are presented for s = 0.6X and 5 = 0.9X 
(Fig. 2c, d). The values D change from 12 to 42. For L 
= 3X at 5 = 0.6A, the values D reduce from 26 to 24 
when WIL are small; when W/L > 0.75 ones increase 
from 20 to 26. At s = 0.9A. for L = 3X the values D 
practically don't depend from the height W and for L = 
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Fig. 2. The contours of constant directivity D with vibrator in first position for various reflector sizes 

6X ones reduce from 39 to 30 when WIL = 0.1...0.75 
and being constant then. In the case ß = 90° (Fig. 2b) 
the values change from 0 to 21.7. The extreme value 
£>max= 21 is atZ,opt= 1.9X and (07Z,)opt= 0.7 (£>„= 17). 
The changes in D prove, that the field, diffracted at the 
corner edges are essential in the forward direction to 
antenna in the fixed interval of side length ratio, which 
is depended from the ß, L, s. 

CONCLUSIONS 

The diffraction of the electromagnetic waves on the 
corner edges leads to essential dependence of the direc- 
tivity of the corner antenna on the height under fixed 
width and the vibrator distance in the defined interval 
of the side lengths ratio. It allows to maximize the 
directivity for each apex angle of the corner antenna by 
choosing the optimal combination of the reflector di- 
mensions. 
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The present - day trend in automobile radar is toward 
the millimeter - wave technology which have the effect 
of increasing visibility in the road traffic. But despite 
the obvious benefits for the traffic safety, the high cost 
presents a serious deterrent to this millimeter - wave 
application. Even with a certain improvement in cost of 
some signal processing and functional units utilizing 
solid - state components, the planar small - size anten- 
nas remain too complex and expensive, sending us in 
search of new millimeter - wave antenna designs and 
calculation algorithms. 

Historically there have been formed the two completely 
different lines in the radiating aperture design: 
waveguide engineering (hollow metal waveguides) and 
printed antenna technology. In the millimeter region, 
the waveguide antennas are very expensive and difficult 
in manufacture, such as slot - waveguide arrays, for 
one. Nevertheless they find their application which 
owes to the small loss. The antennas based on printed - 
circuit components and utilizing microstrip/slot trans- 
mission lines are impracticable because of the high loss 
in the short - wave part of the millimeter region. In this 
connection, apertures larger than ten wavelengths are 
not allowed. Besides, the required dimensional accu- 
racy is often beyond the technology possibilities. An 
alternative to the traditional approaches is the so - 
called hybrid printed antenna [1, 2]. Its distinguishing 
feature is a metallized dielectric layer associated with 
printed - circuit radiating elements excited by the 
waveguide modes: TEM modes propagating in the 
metal - dielectric structure [1] or eigenwaves of the 
single dielectric waveguide [2]. In the first case, a quite 
compact construction is reached. However dictated by 
the single - mode propagation condition, the dielectric 
thickness (i. e. the spacing of the metal layers) is too 
small, which causes the loss increase. In the second 
case, the antenna loss is determined by the dielectric 
waveguide, which is at a loss minimum in this antenna 
class. 

In the present work, an attempt will be made to com- 
bine the strengths and eliminate the weaknesses of both 
designs by employing H waves of the metallized di- 
electric layer. The strengths are amplified, as will be 
seen below, by the fact that the antenna suggested need 
not a separate radio - transparent shielding screen 
when exposed to rainfall. 

The basis structure of the hybrid printed antenna is 
shown in Fig. 1 and represents a dielectric layer which 
is metallized on both sides and has permittivity s,. A 
strip periodic structure with period i and slot width d is 
embodied in the upper metal layer. If d = 0, the metal- 
lized dielectric layer changes into the two - plane metal 
waveguide with dielectric filling. Its H\ mode serves as 
an incident wave. The H\ choice owes to the absence of 
longitudinal currents, with the result that the attenua- 
tion is only a trifle over that in the single dielectric 
layer. So the loss of the discussed antenna is compara- 
ble with the loss of the antenna built around a planar 
dielectric waveguide. The slots of the upper metal 
screen   radiate   into   free   space   in   the   direction 

9  i = arccos \U —    [31, where U is the wave slow- 
l       I) 

ing factor, I is the grating period, and X is the free - 
space wavelength. The upper dielectric layer with per- 
mittivity s 2 acts as a shielding screen. In the general 
case, s, * s 2 as a choice of the layers materials is 
guided by different criteria: a loss minimum for the 
bottom layer and mechanical characteristics for the 
upper one. 

Pi 

Fig. 1 

The electrodynamical structure shown in Fig. 1 is quite 
difficult to analyze. The problem is that at d * 0 the 
phase velocity depends on the slot width and depth and 
the permittivities of the dielectric layers. Evidently the 
synthesis of the amplitude distribution in the radiating 
aperture along the slow surface wave propagation 
brings serious phase errors when performed only on a 
slot width basis. For the error compensation, every 
particular d value requires the period i correction. So 
the synthesis of amplitude / phase distribution in the 
radiating aperture is governed by the knowledge of the 
real and imaginary parts of the propagation constant 
depending on all the structure parameters, but primar- 
ily on d. In addition, it is necessary to meet the propa- 
gation condition of most of the power in the bottom 
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dielectric layer. This means that the upper layer has to 
work as a screen rather than a surface wave line. 

In view of all general physical considerations, the an- 
tenna design data have been determined using the rig- 
orous mathematical methods of diffraction theory with 
the following experimental verification. For the consid- 
ered periodic waveguide, a numerical analytical method 
has been developed, which is a generalization of the 
earlier technique [4] for finding complex propagation 
constants. By this method the initial eigenwave and 
propagation problem is equivalently reduced to the 
dispersion equation. For its solution, a set of computer 
programs has been devised to calculate the normalized 
real and imaginary parts of the propagation constants 
of the eigenwaves and leaky waves in a wide range of t, 
d, X, 81, e 2, and thicknesses of the dielectric layers. At 
a satisfactory (no worse than 1 %) agreement with, the 
experimental data, the slot width d and period i are 
calculated depending on the coordinate coinciding with 
the slow surface wave propagation direction. 

X,mm 

40 - 20 

Fig. 2 

For the sake of comparison, on Fig. 2 and 3 we indicate 
the desired cosine and Gaussian field distributions in 
the radiating aperture (solid lines). The corresponding 
field strength in the' aperture of the experimentally 
tested structures is shown with dots; the aperture length 
is 78 mm, the operating wavelength X = 3.92 corre- 
sponds to the center frequency of the operating range 
76 - 77 GHz set off for automobile radar assisting the 
traffic safety. A quite good agreement between the 
desired data and measuring results is evident. The 
radiation pattern width is 3.5° for the cosine distribu- 
tion and 3.0° for the Gaussian one. The radiation effi- 
ciency is 87 % for both. The total ohmic loss including 
the strips, metal substrate and dielectric layers is no 
more than 0.5 dB (excluding the excitation units). For 
both cases, the side lobe levels -20 dB and -22 dB 
exceeds the calculation values -23 dB and -27 dB. It 
should be mentioned that the side lobes are essentially 

asymmetrical. For the cosine distribution, they tend to 
the near - complete degeneration, suggesting the un- 
compensated phase distortions. The nature of the dis- 
tortions is not as yet understood and requires further 
studies. 

X,mm 

Fig. 3 

Based on the investigated electrodynamical structure, a 
transmitting antenna combined with a three - beam 
receiving antenna has been constructed for automobile 
radar assisting the road traffic safety. The main char- 
acteristics of the antenna are listed below - combined if 
they are common for both receiving and transmitting 
antenna and separated if differ: 

Common: 

Operating frequency, GHz 

Polarization 

Pattern width in vertical 
plane, deg. 

Side - lobe level in verti- 
cal plane, dB 

Side - lobe level in hori- 
zontal plane, dB 

Combined      construction 
size, mm3 

Waveguide flanges 

76.5±0.5 

linear horizontal 

3.5 

■20 

-18 

150 x 97 x 17 

1 for transmitting 
antenna 

3 for receiving antenna 

Transmitting antenna: 

Pattern width in horizontal plane, deg. 

Gain, dB 

9 

29 
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Receiving antenna: 

Pattern width of each of the three beams in 3 
horizontal plane, deg. 

Meeting level of neighbouring beams, dB -3 

Gain, dB 32 

The antenna is usable either with a separate three - 
beam commutator in the receiving antenna or with a 
three receivers, which gives a certain gain in the radar 
system potential. 

The antenna has been put through the modeling and 
testing stages. After a little refinement of the 
waveguide turns and bends the suggested construction 
can be available for manufacture. 
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INTRODUCTION 

The capabilities of construction of electrically scanning 
antennas, working at several frequency bands, are de- 
termined basically by appropriate characteristics of 
phasing devices and radiators. Lenses with the elec- 
tronically controlled refraction index have a number of 
advantages in comparison with multi-element phased 
array, their application allows to considerably simplify 
a design and manufacturing technology of millimeter 
wave range antennas with electrical beam scanning in 
wide angle sector [1,3]. 

Controlled lenses are constructed on the basis of me- 
dium with electronically controlled refraction index, 
such as ferrite, liquid dielectric, having metallic and 
dielectric particles in suspension, and metallic delay 
structures. The creation of such antennas requires solu- 
tion of problems both in the theoretical area and in 
manufacturing new antenna components. In many 
cases controlled lenses have many similarities with 
deflectors widely used in optical systems, mainly when 
solid environments are using for their construction. In 
considered below radiolenses, as well as in optical 
deflectors, diffraction grating is formed with parame- 
ters corresponding to the given angle of a beam devia- 
tion, the one basic of the them is the period of a refrac- 
tion index change in the orthogonal direction to the 
electromagnetic wave propagated in the lens. The basic 
feature of considered system is the presence of strong 
distributed interaction via high-frequency electromag- 
netic field between areas of a lens with different refrac- 
tion index. Such distributed interaction in a big extent 
determines the characteristics of controlled lenses. 

STRUCTURE OF A CONTROLLED LENS 

In general case an inhomogeneous controlled lens 
should perform two main transformation of waves 
passing through it: the transformation of a wave radi- 
ated by a feed horn to a wave with a plane phase front 
(i.e. focusing) and then changing a slope of the plane 
phase front by a required angle. Both surfaces of a 
controlled lens can be plane and the lens in this case is 
a layer of inhomogeneous dielectric. Let's consider just 
such lenses. 

Consider a controlled lens, excited by a wave with a 
plane phase front. In general case such a controlled 

lens consists of several layers differed by the patterns of 
refraction index change. Consider the transformations 
of plane homogeneous wave I0 to a wave with inclined 
phase front I+}. Functioning of a two-layer lens (Fig. 1) 
is explained as follows. 

Fig. 1. Two-layer lens 

A plane homogeneous wave, propagating along axis of 
lenses, is transformed to a wave with inclined phase 
front in two stages. The first layer 1 (next to the focal 
device) transforms the incident wave into two plane 
homogeneous waves I+1 and /.;, which propagating 
with equal angles in module, but of opposite signs. 
Combination of these waves on boundary surface of 
layers 1 and 2 gives an "odd" wave. Then layer 2, 
playing the role of Bragg's deflector, changes the di- 
rection (only the angle sign) of one of these waves. The 
indicated transformations of plane waves correspond to 
the scheme: I0->I+i+I.i-*I+i. A necessary condition of 
such transformations is that period D of refraction 
index change in the first layer should be twice more 
than period of index change in the second layer. The 
order of layers arrangement is principal value. At the 
refraction index change saw tooth law, as results of 
theoretical research have shown, a relative arrangement 
of an refraction index jumps in layers 1 and 2 depends 
on a ratio between values /./ and /+/ and varies with 
changing of a scanning angle of a beam. 

In general case the lens scatters a incident wave into a 
set of plane waves, i.e. the electromagnetic field in the 
output of lens has complex spectral structure of spatial 
harmonics. The smaller part of energy of the exciting 
field goes into parasitic spectral components, the 
greater the lens efficiency is. The indicated criterion is 
decisive in the process of lens optimization consisting 
in selection of the layers number and of the refraction 
index change pattern. The number of longitudinally 
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homogeneous layers is determined by sector of beam 
scanning and generized parameter C/P, where C is a 
distributed coupling coefficient characterizing the me- 
dium, and P is a coefficient of media activity. 

The analysis of equations (Fig. 2), describing at a wide 
band of wave lengths activity of medium as periodic 
systems with various geometrical parameters shows, 
that in area d = (0.6...0.7)X the value P varies in rather 
small limits. It creates the premises for construction 
wide band controlled lenses of such media. Maximum 
values of activity are achieved at diameters of transver- 
sal-magnetized ferrite rods a = (0.25...0.28)X. It is also 
the fact, that with the decrease of a distance between 
rods (d < 0.6X) at transversal magnetization the activity 
quickly decreases. Sharp activity reduction with reduc- 
tion of rods diameter or period of a system coincides 
with the beginning of fast increase of the interaction 
coefficient. For systems of ferrite rods in the field of 
small diameters a and periods d the coupling coeffi- 
cient essentially depends on a wave polarization. 
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Fig. 2. Characteristics of controlled media: 
1 — P, longitudinal-magnetized ferrite rods, 

£f=10, d=3a, //z=±0.25; 2 — P, transversal- 
magnetized ferrite rods, et = 10, d = 3a, //„= ± 0.25; 

3 — C, longitudinal-magnetized 
and transversal-magnetized ferrite rods 

Liquid dielectric and semiconductors are associated 
with solid medium with a controlled refraction index. 
The change of a refraction index of ferrite medium 
happens under action of a magnetic field. It is known, 
that at longitudinal magnetization in such a medium 
the effect of polarization planes rotation is observed. In 
this connection ferrite lenses with longitudinal mag- 
netization (along an optical axis of a lens) work on 
waves with circle polarization. Polarization distortions 
of a field in the output of such lenses are absent only in 
the case, if the refraction index in layers varies under 
the harmonic law. When changing according to the saw 
tooth law the distortions might be rather essential. At 
magnetization transversal with respect to the direction 
of distribution of an electromagnetic wave propagation, 
control of refraction index is also possible, if the propa- 
gating wave is polarized in planes, orthogonal to a 
direction of magnetization. In [2] characteristic artifi- 
cial fluid dielectric with suspended smallest metal par- 

ticles are described. For working frequencies of milli- 
meter wave range, liquid dielectrics as n-nonane and 
other similar substances are used. The refraction index 
can be controlled by system of electrodes, diving 
through dielectric conductors or by passing ultrasonic 
waves. In order to prevent sticking of metal particles 
together fluid should circulate, and the controlling 
voltage should be alternative. 

ANTENNAS WITH CONTROLLED LENSES 

Two-Band Antenna with a Controlled Lens 

The antenna operates at two frequency bands: in band 
Fl it forms one scanning beam, and in band F2 < 
0.5F1 it forms one or more non-controllable beams. 
The frequency Fl corresponds to the X-band 
(12...27GHz); the scanning is carried out within the 
sector of 70°. The operating frequency band of the an- 
tenna in the £-band is more than 25%. 

The ferrite rods forming the controlled medium are 
fixed directly on the wall of an 77-sectorial horn. Con- 
ductors of the system controlling magnetization of the 
ferrite rods are located in a gaps, cut in the horn wall 
under the ferrite rods along their axes. The wall of the 
horn is a part of the iron circuit and it provides short 
circuit of magnetic currents flowed through the rods. 
The conductors of the control system are connected 
through a hole in the horn wall to the distributing sys- 
tem made as a printed circuit board with chips placed 
on it and located on the extenal surface of the horn 
walls. The matching of a lens is provided by conic 
tapers made on both ends of ferrite rods. In the H- 
sectorial horn there a metal-air lens is placed made as a 
convolution with a parabolic phase corrector. 

Effective vending of warm from ferrite rods, ensured by 
their contact with the wall of a horn, allows to use such 
a lens in radiators with a high level of mean power. 
One more essential advantage of a considered lens in 
comparison with lenses with gradient refraction index 
change law, stipulated by periodicity of refraction index 
change law, is absence of any basic restrictions on the 
sizes of emanating aperture. 

Antenna with a Ferrite Lens of a Reflective Type 

The antenna consists of a feed horn and mirror with a 
controlled reflection coefficient. The mirror formed by 
multilayer slices touching each other by their sides. The 
phase of the reflected electromagnetic wave from the 
slices varies in the plane of aperture according to the 
law providing focusing and deviation of beam. Such a 
device is a reflective lens with a controlled refraction 
index. Each of slices represents a multilayer design 
including a screen with controlling plate, and a 
matching transformer in the form of a dielectric plate. 
By drilling the phase-controlling plate to partial depth, 
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a periodic lattice is formed which consists of cylindrical 
rods and magnetic circuit. 

The same scanning device functioning at the whole 
35 -f 70 GHz frequency range has been made and tested 
(Fig. 3). The module is constructed in the form of 
monolithic ferro-magnetic block with 100 x 100 mm 
aperture size. Sector of scanning at 37 GHz is 60x60°, 
at 60 GHz — no less than 40x40°, at 70 GHz — no 
less than 30x30°. Root mean square deviation from 
calculated phase distribution on the aperture is no more 
than 12°. Time of change of beam direction is 10 mcs 
when energy of switching (calculated on 1 cm2 of the 
aperture area) is no more than 40 mcJ. 

Fig. 3. Ferrite lens of a reflective type 

The constructed block is intended for making con- 
trolled reflection coefficient lenses for multy- 
frequencies antennas. The used technology of produc- 
ing blocks allows constructing such antennas for the 
frequency range up to 120... 140 GHz. 

CONCLUSION 

The lenses made on the basis of media with electrically 
controlled refraction index are a new type of antennas 
that might scanning in a wide angle sector. By their 
principal electrical characteristics they, potentially, are 
no worse than the phased array antennas, and by their 
wide band capabilities they exceed the phased arrays. 
The controlled lenses can be realized at the whole mil- 
limeter wave range. They have a simpler design in 
comparison with phased array antennas, and are char- 
acterized by a high degree of integration of elements in 
the process of production. 
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The antennas of surface waves, such as dielectric rod 
radiators, helix and impedance structures, have a num- 
ber of features making expedient their application in a 
number of multiband antennas. Among these features it 
is necessary first of all to mark the following: rather 
weak coupling between inputs of antennas located at 
small distances (for example, in the phased array), 
existence of interaction between surface waves of the 
close located antennas, to great extent determining 
their pattern, capability of functioning on waves with 
various polarization and small cross-sectional overall 
dimensions. Taking into account these features the 
possibility of using such radiators for a construction of 
dual-band antenna array and reflector feed are consid- 
ered. 

In antenna systems for receiving signals of a satellite 
television in frequency bands (10.9 ... 12.75) GHz and 
(3.65 ... 4.2) GHz now it is used the expensive 
waveguide feeds with control of polarization of a signal 
by an electromechanical turn of connection loops of 
coaxial lines with waveguides. The representative of 
such feeds is, for example, a feed of the Chapparal 
corporation. 

Ö>^5^^S£?^ 

Fig. 1 

Developed feed is designed to be used in antennas with 
f/d = 0.4, where/is focal distance, d is a reflector di- 
ameter. The feed design is shown in Fig. 1, and draft of 
a construction - in Fig. 2. Feed consists of two antenna 
elements with coinciding phase centres: dielectric rod 
antenna, working in frequency band (10.9 ... 12.75) 
GHz, and axial located with it helical antenna for band 
(3.65... 4.2) GHz. 

The rod dielectric antenna is excited by the circular 
waveguide of diameter 17 mm with a flange for con- 
nection of the antenna amplifier with two electrically 
commuted probes ensuring receiving of two signals 
with orthogonal linear polarizations. In the waveguide 
the capability of the installation of a dielectric plate 
polarizer for a receiving signals of two orthogonal 
linear polarizations is stipulated. VSWR of a channel 
in all an effective band of frequencies does not exceed 
1.5. 

Fig. 2 

The antenna of low-frequency band is made of two 
helixes with opposite directions of winding. When 
developing the two-helix radiator the basic difficulties 
were connected with ensuring of a good isolation be- 
tween helixes. The value of an isolation, as it has been 
determined, depends on two major factors. The first 
factor is an effectiveness of helix exciters, i.e. transition 
from coaxial lines to opened helix waveguides. The 
second factor is the reflection from the ends of helix. In 
order to reduce coupling between exciters, diameter of 
the first coils of an external helix and their step were 
increased. The reduction of reflections from the ends of 
helix is reached by the increase of a step of the last two 
coils. If helixes are excited through a switch, with the 
help of which the phase shift n/2 between them is in- 
troduced, the linear polarization of a radiated field 
turns into orthogonal. The use of one helix is possible. 
Every helix radiates a wave with circular polarization 
with an ellipticity no more than 1.5 dB. The coaxial 
connectors which the wires of helixes are connected 
with, are located on a special flange. On the same 
flange the protective radiotransparent radome is fixed. 
In a case of use of the converter with waveguide input 
the connection is made through waveguide-coaxial 
transition. 
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The capabilities of a construction of electrically scan- 
ning antennas, working in several frequency bands, are 
determined basically by appropriate characteristics of 
phasing devices and radiators. At a construction of 
dual-band antenna arrays, for example, two independ- 
ent working systems of radiators and phase shifters are 
used practically. Such a design, representing "array in 
array", is both rather complex and not always satisfies 
the requirements first of all because of significant mu- 
tual coupling between radiators of various frequency 
bands. In order to solve this problem in many cases 
dielectric rod radiators should be used. 

On the base of the above considered helix-rod antenna 
the radiators of the two-frequency phased array can be 
made. It is clear that only in a part of radiators it is 
necessary to use helixes. Due to weak mutual coupling 
between helixes and dielectric rods it is possible to 
achieve not only rather good isolation between fre- 
quency channels, but also to optimize the pattern of 
array radiators. 

The more simple design might be realized, if dielectric 
rod antennas is used as radiators of an array working at 
higher frequency, and between them on a screen of a 
array, slot radiators of a low-frequency channel is situ- 
ated. The presence of slots, if parameters of dielectric 
radiators are selected correctly, practically will not 
affect the characteristics of a high-frequency channel, 
as the field in the area of a screen, as it has been estab- 
lished theoretically and experimentally, is concentrated 
mainly inside and near to a surface of a dielectric rod. 
The mentioned circumstance allows also to reduce 
considerably (in a comparison with a two-frequency 
array of waveguide radiators) coupling between high- 
frequency and low-frequency channels. It is possible to 
assume also, that the presence of dielectric rods in 
aperture will not significantly influence on the pattern 
of an array of slot radiators due to their small electrical 
sizes at low frequency. 

To check the mentioned supposition the measurements 
of the pattern of the single slot radiator in environment 
of dielectric rods were carried out. For measurements 
the fragment of a dielectric rod array was used, in 
which the slot radiator was enclosed by three rings of 
dielectric rod radiators. In Fig. 3 the measured patterns 
of the slot radiator in two main planes are given. For a 
comparison measurements of the pattern of the slot 
radiator on a screen without dielectric rod radiators also 
were carried out. 

Fig. 3 

The measurements have shown the absence of any 
essential features of the pattern of the slot radiator, 
enclosed by dielectric rods. 
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ABSTRACT 

The results of time-domain theoretical and experimen- 
tal studies of ultra-wide band antennas with impulse 
excitation in radiating and receiving modes are pre- 
sented. The antennas under consideration, like a mono- 
pole antenna, a dipole antenna and a horn-like antenna, 
are used widely for high-resolution videopulse subsur- 
face (ground-penetrating) radars and should be oper- 
ated near the border between two medias with different 
electrical properties. 

PROBLEM MOTIVATION AND DESCRIPTION 

Subsurface (ground-penetrating) radars of the 30 MHz 
- 5 GHz operation frequency band are at present a 
rapidly growing smart technology of remote noninva- 
sive sensing and probing applied to study the Earth 
interior regions, as well as others opaque matters with 
non-strong attenuation of sounding electromagnetic 
signals [1]. In order to achieve high level of spatial 
resolution in radars, ultra-wide band sounding signals 
are used implemented in time-domain region by vid- 
eopulse signals (signals without frequency carrier or 
nonsinusoidal signals) which form by shock excitation 
of antennas. 

The antennas are ones of the key elements of radar's 
equipment that determines main system features like 
performance factor, receiver-operating-characteristics 
etc. In contrast to common radars of free-space opera- 
tion, radars discussed should be operated near the bor- 
der of the two half-spaces «air media - subsurface me- 
dia (Fig. 1), that causes serious perturbation of 
antenna's features: 

1) energy and pattern working properties of antenna 
are formed under strong influence of operation en- 
vironment; 

2) searching objects in media under investigation may 
be located in the near-region of antenna and should 
be detected by radar also; 

3) there are some statistical roughness of surface of 
border between two media and heterogeneity of me- 
dia under investigation that disturbs antenna's fea- 
tures; 

4) localized scatters in subsurface region, as well as 
ones in outer air space caused distortion of antenna 
operation features also; 

5) complex modes of wave propagation and scattering 
may be appeared near the border between two media 
like multipath propagation, lateral waves, disper- 
sion events and so on. 

The radar's antennas should be maintained their main 
operation function in radars under influence of dis- 
cussed working conditions, i.e. to radiate and to receive 
electromagnetic signals of given spatial-temporal per- 
formances, for instance, a short-duration videopulse 
electromagnetic signal to obtain a high-resolution ra- 
dar's features for definite angular survey sectors of 
controlled media etc. 

Transmitter 
(Tx) 

Receiver 
(Rx) 

Tx Antenna Rx Antenna 
d 

Fig. 1. Schematic presentation of problem of 
noninvasive studying of matter with a hidden object in it 

by subsurface radar with impulse Tx/Rx antennas 

PROPERTIES OF VIDEOPULSE ANTENNAS 

Let consider firstly the main regularities that are com- 
mon for ultra-wide band impulse antennas with shock 
excitation, which operate in air-filled free space as well 
as near a border between two dielectric half-spaces. At 
the same time, those regularities are quite different to 
ones that are peculiar to ordinary antennas with sinu- 
soidal excitation: 

1) there is a time-dependent or transient operation 
mode of impulse (videopulse) antenna when its 
working features are implemented in act of short- 
timed shock excitation; 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept 1999 



377 

2) shock excitation of transmitting antenna is due to 
source of impulse driving signal, while excitation of 
receiving antenna is realized by an external incident 
electromagnetic field of impulse nature; 

3) a key moment of impulse antennas operation is 
given transformation of signal's waveform due to 
inherent physics of transient electromagnetics in ra- 
diating and receiving antennas [2,3]; 

4) transmitting and receiving antennas demonstrate 
principal different features and a reciprocity princi- 
ple, used widely for sinusoidal antennas, is not ap- 
plied in this case at all and both antennas demand 
special cares to explore them [4]; 

5) waveforms of radiating and receiving signals by 
antenna are strictly dependent on distance and di- 
rection, especially for the near-range operation 
modes that is common for subsurface radars; 

6) directivity features of impulse antennas in the far- 
range can be described by energy patterns that are 
determined by the auto-correlation functions of ex- 
citation signals entirely [2]; 

7) practical implementation of impulse antennas is 
realized, as a rule, by their integration with elec- 
tronics component of transmitter and receiver units 
and a concept of active antenna is used; 

A time-domain consideration of impulse antennas is 
more adequate to the physical nature of events studied 
in contrast to more commons, traditional in some de- 
gree, investigations in a frequency-domain. While from 
general point of view a impulse response and a complex 
spectral frequency response are mathematically 
equivalent, but corresponding time-domain theoretical 
models and experimental techniques applied to prob- 
lems under investigation in this work are more easy by 
their implementation in time-domain than similar ones 
in frequency-domain [5]. 

A some classification of operation modes of impulse 
antennas in subsurface radars can be based on the fea- 
tures of their excitation determined by impedance 
matching of both the arms of antenna achieved like it is 
shown in Fig. 2 for a simplest monopole antenna. 

Fig. 2. Operation modes of impulse monopole antenna 
due to its matching achieved: a single-pass excitation or 
travelling-wave mode (a); a two-pass excitation mode 
(b); multi-pass excitation or standing-wave mode (c) 

Let note that a match of opened end of antenna is pro- 
vided by a lumped or distributed resistive adsorber, 
while match of antenna terminal port is put into prac- 
tice by special means of microwave electronics circuits 
in an output stage of transmitter and an input stage of 
radar receiver. 

For example, an elevation electric component of the 
far-region radiated electromagnetic field produced by a 
monopole antenna in the free space (Fig. 3) with the 
travelling-wave excitation mode (Fig. 2a) by a signal 
with given waveform s(t) can be expressed [4]: 

E@(p,@,t,La)s 
sin© 

1-cos© 

s(t- £•) - s(t-£ -—(1 - cos0)) 
c c     c 

(1) 

and similarly, a load current of monopole receiving 
antenna with travelling-wave excitation mode also that 
excited by external incident impulse electromagnetic 
field with given impulse waveform E(t) is determined 
by the following analytical expression [4]: 

In(t,e,La)=- -• 
1-cos© 

■ fe(t - La/c) - e(t - La/c ■ cos ©)} 
(2) 

where e(t) = JE(t)dt, c is the light velocity constant. 

Note, that the presented expressions (1) and (2) demon- 
strate quite principal difference in radiating and recep- 
tion cases concerning various regularities of transfor- 
mation of primary waveforms of applied exciting 
signals due to integration in (2) [4]. Among antennas' 
structures used in videopulse subsurface radars those 
ones shown in Fig. 4 are applied namely. 

Fig. 3. General geometry of radiation problems under 
consideration for monopole of length La = L2- L1 

Environmental effects on antenna's features caused by 
a sounding media with quite different its electrical 
properties in contrast to air-filled half-space ones are 
significant aspect to study the impulse antennas of 
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subsurface radars. In general, this problem is complex 
electromagnetics one, but there is some opportunities to 
solve it approximately based on an approach discussed 
later. It is possible to estimate a slow-wave factor to 
describe some decelerating of electromagnetic signal in 
antenna considered as some equivalent transmission 
line (Fig. 5). A magnitude of this factor obtained can be 
used to modify a velocity of excitation signal in (l)-(2) 
and analogous expression, as well as to evaluate focus- 
sing effects, produced by a redistribution of electro- 
magnetic field energy in a cross-section of equivalent 
transmission line (Fig. 5). The last causes finally a 
some modification of antenna pattern doing it inward to 
a sounding media in most degree. 

I   A T:> 

radar to detect hidden objects in vegetation is shown in 
Fig. 6. The corresponding testing procedures were 
being conducted by a special own-designed antenna's 
test bench based on a nanosecond pulse generator and a 
stroboscopic receiver unit with digital data registration 
by computer ADC/DSP card. 
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Fig. 4. Antenna's structure: dipole antenna (a); 
bow -tie antenna (b); horn-like antenna (c) 
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Fig. 5. Estimation of a slow-wave factor of 
electromagnetic signal propagation along antenna that 

is presented by an equivalent strip line spaced 
over a dielectric hulf-space 

EXPERIMENTAL STUDIES 

A time-domain experimental technique has sufficient 
benefit in comparison with frequency-domain experi- 
mental investigations due to the fact that the time- 
domain examinations can be accomplished in ordinary 
laboratory rooms without necessity to use special very 
expensive anechoic chambers. In this case, interference 
scattering electromagnetic events caused by various 
external objects, laboratory's walls etc. can be elimi- 
nated by a simple temporal range gating applied to a 
signal received [5]. 

In order to present the author's time-domain experi- 
mental studies, the waveforms signals measured in an 
radio link formed by a pair of the identical bow-tie 
antennas in a transmitter and receiver subassemblies of 

Fig. 6. Measured waveform in a radio link formed by the 
two identical bow-tie antennas like one in Fig. 4b: 

without reflector (a); with reflector (b) 
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Abstract: The time dependent Green's function 
boundary problem for a semi-infinite perfectly con- 
ducting slotted cone placed on the impedance plane is 
considered. This geometry can be regarded as a suitable 
three-dimensional model of slotted cone antennas and 
wire antennas situated on the imgomogenous plane. 
The solution method is based on using the Laplace 
transform, the Kontorovich-Lebedev transform and the 
Rieman-Hilbert method. The Green's function repre- 
sentations are derived for the "partly penetrable" cone. 
The boundary problem spectrum and the plane contri- 
bution are investigated. 

INTRODUCTION 

The problem of electromagnetic pulse radiation and 
excitation of open structures placed near inhomogenous 
bodies is of great interest for many applications such as 
antenna technology, communications and others. In 
fact, the problem solution needs to construct the ade- 
quate mathematical model of the physical process. It's 
well known that the dyadic Green's function is a useful 
tool for researching the interaction of electromagnetic 
fields with several physical geometries. The purpose of 
this study is to find the time-dependent Green's func- 
tion for a semi-infinite circular perfectly conducting 
periodically slotted cone placed on the impedance 
plane. The cone structure under consideration is a 
model of wire and slot wide-band antennas with con- 
trolled radiation diagram and polarization. 

FORMULATION AND METHOD 

In spherical coordinate system r,8,cp the infinite cir- 

cular cone Ej with N periodical slots cut along gen- 
eratricies is defined by the equation B = y and the 

impedance plane E2 9 = n/2. The cone structure pe- 

riod / = 2n/N and the slot width d are values of dihe- 
dral angles fonned planes passing through the cone 
axis and cone strip edges. 

The Green's function G(?,F0,t,t0) satisfies: 

1) the four-dimensional partial differential equation 

_LJL 
'c2dt2 G{?,r0,U0) = -8(r-r0Xt-to); 

2) the Dirichlet boundary condition on the cone strips 

and the boundary condition on the plane S2 

where C, = C,(r) is the given function; 

3) initial conditions G = 
dG_ 

dt 
= 0j<t. a- 

4) infinity condition at r -» oo ; 

5) singularity conditions (the cone tip, strip edges). 

P n r 

The solution for G can be written as the sum of a free- 
space field G0(r,f0,t,t0) and a scattered field 

Gi(r,r0,t,t0), due to the presence of the cone and the 
plane: 

G(r,r0J,t0) = G0(?,?0,t,t0)+G1(r,r0,t,t0) 

c is the light velocity. The plane impedance £ is as- 

sumed to be C,(r) - yr, % = const. The time-dependent 
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response due to a point source in the presence of the 
slotted cone on the impedance plane can be found 
through the Laplace inversion of the time-harmonic 
Green's function [1,2]. The stationary boundary prob- 
lem solution is based on using the Rieman-Hilbert 
method and the Kontorovich-Lebedev transforms [3,4] 

+00 

F(x)= I fir)EiMd^ 
0 

+« 
KixW. 

where K^iy) is the Macdonald function. It follows, 

that 

Anrr, 
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P™ (y) are associated Legendre functions, r(z) is a 

gamma-function, r\(x) is the Heviside function, 

v-mnPmn&mn -unknown coefficients. Applying bound- 

ary conditions and continuity conditions for G and 
dG/dB in slots gives connections betweenßm„,^m„ 

and amn. The coefficients am„ satisfy the infinity 
system of linear algebraic equations [4]. The system 
solution can be obtained via the reduction method for 
any problem parameters and with the iteration one in 
case of a "partly penetrable" cone too. 

RESULTS 

For the "partly penetrable" cone that is defined by ex- 
istence of the limit 

lim 
lJl~d 
N   I   / 

= Q, 

we obtain 
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To simplify the general result, we assume that the 
source point is located on the cone axis, i.e., 
90=0,cp0=0 

G,=- 
4rarn 

-   f+ra x ^ IX 

[xthnxW.P .     (cosS)P i    (chb)dx 
J _1J.,> —+ix 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept 1999 



381 

+—^—rix-r   r°    [xthnz—-2£—x 
c   Ji 20+A. \-Ktr, o 

WHP j    (cosS)-P j    (-cos9) 
—+n 

2 
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2 

dx 

y<B<n/2, 

2 2 

The term with H^P™     (cosö) in the integral repre- 
—+ix 

2 

sentation for Gx describes the effect of the impedance 
plane on radiation from the slotted cone. 

A- -A0 W  =W° CONCLUSIONS 

By using the residue theorem we can derive series rep- 
resentations for Gy [2]. The boundary problem spec- 

trum for the "partly penetrable" cone placed on the 
impedance plane is defined by roots uy = u;(y,Q,%)of 

the equation    A^ . + 2Q = 0. One may determine these 

roots asymptotically for cases of the "partly penetrable" 
cone 

Q«\ 

u)=a+-2Ö 
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The algorithm for finding the time-dependent Green's 
function of the pulse excitation problem for the semi- 
infinite circular perfectly conducting periodically slot- 
ted cone placed on the impedance plane is proposed. 
The solution method is based on using the Laplace 
transform, the Kontorovich-Lebedev transform and the 
Rieman-Hilbert method for a unit circle arc. It is shown 
that the boundary problem is reduced to solving the 
infinite system of algebraic equations. For the "partly 
penetrable" cone the time-dependent Green's function 
representation is obtained in integral form. 
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ABSTRACT 

A theoretical study of radiation patterns distortions 
caused by lateral metallization truncation in open lon- 
gitudinally inhomogeneous slot structures on dielectric 
substrates is presented. The study is carried out on the 
base of mathematical models obtained by Hybrid Finite 
Element Method and Galerkin method in spectral do- 
main with taking into account all surface waves. 

INTRODUCTION 

Large frequency bandwidth, compatibility with micro- 
wave integrated circuits, light weight and geometric 
simplicity are among the most crucial requirements for 
antennas designed for some specific applications, such 
as airborne radars and communication systems. The 
tapered slot antenna (TS A) is one of the most desirable 
candidates, which can satisfy these demands. The most 
attractive features of the TSAs, in contrast to other 
kinds of planar antennas, are capability to work over a 
large frequency bandwidth and producing a symmetric 
endfire beam. 

The use of endfire tapered slot antennas for wide- 
band/wide-scan phased arrays was proposed more than 
two decades ago [1]. These arrays offer one of the best 
opportunities for realizing wide-bandwidth, wide- 
scanning phased arrays, but their development has not 
progressed nearly as rapidly as the initial promising 
results suggested. Although several arrays [2-4] of 
tapered slot antennas have been built and tested, propa- 
gation and radiation physical phenomena of electro- 
magnetic waves in single TSA were not yet well under- 
stood. An attempt to identify and explain these 
phenomena in open longitudinally inhomogeneous slot 
structures on dielectric substrates was made in [5]. 
Investigations [5] are carried out on the base of mathe- 
matical model [6], which ideally valid for infinite lat- 
eral metallization, but, nevertheless, gives sufficiently 
accurate results when the half lateral dimension of 
metallization is at least three free space wavelengths. It 
has been observed experimentally [7], that the radiation 
pattern exhibits some interesting features as the an- 
tenna is truncated laterally. 

The purpose of this paper is a theoretically study of 
radiation patterns changes, caused by lateral metalliza- 

tion truncation in open longitudinally inhomogeneous 
slot structures on dielectric substrates. 

RESULTS AND DISCUSSIONS 

Owing to the surface nature of wave propagation the 
radiation mechanism of slot antenna on dielectric sub- 
strate corresponds to the radiation mechanism of sur- 
face-wave antennas. It is well-known from the general 
theory of traveling wave antenna, that slight change in 
the phase velocity can have considerable influence on 
radiation characteristics. Influence of phase velocity on 
radiation characteristics of tapered slot antennas on 
dielectric substrates has been investigated for LTSA 
and "Vivaldi" performed on the substrate 0.23 mm 
(0.0092X0) thick with 62.5 mm (2.5X0) aperture width, 
25.0 (l.OA-o) taper length at the frequency of 12.0 GHz 
for different dielectric permittivities. One can see 
(Fig. 1), that for electrically "thin" substrate the phase 
velocity is only slightly less than velocity of light and 
within taper length practically does not alter (the 
change is only 1.5%), while for electrically "thick" 
substrate the phase velocity is considerably less than 
velocity of light and changes more than 8.0 %. 

c/v 

( LTSA ] 

/ 
X ' .   .- 

Normalized effective 
substrate height 

•       0.0045 
   0.02 

*H <+ A. 1.04- 

1 1 1 1 1 ' ' 1 1 1 * 
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Section number 

Fig. 1 

Study of contribution into radiated far zone field from 
individual sections and relationship of these contribu- 
tions in terms of length for different normalized effec- 
tive substrate width (i.e. phase velocities) is of great 
interest. The normalized values of the contribution into 
radiated far zone field (Fig. 2) much less along the 
whole taper for greater value of normalized effective 
substrate width, because of the field is close to the unit 
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and radiation occurs mainly from the aperture. This 
results in the fact, that the first sidelobe level in E- 
plane (Fig. 3) changes by about 71 percent for a 15 
percent change in the phase velocity for LTSA, caused 
by varying dielectric permittivity from 2.2 to 9.8. 

|Ej/jEo| 1.0 0.9  0.8  0.7  0.6  0.5 0.4 0.3 0.2  0.1   0.0 
1 r>  J   . .I   ■ .I   . .I   . .I   i .I   i  .I   i  .I   i  ,l   i  .I 

0.2 

0.0 

0.0  0.1   0.2  0.3  0.4  0.5  0.6  0.7  0.8 0.9   Xo 
Distance from aperture 

Fig. 2 

0      10     20     30     40     50     60     70     0" 

Fig.3 

0     10    20    30    40    50    60    70    80    0° 

Fig. 4 

The radiation mechanism of the "Vivaldi" antenna and 
other tapered slot antennas on dielectric substrates is 
highly dependent on the diffraction of the electromag- 
netic waves at the end of the aperture. This important 

phenomenon is taking into consideration by the 
mathematical model [6]. Such a diffraction also occurs 
when the metallic plane of a slot antenna is finite. The 
correct modeling of these phenomena is needed for a 
correct modeling of the endfire radiation. 
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To illustrate the effect of radiation characteristics dis- 
tortions, caused by lateral metallization truncation, we 
consider air case of CWSA (Fig. 4-7) and LTSA (Fig. 
8, 9) with 20.0 mm aperture width, 2.0 mm input slot 
width, 30.0 mm taper length at the frequency of 10.0 
GHz for various dimensions of metallization. ZT-plane 
radiation patterns for CWSA with finite metallization 
are compared with those, obtained by using mathemati- 
cal model of [6], which assume infinite lateral metalli- 
zation (bold solid curve). Agreement with the bold solid 
curve changes from good to sufficient for CWSA with 
half metal width which equal to ten (Fig. 4) or two- 
three (Fig. 5) free space wavelengths respectively. It 
has been found, that when the half metal width greater 
than one free space wavelength and doesn't equal to 
integer number of wavelength, radiation pattern can 
has gap in endfire direction (Fig. 6). This phenomenon 
can be partially explain using the theory of radiation of 
vibrators. Lateral truncation results mainly in an E- 
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plane beamwidth that is, in most cases, considerably 
narrower than the one obtained using an antenna with a 
large metallization width (Fig. 7). LTSA shows analo- 
gous dependencies. 
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CONCLUSIONS 

The effects of radiation patterns distortions caused by 
lateral metallization truncation in open longitudinally 
inhomogeneous slot structures on dielectric substrates 

are observed. Radiation characteristics of the slot an- 
tennas are strongly dependent on lateral dimensions of 
metallization. A deep study of physical phenomena and 
reasons, that cause the strong radiation pattern 
changes, is in progress. At present we can conclude, 
that only slot antennas with a wide lateral metallization 
are capable to work in the endfire radiation mode over 
multi-octave frequency band. 
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INTRODUCTION 

The rapid development of TV broadcasting, increasing 
a number of operating channels, improving of TV pro- 
grams quality and availability of high quality TV re- 
ceivers put the problem of developing dual-band VHF 
(174-230 MHz) and UHF (470-790 MHz) antennas 
with high gain and good matching in both operating 
frequency bands. 

The paper gives one possible way to solve the problem, 
namely, using a combined dual-band logperiodic an- 
tenna with V-dipoles providing required radiation per- 
formances in VHF range at the basic harmonic and in 
UHF range at the third one. 

RESULTS AND DISCUSSIONS 

The antenna consists of vibrators located in one plane 
under a definite angle to each other. The antenna oper- 
ates at 6-12* TV channels (174-230 MHz) and at 21- 
60th TV channels (470-790 MHz). A central vibrator's 
length is approximately equal to X/2 at the average 
frequency of the 6-12* TV channels and to 3X/2 an the 
average frequency of the 21-60* channels. 

At the third harmonic input impedance of a dipole of 
an active zone is approximately equal to its impedance 
at half-wave resonance that provides rather good 
matching with a feeder. An angle between the vibrators 
is chosen to be approximately 120°. The necessity of 
providing such angle is caused by the following. Ra- 
diation pattern of a linear dipole of length 7J2 in hori- 
zontal plane looks like an "eight" directed along the 
axis of the antenna. For the 21-60* channels at the 
dipole length equals 3X/2 main lobe of the radiation 
pattern is bifurcated and in the axial direction a gap in 
radiation pattern arises. To obtain end-fire radiation 
pattern dipoles must be inclined towards the antenna's 
axis. This provides not only the filling the gap in the 
main lobe, but decreasing backward radiation as well 
and, as a result, the dipole at the 21-60* TV channels 
has higher directivity than at the 6-12* ones. 

The theoretical investigation of antenna's performances 
have been carried out by utilizing the program NEC [1] 
designed to calculate wire antennas of various types. 
The program allows to calculate antenna's directivity, 
radiation pattern and matching in an operating fre- 
quency band. The 12* , 11* , 10* , and 8* element 

antennas with parameters a and r varying within 
some limits have been studied. 

Note that parameter a is a distance (in wavelength) 
between half-wave and neighboring dipoles and pa- 

4o 
rameter r is determined by the formula x = l —, 

ctga 
where a is an angle between antenna axis and a line 
passing through dipoles ends. 

Results of the parametric study show that directivity 
grows with increasing value of parameter cr and be- 
comes stable in a frequency range when the parameter 
T = 0.94-0.96. For r = 0.90, 0.92 and 0.98 directivity 
is non-stable in UHF band and has its maximum at the 
boundaries of the frequency band. For r = 0.98 the 
highest directivity is achieved (up to 14 dB) but in a 
narrow frequency range. In VHF band more stable 
directivity can be provided when a = 0.04-0.08 and 
T= 0.90-0.96. For r= 0.98 there is a essential de- 
creasing of directivity at the end of VHF band. This 
leads to optimal values of a= 0.04-0.06, and T = 

0.94-0.96. 

Radiation characteristics of the antenna also depend on 
the angle a. Decreasing the angle a and increasing 
structure period cause increasing the antenna gain and 
decreasing back and side lobes levels. However, it 
stipulates increasing overall dimensions and weight of 
the antenna. Thus, the angle la and the period of 
structure should be chosen proceeding from the condi- 
tion of compromise between overall dimensions and 
weight, from one hand, and radiation characteristics 
from the other. So, the parameters a and r, which 
define dimensions and geometric structure of the log- 
periodic antenna, are chosen in such a way to provide a 
sufficient gain and low side lobes levels for permissible 
overall dimensions and weight of the antenna. 

In order to verify the results of theoretical investiga- 
tions an antenna prototype having 12 dipoles has been 
designed and fabricated. The antenna prototype char- 
acteristics are stated below. 

The parameters r and a have been chosen proceeding 
from the theoretical optimal values, namely a = 0.06 
and r = 0.94. This values of parameters r and a 
should provide near uniform directivities lOdB in UHF 
band and 7dB in VHF band. 

Proceedings of the 3rd Internationa! Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



386 

10.00 

3 8.00 

6.00 

160.00 240.00 

«5 
T3 

o.uu — 

{\Uv^*^*^   . 

5.00 — - 12 ELEMENTS 
1=0.94    CT=0.06 

-•- THEORY 
A   EXPERIM ENTj 

0.00 — 
1  1  

400.00 500.00 
F, MHz 

800.00 

Fig. 1 Fig. 2 

-10.X —   

12 ELEMENTS 
H-plane      650 MHz 
-*-  7HSORV 
—A- EXPERYMENT 

->—r 
20.1)0 10.0t 

0.00 40.00 80.00 

Fig. 3 Fig. 4 

Directivities of the antenna prototype versus frequency 
in VHF band and in UHF band are shown in Fig. 1 and 
Fig. 2 respectively. One can see in these figures that 
directivities in both frequency bands are fairly stable 
and theoretical and measured results are in reasonable 
agreement. 

Radiation patterns of the antenna prototype has also 
been measured. Calculated and experimental results of 
radiation patterns in H- and ZT-plane at 650 MHz are 
shown in Figs. 3-4. 

The theoretical and experimental results are found to be 
in general agreement. 
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In relation to the using of ultrawideband signals in 
radar and radiocomrnunication there appeared a variety 
of mathematical methods for solving the problems for 
such signal radiation and propagation. One of them is 
the method of evolutionary equations relating to the 
analytical methods in time domain. 

The essence of the method is that the basis for electro- 
magnetic field expansion is constructed in cross- 
section. This permits to represent the field in 
waveguide or free space as a package of the modes and 
to trace their changes with longitudinal coordinate and 
passage of time. This requires to solve the evolutionary 
equation system that represents the second-order partial 
differential equations of Klein-Gordon type with given 
initial and boundary conditions. It is convenient to use 
the method for solving transient problems of radiation 
and propagation of waves excited by sources with arbi- 
trary time dependencies in layered nonhomogeneous 
and nonstationary media. 

In work [2] the characteristics of the coaxial cone an- 
tenna (CCA) with a infinite screen are studied theoreti- 
cally and experimentally in receiving mode. The ra- 
diator is the cone antenna excited by step of current. 
However, at theoretical analysis there considered only 
one specific case of time current dependence and used 
the Fourier transform of the solution for sinusoidal 
waves. 

The goal of this work is to investigate the videopulse 
radiation from coaxial cone antenna theoretically by 
means of the methods of Evolutionär}' Equations and 
Duhamel integral as well as to check experimentally 
the obtained results. 

THEORETICAL PROBLEM 

The source of a non-stationary electromagnetic field in 
the form of the coaxial cone antenna with infinite 
flange excited by TEM-wave is located on the plane 
z = 0 (Fig. 1). We will solve the problem in Kirchhoff 
approximation regarding that the field in the antenna 
aperture is the same as in infinite coaxial waveguide. 
Consequently, the problem of interest is reduced to the 
problem of radiation from the open end of coaxial 
waveguide. It was shown in [3] that TEM-wave excited 
in the waveguide with arbitrary time dependence gen- 
erates E-wave in free space: 

o ol 

00 

£2<p,cp,z,f) = JV^<t*>, 
0 

where <t>(p,cp;|)=J0(?P)/V^'  
e(zM)  is the evolu- 

tionary coefficient that satisfies the evolutionary equa- 
tion 

[ 1  d2     82 

I c2 dt2    dz2 + S2U(z,f;S) = 0 

as well as zero initial conditions and boundary condi- 
tions at z = 0 and z = oo. 

A 

,'Z 

A 

Fig. 1. The problem geometry 

For the case of the unit step time dependence of TEM- 
wave amplitude in the coaxial waveguide taking into 
account the energy normalization of a field [1] and 
using the separation of variables method it was ob- 
tained in [3] the evolutionary coefficient expansion: 

^mmpj-¥ c2t2-z2 

where 

C(§)= cu0[J0(^)- Jo&)}lR2 -r2 }U2Z]n{R/r) . 

The radiated field at an arbitrary time dependence of 
the source /(/) one can find by taking the Duhamel 
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integral. Let F0(jr,t) be the time dependence of any 
field component in the observation point f = r{p,(p,z) 

at the antenna excitation by the unit step of current. For 
the sake of simplicity assume that the point of observa- 
tion is not arranged in the antenna, and f(t) has no 
discontinuities. Then the corresponding component of 
the field at arbitrary time dependence /(r) can be 

found, according to [4], from formulas: 

F{?,t) = \f{t-z)F0{r,x)dx- (1) 

Hf,th]f{t-x)F0{F,x)ch. (2) 

Formula (2) can be obtained easily from (1) with the 
help of integration by parts. It is of value to choose 
from formulas (1) and (2) the most convenient one for 
numerical calculation in accordance with the form and 
duration of exciting pulse /(/) and with the form and 

duration of the transition diagram F0(?,r). 

EXPERIMENTAL RESEARCH 

The block scheme of the experimental set is depicted in 
Fig. 2. Generator of short pulses (GSP) forms a se- 
quence of triangular videopulses with the amplitude 
controlled in the range from 1 to 6 kV on the load of 50 
Ohm, with duration of 1.2 ns and with the frequency of 
repetition up to 30 kHz. GSP feeds the coaxial cable 
with wave impedance of 50 Ohm loaded to CCA with 
the length of 10 cm and the following aperture sizes: 
outer diameter is equals to 67 mm, inner diameter is 
equals to 2 mm. 

GSP K§ V SO  -ADC PC 

Fig. 2. Block scheme of the set 

Radiated videopulse signal is received by special sen- 
sor, namely dipole-slotline probe. It is a stub of a slot- 
line on dielectric substrate (e = 4.25, 1.5 mm thick- 
ness) with width of 0.1 mm connected at one end to the 
coaxial cable with wave impedance of 50 Ohm and 
soldered at other end to unmade dipole with sizes 
3 x 20 mm. The over-all dimensions of the probe are 
40 x 90 mm. The necessity of using the dipole-slotline 
probe consists in the fact that it effectively receives the 
transversal field component and suppresses the longitu- 
dinal one. Several ferrite rings are slipped over the 
coaxial cable for matching the transition from the slot 
line to the coaxial cable. 

Stroboscopic oscilloscope (SO) C7-13 with the working 
range from 0 to 10 GHz is exploited in the set to ob- 

serve and scale the pulses under study. Scaled signal 
from SO is digitized by ADC and transferred into com- 
puter for the processing. 

Radiated longitudinal component has a maximum 
along the axis, whereas the transversal component of 
the field equals zero along the axis because of the 
symmetry of the investigated structure about the axis of 
the coaxial waveguide. The TEM-field structure have 
the symmetry as well. If the point of observation de- 
flects from the axis in the opposite directions the polar- 
ity of the longitudinal component of field does not 
change but the polarity of the transversal one varies. 
The specified peculiarities of radiating field are used as 
the basis for algorithms of the experimental data proc- 
essing. 

Despite the using of the tailormade probe, it receives 
the longitudinal and the transversal components of field 
simultaneously. However, one can pick out the trans- 
versal and the longitudinal components from received 
signal by account the above mentioned peculiarities of 
the field. The points of observation are offset by 6 cm 
from the aperture of CCA and by ±1, ± 3 H ± 6 cm 
from the axis. If two signals received in the points with 
the opposite deflections from the axis are added (aver- 
aged), we get the longitudinal component of the field. If 
one of them is subtracted from another we obtain the 
transversal component. 

RESULTS 

Experimental (thin lines with signs) and corresponding 
calculated curves (solid lines) obtained by formula (2) 
for the transversal electric component of the field radi- 
ated by CCA are depicted in Fig. 3. The experimental 
and computed time dependencies of the longitudinal 
electric component in the same points are illustrated in 
Fig. 4. 

Notice that minor chaotic deviations of the estimated 
dependencies are not connected with computation er- 
rors. Since the measurements are carried out in the near 
zone of radiator, the amplitude of the longitudinal 
component of the field is comparable or greater than 
the transversal one. It can be some explanation of a 
weak dependence on p connected with size and exces- 
sive sensitivity of the sensor for the longitudinal com- 
ponent of field. 

CONCLUSIONS 

For the first time a theoretical solution obtained by 
Method of Evolutionary Equations is verified experi- 
mentally. 

Satisfactory agreement of experimental and calculated 
curves demonstrates the validity of using the model of 
waveguide aperture with infinite flange for the descrip- 
tion of the radiation from waveguide aperture without 
flange. 
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Fig. 3. Time dependencies of the transversal electric 
field strength in points z = 6 cm, p = 1,3,6 cm. 

Experimental curves are denoted by signs 

Application of Duhamel integral for solving the prob- 
lem of videopulse radiation by known transition dia- 
gram of radiators is the rather suitable technique pro- 
vided that the time dependence of exciting current is 
given precisely. 
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INTRODUCTION 

The present work is the continuation of the investiga- 
tions performed by the authors [1,2] of the processes of 
the electromagnetic waves oscillations in different 
media. 

Passing of the short pulses through the elements of the 
antenna-feeder devices (AFD) presents particular inter- 
est, when the pulse duration becomes commensurable 
with the characteristic times of setting the processes of 
the electromagnetic wave propagation in the long lines. 

For the investigation of these processes the authors use 
the traditional parameters of the long line; R, L, C, G- 
line, corresponding to impedance, inductance, capacity, 
conductivity of the long line, predestining the func- 
tional purpose of the path elements. 

SHORT PULSE PROPAGATION 

The general definition of the space-time Green function 
[3] is given by the following expression 

g(z,t) = — (eW^-^da (1) 
—00 

In order to take into account the dispersion and at- 
tenuation by the function h(a>) in (1), it is necessary to 
introduce the complex frequencies (a> = co+ 3a, i = v- 

1), ie. 

A(oo)= .11+ 
(CO+KX) .2' 

(a>y>0),        (2) 

where 

1(G   R a=llc+7 
\(G    R 

;Y    1KC    L 

The expression of the pulse and its propagation in an- 
tenna-feeder devices is connected with Green function 
in the following way [3]. 

Az,t)=jg(z,t-T)f(0,J)dl, 

where 

f(0,t) =f(z,t) 1,-0. 

(3) 

(4) 

is the form of the signal at the input of the antenna- 
feeder devices. 

The explicit expression for the Green function in the 
long line is 

g(z,t) = Ht--)eat 

c 

yzfrfrVf'-z'/c2^ .at 

c4i^ 
(5) 

zlic> 

whereg(0,t) = 8(t), 8(t) is the Dirac (delta) function, t = 
z/c. 

According to (3) the ratio of the pulse duration is ob- 
tained 

f(z,t) = f(0,t—)e 
c 

z -a— c + 

z 
t— 

c 

0   c 

yze -a(f-F) 7(0,0 

4it-i?-z2lc2 
h{y^t-i)2-z2/^y 

(6) 

Each term in (6) contributes to the distortion of the 
initial signal form to different extent, at different time 
moments, at different distances from the antenna-feeder 
devices feed point, i. e. two mechanisms of setting the 
oscillation process can be investigated. 

The first term in (6) in the form of the product of two 
functions (the input signal and attenuation) corresponds 
to mechanism of signal distortion and characterizes the 
quality factor (a) of the line. Structurely one and the 
same antenna-feeder device changes the signals under 
consideration of different forms and durations to differ- 
ent extent. 

The second term in (6) describes the distortions, de- 
pending on a and selectivity (y) of antenna-feeder de- 
vice. 

The analysis of the signal form change in the setting 
phase can be simplified, when considering the three- 
dimensional representations as a set of particular inde- 
pendent sections: 

f(z,t)=f(z)\t=ti, f(z,t)=f(t)\z=zj, 

where i=0,l,2...N;j=0,l,2...M; ti^At.i; zj=Az,j; Arand 
M- the number of the particular sections f(z,t). 
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PROPAGATION OF RECTANGULAR PULSE 

Let's consider one form of short videopulse: 

fO,     f<0, 
/(0,0H ' ' (7) 

where aft) is the Heaviside function. 

If the following non-dimensional parameters: 

\ = yt£=y-,r\ = — ,x = yT, 
c        y 

(8) 

are introduced, the relationship can be obtained for the 
pulse propagation in the long line, taking into account 
the losses (rf): 

/(£, 9) = a(9 - Qe'^ - o(6 - T - tye'^^ + 

•«J' 
l 

% 

■rfel] \(U x2-l) 

V7~i 
<bc- (9) 

| I" e-rtxhW- x
2-l) 

4J~- 
<ix 

1 

From (9) it is seen, that the symmetry of the pulse is 
violated due to the distortion of the back front of the 
pulse at its propagation. 

The computation results for the rectangular pulses 
propagation (r=2.7, 77 =1.1) in the long line are shown 
in figures. In Fig.l the set of function is shown (9) in 
the form of the equal field levels, illustrating the dy- 
namics of the propagation process of the pulse in the 
non-dimensional coordinates (£0). 

In Fig. 2 the fragment of those parts of the surface 
f(£,&) is presented, where the most essential changes of 
the initial form of the rectangular pulse can be ob- 
served. The differences of the level forms of the equal 
field in Fig. 1 and Fig. 2 are explained by diminishing 
(by same times) of the step at calculation of/*f<f,0j. 

CONCLUSION 

The possibities of using the space-time Green function 
for the examination of the short pulse propagation in 
long lines were discussed. The Green function applica- 
tion reduces a boundary-initial problem to an integral 
calculation. The usefulness of this way is determined by 
the possibility of exact construction of simple enough 
Green function and by the convenience of calculation of 
the obtained integrals. For the long line an explicit 
form of Green function can be expressed exactly 
through the known functions. The rectangular pulse 
propagation was observed. Two peculiar parts of the 
field are here: the first part propagates with light ve- 
locity. The magnitude of the first part may be essen- 
tially more than second one. The field decays at great 

enough range and time, but a sharp field growth itself 
detected in some interval of the range despite of the 
losses. This is stipulated by an interference. The pulse 
form noticeably changes with attenuation change. 
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INTRODUCTION 

The main characteristics defining a resolution and 
penetration depth of modern ground penetrating radar 
(GPR) are wide frequency band of radiated signals and 
high efficiency and uniformity of radiation through the 
whole working frequency range. Electrical parameters 
of a ground vary within a wide range. However, the 
main part of them has such a value that the pulse sig- 
nals of nanosecond duration range corresponding to the 
frequency range from tens MHz to units GHz are opti- 
mal for several meters depth of sounding. On the one 
hand, such a signals allow to obtain a resolution about 
10 cm, on the other hand to sound down to the several 
meters depth. As a rule, it suffice to solve a wide range 
of problems. 

A design of an improved antenna system for GPR 
"Zond 10" produced by firm "Radar, Inc.", Riga, Re- 
public of Latvia is discussed in the presentation. Ad- 
vantage of the new antenna system is decreased dura- 
tion of the after pulse oscillation with the energetic 
characteristics of the ground penetrating radar re- 
maining the same. 

ANTENNA DESIGN 

There is a number of requirements to the antenna sys- 
tem. These are high efficiency of radiation/reception of 
electromagnetic waves combined with low level of after 
pulse oscillations. (Directivity of the radiation pattern is 
not relevant hence the depth of sounding is limited by 
several meters.) In order to satisfy these contradicting 
requirements we have developed and fabricated and 
experimentally tested a wide band dipole antenna sys- 
tem loaded with a matching load at the ends (Fig. 1). 

This antenna system may be classified as an electro- 
magnetic type antenna [1]. The main advantage of this 
class antennas is the possibility to generate a traveling 
wave mode in spite of relatively small dimensions of 
antenna. It is the mode that provides the one way trav- 
eling for the driving current wave and thus decreasing 
the amplitude and duration of after pulse oscillations. 

The curved shape of the dipole elements, each of them 
being a half-circle, enables one to increase the lengths 
of the dipole arms. These allowed decreasing the low 
working frequency of the antenna significantly. The 
matched load (resistor R = 360Q) at the ends of the 
dipole allows to absorb the whole non-radiated energy 
and significantly decrease the amplitude of the reflected 
wave. For the most efficient driving of the antenna the 
dipole arms were made in form of plates of varying 
width. 

A pulse generator circuit with avalanche transistor 
switch with transistor 2N2222 was used to drive the 
transmitting antenna. 

The ultra wide band transformer on transmission lines 
was used to match the antenna impedance and output 
impedance of the pulse generator. The frequency band 
of this transformer ranges from 10 MHz to 300 MHz. 
The transformation ratio on impedance is 4. Energy 
losses are less then 0.8 dB. The efficiency of radiation 
was enhanced and the amplitude and duration of the 
after pulse oscillations decreased owing to the correctly 
chosen design of the antenna arms. 

Fig. 1. Antenna system for the ground 
penetrating radar 

This work was supported by Science and technology Center in Ukraine (project no.366). 
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Fig. 2. The dependence of shape of the radiated signal from distance to radiating antenna 
in direction of maximum energy radiation. (Horizontal scale is 10 ns/div) 

SPATIAL CHARACTERISTICS OF ANTENNAS 

Relations between the shape of the radiated signal and 
the distance between the sensor and radiating antenna 
are shown at Fig. 2. 

The impulse of radiated electromagnetic wave has a 
form of a damped oscillations with a period about 10 ns 
and consist of 3 half periods of a sinusoid. In the near 
zone of antenna the amplitude of the first half period 
exceeds that of the second half period larger twice as 
much. The amplitudes of the first and the second half 
periods tend to 1 with a larger distance and at a dis- 
tance more then 1.5 m they equal 1. 

300 400 
Frequency, MHz 

Fig. 3. The amplitude spectrum of radiated signal 

The maximum of the amplitude spectrum of the radi- 
ated signal comes near 80 MHz. The lobe of the high 
frequency component is about 0.1 of the maximum 
amplitude. A distinction of this spectrum is absence of 
the gaps in the frequency response in the frequency 
band more then 300 MHz. 

Relations between the radiated field shape and the 
direction of radiation by rotation of radiator in XZ- and 
YZ-planes (Fig. 4) show that this radiator behaves 
similarly to the electrical dipole, but this antenna un- 
like an ordinary dipole has a directional properties 
conditioned by the curved arms. The corresponding 
radiation patterns are shown at Fig. 5. 

The shape of the radiated signals at Fig. 4b are simi- 
larly to the oscillations because of reflection from walls 

and floor following just after pulse radiated SP signal. 
This confirmed by distinction between the shapes of 
signals corresponding to angles 0° and 180° and clear 
pulses at Fig. 2. 

% 

Mr 

Fig. 4 Relations between the radiated field shape 
and direction of radiation at the distance 1.5 m in 

a) YZ-plane, b) XZ-plane 

Fig. 5. Amplitude radiation pattern for loaded wide band 
dipole in XZ (line 1) and YZ (line 2) planes 

The same design of the antenna is used for receiving 
reflected signals. The main advantage of such an an- 
tenna in the receiving mode is a decreased level of the 
after pulse oscillations owing to good matching both at 
the driving area and at the ends of the antenna. 

The signal induced at the output of the receiving an- 
tenna after receiving the signal radiated by the trans- 
mitting antenna which located at the distance 2.2 m 
with the antennas being directed by the maximums of 
radiation patterns is shown at Fig. 6. The pulse signal 
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beginning at about 35 ns is conditioned by reflections 
of radiated signal from the walls of laboratory. The 
after pulse oscillations are negligible. 

1 
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Fig. 6. The shape of signal received 
by receiving antenna of radar 

Fig. 7 shows the signals at the output of the receiving 
antenna of the ground penetrating radar which were 
recorded while sounding. The dot line corresponds to 
the signal from "Zond's 10" antennas and the solid line 
corresponds to signal from loaded wide-band dipole 
antenna system. As the transmitting and receiving 
antennas are disposed in parallel planes at a distance 2 
m (see Fig. 1), the coupling between these antennas is 
significant. It causes an additional half period of oscil- 
lation in the received signal. Therefore, the signal 
shapes at Fig. 6 and Fig. 7 are different. 

1 

100 

Fig. 7. Dot line correscponds to signal from "Zond's 10" 
antennas, and solid line — to signals from the loaded 

wide band dipole antenna system 

Nevertheless, it is evident, that the loaded dipoles sup- 
press the after pulse oscillations and promote improv- 
ing the resolution of the ground penetrating radar. 

CONCLUSIONS 

The design of the loaded wide-band dipole antenna 
system with a matching load at the ends (Fig. 1) was 
fabricated and experimentally tested. The spatial distri- 
bution of the shape of radiated signals in the near and 
far zones is measured and shown. 

The antenna is characterized by: 

• VSWR in frequency band from 10 MHz to 300 
MHz never exceeding 3; 

• input impedance is 200 Q; 

• output impedance is 50 fi; 

• width of radiation pattern at the level 0.5 of the 
amplitude value: 

• in XZ plane is 170°; 

• in YZ plane is 360°; 

• the signal radiated has a form of 3 half periods 
sinusoid of 10 ns duration; 

• overall dimensions are 1100x230x500 mm. 

Antenna system consisting of the loaded wide band 
dipoles was used in practice for mapping the subsurface 
communications. The antenna system demonstrates 
enhanced resolution and penetration depth. 

REFERENCE 

1. Pochanin G.P. UWB/SP antennas classification. / 
International Symposium "Physics and Engineer- 
ing of Millimeter and Submillimeter Waves.", June 
7-10, 1994, Kharkov, Ukraine, conference pro- 
ceedings, v.3, p. 549-550. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



395 

NOVEL APPROACHES TO THE ANALYSIS AND MODEL SYNTHESIS 
OF ULTRA-WIDE-BAND HORN-TYPE ANTENNAS 

A. O. Perov, Yu. K. Sirenko, A. E. Yaldiz* 

IRE of National Academy of Sciences of Ukraine, 12, Acad. Proscura St., Kharkov, 310085, Ukraine 
Tel.: 38(0572)448475. Fax: 38(0572)441105. E-mail: sirenko@ire.kharkov.ua 
* GYTE, Gebze/Kocaely, PK 141, 41400, Turkey 
Tel.: 90(0262)6538497. Fax: 90(0262)6538490. E-mail: yaldiz@yunus.mam.gov.tr 

Model problems in the theory of ultra-wide-band horn- 
type antennas are initial boundary value problems in 
infinite domains with locally inhomogeneous and per- 
fectly conducting compact scattering objects. The key to 
their efficient solution lies in the correct truncation of a 
computational domain, which on the one hand, reduces 
the fundamentally open problem to the closed one, and 
on the other hand, has little or no effect on the accuracy 
and reliability of resulting numerical data. The above- 
listed criteria are consistent and practicable as clearly 

demonstrated by the results of the papers [1,2] devoted 
to a study of a similar issue in classical problems of 
nonstationary electrodynamics (waveguide inhomoge- 
neities and periodic structures) and in some model 
problems of video pulse sensing (locally inhomogene- 
ous objects in a free space or near a locally irregular 
boundary between two homogeneous media). Develop- 
ing this topical subject for the modern computational 
electrodynamics, we turn in our work to the problems 
of the analysis and model synthesis of ultra-wide-band 
horn-type antennas (see Fig.). 

b. 

Fig. The model problem geometry 
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The first and the crucial step in their solution is con- 
nected with the formulation of exact radiation condi- 
tions for nonsinusoidal waves «outgoing» from the 
region QL c Q, where the efficient sources and scat- 
tered are concentrated. Q is an infinite domain in two- 
or three-dimensional space where the initial boundary 
value problem is posed. The first step is largely based 
on integral transformations in a space of «evolutionary 
bases» [3] of nonstationary signals. The constructed 
exact radiation conditions are used then as additional 
boundary ones (on virtual coordinate boundaries L of 
the regions QL), which truncate efficiently a computa- 
tional domain in conventional finite-difference meth- 
ods. An important point is that the reformulated initial 
boundary value problem is fully equivalent to the origi- 
nal one. Not only does the theorem about single-valued 
solvability remain valid, but also the solutions coincide. 
The additional conditions on virtual boundaries are 
included correctly into a computational scheme of a 
finite-difference method without making it more com- 
plicated or distorting its stability and convergence. As a 
result we obtain the algorithm, which is every bit as 
simple and «fast» as in the case of classical closed 
problems. The problem of a truncation of a computa- 
tional domain (in distinction to the approaches using 
Absorbing Boundary Conditions of different approxi- 
mation orders [4]) is solved without distortion of physi- 
cal essence of the processes simulated mathematically. 
The computational error is conditioned only by the 
discretization of the initial boundary value problem and 
can be estimated either «roughly» analytically or pre- 
cisely by the results of specially aided computational 
experiments. 

This work was partly supported by the Grant M336 of 
STCU. 
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INTRODUCTION 

In this paper the results are presented of designing 
multiband antennas on the base of a main model with 
loop radiating elements intended for functioning in 
very-high frequency range (VHF) and ultrahigh fre- 
quency range (UHF) in of communication and TV 
systems. 

The base model is performed in the form of loop-slot 
antenna (LSA) comprising two identical loop radiators 
(LR) located in one plane in opposition to each other. 

The LRs have a common axis of symmetry and are 
connected by a section of symmetrical slot line (SSL) 
with length L. At L * 0 the LSA is analogous to a 
"zigzag" antenna. 

Points of the connection of the coaxial feeder are situ- 
ated in the middle of SSL; slot gap is excited with a 
coupling loop. Matching of LSA performed by the 
choice of length L and SSL wave resistance, as well as 
by the distance to the reflector. With the bandwidth 
relation up to 1.6:1 it is possible to obtain VSWR <1.5 . 

DESIGN AND CHARACTERISTICS 

1. Loop-dipole antenna 

The antenna functions in the first and second separated 
subranges with average wavelengths X\> X2. It com- 
prises base LSA of the second subrange, in which SSL 
is in the orthogonal plane and a flat wideband dipole 
(Fig. 1). The arms of the dipole are oriented perpen- 
dicularly to axis of vibration of LSA, connected to the 
middle of SSL and are antiphase with respect to LR 
conductors [1]. 

LSA does not radiate in the first subrange because the 
perimeter of LR is less than X}. That is why in the first 
subrange the LR may be in the form of short-circuited 
segments of a 2-conductor line with variable distance 
between the conductors and with length of half the 
perimeter, that is 0.5 X^. 

When condition X, «2^ + 2^ is satisfied, the input 
impedance of LR re-calculated according to the middle 
of SSL is equal to infinity, and LSA does not affect the 
function of the dipole in the first subrange. 

A value of L can change within the limits of %z < L < 

0.8 %z what enables to choose the relation between 
X\ and %2- 

The dipole does not radiate in the second subrange 
because the field of these frequences is closed between 
dipole arms and LR antiphase conductors. The input 
impedance of the dipole in the second subrange is much 
higher than that of SLA. The dipole influences on the 
LSA functioning when the antiphaseness is broken, i.e. 
at peripheries of the second subrange bandwidth. Vari- 
ous forms of the dipole arms may be used, but the form 
similar the loop radiators is preferable. 

Fig. 2 presents the frequency dependence of the 
matching of a loop-dipole antenna intended for func- 
tioning in VHF and UHF of TV band. In the second 
subrange (UHF) at the bandwidth of 450 to 800 MHz, 
VSWR < 1.8. In the first subrange (VHF) at the band- 
width of 150 to 250 MHz, VSWR < 2.0. The gain in 
the second subrange is not less than 7 to 9 dB (with a 
reflector), and in the first one equals to the dipole gain 
(without reflector). 

VSWR 

Fig. 1 

100       ijOO      600  FtmH2 

Fig. 2 
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2. A dual-band loop-slot antenna 

The antenna functions in the first and second separated 
subranges with average wavelengths related as Xi* 2X2. 

It comprises the base LSA of the first subrange. In the 
LR conductors at points of current loop there is a gap. 
A short-circuited piece of a double line with the length 
of about 0.25A.2 is connected in the gap (Fig. 3). 

Fig. 3 

3. Multiband loop-slot antenna 

The antenna is intended for functioning in N separated 
subranges with average wavelengths Xi> hi>...>XN. It is 
designed in the form of AT base LSAs of different di- 
mensions with common SSL (Fig. 5). LRs with even 
numbers are connected in SSL antipsahe relative to the 
neighbouring odd LRs. In this case the axial symmetry 
of all LRs is observed [2]. 

■/>■/ / //7 \ 
\ \ 
N 
S a 

rrr 
,NNV^ 

iJJ£=± 
>VS N 

S^ff 
^ 

OZZ22-Z. 
ttessis^ 

Fig. 5 

In the second subrange LRs have a dual-mode perime- 
ter and the LR conductors radiate inphase. In the first 
subrange LRs have a single-mode perimeter with ca- 
pacitive inhomogeneity at current loop. 

The bandwidth in the second subrange is limited on the 
side of high frequences due to gin drop. On the side of 
lower frequences the bandwidth is limited due to the 
VSWR increase which one can not compensate by 
choosing SSL parameters. In the bandwidth of up to 
relation 1.5:1 the gain drop does not exceed 1 to 2 dB. 
The matching values in both subranges are intercon- 
nected and depend on SSL dimensions and the distance 
to the reflector. 

Fig. 4 shows the frequency dependence of matching. In 
the subranges of 210 to 330 MHz and 410 to 630 MHz 
VSWR is less than 1.8. 

VSWft 

ZOO      IfOO       600   F,mtti 

Fig. 4 

The antenna functions as follows. The maximum 
bandwidth of one LSA does not exceed 1.7:1. This limit 
is kept in the case of several LRs of different sizes con- 
nected in phase in SSL. In the case of antiphase con- 
nection in SSL of neighboring LRs of different sizes the 
limit of summary bandwidth is eliminated. And the 
maximum bandwidth attained by individual LRs is 
maintained. 

Fig. 6 presents the frequency dependence of matching 
multiband LSA comprising three LSAs (three 
subranges) with individual LSAs located at different 
distances from the reflector. 

VSWd 

Zoo      iioo      600   FtmH2 

Fig. 6 

The frequency coverage of 4.5:1 (from 170 to 770 
MHz) with VSWR < 2 is provided. 
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FDTD ANALYSIS OF LOG-PERIODIC FLAT DIPOLE ANTENNAS 

A. E. Shrenk 
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INTRODUCTION 

LPDA are now widely used for TV, broadcasting and 
communication in frequency range 100MHz...4GHz. 
The stand-point of the advantages of this type of anten- 
nas is the possibility to achieve permanently high gain 
in broad band. Up to the early 90th full-series produc- 
tion of LPDA use the technology of welding of metal 
tubes of different length and diameters. Obtained metal 
contacts were not reliable or otherwise were too expen- 
sive. Especially this regards to the cases when antenna 
gain is lOdB and more in broad band. The step forward 
in LPDA-building was made by proposal of new tech- 
nology [1], which allows to increase reliability of an- 
tenna and to reproduce the geometry parameters of 
LPDA with precision not worth than 0.1 mm. Before, 
most of investigators used method of moments for 
LPDA modelling. Antenna model was consist of infi- 
nitely thin wires connected by hypothetical transmis- 
sion line in free space. Results were obtained by nu- 
merical solution of integral equation for the currents 
and voltages on vibrators. 

In this paper a new analysis based on FDTD method is 
presented. No specific simplification in antenna simu- 
lation were made. All geometrical features of LPDA, 
such as exact forms of dipoles and transmission line, 
the excitation (which is found to be non-symmetrical 
towards the transmission line in reality), part of trans- 
mission line between point of excitation and the small- 
est dipole, geometry of electrical short, have been taken 
into account. This was the main reason for applying 
FDTD method. 

Application of FDTD method. Maxwell's curl equa- 
tions in the lossless, source free, isotropic region can be 
expressed as: 

dH    _    -     dE - 
h dt at 

where   e,ju   are the constitutive parameters,  and 

E ,H are the electric and magnetic fields, respectively. 
In rectangular coordinates the two vector equations can 
be    decomposed   into    six    scalar   equations   for 

(1) 

Ex > Ey TEZIHxiHyiti z com{ jonents. 

for the first component: 

SEX   1 ~ dHz dUy 

dt      e dy dz _ 

According to FDTD method the computational domain 
is discretised, partial derivatives are changed by central 
differences using standard Yee notification [3]. In this 
work the non-uniform mesh grading is used to reduce 
the memory storage and computer run-time. As it has 
been shown in [4] if the mesh grading factor q < 1.2 
the accuracy of non-uniform mesh is close to the accu- 
racy of fine uniform mesh. Fundamental equations for 
FDTD method can de deduced from equations like (1) 
as follows: 

Ex
+\i,j,k)=Ex(iJ,k) + 

2- At 

«(A^+A^_,) 

Hr%(U,k)-H?%(i,j-lk) 

2-At 
Hy

+< '2(i,j,k)-Hy e(Azk + Azk^)i 

[EW,J+VC)-EWJ.W] + 

Ey(iJ,k+l)-Eny(iJ,k)\ 

n+,/Hhhk-\) 

At 
ju-Ayj 

At 

M-^Zk 

where /', j, k are the numbers of cells in x, v and z di- 
rections respectively. Other four equation to be rear- 
ranged similarly. Courant stability criterion for the 
smallest values of Ax,Ay,Az defined the maximum 

possible value of time step Ar. The "soft" voltage 
source was implemented to the delta gap between the 
contact pin and the upper part of transmission line. 
Current and voltage trough the source in the non- 
uniform mesh grading case can be found according to 
the formulas: 

Ay.+Av 

AXi*&Xt- H;+yHu+yr^y2)-H7yHu-y2^y2)} 

E"s (i, j, k) = Vs («A/) / Az +lT%Rs I **. 

where Rs is a internal impedance of voltage source and 

the Es is the electric field on antenna at the delta-gap 

of excitation. In this simulation the excitation voltage 
of the source Vs(0 is chosen to be two periods of sinu- 

soid on desired frequency. 
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To truncate the computational domain the Mur's sec- 
ond order absorbing boundary conditions for the non- 
uniform mesh were used. Modelling object was sur- 
rounded by the closed surface, the running Fourier 
transform is done during time domain calculations to 
obtain the distribution of tangential E and H fields on 
desired frequency on this surface. The time shift of half 
time step between the E and H fields in formulas (2) is 
taken into account. Then after the standard near-to-far 
zone transformation in frequency domain [5] the radia- 
tion characteristics of LPDA were found. 

Z 

SL 

dl 
d2" 

Fig. 1. Front view of novel LPDA 
(only the smallest pair of dipoles is shown) 

NUMERICAL RESULTS 

Above analysis was implemented to the high efficient 
10 element LPDA (see Fig. 1 and [1]) with parameters: 
T = 0,935, a = 0,186, the length of the longest dipole 
is 140 mm, the geometry of transmission line dl = 21 
mm, r = 18 mm, u = 21 mm, the width of the contact 
pin dl - 6 mm, the height of contact pin h - 15 mm, 
the width of dipole w = 15 mm. The "soft" voltage 
source was used with internal impedance 50Q.. Non- 
uniform mesh was used with q = 1.1 and total dimen- 
sion   120Axx330Ayxl20Az.   The finest  resolution 

corresponds to the metal edges of LPDA. Antenna is 
based on elements which are physically highly reso- 
nant. Of course the implementation of "soft" voltage 
source decrease the required number of time steps. But 
as it seen from Fig. 2 nearly 18 thousands of time steps 
need to vanish the FDTD fields. Theoretically this 
curve can be obtained after the frequency domain 
analysis of LPDA, when the it is known the complex 
input impedance of LPDA in frequency range Z (GT) , 
according to the formula: 

Az     Rs+Z(m) 
(2) 

here Vs(&) 's spectrum of excitation and 

F~x indicates backward Fourier transform. In time 
domain this also can be calculated after convolution of 

Z{w) 
Vs(t) and F~H 

Z(0))+RS 

). Physically last function 

is delta-pulse response of LPDA, excited by "soft" volt- 
age source. 
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Calculated after FDTD method values of VSWR in 
frequency range are compared with measurement and 
results after NEC on Fig. 3, obtained radiation patterns 
for the frequency 500 MHz in E- and //-plane given on 
Fig. 4 and 5 respectively. 
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Fig. 3 

Values of VSWR obtained by FDTD method is closer to 
experimental values than obtained by NEC program 
due to taking into account exact shapes and dimensions 
of dipoles and transmission line. Calculated by FDTD 
method radiation patterns show good agreement with 
experimental values for the main beam. Back lobe is 
higher than measurement. This may be caused by nu- 
merical errors of near to far zone transformation and 
reflections from non-ideal absorbing boundary condi- 
tions. Coincidence between FDTD method, measure- 
ment and NEC program prove the high accuracy of 
new analysis of LPDA developed right for the new 
technology proposed in [1]. 
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This analysis required nearly 14 hours run-time on 
Pentium 11-400 based computer and nearly 240MB 
RAM. 
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CONCLUSIONS 

Although the exact solution of Maxwell's equation for 
the complex structures is difficult and tedious, finite- 
difference time-domain method give the opportunity to 
analyse such structures relatively easy and accurate. 
The only problem is that it requires large memory stor- 
age and run-times. But this problem will be overcome 
by the progress in computer technics. 
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MILLIMETER WAVE CHARACTERISTICS OF GLASS PLASTICS 
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Permittiyity e and loss tangent tan8 of glass plastics 
and their components used for antenna covers were 
investigated in the 30-350 GHz band. 

For glass plastics and their component testing in the 
frequency range 10-75 GHz we have used panoramic 
network analyzers R-2-61, R-2-65, R-2-68, R-2-69 with 
special horns. The measurements in the frequency 
range 75-350 GHz were carried out with help quasiop- 
tical beam wavequide spectrometers, interferometers, 
and open resonators [1]. 

The methods of determination permittivity e and loss 
tangent tan 8 are based on measuring the dependences 
of transmittance t and reflectance r moduli and phases 
as well the dependences of resonator quality factor Q 
and resonant frequency/for wavelength X and sample 
thickness /. 

The block diagram of spectrometer for wavelengths X = 
4-0.5 mm is shown in Fig. 

Fig. 

Here I - resonator for low loss material properties 
measurement, II - transmission measuring circuit, III - 
Michelson or Max-Zender interferometer, IV - reflec- 
tometer. 1 - BWO, 2 - magnet, 3 - horn, 4 - modula- 
tor, 5 - lens, 6 - polarizer, 7 - attenuator, 8 - iris, 9 - 
receiver, 10 - absorber, 11 - mirror, 12 - beam splitter, 
13 - amplifier, 14 - synchronous detector, 75 - digital 
voltmeter, 16 - storage unit, 17 - voltmeter, 18 - light 
source, 19 - LED, 20 - power supply. 

To determine tan 5 of low-absorption materials with n 
« 1.3 to 1.6, the |/| value is measured in immersion 

liquids featuring identical refractive indices [3]. Mate- 
rials with higher values of n for wich there are no low- 

absorption immersion liquids were investigated by 
measuring |r(/)j in a «pile» containing various numbers 

of samples. 

The second (in terms of its applicability) method con- 
sist in measuring arg r = cpt and arg r = cpr in an inter- 
ferometer. In such measurements the authors used 
primarily the frequency sweeping technique [4] wich 
eliminates spurious interference effects in the sample 
and beam path and thus provides unambiguous deter- 
mination of the interference order. The magnitude of n 
is related to the zero-order extremum displacement dü 

for samples of thickness / 

n = l+d0/l. 
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Errors in determination /, moduli t and r, arg t, arg r, 
Q,/were: A/ = 0.01 mm, t and r moduli 5 %, arg t and 
arg r 5-10 degrees, Q - 5 %, A/= 0.2 GHz. 

The resulting accuracy of determination s and tan8 was 
(1-2) % for 6 and (20-30) % for tan 8. 

We have investigated many types of glass cloths and 
resins used for preparing glass plastics [2]. These mate- 
rials and glass plastics were let us by I. G. Gurtovnik 
and V. N. Sportsmen. 

Cloths based on nonalkaline and quartz glass fibers 
have e =3.6-6.3 and tan 5 from {0.2 - 2} 10"3 at fre- 
quencies 30 - 35 GHz to {0.3 - 4} 10"3 at frequencies 
300 - 350 GHz. 

Resins used for glass plastics (epoxy and silicon-bonded 
types) have s from 2.8 to 3.1 and tan 8 from (1.2 - 2.5) 
102 at frequencies 30 - 35 GHz to (2.5 - 3.5) 10-2 at 
frequencies 300 - 350 GHz. 

Table 1 presents characteristics of the best glass plas- 
tics, glass cloths and resins. 

Table 1 

No Material s tan8-103 X, mm 

1 Plastic    based 
on   TS-8/3-K- 
TO cloth and 
epoxy resin 

2.60 

2.61 

2.62 

5.9 

15.6 

28.5 

8.4 

1.98 

0.87 

2 Plastic    based 
on   TS-8/3-K- 
TO and SPE- 
25/3 resin 

3.23 

3.30 

3.20 

3.26 

7.3 

10.0 

22.2 

4.4 

10.7 

4.6 

0.87 

29.9 

3 Plastic   based 
on nonalkaline 
glass and SPE- 
25/3 

4.3 

4.37 

4.35 

13.0 

16 

35.7 

8.7 

4.3 

0.87 

4 Silica glass 3.77 

3.77 

3.77 

3.76 

0.3 

0.6 

1.3 

2.2 

10.0 

6.0 

2.0 

0.82 

5 Nonalkaline 
glass 

6.11 

6.32 

6.20 

7.4 

9.8 

32 

8.4 

5.0 

2.0 

6 Resin   SPE   - 
25/3 

2.88 

2.86 

2.86 

13.5 

19.0 

41.0 

9.9 

2.0 

0.88 

Our investigations of more than 50 version of materials 
testified that s for each sample practically invariable at 
frequencies 10 - 350 GHz and depends only on tech- 
nology, tan 8. 

Is slowly grows up (in interval 20 - 30 %) in frequency 
range 10 - 35 GHz, at higher frequencies tan 8 in- 
creases more rapidly. 

The measurements of the dependence of s and tan 8 on 
water content W in glass plastics show for W = 2-4 % 
the increase of 8 not more than 0.1, tanS becomes twice 
more. 

Table 2 presents dielectric properties of antenna cover 
materials based on popous Si02 and A1203 in near 
millimeter region. 

Table 2 

No material s tan8-103 X, mm 

1 Al203and   DS- 
150 resin 

2.07 5 2.0 

2 Si02   and   Cr 
(o.5%) 

3,35 1.2 1.1 

3 Si02 and Ti02 

(15%) 
3.80 1.6 1.25 

4 Si02-107 1.15 4.0 2.0 

REFERENCES 

1. Meriakri V.V.,Apletalin V.N., Kopnin A.N. et al., 
Submillimeter beam wavequide spectroscopy and 
its application, in book Problems of modern radio- 
engineering and electronics, edd. by V. A. Kotel- 
nikov, Nauka, Moscow,1985, pp. 179-197. 

2. Gurtovnik LG.,Sportsmen V.A., Stekloplastiki dlj 
radiotekhniki, Moskwa, Khimia, 1987. [in Rus- 
sian]. 

3. Meriakri V.V., Chigriai E.E., Pribory i tekhnika 
experimenta, 1976, No.l, p. 216. [in Russian]. 

4. Meriakri V.V., Ushatkin E.F., Pribory i tekhnika 
experimenta, 1973, No.2, p. 143. [in Russian]. 

Proceedings of the 3rd Internationa! Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



405 

A RESEARCH OF ELECTROMAGNETIC WAVES ABSORPTION 
IN FOAM AND LAYERED STRUCTURES 
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Abstract. In the summary the results of experimental research of electromagnetic wave reflection of microwave - band 
(7.8 - 12.3 GHz) by samples of foam and layered structures, located in free space on a metal substrate are presented. 
The characteristics of reflection by foam structures in a range of sample thickness 10 - 84 mm with foaming ratio 30 - 
170 as well as by layered structure with foam layer are investigated. The opportunity of the wave matching improve- 
ment of quasihomogeneous layered structures by means of foamed layer is shown. 

INTRODUCTION 

The radar absorbers find wide application to solve 
problems of antenna measurements, as well as other 
tasks, where the decrease or complete absorption of 
microwaves is important. Despite of a variety of used 
radar absorbers there is a constant need to create new 
materials with large value of absorption and wide oper- 
ating bandwidth. 

The number of ideas, used for development, has been 
considerably extended, when to solve problems it has 
begun to use achievements, obtained by research of 
foam structures [1]. 

The experiments, which have been carried out, have 
shown, that the appearance of foam formations and 
splashes on the surface of sea result in sharp change of 
the characteristics of own and scattered radiation of the 
sea in microwave band. So, foamed surfaces have mi- 
crowave brightness temperature on tens Kelvins above, 
than clean agitated surfaces of the sea. Thus the value 
of radiation coefficient depends not only on the relative 
square of foam cover, but also on its structural features. 

Among experimental researches it is need to note the 
works of the soviet-american program "Bering" (1973) 
[2]. They have shown, that in microwave band 0.8 - 21 
sm microwave brightness temperature linearly grows 
with the increase of wind speed and its increment de- 
pends on percentage of foam on the surface of the sea. 

The effect of sharp increase of sea emissivity due to 
foam formations required an explanation. In this con- 
nection the various theoretical estimations were ful- 
filed, however, the complexity of theoretical models has 
not allowed, especially at an early stage, to estimate 
adequately this phenomenon, though the appeared 
models predicted sharp increase emissivity till 1 for 
centimetric microwaves with a rather thin layer of a 
mix and small concentration of water in it [3]. 

The practice has shown, that variety of types and mo- 
bility of the foam formations, and also not always fa- 
vorable hydrometeorological conditions on the sea, - 
considerably   complicate   statement   purposeful   and 

nsiderably complicate statement purposeful and besides 
expensive experiments in nature. Therefore, to under- 
stand physics of the phenomenon and to carry out de- 
tailed measurements in rather controllable conditions 
we have done laboratory researches. 

In this work the frequency dependences of electromag- 
netic waves reflection by dispersion materials such as 
foam samples, layered samples, and also a combination 
of quasihomogeneous and foamed layers are investi- 
gated. 

EXPERIMENTAL RESEARCH 

For realization of investigation the measuring installa- 
tion of blocks of microwave devices of a type <E>K and 
P2 was assembled "on reflection". In measuring instal- 
lation the signal of the basic channel was used as cali- 
brated one, and the signal of the measuring channel 
was used as probe channel to be applied for direction to 
the object of research. 

The signal from the generator, proportional to "falling 
microwave power", is applied to the basic channel, and 
the signal reflected by the sample is applied to the 
measuring channel. The values of the ratio of the "re- 
flected signal" to the "incident" were fixed in decibels. 
For "zero" value the reflection on a metal sheet was 
accepted. On the metal sheet the researched sample was 
placed, and its reflection was measured in the re- 
searched band of frequencies. Thus, by the way, the 
frequency reflective characteristics of researched sam- 
ples were obtained. 

The dispergation way was used to obtain the foam sam- 
ples, which essence is the passage of the jet of gas (air) 
through foam generator with grids. In case the grids are 
watered by foaming liquid, the samples of the foam will 
be formed at the foam generator's output. In foam gen- 
erator some partitions from grids with a various di- 
ameter of apertures were used, and they were placed in 
such sequence in direction of the movement of gas and 
liquid, that last grid was with the minimal cell and 
corresponded to necessary average diameter of bubbles. 
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Foaming liquid passes in turn through all grids with 
the help of the jet of gas, and creates at the output of 
the foam generator foam samples of necessary disper- 
sion. Foaming ratio of foam - value representing the 
ratio of volume of foam to volume of the liquid, which 
was used to prepare the foam. Foaming ratio depends 
on the established values of the gas and the liquid ex- 
pense. Before the beginning of measurements the cali- 
bration of foam generator was carried out with respect 
to foaming ratio of derived foam. The samples of foam 
structures were prepared from 6 % of the foaming wa- 
ter solution nO-1 at the room temperature. 

The samples were prepared as flat layers of necessary 
thickness in foam rubber tray with the base size 
270x290 mm. On the distance which is equal to thick- 
ness of the sample from the top of the tray, the metal 
plate was placed on the substructure of necessary thick- 
ness. The tray was filled by foam, the surplus was re- 
moved precisely on the top edge of the tray. Thus, 
identical distance from the aperture of the antenna up 
to forward plane of the foamed sample was provided, 
which was equal to 140 mm. The size of the antenna 
aperture was equal to 80x80 mm. 

ANALYSIS OF RESULTS 

Based on obtained results of the reflectivity dependence 
on thickness of the sample it should be noted, that for 
thickness of the sample of 10 mm the reflectivity is 
within the limits of 0 - 12 dB, average reflectivity is in 
the order of -7 dB in researched band of frequencies. 
For thickness of the sample of 47 mm reflectivity is in 
limits of 4, ..., -35 dB, on the average it is not worse 
than -10 dB. For thickness of the sample of 84 mm 
reflectivity is within the limits of-5.3, ..., -30 dB, on 
the average it is not worse than -10 dB in the band 9 - 
12 GHz. 

From the diagrams of Fig. 1 it is easy to see, that the 
dependence of reflectivity on thickness has oscillating 
character. It indicates that a resonance of the reflected 
power on thickness of the sample has place, so the 
foamed sample for the researched band of frequencies 
is quasihomogeneous material, as the size of unhomo- 
geneous (bubbles), having the diameter of 0.1 - 2 mm, 
is considerably less than the used wavelength. 

From the Fig. 1 it is easy to see that larger thickness of 
the sample corresponds to smaller reflectivity (larger 
value in decibels). So, for thickness more than 84 mm 
reflectivity in a band 9-12 GHz is not worse than -10 
dB, and for some frequencies its value achieves -20 dB 
and less. 

The dependences of the reflectivity on frequency for 
samples with various foaming ratio are presented in 
Fig. 2 (thickness of samples - 45 mm, dispersion 0.1- 
2 mm). From the obtained results we shall note, that for 

the sample of foam with foaming ratio 30 value of the 
reflectivity is within the limits of-2.9, ..., -17 dB. 

8 9 10 11 12/(GHz) 

-10 

-15 

-20 

\ 

\ 

Fig. 1. Dependences of the reflectivity 
on the sample thickness (foaming ratio = 35) 

a) Thickness of the sample -10 mm; 
b) Thickness of the sample - 47 mm; 
c) Thickness of the sample - 84 mm. 

«Or 

-5 

9 10 11 12/(GHz) 

-10 

-15 

^.      k 

Fig. 2. Frequency dependence of the reflectivity 
for samples of various foaming ratio 
a) Foaming ratio of the sample 30; 
b) Foaming ratio of the sample 60; 
c) Foaming ratio of the sample 170 
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In the considered band for frequency 10 GHz the re- 
flectivity is not worse than -10 dB. Reflectivity for 
samples with foaming ratio 60 is within the limits of- 
5.7, ..., -28 dB. The reflectivity for frequency 10 GHz 
is no worse then -11 dB. For samples with foaming 
ratio 170 reflectivity is within limits of-2.3, ..., -13 
dB. Reflectivity around 10 GHz is not worse than - 

From the Fig. 2 it is easy to see, that with the increase 
of foaming ratio (that is equivalent to increase of sam- 
ples "dryness"), changes boundary (for example, maxi- 
mal) value of the reflectivity. So, with foaming ratio of 
the samples of 30 its values are not worse than -2.5 dB, 
with increase of foaming ratio up to 60 reflectivity is 
not worse than -5, ..., -9 dB, and with the further 
encrease of foaming ratio, the value of the reflectivity 
has intermediate value, so it oscillates in limits from 
the minimal up to the maximal value with the certain 
direction change of foaming ratio, for example, from 
the minimal up to the maximal value. 

11,04 

/(GHz) 
11,84 

1 

Fig. 3. Frequency reflection characteristics 
of layered structures 

In common case, the foam is a dynamic structure. With 
substantial growth of time of its existence its natural 
disintegration begins, which is connected with flowing 
out liquid from its film skeleton. After the certain time 
of existence the foam structure becomes more and more 
radiotransparent and ceases to render appreciable influ- 
ence on distribution of electromagnetic waves. 

In Fig. 3 the results of experimental research of the 
reflectivity dependence on frequency for layered sam- 
ples are presented. 

In the diagram 1 the dependence of the reflectivity for 
three - layer elastic sample with thickness of layers 2, 1 
and 3 mm and volumetric concentration of electrocon- 
ductiv additive 14, 11 and 45 % accordingly for the 1- 
st, the 2-nd and the 3-rd layers are shown. The 1-st 
layer is foamed, the 3-rd layer of the layered structure 
was placed on the metal substrate. In the diagram 2 the 
values of the reflectivity for the same layered structure 
are presented, but without foamed layer. 

From the diagrams it is easy to see that the sample with 
a foamed layer has considerably better characteristics of 
absorption. So if the two-layer sample had the band- 
width 1280 MHz with the reflectivity at a level not 
worse than -5dB with the minimal value of the reflec- 
tivity -14 dB, three-layer sample with the first foamed 
matching layer had the bandwidth 3584 MHz with the 
reflectivity at a level not worse than -10 dB and ob- 
tained minimal value of the reflectivity -25 dB. 

CONCLUSIONS 

Using the foam structures as an absorbing material, the 
required reflective characteristics can be obtained at the 
expense of correct selection of foaming ratio of foam 
and sample thickness. The obtained experimental data 
give new understanding about influence of foaming 
ratio and thickness of a sample on electromagnetic 
waves reflection from the foam structure in the band 8 
- 12 GHz. As an absorbing material the layered struc- 
ture can be effectively used, in which one of the layers 
is a foamed one. 
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It is necessary to take into consideration that modeling 
of absorbing structures by means of foam is possible 
only in initial, more or less long period of its existance. 
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TO ASYMPTOTICS OF A FIELD OF OVERREVERBERATED BEAMS 
IN THE APERTURE ANTENNA WITH RADOME 

L V. Sukharevsky, S. E. Vashinsky 

Kharkov military university, 
maidan Svobody 6, Kharkov 310043, Ukraine 

The problem of existence and calculation of coordinates 
of stationary phase points in an overreverberated field, 
appearing in the aperture of antenna with dielectric 
radome, is investigated (in three-dimensional case) in 
report. Our research is based on works of authors [1-3], 
which include the two-parametrical theory of diffrac- 
tion on layered structures and the generalization of the 
mirror images principle. 

Let aperture So be located on plane x3 = h > 0 and 

radiates in half-space Q~ (x3 < h), in which dielec- 

tric radome, bounded by smooth convex surfaces S, Su 

is disposed. 

Complex radiation pattern E\ft0) in approximation of 
physical optics has ([1]) the following representation: 

*°,q q-E^)= \[ET
CM-Hi{ 

So 

-ET
0{x\R°,qyH^MdS, (1) 

where q is an arbitrary unit vector, ECT,HCT is the 

field of extraneous sources (allocated at x3 > h), and 

(EO.HO) is the field, excited by coming from QT 

plane wave: 

h =fe-^fe-^)kÄ^4ö0 =-^~Vx£0.   (2) 

Parameters &0,e0,n0 correspond to free space. 

From the formula (1) and from amplitude-phase repre- 
sentations of entering here fields, the following expres- 
sion is obtained: 

q-E^ ju{x\R°,qjejk^Cx)dS. (3) 

Se- 

in this case the amplitude vector Ö and the phase 
function Ö are presented by the following beam design. 

We select in an incident plane wave beams, piercing 

the surface S in a direction -R° and forming sharp 
angles with unit vector n in points of S; we designate 
by S a part of surface S, "illuminated" by these beams 
(see Fig. 1). 

Applying some asymptotical technique ([2]) to a prob- 
lem of beams passing through the Si and fitted to St 

layer, as well as to the subsequent reflection from S, 
we obtain (in general asymptotic approximation) for- 

mulae for the Ö and 3> in the aperture. 

In particular 

O = ^(x;l)=p0-x+\x-l\-R°-l, (4) 

where p° = (sin\(/cosa;sinv|/sinoc;-cos\|/) is a unit 

vector of scanning; \ = (^, l2 > gfe. S2))e $ > 

R° = (sin S cos cp; sinSsincp; - cosS). 

It is assumed, that 3 e (0; — ]; \j/ e [0; —). 

Unit vector of reflected beam direction: 

T°=-R°+2nlji0-n). (5) 

This asymptotic method based on simultaneous infini- 
tesimal of layer thickness and wavelength, relatively to 
curvature radii of surfaces S, St. 

Further, the points, laying on one reflected beam| e S 

and x eS0 are defined through by relations: 

*I = SI-(A-S)4-;*2 = S2-(A-S)^
X

3 = A. (6) 
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In the vicinity of points , in which yakobian 

det 
dxj *o, 

the system of the equations (6) is convertible: there are 
functions £i =?i(**i,x2),^2 =^2(xi>x2)> inversed to 
(6). Therefore, 

<D(r;l)=«D(x;i(x))=<D[xi;*2], 

and our purpose consists in searching such points 

\*i, x2 j ("stationary phase points"), in which 

8x, dxo 
(7) 

In the given report the following not quite trivial result 
is established- system of identities: 

%^^/?(^2),(/=i;2). 
0Xi 

(8) 

From (8) follows 

The theorem. If the system of equations 

li^2)+Pi =0;/2°(^,y+^ =0 (9) 

has some solution (^j,^) an^ point, 

fe.^.gfo,^))6^, t»en values (xl,x2,h), ex- 
pressed by the formulae (6), are coordinates of station- 
arity of phase function 0[xj, x2]. 

Thus, our problem is reduced to the effective solution of 
the system (9). Let's find this solution for such a practi- 
cally important case, when azimutal angles of vectors 

p    and R    are coincide: a = cp, we also designate: 

cosq> = c; sincp = s. 

Then, the system of relations (5), (9) is reduced to 
equations: 

?S ̂
[kc+g. *)sinS+coss]=4, (i = 1; 2),   (10) 1+4+4"* 

where Ai = c(sin S -sin vj/); A2=s(sin S -sin \\i). 

For system (10) it is necessary to add condition, stipu- 
lated by a geometrical configuration of problem: 
h\Hl>%>2)>® ■ This condition ensures uniqueness of the 
solution. Then, we have: 

«5i fei > ^2) = - cos cp cot —^-, 
(11) 

Hence, there can be obtained coordinates %\,£,2 of 
reflection point and then, by formulae (6), coordinates 
of stationary phase point in aperture S0. 

The practical importance of the proposal research con- 
sists in that a grid of stationary phase points is ob- 
tained. In the local vicinity of these points significant 
part of the contribution brought by overreverberations 
from S to antenna sidelobe radiation is generated. 

Thus, there is the principal technical possibility to 
compensate these contributions. 
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DISSIPATION FIELDS IN FLAT WAVEGUIDE WITH A TRIPLE 
BIFURCATION AND DIELECTRIC FILLING 

V. Antyfeev, A. Borsov, A. Sokolov 

Moscow, Russia 

The generalized (Fig. 1), representing a concatenation 
of flat waveguides A, B and C, filled by isotropic di- 
electric is considered. Such frame appears for conven- 
ient determination of parameters of the equivalent cir- 
cuit of the multi-mode slotted radiator [1], covers 
practically all internal and external problems: the step 
changing of cross-section at sc-» co; the radiation of 
aperture L -» co etc. Thus it is possible to take advan- 
tage of modern methods of an electrodynamics, which 
allows to use the previous results at finding out of the 
scattered field by each subsequent modification of the 
generalized wave-guide frame, that dramatically re- 
duces a computing time for numerical calculations. 

XA 

(www? 

A,e. 

■^WWP M  

■I 
Region B.e^ .'.'.'I 

:•;•;.:.:■;.:-:-:-:':-:-!z 
— - - — - - - - - * - *|     ^ 

i*-.^^-*:.^fc}:-:-:-:-:-:-::-:-:':-:-:l 

*3 

Nr- 

Fig. 1. Wave-guide frame 

The calculation of parameters of an equivalent circuit 
and directional properties of the radiator requires con- 
sideration of a number of internal and external prob- 
lems of an electrodynamics having essential differ- 
ences. It is bound up that it is always practically 
possible to present the solutions of Maxwell equations 
determining an electromagnetic field in closed area, as 
decompositions on eigenwaves for which the discrete 
spectrum of eigenvalues is characteristic. In a case of 
unlimited area the spectrum of eigenvalues becomes 
continuous. 

The part of problem indispensable for determination of 
parameters of the equivalent circuit is now resolved: 
radiation of aperture [1], the consideration of final 
width of waveguide walls [2] etc. However calculation 
of all units of an equivalent circuit and PP of the ra- 
diator is necessary to unite by the unified approach 
permitting to find scattered fields in open and closed 
areas, thus having provided probable filling of cavities 
of the radiator by dielectric. 

The basic method of calculation is the modified method 
of the deductions given in [3]. In the essence of a 
method there is an obtaining of an infinite system of 
simple equations, which is in process of seaming fields 
subject to boundary conditions, and the solution of this 
system by means of application of the mathematical 
methods of the theory of complex variable functions. 
The introduction of preliminary analytical transforma- 
tions results in essential reduction of computing time. 

Let the #?0-wave drops from A-area, which one can be 
described by a function cp^. Distinct from zero compo- 
nents of/fpo-wave can be recorded as: 

4')=cp«=cos^xjexp(-Y/;a.z), 

H (0. 
©u dz 

HP=- 
jayi dx <P (0 

The scattered field in areas A, B and C is possible to 
present as decompositions on eigenwaves. As the frame 
is uniform in a Y-direction, in decomposition there will 
be only waves such as Hno, and subject to a symmetry in 
areas A and B there will be only odd waves such as Hno 

(n = 1,3,5...). All component of scattered field can be 
expressed through appropriate component electrical 
fields Ey = cp, and the function cp should satisfy the 
wave equation: 

dx2    dz2 
-+k* cp(*,*) = 0 

J 

and boundary conditions: 

1. meets radiation's condition at Z-> oo; 

2. cp = 0 at \x\ = — in area Z < 0 and at |x| = — for all 
z, +* 

Z; 

3. In a plane Z = 0 tangent component of full electri- 

cal fields cp(r) = cp(') +cp and tangent component of 
full magnetic field, proportional 

ftp« 
dz 

~—+—, should be continuous. 
dz      dz 

4.   cp - should meet condition on an acute edge at 
a 

H=f-2: 0. 
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<p~p-1+\T = 

1 1 
—I—arcsin 
2 it 

er-l at e, > 1, 

at 1 > er > 0, 

2(e,+l) 

11       • [ er-l 
 arcsm! —-  
2    it |_2(Er+1). 

H-f) ♦*'} 
p->0, 

and (^ is permittivity of dielectric near to an acute edge 
in area Z < 0. 

The index (/') marks components of a dropping field, (r) 
— those one of a full field and without an index — 
components of the scattered field. The first three 
boundary conditions are known and are closed to ge- 
ometry of considered frame. The fourth condition is 
additional encompassing by the requirement of finite- 
ness of energy of an electromagnetic field accumulated 
in any final volume in a neighborhood of an acute edge. 
This requirement results in a statement that any com- 
ponent of electromagnetic field in a neighborhood of an 
acute edge can not increase faster than r"1+t (x > 0) at 
p -> 0 [3]. In particular, for a number of private prob- 
lems the parameter (-1 + %) attain following values: for 
discontinuous changing of cross-section (at sc -> oo) is 
1/3, and for triple bifurcation of the waveguide is 1/2 
[3]. 

The conditions (1) and (2) will be executed if the scat- 
tered field in areas A, B and C presents as decomposi- 
tions on eigenwaves, missing from a plane Z = 0. Thus, 
we have decompositions 

At Z < 0 (area A) 9 = ^A„ cos —x exp(y^,aZ j 
n=l ^ ' 

At Z < 0 (area C) 
00 C, 

C„ sin - 
»=1 V 

rml      a (y'nA 

At Z > 0 (area B) cp = ^jTjB„ cos —x expjy'^Z j 
w=l ^       ' 

Here propagation coefficients: 

-A* y 
2n 

K=k^<k=YylE°)l0' 

1 pa Jr,d = 

:^\ec' 

_1_ 

kL =--kylsb- 

-k} 

The third boundary condition allows to conduct seam- 

ing fields on boundary Z = 0 and in an (0^x<4c) 

interval. This procedure results in necessity of solution 
of sets of equations, which admits any number of the 
solutions, each is mathematically correct. However only 
one of these solutions meets condition (4) for functions 
cp and thus is true solution of a considered problem 
having physical sense. For this purpose it is enough to 
study an asymptotical behavior of unknown factors of 
decomposition of the scattered field Ai5 B„ and C„ at 
large n. 

At fulfillment of practical calculations the infinite sets 
of equations were reduced into end-systems of equa- 
tions. The justification of such transformation follows 
from an asymptotics of behavior component scattered 
field at large n. The solutions of reduced sets of equa- 
tions can be found by different methods, e.g.: the 
method of the direct reversal, with usage of the theory 
of continuants etc. In this case, most effective is a 
modified method of deductions requiring of a minimum 
volume of calculation [3]. The basis of a modified 
method of deductions is the construction of a holomor- 
phic complex variable function j\(o), satisfying to a 
number of conditions. The fulfillment of these condi- 
tions allows to substitute all members of a set of equa- 
tions by the sum of deductions of a constructed func- 
tion. 

Then the amplitudes of elapsed waves in area B are 
determined as: 

B„ M/W)}) 
(nxa\ 

cos   
{2L) 

(1) 

Amplitudes of waves scattered in area A: 

)'ma)maa 

(2) 

After applying a similar procedure, scattered field in 
area C looks like: 
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C„ t^4^(i+Pm,)/(- 
lmdlmdd 

~imd )■ (3) 

Thus, if it will be possible to construct/fai satisfying 
five above-mentioned conditions, by means of formulas 
(1-3) it is easily possible to find out amplitudes elapsed 
and scattered field in areas A, B and C. 

In particular, in a case of a triple wave-guide bifurca- 
tion without dielectric factors pma and pmj becomes 
equal zero and the function /£<») looks like: 

,2 

-x /(o)=(-l) 2 

xexp 
Ypa-<» i  (2a 

271 

(P)  Y»a-
m 

Ina    y pa 
-exp 

2im 

P-Vpal 

la_ 

P 

n% 

n Ypa        I iYpw 
-^-exp —— 

fr>-<°]£ 

»71 

„=1    Ywrf     Y 
exp 

/«? 

[»-YpflF 

The given modification of the generalized frame does 
not describe any of units of the equivalent circuit of the 
radiator, but has the relevant practical value, as the 
constructed function /(ra) can be used at calculations 
of all subsequent modifications of the generalized 
wave-guide frame. 
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NEW METHOD OF AERIALS CALCULATION 

V. V. ArtemieVj V. L. Danilchuk, J. J. Radzig, S. I. Eminov 

Department of Theoretical and Special Physics, Novgorod State University, 
41, St. Petersburg St., Novgorod, 173003, Russia. 

STRUCTURE OF THE INTEGRAL EQUATION 

The initial equation for the impedance dipole has a 
form [1]: 

Ez(jz)+E°z = Zjz (1) 

where Ez(jz) is the secondary field induced by the 

current jz. 

For the case when Z = 0, the structure of the equation 
(1) has been studied by the authors in the papers [2, 3]. 
Using the results from these works, the equation (1) can 
be written in a more obvious form as follows: 

a(AI)(x)+-!-ZI(T) + (KI)(%)= (2) 

a-— [/(/)—lnr^-TA+—Z/(x) + 
n 8z J       dt    |x - rj        2na 

\ 
+ jl(t)K(i,t)dt = e(t) 

-l 

where   a   is   a  constant  value,   I(x) = 2najz(k), 

e(t) = £,z(^). 2/ and a are the vibrator length and 
radius, correspondingly. 

The equation (2) will be investigated in the power do- 
main HA of the positively-defined operator 

(i4/)(T) = IAf/(0lin   i   dt (3) 
jt ox J       dt    \t-t\ 

The orthogonal normalised basis of HA can be written 

FT as:    cp(x) = J—sin[«arccos(x)],« = l,2,...(4)   In   the 
V«7t 

papers [2, 3] it was proved that the operator A~lK is 

entirely continued in HA. The operator A~lZ is the 
Gilbert-Schmidt operator, i. e. it satisfies the following 
condition : 

Z Ulzq>w,q>J 
m,n=l 

<+c», (5) 

where [•,•] means a scalar multiplication in HA do- 
main and (• ,• ) means a scalar multiplication in 
LQ. [-1,1] -To prove this, it is enough that the equation 

(2) is the Fredholm equation of the second kind in HA, 

where Z is the operator of the multiplication on Z(x) 

function. Define the scalar multiplication in HA as 
fellows: 

U   1Z(IV<pJ=(Z(Pm>cP») (6) 

When the impedance Z is a constant value, the matrix 
elements (6) are found analytically. In the case when 
m = 2/ - 1, n - 2/ - 1 (the even problem) we found the 
matrix elements as following: 

W2i-l*<P2j-Vs 
1 

«V(2i-1)(27-1) 
(7) 

j sin[(2/' - l)arccos(-c)] x sin[(2y - l)arccos(x)]<fr = 

= V(2/-l)(2y-l)  

271(7 +j- -)(/' + j + -)(/ - j + -)(/ -/ + -) 

By means of tlie expression (7) the condition (5) can be 
checked. In conclusion of this paragraph, note that in 
the case of the varying impedance the function Z(x) is 
added to the integral (7). If Z(x) is the partially- 
smooth function (and tins condition is assumed for all 
the considered mathematical models of the impedance 
structure) then it is possible to extract the asymptotic 
solution of the integral by partial integration, and it can 

be proved that A~ Z is entirely continuous in HA too. 

UNIQUENESS OF THE GENERAL SOLUTION 

As the alternative Fredholm equation is used for the 
equation (2), the equation should have only one solu- 
tion or the correspondent uniform equation should have 
a non-zero solution. We shall show that the uniform 
equation 

-Ez(jz) + Zjz = 0 (8) 

for Re(z) > 0 has only zero solution. Write the expres- 
sion for the secondary field 

Ez(j7) St 
ik\ s 

■l\j z 4nR 

ydz2 

■ikR 
dS 

+ kJ 

(9) 
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(10) 

Using the expansion of Green's function into the sum- 
integral in the cylindrical coordinate system [1] the 
following can be obtained: 

I +°0 

— CO 

1 

-l 

where F(h) = J0 f - iylh2-k2a) H^ (- ijh2~k2a 

J0  is the Bessel function and H^  is the Hankel 

function. 

Note that the function F(h) is of imaginary value when 

h2 >k2. When h2 <k2 then Re(F(h))>0. 

Multiply (8) on the complex conjugate j and integrate 
the product. It is the same with a scalar multiplication 
of jz in L2 [-1,1] 

-(Ez02)yz)+(z;wz)=o        (ID 

The relation Re(-(£zO'2)iyz)+(z/z,yJ>0 can be 

proved easily when we transverse from the function jz 

to its Fourier transformation (11) in accordance to (10) 
and the condition Re(z) > 0. The equality to zero takes 
place only when jz (z) = 0 and then it is proved that the 

general solution is uniqueness. 

THE NUMERICALLY-ANALYTICAL METHOD 

In theory of dipole antennas there is a problem to cal- 
culate a current and an input resistance for active an- 
tennas. Assume that the incident field E\ is localised 

at a small region and has a sharp extremum. The corre- 
spondent functions are called particular ones. The 
characteristic mathematical property of the particular 
function is that it can be extended into the slowly in- 
creasing series. Solution of the integral equations with 
the particular right-hand part by the Galerkin's method 
is very ineffective. A new numerically-analytical 
method is proposed which is based on the presented 
analysis. According to this method the solution is found 
in the following form: 

N +» 
/(t) = £c,-cp,.«+   £c,q>,(i) (12) 

;=1 i=N+l 

The first N unknown variables are found by soling the 
system 

N N 

d + Y.CjIij + YCjKij^ei, (13) 
y=l /=i 

1 < /-^ A^ 

and the last unknown variables are found by the ana- 
lytical method 

Cj<ej, N + l<i<+<c (14) 

It is necessary to take into account N terms to achieve 
the necessary precision. N is found from the results of 
the numerical experiments. 
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INTRODUCTION 

In the field of antenna technology a lot of attention has 
been paid to microstrip antennas (MSA) recently. Many 
papers are devoted to this problem. But the theoretical 
part of these investigations has not been carried out 
sufficiently yet. Nowadays the construction of effective 
methods of integral equation solution for such problems 
is very important. 

This paper gives a new numerical and analytical 
method of integral equation solution for linear plane 
multilayer dielectric substrate vibrators. The analysis of 
electrodynamic microstrip antenna characteristics is 
made on the basis of this method. 

TWO-DIMENSIONAL INTEGRAL EQUATIONS 

Let's assume that the strip width d is much smaller 
than its length I and the wavelength X, then the den- 
sity of surface current j can be expressed through one 

component. The two-dimensional integral equation 
relative to this component is written as 

jjjx(x',y)K(x\y',x,y)dS=   -E0(x,y) ,     (1) 

where 

K = 
871   CD£0 

-PfikxXit 

JJV/iGci.fa)- 
-00 

•X](x-x')-ix\{y-y') 

"VX2 

E0 - antenna exciting initial field. 

For   free   space   the   functions     /16C1.X2) 

/26C1.X2) are equal to unit. 

and 

When antennas are placed directly on the boundary of 
two mediums (Fig. 1) these functions have the follow- 
ing form 

/i = 
2ß2e0: 

(Soßi+Sjß)^?+X2) ' 

h ^    2x5Hi 
M-oßl +^iß 

where 

ßi = VXi+X?-*i2 ,  k^coJsM . 

MSA 

Fig. 1 

The analysis of the integral equation (1) shows that the 
equation structure is defined by behaviour of the func- 

tion    /j .   When    xi + Xi -* °° .   the  function   is 

—— . Let s denote it as  — 
:n+E, En+£i 

8   . 

the screen 

Fig. 2 

When an antenna is placed on a dielectric substrate 
having thickness h and a screen (Fig. 2), these func- 
tions are as follows 

= 2p280plrt.(pl A) 

(soßjtfKßi^+Slßfc+xl)' 

h = 2X2^iß 

Hoßi'*(M)+Hiß 

And the function behaviour  /j   is the same as when 
an antenna is placed on the boundary of two mediums 

2e0 yi-'fa*-*0)- 
En+S, 

The same regularity is characteristic of a multilayer 
dielectric substrate antenna (Fig. 3). 
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^0.^0 

*■./<« 

Fig. 3 

In this paper the general method is offered for all the 
structures mentioned above. 

ONE-DIMENSIONAL INTEGRAL EQUATION 

Using the method developed by the authors we reduce 
the integral equation (1) to the following one- 
dimensional integral equation 

j(Am + (Klh) = ^jE0(,) , (2) 

where 

n(ki)[kd) ' 
+oo    1 

0   -1 

klS+" MM ^ 

0   0 

A^M2?)- 

(AlX*) = - fxfcosbcCx-OK')*^ > 

I 
0 

+00+0Q. ■, 

x f   jlc?(/i6tl.X2)-S)-/2(lCl.X2)]: 
) 

1 

xjcos[xiW(x-r)]/(ry/<^ • 

/ -  is   the  function   of antenna   surface   current, 
I0, K0 - are modified Bessel functions. 

NUMERICAL-ANALYTICAL SOLUTION 
METHOD FOR INFINITE SETS OF LINEAR 
ALGEBRAIC EQUATIONS 

Let's define the function of current as 

(3) 

where 

cp„ (x) =. I— sin[« • arccos(x)] ,  n = 1,2,... 
Y7IH 

(^«»9») = ^ 
0,  m*w, 

m-n, 

and reduce the equation (2) to the infinite set of equa- 
tions 

Cn + Y,CmKmn=bn,     l<«<+°°, (4) 

The authors have proved that the set of equations (4) is 
a set of Fredholm equations of the second kind. Besides 
they have developed some effective calculating method 
for matrix elements Km„ in consideration of poles of 
integrands. These poles correspond to surface waves 
propagating in a dielectric substrate. 

We can use the numerical-analytical method for solu- 
tion of the set of algebraic equations (4). We obtain the 
solution in the form of decomposition 

+50 

n=l n=N+l 

(5) 

and besides the first unknowns  N  are defined by 
Galerkin method from the cut off set of equations 

N 

4+I>;XH=A> I^<N. (6) 
m=\ 

This set of equations is deduced from the integral 
equation by Galerkin method. The other unknowns are 
calculated analytically 

c'„=b„,   N + l<«<+oo. (7) 

That is, the continuous operator K is substituted for an 
approximate operator and a term in the right-hand side 
of the equation is given a definite value. This principle 
peculiarity differs this method from the known modifi- 
cations of the Moment Method. 

The approximate solutions c1 = jc„ j[Tj have been cal- 

culated by the numerical and analytical method, they 
have the following speed of convergence to the exact 

solutions c - {c„ ^ 

/||    const 

II       AT2 
(8) 

This paper gives the detailed analysis of electrodynamic 
characteristics of microstrip antennas on the base of the 
present method. We have investigated the influence of 
geometrical dimensions of microstrip antennas, pa- 
rameters of excitation field, parameters of dielectric 
mediums on microstrip antenna characteristics. We 
have offered the effective measures for improvement of 
bandwidth of antennas. 
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PROPAGATION OF THE ELECTROMAGNETIC WAVES 
IN DOUBLE RING WAVEGUIDE WITH DIELECTRIC LAYERS 

A. V. Bczugliy, V. V. Khoroshun* 
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Lenina Ave., 14, Kharkov, 310726, Ukraine, Fax (0572) 409345 
♦Kharkov State University, Svobody Sq. 4, Kharkov, 310077, Ukraine, Tel. (0572) 126727 

In this paper the problem of electromagnetic wave 
propagation in periodical structure consisting of coaxial 
metallic rings separated by a homogeneous isotropic 
dielectric layer with complex dielectric permittivity is 
considered. 

It is assumed that the rings are infinitely thin and per- 
fectly conducting. Dielectric layer forms cylindrical 
cover with thickness b - a, where b is the radius of 
external ring; a is the radius of internal ring. 

Since the system is periodic to axis x with period / (the 
distance between rings - slot width is d, the ring height 
is (/ - d) accordingly), fields are also periodic functions 
on z and are expressed in form of Fourier series, which 
coefficients are the Bessel functions of first and second 
kinds. 

On the boundary surface r = a, r = b exact boundary 
conditions are formulated, namely: tangential electric 
fields are zeroing, on rings, continuities of electric and 
magnetic fields on slots. In case of symmetric waves 
propagation, a set of equations obtained by sewing 
together fields is broken up into E- and //-types. 

Due to results obtained in [1], both sets of equations are 
reduced to the boundary Riemann-Hilbert's problem 
that allows us to express the solution in terms of infi- 
nitely sets of linear algebraic equations, which permit 
to use the reduction technique applic. 

In case of % =ll%.«\ (X is the wavelength) when 
zeroth space mode propagates only and assuming a 

parameter  v = —«1   (h0 is propagation constant 
27t 

along system axis), as well as the slots be narrow 
Tid 

(w = cos—-<<1), dispersion equation, describing E0n 

and H0„ - modes propagation, is obtained. 

1 

A(l+e)(/>0a) 

2/e 

A-B-e^P-(A-B) 
Po 

Ä7t(l+e)(p0a)2 
-C = -ln 

1-M 
(1) 

A(£S£LM-i_B-i_£o(j-i_5-i)1_ 
2 Po 

_^C'ln!±iU-l, 
71 2 

(2) 

where 

MPoa)'        H§\pof>) '        Jo(Poa) 

C 

ft), a jffiq 
JoiPo")    b H$\p0b)' 

MPob) , a H§\p0a) 

MPo^W^iPo^-^^Po^MPob)' 

i r~2   7 —     i n    2" A)a:=-rVX  -v , p0a = —-Vx*e-v*, 

P.b = ^i^,p0b^^~^, 

Jo, Z/o(1) are Bessel functions of first and second kinds, 
Jo, Z/o(iy are theirs derivatives; 

A = Vl-rta, A' = VlTtb are dimensionless parameters. 

C looks like C, but Bessel functions are replaced with 
their derivatives. 

Dispersion equations (1), (2) permit passing to the 
limit: 

1) to a ring waveguide in boundless dielectric (under 
condition ft-*»); 

2) to a ring waveguide, situated in free space (under 
conditions b ~» 00, z = 1); 

3) to a double ring waveguide, situated in free space. 

Directing b -> 00 in equations (1), (2) we obtain expres- 
sions: 

for //-waves: 

2/J1(/?0a)//1
(1)(Ä)a) 

^0 {PtflWg* (j50fl) - &-j'o(Poa)HQ (p0a) 
(3) 

-In 
1 + M 

for it-waves: 
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2iJQ{püa)H2\p0a) 

P (4) 

= -ln 
1-y 

Assuming in equations (3), (4) e = 1 we get expres- 
sions: 

for //-waves: 

A/ 1 

nv j'Q(Poa)H^\po^'"   2 

for Z-waves: 

1 + w 
In = -1, 

VI 1 

A7i(/?o«) J0(Poa)Ho)(Poa) 
= -ln 

1-w 

which coincide with equations, obtained in [3]. Finally, 
assuming in expressions (1) s = 1 we obtain equations 
for the double ring waveguide in free space 

for it-waves: 

An(p0aY MPoa)    b HJP(pob) 

Jo(Poa)H2\pQb)-JQ{p0b)H$\p0a) 
JL- = -ln 

1-u 

forH-waves: 

Aj_ 
7Ü 

j'o(p0b)    aH^'iPoa) 

j'o(Poa) + bH^'(Pob) 

j'o(Poa)H^iy (Pob)-Jo(Pob)H2y (Poa) 

=  In 
1+M 

which coincide with corresponding equations, obtained 
in [3]. 
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METHOD OF REGULARIZATION IN NUMERICAL SIMULATION OF 
AXIALLY SYMMETRIC DIELECTRIC PATCH ANTENNA EXCITED BY VED 

N. Bliznyuk, A. L Nosich 
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INTRODUCTION 

In the design of microstrip monolithic integrated cir- 
cuits and millimeter-wave printed antennas, accurate 
numerical modeling becomes important as the operat- 
ing frequency becomes higher. Besides of metallic 
patches, dielectric antennas are actively studied as 
alternative radiating elements. Our solution of the 
scattering by a circular dielectric patch is based on the 
Method of Regularization combined with the Galerkin's 
Method. This method has a controlled accuracy in the 
resonant range, and a much smaller matrix size in 
comparison to solutions obtained by direct applications 
of the Method of Moments. 

PROBLEM FORMULATION 

We consider a circular dielectric disk placed ontop a 
grounded dielectric substrate. This structure shown in 
Fig. 1. It is excited by a vertical electrical dipole (VED) 
located at the axis of symmetry, on the perfectly con- 
ducting ground plane. Such a source simulates a coax- 
ial probe feed. 

So Mo 

dipole "■ . 

disk (sp Up) 
AT 

h    r 

•;o 

Fig. 1. Geometry of the problem 

The full-wave problem formulation involves Maxwell's 
equations and boundary, edge and radiation conditions. 

The field components are expressed via the Fourier- 
Bessel transforms. Due to the presence of the metal 
ground plane and the dielectric layer, the kernel func- 
tions are determined by the Green's function of the 
stratified medium This enables us to account rigorously 
for the surface and leaky wave effects [1]. Then, the 
approximate boundary conditions for the thin penetra- 
ble material sheets [2] are used due to the presence of 
the dielectric disk: 

tj + Ef]=.2ZeÄhxh-H?], 

fc + H?]=~Si*h-Iäf]' 

5info.kharkov.ua 

*={ZP c°t(^/vIÄfe}'s=R/ZP • 

In   terms   of  the   normalized   coordinate   r   and 
ka=2n-,  v^-^-eika2, two coupled sets of the dual 

integral equations (CDIE) are derived: 

00 

I Jj (Kr)aR (K)dK = 0, r>\ 

0 i 

j* Jx (Kr)\$R (K)CCä (K) + D~ (K)as (K) }/K 

.0 

CO 

= J J1(Kr)n°(K)y0K2ßfc     r <L 1 

0 
00 

f Jj (<r)as (K)fiftc =0, r > 1 

o 

J Jx (tcr)$s (K)as (K) + D~ (K)aÄ (K))AC 

.0 
CO 

= Jjl(Kr)n°(K)K2cftc      r<n 

where a^ and oc^ are the unknown functions; ßR, 

ßs and D~ are the known functions depending on the 
layered medium parameters. Right hand part integrand 

II
0
(K) is determined by the excitation, e.g. by the 

location of the VED source. 

The weight functions ßR and ßs have a number of 

real and complex-value poles corresponding to the 
surface-wave and leaky-wave modes of the substrate, 
respectively. 

METHOD OF REGULARIZATION 

Each of the CDIE obtained consists of two IE. Unlike 
by the Method of Moments, we propose to invert ana- 
lytically the singular parts of them, that results in the 
infinite matrix equation of the Fredholm 2-kind, and 
guarantees convergence of numerical solution. To ob- 
tain a matrix equation, we discretize CDIE by using a 
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Galerkin projection scheme with a set of judiciously 
chosen basis functions. The unknown functions of each 
pair of CDIE are expandedin terms of different basis 
functions depending on the patch properties and the 
edge conditions. 

Consider the first set of the IE. We expand the un- 
known function OR as it was proposed in [3]: 

00 

where the expansion functions are 

<j,„(K) = V4^./2w+^(K)-^=, 

so that they are orthogonal eigenfunctions of the static 
limit of this equation. Such a choice of the basis func- 
tions allows to invert the singular part of the dual inte- 
gral equations analytically and provides satisfying the 
edge condition on the patch rim. Furthermore, the first 
equation is satisfied identically. 

Extracting the free-space disk static (singular) part of 
the dual integral equations is done by introducing the 
function ^(K), such that 

1 + S 

Note that analytical inversion of a part of original op- 
erator essentially exploits the circular shape of the 
patch. 

The second of CDIE can be easily converted to an inte- 
gral equation of the Fredholm 2-nd kind by the the 
inverse Furier-Bessel transform. It does not require the 
analytical regularization. However, a good choice of 
basis functions allows to simplify a numerical solution 
of the problem and to decrease the CPU time expenses. 
We consider two sets of the basis functions [4]: 

00 

n=0 

where %„{*) = J e   2 K
2
L

1
„(K

2
)  are proportional 

to the generalized Laguerre polynomials; and 

00 

where X«(
K
)
=:2

V'«+1'
/

2H+2(
K

)= 
J2n+2(K) are ^ 

Bessel function of the integer order. We made the com- 
parison of advantages and disadvantages of these func- 
tions when solving the matrix equation. 

On using the orthogonality of the chosen functions and 
the fact that they diagonalize the operators of the 

CDIE, the infinite block matrix equation (IBME) of the 
Fredholm 2-nd kind is obtained like it was done in [5] 
for a perfectly conducting disk. 

a* - f>*0l(K)4^ f>„SxF„m(K) = b%M 
H=0 n=0 

aS
m - ^eUO + OS fX^amOO = J&K) 

»1=0 «=0 

where 

CR = 
1+8 

,cs- 
ika 

= cs 
%m0OxB0O Qs(K)dK ; 

2   ' *     2S 
u 

®L = JßÄ(K»m(K)*»<K>*C ; ^ = ]D~Wf^dK > 
o o 

00 "0 

£ =CRJn°(K)y0^(K)KrfK >bS
m =Cs$n°(K)%m{K)KdK   > 

0 o 

n ^-l-n+s/l^^ÖB*)-/—/?!'• n°=—i—; 

c-(K)=r««Jrih(r.*)-Ta««xri.(T«*); Qs(K) 

A» 
scosh(yeA) 

DmW= Ye sinh(YEh) + Yoecosh(YEh) 

Here, the IBME elements have rapidly decaying inte- 
grands due to the choice of the basis functions and are 
efficiently computed by a numerical procedure. How- 
ever, in the case of the Bessel functions it is necessary 
to expand the kernels and make some analytical inte- 
grations if wish to reach the machine precision in our 
computations. 

CONCLUSIONS 

We have proposed a full-wave approach to the analysis 
of the axially symmetric dielectric patch antenna ex- 
cited by a vertical electrical dipole. Based on this ap- 
proach the efficient numerical techniques were devel- 
oped. 
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RIGOROUS CALCULATION OF ACTIVE ANTENNAS 

V. L. Danilchuk 

Department of the Theoretical and Special Physics, Novgorod State University, 
41, St. Petersburg St., Novgorod, 173003, Russia 

Problems of development of compact antennas (in 
short-wave band, ultra-short or higher frequencies wave 
band) with a high sensitivity and/or a wide passband 
attend a stable non-reducing interest. As a rule, this 
problem is solved by one of the following ways: 

• development of short inductively loaded antennas; 

• design of antenna-amplifiers (active antennas) 
(AA). 

• The first problem was considered in Ph.D. thesis 
[1] of one of the present paper authors within the 
frame of parametric synthesis. 

The second problem is a destination of the present 
paper. As a rule, such a problem is subdivided into two 
ones with sufficient features of approaches to each 
problem: design of resonant AA and nonresonant AA. 
High level of the external noises within the range 
30*70 MHz provide a possibility to develope antennas 
of very short electrical length and obtain a wide AA 
passband when using the antenna with an active ele- 
ment. However, for very small dimensions of the an- 
tenna and high dis-matching of its output with the 
aqmplifier input (for non-resonant AA) the amplifier 
noise can be a factor which needs to be taken into ac- 
count in such devices in spite of the high external 
noise. So, most of researchers in this field use different 
principles of AA constructing depending on the wave 
band. 

The resonant AA solution stages so are the following: 

R, X (Ohm) 

Frequency/Fmax 

Fig. 1 

a) choice of AA structure; 

b) solution for the antenna itself: calculation of pass- 
band (which is a dominant one in the system "an- 
tenna-amplifier") (Fig. 1) 

c) solution for the amplifier (Fig. 2) (calculation of its 
stability, nominal gain factor (Fig. 3), nominal 

differential factor of noise, nominal noise    value 

(if the operating frequency is more than 100 MHz), 
input and output impedance); 

Ö    IP-   ++ 

Fig. 2 

WJV? 
Frequency 

Fig. 3 

Frequency 

<r* *\# 

Fig. 4 
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d) solution of the problem on possibility of the an- 
tenna optimal matching with the amplifier (Fig. 1, 
4); 

e) correction of the antenna output parameters and 
the amplifier input ones. 

The main stages of non-resonant AA calculation are 
the same, with only one correction, consisting in that 
the passband is calculated for the amplifier as well, and 
the noise characteristics of the amplifier are taken into 
account for any frequency band. 

Calculation of the antenna electromagnetic parameters 
is carried out by means of a rigorous numerically- 
analytical method considered in [2, 3] in details. 

Conventional calculation of AA was carried out by a 
graph-analytical method, where the calculation for the 
antenna itself was out of the consideration (only its 
static output characteristics were considered) and for 
the amplifier calculation a theory of two-ports [5] was 
used. It resulted in rather an approximate result, and 
consequently the experimental operational development 
of such AA was almost the main stage of work. The 
authors of the report propose more rigorous solution on 
their opinion, without the mentioned above subdivi- 
sions of the whole algorithm for solving the problem. 
Along with the rigorous calculation of electromagnetic 
characteristics ofthe antenna itself, the conventional 
two-port ofthe active element of the scheme is replaced 
with the following adapted models [6, 7]: 

- for a bipolar transistor - with the Gummel-Pun model 
(or Ebers-Moll one in simplified case) (Fig. 5); 

ii B"        -L- 

2S=4= 

-Ir 

sz zs 
4= 2\  sz 

Hr n 

The main attention when choising, calculating and 
measuring the amplified and noise parameters of the 
amplifier is paid to system-invariant initial parameters 
( Y, Z, H, S parameters ) of the amplified and noise 
characteristics, and which is more, the basic expres- 
sions are appropriate for absolutely steady, as well as 
for conditionally steady amplifiers. 

The proposed approach and wide application of SAPR 
enables one to realise AA with a high reliability on the 
basis of computer designing as well as to achieve 
minimal experimental operational development. 
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- for a field transistor with a controlling p-n - transition 
- with the Shihman-Hodzes model; 

- for a field MOH-transistor of LEVEL=4 models (or 
LEVEL=3, LEVEL=2, LEVEL=lin simplified case). 

Due to SAPR, elements of the active circuit can be 
operatively corrected at any stage of development. 
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THE ELECTROMAGNETIC COMPATIBILITY PARAMETERS 
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Moscow State University, Vorobievy Gory, Moscow, 119899, Russia 
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ABSTRACT 

The authors have developed a numerical algorithm for 
analysing the electric characteristics of the system of 
vibrators arbitrarily located above the ground. The 
algorithm allows one to calculate the antenna radiation 
patterns corresponding to the harmonics (subharmon- 
ics) of the fundamental radiation, the frequencies of 
intermodulation interference, the pattern distortions, 
and the input impedance change caused by the installa- 
tion of additional antennas on a given object. The vo- 
tage induced by the nearby transmit antennas can be 
calculated as well. 

INTRODUCTION 

To analyze the electromagnetic compatibility (EMC) of 
radio systems (RSs) located inside an object it is neces- 
sary to find the channels that support the influence of 
electromagnetic field on these systems. Electromagnetic 
field may propagate over the communication lines of 
RSs connecting individual blocks, circuit wires and 
transmit and receive antennas of RSs. This paper does 
not consider connection lines between blocks and cir- 
cuit wires of radio systems. 

The estimation of the EMC inside the object involves 
the estimation of the electromagnetic field influence on 
the antenna systems. The key electromagnetic field 
characteristics depend on the source, the surrounding 
medium and the distance from the source to the obser- 
vation point. It is worth noting that under certain con- 
ditions, the ground conductivity can affect the forma- 
tion of the general electromagnetic situation. 

The classic transmission equation is often used for 
estimating the input receiver noise levels: 

E„=Pt+Gt + Gr ■AGfr -Lf -L,f -L + 8 + CFA1) 

where E„ is the noise level, Pt is the transmitter 

power, G, is the transmit antenna gain, Gr is the re- 

ceive antenna gain, AGtr is the transmitter-receiver 

isolation, Ly is the transmitter antenna-feeder losses, 

dB; Ljf is the receiver antenna-feeder losses, L is the 

propagation path losses (losses in the coupling circuit), 

8 is the polarization isolation, CF is the frequency 
transmitter-receiver isolation. 

However, parameters L, 8 can be determined only 
empirically. Moreover, parameters G,,Gr,AGfr lose 
their physical sense when the antenna is located in the 
near or transition zones. The ground influence is not 
taken into account in formula (1). Therefore, formula 
(1) yields only an estimate of E„, which does not take 

into account the pattern distortions and the antenna 
input impedance change in the regions spaced at elec- 
trically small distances. In order to elaborate the as- 
pects of the object EMS, one needs to develop an algo- 
rithm for calculation of the electric characteristics of 
vibrator systems arbitrarily located above the ground. 

As one can see from the current scientific and technical 
publications, there are no suitable and effective numeri- 
cal algorithms intended for this purpose. Therefore, it 
was necessary to create a new algorithm for solving the 
EMC analysis and synthesis problems. The proposed 
algorithm is the result of the development of the meth- 
ods published in [1, 2, 3]. A detailed description of the 
algorithm is given in papers [4, 5]. The key aspects of 
the developed algorithm are presented below. 

METHOD APPLIED 

The analysis of the excitation of the system of vibrators 
(Fig. 1) arbitrarily located above the semiconducting 

ground with relative permittivity e2 magnetic perme- 

ability \i2 
and conductivity 82 involves solving the 

inhomogeneous Maxwell equations 

Vx H = iaeE-jext 

Vx E = ic&\xH 
(2) 

where s = em - iam la,\x. = \ix = u,2 , 

&tM 

Sjz > 0, 

s2z < 0, 
CTm = 

c^z > 0, 

a2z<0, 

satisfying the boundary conditions on the vibrators' 
surface S; 

[^{QVm ■■0,QeSh l = l,2,...N (3) 
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P(x,y.z) 

and on a planar interface separating two media 

[^Lo=0^L=o=°. <4> 
and the radiation conditions 

lim RE, lim RH. (5) 

Usually, the initial vector problem described by the 
following equations 

E = —±^-A)+k2A  , H = — VxÄ,      (6) 

where 

rfÄ+k2!^-^]^, 

^(e)=^Z jh(Q)G(p,Q)ds, 

(7) 

(8) 

/=i   S, 

k2 =m2\i1s, 

reduces to the system of the Hallen-type integral equa- 
tions for antennas current 

£  \ln{t„)Kln{tn,z\)dtn = c/sint1zi+C^cosM/ - 
n=\   o 

(9) 

with the additional conditions at the antenna free ends 
and branch points. 

This system is solved by the method of moments where 
the current is approximated by step basis functions 

(10) 

The system of the algebraic equations 

N Mn 

Z MX =4,l = l,..,N,q = l,...Mi    (ID 
«=lm=l 

is solved by the iterative multistage minimal discrep- 
ancy method [6] 

//+i=A-Zx»5'"lr" 

p z 
.y=l 

(12) 

(13) 

where Bs is the linear function and rt is the inner 
parameter of this method on i iterative step. 

The calculation of the inner integrals in expression (9) 
involves determining the components of Green's tensor 
function 

G{P,Q) = 

Gu(?,Q) 0 
0    _     Gn(P 

gg(p,e)   sgjp 
dx 8y 

Gi(P,ß) 

(14) 

In the proposed algorithm the calculation of the Som- 
merfeld integrals 

-ikxR     °° „      „    „-niN+^l 

<*n\r>V) = 1 
R 

Gi(P,ß) = 
e-ihR 
 + 

R 

dx 
. 2 x ~ x0 

P 

dg(P,Q)_ 0.^0 

0 

00 -T|i|z+Z0| 

e-l    e-^lz+zol 

rilE+Tl2    ^1+112 
X2dk, 

-rn|r+z0| 

5y P       J TljE + Tfc    Tl! +Tl2 
jAfc, 

where   ^o^p)   is  the  zero-order  Bessel  function, 

^(Xp) is the first-order Bessel function, 

P = p(P,Q)=yl(x-x0f+{y-y0f, 

R = R{P,Q)=yjp2+{z-zo)2 , 

TH=V^-*? , r\2=,]x2-k2 , 

k2 = coV^i, &f = co2)!!(s2 -/"CT2 /w), 

e  = (S2-/'CT2/CO)/S1, 
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is performed by the saddle-point method followed by 
expanding the integrand about the saddle point into the 
Laurent series 

Gii(P,Q)=L
ir+1-fi-nl(v)- 

t 

dg(P>Q) = 2\
x-xo\e -ikxR' 

dx Ra 

2ih %m-j^M+..., 

Qg(p>Q)=2\y-yo\°' 
dy Ä'2 

■ik\R' 

%<P)-l^%W+~, 

where rh, r^ , r^ , rhy, rv ,and r^ are the horizontal and 

vertical ground reflection coefficients. 

Thus, the current distributions along the vibrators are 
determined. 

Known the voltage and current at the excitation points, 
we can determine the input antenna system imped- 
ances. In order to determine the electromagnetic field 
intensity produced by the system of vibrators under 
consideration, we employ the method of potentials. To 
this end, we calculate the sum of the electromagnetic 
field vectors excited by each elementary oscillator 
placed at the collocation points. The total field at the 
observation point is the superposition of the electro- 
magnetic fields of the elementary oscillators. If neces- 
sary, we can calculate patterns (distortions of the pat- 
tern) in any fixed cross section at any radiation 
frequency, including harmonics, subharmonics, etc. 

RESULTS 

The authors created a package of applied programs on 
the basis of the described algorithm. The input data of 
the program package are the geometry of the oscilla- 
tors, the current sources, the number of the collocation 
points on each vibrator and in the desired pattern cross 
section, the ground parameters (permittivity and con- 
ductivity) and the required accuracy of the solution 
which is determined through the relative discrepancy. 
The algorithm enables one to calculate the key electric 
characteristics of the vibrator system arbitrarily placed 
above the semiconducting ground: such as the current 
distribution, the input impedance, traveling wave ratio, 
the electromagnetic field intensity at an observation 
point (the pattern), and the antenna gain. 

The calculation results of the electric characteristics of 
the vibrator system are in good agreement with experi- 
mental data and the results presented in other papers. A 
number of applied problems, including the problem of 
optimizing the design of the wideband mast antennas 
[7, 8], were solved using the proposed algorithm. 
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STATEMENT OF A TASK 

In   anisotropic   plasma,   described   by   permittivity 
tensors 

8 = 

El 0 0^ 

0 el 0 

0 0 e3j 

two parallel thin linear wires and a component any 
angle y with an axis of anisotropy (the axis OI) are 

located. Lengths of wires are ILX, 2L2, radii are by, 

b2, a distance between wires is d. It is necessary to 

find current distributions of each wire, radiation elec- 
tromagnetic fields and power flux density in the far 
zone. 

The solution of a task is carried out within the frame- 
work of the integral equations method of electromag- 
netics. It is shown, that anisotropy of medium essen- 
tially changes dependence of an input current (or a 
current distribution) in one wire on the length of other 
wire and on the distance d between wires. The influ- 
ence of anisotropy is displayed in change of amplitude 
and period of these characteristics, which also depend 
on orientation of the wires system with respect to an 
axis of anisotropy. The influence of medium anisotropy 
and orientation of wires in medium on a function's 
period of current distributions established in each wire, 
is united by such integral characteristic, as equivalent 

permittivity of medium  zeq = 82cos2 y + 8^ sin2 y, 

where 8 2 = e3sin2y+e1cos 2y. In wires located under 
angle y in uniaxial anisotropic medium, the current 
distribution is established, whose space period is the 
same, as it was, if the wires are in isotropic medium 
with permittivity s = eeq . 

It is known, that for wires located in isotropic medium, 
the input current's amplitude of each wire is periodic 
dampted function of the distance d between wires. In 
anisotropic medium the character of this dependence is 
kept, excluding a case for the distance d, and for some 
equivalent distance deq, including the distance d, the 

dielectrical parameters EJ, s3 of anisotropic medium 
and orientation of wires in this medium. For example, 
for wires located in one plane with the axis of anisot- 

ropy, deq has the kind d]q = d2t p 38 2. By each con- 

crete system of wires with the given geometry in aniso- 
tropic medium one can put in conformity some 
equivalent antenna system in isotropic medium, by 
choosing in appropriate way its geometrical sizes (this 
conclusion concerns only currents, instead of radiation 
fields). 

The electromagnetic field of antenna system in far zone 
represents ordinary and non-ordinary waves. The power 
pattern in the plane, perpendicular to wires, practically 
does not depend on medium anisotropy. Anisotropy 
essentially influence on patterns in the plane of wires. 
The character of this influence is similar to the change 
of distance between wires and depends on orientation of 
wires in medium. 
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ABSTRACT 

Solution of three-dimensional problems of radiation of 
infinite waveguide antenna array is considered, investi- 
gating the antenna array with subarray as matching 
elements. The antenna system possess triangular spac- 
ing of radiation elements. The study method is based on 
using the integral equation with separation of the 
piercing domain. 

INTRODUCTION 

Among other, the method of integral equation is very 
effective for solving three-dimensional problems. The 
subject of the paper is an application of the method of 
integral equation to the calculation of waveguide an- 
tenna array with triangular spacing of radiation ele- 
ments. The whole domain of the field determination is 
subdivided into a piercing domain and partial domains. 
The theorem of vectorial theory of diffraction is used 
for the total field in the piercing domain. Theoretical 
investigation of antenna array, composed of open-ended 
rectangular waveguides and finite subarray with the 
purpose of obtaining the impedance matching with free 
space is presented. 

PROBLEM FORMULATION 
AND METHOD OF SOLUTION 

For unit cell the whole domain of the field determina- 
tion is subdivided into three domains (Fig. 1): 

I - waveguide extended to infinity (piercing rfomain) 

wx wx 
 <x^—: 

2 2 2^2 
-oo < z < oo ; 

II-"channel of Floker" 

Px Px       PA sm( A) PA sin( A) 
2   £X~~' 2        ~y-       2       ' 

-zl<,z<z\; 

Til - se-^-infinite "channel of Floker" 

Px Px 
 <,x<—: 

2 2 
PA sin(A)        <PA_sm(A)_ 

2 y~        2        ; 

0<z£oo . 

AA 

n        u 

•Zl 

-z2 

Fig. 1 

On the strength of the theorem of vectorial theory of 
diffraction, one can write integral representation for the 
total field in the piercing domain as 

—l -l 
E (x,y,z) = Esxc(x,y,z) + 

+ [V\{x,y,z;x\y\z)[nEl{X\y\z)]dS'}. 

Here n is inner normal to the boundary.!?1; G (r,f) is 

the affinor Green's function of potential type of the 
second kind which is reduced of the Helmholtz equa- 
tion 

tl - - -1 — 
AG (r,r) + k*G {r,r) = -lh(r,f) 

and boundary  condition  on   conductor  surface  S] 

[n[VG\r,?)]] = 0; 
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(nG(r,f)) = 0; 7,r'eSl. The numerical results coincide well with other avail- 
able data. The influence on geometrical parameters of 

Let's locate the observation point on z = -z2-zl,0, the reflectivity in a waveguide is investigated, 
and take into consideration the boundary condition for 
tangential component of vector of intensity electric 
field. Then we obtain the system of Fredholm integral 
equations of the second kind. An application of the 
Galerkin's method finally yields system of linear alge- 
braic equation which can be solved by the reduction's 
technique. 
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INTRODUCTION 

The purpose of the paper is to consider the transforma- 
tion of electromagnetic wave in a medium with permit- 
tivity and conductivity changing in time as the finite 
sequence of rectangular periodic pulses. 

Parametric phenomena in active media have been at- 
tracted attention for a long time in connection with the 
possibility of electromagnetic wave generation and 
amplification both by the interaction of charges with a 
spatially periodic medium [1], [2] and by the time 
modulation of the medium parameters [3-7]. In the 
systems with distributed parameters, nonstationarity of 
the medium caused by the moving of sinusoidal wave of 
the permittivity disturbance has mainly been consid- 
ered. In this case, the solution to the problem is ob- 
tained approximately as an expansion in powers of a 
small parameter. 

The investigation of transient electromagnetic phenom- 
ena is of importance for the problems of electromag- 
netic signal controlling by the temporal adjustment of 
medium parameters, i.e. in optoelectronic systems [8]. 
One of the possible ways of such an adjustment is the 
changing of medium parameters by a finite sequence of 
pulses. 

The problem of the electromagnetic wave propagation 
in a time-varying medium is formulated as a Volterra 
integral equation of the second kind [9]. The temporal 
variation of medium parameters is considered as a 
finite sequence of the periodic rectangular pulses. The 
solution to the problem is obtained by the Direct Nu- 
merical Calculation Method [10]. On the basis of the 
proposed method an original software for numerical 
modeling of the wave propagation in a time-varying 
medium has been created. The structure of the program 
is created allowing for the further developing and ex- 
tending its functionality. In general, the software en- 
ables us to consider an initial field with an arbitrary 
time-spatial dependence. Here we consider two initial 
fields, a plane wave and a gaussian beam. 

PROBLEM FORMULATION 
AND BASIC RELATIONSHD7S 

Let us consider an unbounded dielectric dissipative 
medium with an electromagnetic field defined by the 

function E0(t,x). The changes in medium permittivity 
e(0 and conductivity a(t) are a finite sequence of N 

rectangular periodic pulses originating under the action 
of external forces at the zero moment of time. We as- 
sume that the permittivity and the conductivity of the 
medium acquire the values ej and CTJ respectively on 

the disturbance intervals (n-l)T<t<T1+(n-V)T, 

n = l,...,N and the values e and a on the quiescence 

intervals Tl+(n-l)T<t <nT, n = \,...,N. Let us 
consider or = 0 . 

N 
8«=8+(81 -8)£{e(/-(Ä:-i)r)-e(/-7i -(fi-wft 

N 
a(0 = <T! X {e it - (k -1)7-)- 9 (/ - 7\ - (* -1)7)}. (1) 

k=\ 

Here, 6(0 is the Heaviside step function, T is the 

duration of the period of change in parameters, 7} is 
the duration of the disturbance interval. 

In the one-dimensional scalar case, the initial nonsta- 
tionary electromagnetic problem is formulated in terms 
of a Volterra integral equation of the second kind [9], 
i.e., 

E(t,x) = E0(t,x)- 

^jdt' j dx'Lio+faio-z) 
— en v 

2ve dt 
(2) 

x8U-f- 
\x-x\ 

E(t\x') 

where 8(0 is the Dirac delta function, v = c/>/e . 

Let us introduce the new dimensionless variables 
T = Kvr, £ = KX where K is a scale factor with the 

wave-number dimension. The using of the properties of 
the delta function and transition to the differentiation 
with respect to the variable % simplify the equation (2) 
and yield the following equation for the further numeri- 
cal calculations: 
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E(x,Q = a2(x){EQ(x£)- 

;]<* ,\-a
2(x') 

^      2«V) 
[E(x',l+z-x')-E(x',S,-x+i')]- 

--jdx'bix'^Eix'^+x-x^+Eix'^-x+x')]} 

(3) 

where a2(x)- 
6I(T/VK) 

,*(x) = 
CT^T/VK) 

8VK 

This equation describes the evolution of the process and 
determines explicitly the field magnitude at the point 
(x,4) in terms of its magnitudes at preceding time 

points along the lines £,' = Z,±(x-x'). We find the 

structure of the field after N jumps in the medium 
parameters when they change from the initial values to 
the values a = const, b = const. The algorithm allows 
to consider the initial field with an arbitrary time- 
spatial dependence. 

NUMERICAL CALCULATIONS 

For the numerical calculation we use a uniform grid on 
the time-space plane, i.e. AT = A£, . Such a grid is cho- 
sen according to the stability condition [11]. The plane 
wave E0(x,Z,) = exp[i(x-Z,)]  and the gaussian beam 

exp((T-i;)2/2a2) 
E0(x,Q: 

J2nu 
are   considered   as   an 

initial field. The essence of the proposed methodology 
is the sequence of resolving of the equation (3) in time 
step by step. We find the electromagnetic field in the 
specified temporary layer x = t„ using the solutions for 
the previous layers. The repetitive calculations of inte- 
grals along the same overlapping time intervals have 
been avoided. For the differentiation with respect to the 
spatial coordinate the smoothing scheme has been used 
[12]. The estimates of accuracy have been done by 
comparing the numerical solution and analytical solu- 
tion of the test problems. 

For all the cases listed below, the grid spacing has been 
selected as Ax = A£ = 0.05, the initial value of the 
undimensional medium parameters has been chosen as 
follows: a = 1, b = 0 . In all the cases, % = 0. The time 
dependence of electromagnetic field for the plane wave 
as an initial field is presented in Figures 1, 2. As a test 
problem, we consider the problem of the plane wave 
propagation in a medium with parameters changing in 
time as the finite sequence of rectangular periodic 
pulses. 

The dependence of relative errors in the numerical 
calculations with the calculation step is presented in 
Fig. 3. In Figures 4, 5 the time dependence of electro- 

magnetic field for the gaussian beam as an initial field 
is presented. 

Fig. 1. Time dependence of electromagnetic field for 
o = 1.25, 6 = 0.01, "t1=2, T2 = 0.5 and a plane wave 

as an initial field 
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Fig. 2. Time dependence of electromagnetic field for 
a = 0.75, 6 = 0.01, xl=2, x2 = 0.5 and a plane wave 

as an initial field 
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Fig. 3. The relative error of the test problem for 
a = 1.25, 6 = 0.01, xl=2, -r2=0.5 

In Fig. 4, 5 we assume w = 0.5. It should be noted that 
the shape of the field can be radically changed by 
varying the value of u parameter. 
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Fig. 4. Time dependence of electromagnetic field for 
a = 1.25, b = 0.01, tj=2, t2

=0-5 and a gaussian 
beam as an initial field 
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Fig. 5. Time dependence of electromagnetic field for 
a = 0.75, b = 0.01, i\=2, x2=0.5 and a gaussian 

beam as an initial field 

CONCLUSION 

The transformations of a plane electromagnetic wave 
and a gaussian beam in a medium with the permittivity 
and conductivity changing in time as a finite sequence 
of periodic rectangular pulses has been considered. The 
solution to the nonstationary electromagnetic problem 
has been obtained by using the Direct Numerical Cal- 
culation Method. Comparison with the exact solution of 
the test problem has been also performed. Numerical 
results for the different pulse parameters and initial 
fields have been presented. An original software for the 
computer modeling of electromagnetic wave propaga- 
tion in a time-varying medium for arbitrary initial 
fields and different laws of changing in medium pa- 
rameters has been created. 
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INTRODUCTION 

The problem of electromagnetic waves diffraction on an 
perfectly conducting open-ended cylindrical surface is 
of great practical importance. The metal screens of a 
similar configuration are used as reflectors at the linear 
radiator, as screens for protection of instrumentation 
against external electromagnetic fields, as the device 
for decreasing mutual influence of low directional an- 
tennas and for other purposes. With the help of imped- 
ance loads it is possible to obtain the specific diagram 
of conductive objects scattering. In the impedance loads 
used nowadays (such as a ridge structure, the rectan- 
gular groove) there is a strongly marked dependence of 
an impedance size on an angle of incidence of electro- 
magnetic waves. It is known [1], that in the semi- 
cylindrical concavity this dependence is not pro- 
nounced. 

Note, that the essential change of a scattering field with 
the help of single impedance loads can be achieved 
only for objects with small electrical sizes. At sizes of 
object, considerably exceeding a wavelength, a great 
deal of impedance loads or allocated impedance must 
be applied, that is eventually one is forced to deal with 
arrays of impedance loads. 

STATEMENT OF A PROBLEM 

In free space a periodic structure of slotted impedance 
loads with periodicity T is located, each element of 
which represents two parallel slots, cut out in ideally 
thin conductive screen, each of width S0, divided by a 
strip conductor of width d. Unlimited space is divided 
by a screen into two areas Vs and V2. The area V, with 
parameters eal,p.al, contains exciting sources. Area V2 

with parameters ea2^a2 is without exciting sources. 
Area Vt occupies the whole upper half-space and is 
limited by surface Si. Area V2 coincides with an inter- 
nal volume of a semicircular cavity of radius a, 
bounded by surface S2. From the upper half-space there 
falls a plane electromagnetic wave under angle 0, 
counted from normal to a screen surface. Assume, the 
characteristic of exciting sources and design parameters 
are independent from coordinate z. Screen and internal 
walls of a semicircular cavity are perfectly conductive 

(Fig. 1). It is required to determine an equivalent sur- 
face impedance of a structure. 

Fig. 1. Geometry of a problem 

DERIVATION OF INTEGRO-DIFFERENTIAL 
EQUATION 

We shall set a dropping field so that it satisfy the 
Flocket condition 

£" = J^expO*! (xsinG + y cos 9)) 
4T 

(1) 

where T is the period of the array. 

By virtue of a structure periodicity the scattered field in 
area v, can be presented as the expansion into Flocket 

spatial harmonics. For waves in the direction of ±y 

they look like vFm(x)exp(±/Tmy), where Ym(x) are 
functions, determining change of a field in a cross 
direction: 

¥,(x) = J—exp(-/(2w7t/r-^ sin9)x), 

m = 0+1,±2, ...,Tm= ^i2-(2/w7t/r- ** sine)2 

We shall present a scattered field in area Vx as expan- 

sion into Flocket harmonics 

E%?{x,y)= flZmImVm{x)e-ir">>' 
m=—°° 
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where Zm =Tml®zal, lm are the factors of current 
expansion. 

Since it is possible to present the falling field as a zero 
Flocket harmonics, that is 

E"(x,y) = Z0V0(x)exp(iY0y), 

then the entire electrical field will look like 

Ezl(*>y) =  iX'Ä(*)e_'rmy +Z0V0(x)eiT°y. 

And entire magnetic field will be as follows 

Hxl(x,y) = - Yl^We-^y + ^ix)^. 
ttl=-oo 

In the aperture that is at y - 0, we shall have 

QO 

Hxl (x,0) = - JV»'*'« (x) + % (x). (3) 
m=-oo 

Using an orthogonality of Flocket harmonics, we shall 
obtain from (2) and (3) 

772 

'«=-8»,+-=-  JE2(x'ßW*m(x')dx' (4) 
m -T/2 

where   8OT = \,m = 0;   8„, = 0,m * 0 ( 8ro is the Kro- 
necker delta). 

Substituting (4) in (2), we shall finally obtain 

772 (   °°     1 1 
#*iW>) = - /      X y-VmW'»,(x>) x 

-772 1»'=-°°    "" J 
x£x(x',0)<fx' + 2Y0(x). (5) 

Thus, the expression for a magnetic field in area V1 in 
the aperture is obtained. 

For obtaining an integral equation it is necessary to 
find an expression for a field in area V2 and to use a 
boundary condition in the aperture. The magnetic field 
in area V2 looks like 

772 

Hx2(x,0)=   j{-ia>£a2Ge(x',x) + , 
-T/2 

+     1     dGe{*',X)Ez(x',0)dx' (6) 
»fi>Ha2       dx 

where 

JmVw)    2 I** 

sm=l at w=0 and sOT=2 at/w^O, Jm(x) /^W 

are Bessel's function and its derivative, F„,(x), Y„(x) 
is a Neumann's function and its derivative. 

Taking   into   account   a   property   of   the   kernel 
dGe(x,x')       dGe(x,x') 
—£- = E——-     and    carrying    out    an 

ox dx 
x' integration in the second integral we shall obtain the 
following expression for a magnetic field in the second 
area 

T/2 

Hx2(x,0)=   j{-Koea2Ge(x',x)-, 
-T/2 

1    \dGe(TI2,x)    cGe(-T/2,x) 

>®V-a2 dx dx 

xEz(x',0)dx'. (7) 

Further, satisfying a condition of a continuity of tan- 
gential components of fields in the aperture, from (5) 
and (7) we shall obtain an integro-differential equation 
(DDE) for the tangential component to be found of the 
electric field in the aperture 

772   f    oo       . 

j      I ^m(x)<„(xV/coea2Ge(x',x)- 
-T/2 l»i=-°°    m 

^2 

&Ge(T/2,x)    dGe(-T/2,x) 
dx dx 

xEz(x',0)dx' = 2x¥0(x). (8) 

We apply the scheme of a collocation method to IDE 
(8), using piecewise constant approximation of a un- 
known quantity of the solution by characteristic func- 
tions [2]. To enter this system of functions, we shall 
choose on an interval [-T/2, T/2] some system of 

points xt (x0=-T/2,x1,x2,...,x„=T/2), whose 

interval [-T/2,T/2] is broken into partial intervals of 
length h = T In where n is the number of intervals. As 
characteristic functions we shall choose piecewise con- 
stant, and as trial ones — the Dirac delta-function. 

Taking into account the above explained, we come to 
following IDE 

5M 
i=i 

£ —vm(.xyv\(x'y 
*/-i 

-ioea2Ge(x',x) 

Z 
m=-to   >» 

1 
mV-a2 L 

5Ge(772,x) 
dx 
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8Ge(-T/2,x) 
dx 

^' = 2^(1) (15) 

where Q are the factors of expansion. 

Choosing then as points of collocation 
%j = (x)+x'j-.{)l2, j = \,2,...,n, we obtain the fol- 

lowing system of linear algebraic equations 

where 

*i-\ 
ra=-oo   m 

3GJT/2,x)        3Ge(-T/2,x) 

dx'- 

ia\ia2 L        d* % dx *J 

After the IDE (8) solution, the equivalent surface im- 
pedance is determined by the formula [3] 
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3-JS- 

1 

JEx(x)H*z(x)dx 

ZJ = 

j\Hz(xfdx 

where Z3 is the equivalent surface impedance, T is the 
period of the array. 

NUMERICAL RESULTS 

For the problem solution, the software package is de- 
veloped, permitting to calculate dependencies of an 
equivalent surface impedance on the design data of the 
array and on an angle of incidence of an electromag- 
netic wave. With the help of this package these depend- 
encies are found for an infinite periodic array slotted 
impedance loads made as semi-cylindrical cavity. They 
are of less expressed character, than ones of an array 
produced from rectangular grooves of the equivalent 
sizes [4]. 
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INTRODUCTION 

Loop antennas represents an important class of wire 
antennas and are widely used in various communica- 
tion systems. 

In the theory of loop antennas in general circular loop 
ones are investigated ([1], [2], [3]). In the presented 
work the problem of current distribution along an el- 
liptical loop antenna wire is solved according to the 
moments method. 

MAIN BODY 

Let us consider an elliptic loop antenna (Fig. 1). 

Fig. 1. The configuration of the loop antenna 

The convenient form of the integral equation for a wire 
antenna is as follows 

/ 2 

\l(s'){k2G(s,s')s.s'-d ^s'sp}ds' = -i-^Es(s), 
J OS-OS Zn o " 

where l(s') is the full current, G(s, s') is Green's func- 
tion, s,s© are the unit vectors which are tangent at the 
points s and s' of the wire in the curvilinear coordinate 
system, k is the wave number, Zo is the wave impedance 
of the free space, E/s) is the electrical tangent vector of 
the extraneous field in the point s, i is the imaginary 
unit. 

We used the magnetic current loop shown with the 
local coordinate system zO'p in the bottom of the Fig. 1 
as a primary source. 

The product of 5 and s' is given 

s-s 
A-A 

-(a2 sincpsincp'+b2 coscpcoscp'), 

where 

A~\a sin q>+£ cos cp , 

A' = TJCI
2
 sin2 v'+b2 cos2 <p' . 

For the second derivative of Green's function 

-ik\Kr\ 
G = 

4TI j Ar |' 

where 

| Ar |= V«2 (cos(cp) - cos(q>'))2 + b2 (si 

«2 is the radius of a wire, we obtain 

sincp-sincp')   +«!> 

G,=- 
-*V7 

16TI • /• 
7r((3 + 3/feV7-Ä:2/)/0'V1'0 + 

+ 2(-l-/*V7>/-/U 

where 

f -a (coscp'-coscp)  +b (sincp'-sincp)2, 

0 1 9 
/ ' =-2b coscp(sin(p'-sincp) + 

+2a (coscp'-coscp)sincp 

10 2 9 / '   = -2a (cos (p' - cos cp) + 2b  cos cp'(sin cp' - sin (p), 

Z1'1 =-2&2coscp'coscp-2a2sincp'sincp. 

For the tangent component of the electrical field vector, 
created by the radiator, we shall get 

Es(<P) = Ez 
1 

1 + 
b2 tg\ 

^+En 
1 

fcq\i+ 
a2 tg\ 

Er=k 
d2-c2 e-ikR° 

z      81n(rf/c)   Rl     0XK'~ 
l_ 

^kR0 
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j2  ,    2, i(d2
+c\,p\,  1    ,,.   Kdl+c% 

2R 2i?0
2 

(_,!-) + (+/ -1       d2
+c2 

R kRj R3o 
)]}, 

d2-c2 

E
P ~~k 01„^/^r(JP P.        n2 ^OP 

z  e -/ifcfy 

'81n(rf/c)       /?0   *o 
-{*■ 

2 , Jl- 3    fc(rf2+c2),  1     .r2(d2+c2)     3 
(I+ -)-y + '[ 

*0 
-ir]}. 

Äo3        *o 

where c, d are the interior and the exterior radii of the 
loop of the magnetic current, V0 is the voltage in the 
driving point, 

fy(q>)=  

=yrf2+(c2cos2cp+rf2sin2cp)+2c?Vc2cos2(p+rf2sin2(psirrp 

z = y c2 cos2 cp + rf2 sin2 9 cos 9, 

p = b + yc2 cos2 cp + d2 sin2 cp sincp . 

When passing to new variables the integral equation to 
be found looks like 

2* 

j7(cp')[G2 -k
2G(a2 sin9sincp'+62 coscpcoscp')W = 

ik_ /   2   •   2 ^a sin cp +62cos2cp£j(cp). 

(1) 

The desired function I(cp') is replaced with the appoxi- 
mated Ii(cp') function, represented as a sum of the linear 
- independent basic functions^,(9'): 

where Ip are the unknown weight factors. 

We used bit-constant functions as the basic ones 

h<bp-A<§<<kp+A, 

(2) 

f„(¥)■- 0,cb<<t)p-A;<|)>cb„+A, 

where A is the interval between points 9P. 

After substatituation of (2) in (1) the integral equation 
(1) is transformed in a functional equation 

N       ♦max u 

£/P J/p(m<fc*w=-'—£* (*>>   (3) 
p=i   0 z° 

where ^(9,9') is the cernel of the integrated equation 

(1). 

U(cp) 
mA 

1 1 kb= 0.1 
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\ \ s> •'" 

4 ^ VN* y 
N^ /''- 2 
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(deg.) 
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i 
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^ 
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Fig. 2. Current distribution at frequency 

After multiplication of both parts of the equation (3) on 
the delta-function 8(9-9^, integration and according to 
(2), we obtain a set of the linear algebraic equations of 
a matrix form 

Z.J=z-—Es    .    Elements    of   the   matrix    Z 
*o 

+ /+A 

Zjj =   JA:(<j>,,<t>V4>'   are evaluated numerically. The 

input impedance of the antenna is z = V(/l\. 

The program in language FORTRAN was developed 
and the current distribution along the wires of the loop 
antenna was computed. 
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The integration was made by the Simpson method, the 
set of the linear equations was solved by the method of 
Newton. 

For testing the program the calculation for a circular 
loop (a = b) was made at Q=10.0, where D. is the pa- 
rameter of thickness, defined as D. = 2\n(2nb/a2). 

The results of calculation are given in Fig. 2. The dot- 
ted line shows the numerical results of the presented 
analysis, the solid line is according to the theory of 
Ronold W. P. King and Glenn S. Smith [1]. For kb = 
0.1 the calculated magnitude value of the current is 
within the limits 11 to 12 mA. 

CONCLUSION 

The obtained equation allows to evaluate numerically 
the current distribution and therefore to find the input 
impedance and the radiation field. 
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ABSTRACT 

A computer program is developed for design and analy- 
sis of a Rectangular Microstrip Patch Antenna. The 
program is based on cavity model and slot theory. The 
effect of substrate and surface wave has been taken into 
account. 

INTRODUCTION 

The microstrip antenna finds increasingly extensive 
application in microwave systems, ranging from Mili- 
tary to Medical, in view of its importance mathematical 
methods of electromagnetics have been applied for the 
microstrip antenna analysis. The papers and books [1- 
6] have analyzed the microstrip patch for CAD pro- 
gramming. 

The computational time to find parameters of such an 
antenna is generally high. Hence, a Computer Aided 
Design (CAD) are required for practical circuit devel- 
opment and optimization. 

The reasons for developing an accurate model for an 
antenna is to provide a tool for designer to design of 
antenna without costly trail-and-error experimental. 
The number of CAD packages which are available for 
microstrip antenna is too less. It can be because of 

i) geometries of microstrip antenna, which is 
difficult to model because of the presence of 
substrate 

ii) ii) it is new kind of antenna and need time for 
software development. 

Most of the CAD software tools have placed emphasis 
on the design of microstrip line and few CAD software 
tools were developed for microstrip patch elements. 

There are numbers of models which can be used for 
antenna modeling i.e. Transmission line model [2], 
Cavity model [4], Finite Difference Time Domain 
(FDTD) method [7], Moment method [8], Finite Ele- 
ment (FE) method [9]. But a good antenna model 
should calculate all necessary electrical parameters, 
with enough accuracy in less computational cost. The 
Moment, FDTD, FE methods are computationally 
costly and have low level of user confidence as experi- 
mental or other independent validation is absent [6]. A 
computer program name RMPA has been developed for 

design and analysis of rectangular microstrip patch 
antenna. 

THE MAIN PART 

RMPA is an acronym for Rectangular Microstrip Patch 
Antenna. RMPA computes design parameters as well 
as other parameters which are necessary for analyzing 
of this type of antenna. Figure 1 shows rectangular 
patch with its four slots. 

*.    y 

Fig. 1. Rectangular patch with it slots 

The software is based on the cavity model and uses slot 
theory to Simulate the rectangular patch antenna con- 
sidering the effect of substrate and surface wave. The 
overall structure of RMPA is showing in Fig. 2. 

Pile J ■ Design .-■ 

PifanK".er 
Result 'prap'n Help. 

Fig. 2. The overall structure of RMPA 

The design parameter module asks for input data: 

Resonant frequency; the range of frequency which 
calculation should be done (lower frequency and higher 
frequency); substrate relative dielectric constant; loss 
tangent; patch conductivity; patch width; tolerance in 
patch length; tolerance in patch width; tolerance in 
substrate permittivity; tolerance in substrate thickness. 
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The outputs are: radiation resistance; resistance at feed 
point; input impedance; patch length; surface wave 
modes and No. of modes; far field pattern; directivity; 
efficiency; VSWR; bandwidth; and error in resonant 
frequency. 

The far field pattern is calculated for dominant mode. 

The graphs have been plotted for input impedance, 
VSWR, efficiency, E and H planes. 

The help provides information on microstrip antenna 
and a substrate and conductor library. 

Figure 3 shows the flowchart of whole program. 
Through flowchart we can see there are number of 
steps which have to be solved for antenna analysis. 

To design any kind of antenna initial point is resonant 
frequency. Because it is necessary to know antenna 
should work for which band of frequency. In case of 
microstrip antenna, the bandwidth is very narrow, 
hence the exact value of resonant frequency is impor- 
tant [10]. Value of resonant frequency depends on the 
length of patch. Therefore knowing the resonant fre- 
quency the length of patch is obtained and displayed in 
result. 

DESIGN AND ANALYSIS USING RMPA 

For microstrip antenna the size of patch width (W) is 
important too. It affects the value of impedance and 
also it maybe considered that small values of W result 
in low antenna efficiency, while large values support 
higher order modes. If input impedance of patch and 
impedance of transmission line does not match, RMPA 
helps the user to obtain the optimum feed point position 
by displaying the impedance every time packaged is 
involved. 

Most microstrip antenna are fabricated using photo- 
etching techniques. In the fabrication of such an an- 
tenna there are two types of tolerances, manufacturing 
tolerance and etching accuracy. Error in resonant fre- 
quency because of manufacturing and fabrication errors 
is also calculated. 

The surface modes and number of surface modes is also 
calculated. 

The bandwidth of antenna depends to the thickness of 
substrate. Therefore the kind of substrate depends to the 
designer choice. Low or high relative permittivity have 
different tolerance in substrate thickness and relative 
permitivity. 

CONCLUSIONS 

An improved cavity model has been developed that 
form an accurate tool for the analysis of rectangular 
microstrip patch antenna. As microstrip antenna is 
based on solid science [6], it needs strong understand- 
ing of antenna behavior to solve the problems. There 

are many direction where antennas can be designed 
more practically, with better achievement and less 
experimental repetition, when the proper CAD software 
tools are available. 

.END,, 

Fig. 3. Flowchart of program 

To achieve more sophisticated solution, the tolerance in 
substrate and patch also taken in to account. The reso- 
nant frequency [10] and radiation resistance calculated 
by RMPA shows better agreement with the experimen- 
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tal data compare to other theories. The radiation quality 
factor [11] has been calculated by the electrical size of 
patch to achieve better result for efficiency as well as 
input impedance, VSWR, and bandwidth. Due to 
RMPA results, RMPA seems to be well suited for de- 
sign purpose. 
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DISTORTING INFLUENCE OF HORN ANTENNA ON MEASUREMENTS 
BY MULTIFREQUENCY RADIOINTERFEROMETER 
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The applied possibilities of multifrequency microwave 
measurements in a free space induce a large interest to 
creation of multifrequency radiointerferometers per- 
mitting to determine parameters of layered structures 
[1]. The operation of the multifrequency radiointer- 
ferometer is based on a measurement of a frequency 
characteristic of a reflectivity from researched structure, 
on transition from frequency in time (space) area and 
analysis of reflection peaks from the structure interfaces 
in time domain. It is supposed, that the reflection from 
researched structure with sufficient exactitude is de- 
scribed by expression: 

M 
tf(ra) = X/„, •exp(-./cür,w), (1) 

m=l 

where rm is reflection from m-th layer interface (dis- 
continuity), tm-2zmjc is time location w-th layer 
interface (discontinuity). In this case in time domain 
the reflection characteristic from structure is equal to: 

M 
*c)=X/„ •$</-/„,), (2) 

/M=l 

where S(t) is a function which determines the form of 
reflection peak in time domain. 

However, the actual scheme of measurements based on 
waveguide reflectometer (as a rule), for a measurement 
of reflection characteristic in a free space assumes us- 
age of horn antennas. The segment of a measuring tract 
containing a horn antenna and a connective segment of 
a waveguide brings amplitude and phase distortions to 
a result of a measurement. In this case the measured 
performance can be described by expression: 

M 

R(a>) = RA (a.) + TA(co) • £>„, • exp(-jatm),    (3) 
m=l 

where RA(&) is the described reflection from the horn 
antenna, TA(co) is the described transmission character- 
istic of horn, which also determines amplitude and 
phase distortions brought by horn. The availability of 
the indicated distortions carries on that the time signal 
is equal: 

M 
R(t) = RA(t)+Yrm-S(t-tm), (4) 

where function S(t-tm) is describing a form of/w-th 

time-domain reflection peak and for case of measure- 
ment on Nfrequencies located on grid co„ (n = 1,...,JV) 
with discreet A/is determined as 

N 

^-^) = E^K)-exp[/«„(r-rOT)].      (5) 
n=l 

The purpose of this work is the experimental research 
of distortion components RA(a)) and TA(co) and path of 
their diminution. For this purpose the outcomes of 
measurements on the measuring-computer complex of 
the radiowave non-destructive testing of layered di- 
electrics RIMCH-04 [1] were used. 

The measuring complex RIMCH-04 works on basis of 
the vector reflectometer, in which primary measuring 
converters are the directed detectors with cross-section 
of waveguide transmission line 7.2x3.4 mm2. The py- 
ramidal horn of length 55 mm with the sizes of the 
aperture 42x36 mm2 was used as radiator. The meas- 
urements were carried out in frequency band 26-S-37.4 
GHz in N = 58 equidistant frequency points. Reference 
plane of vector reflectometer was placed in a place of 
connection horn antenna with measuring waveguide 
tract. 

The measurement of reflection performances in a lack 
of a researched structure in front of horn antenna (cali- 
bration on a free space) was carried out, that allows to 
learn a behavior of a frequency characteristic of a re- 
flectivity for an analyzable antenna RA(<a). In fig. 1 
module and phase of a frequency dependence Ä^(co) are 
represented. Fig. 2 represents the module of appropriate 
time-domain signal RA{t), which are obtained using the 
Fourier transform. 

One can see, several typical reflection peaks are pre- 
dominated in time-domain signal RA(t). For detection of 
characteristic reflections in a horn antenna its fre- 
quency dependence of reflectivity was approximated by 
method of least squares with using a model: 

Mmod  A A 

Äm0d(<ü)= X fm-expi-jattm). (6) 

»1=1 

Model order MmoA was determined from the analysis of 
discrepancy between a model data ÄmM(co) and meas- 
ured data Ämod(co): 
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N ' N 

p = 2>„,e>„)-tfm0dK)f / I}RmeM\   ■ (7) 
«=1 n=\ 

It allowed to inspect adequacy of a selected model to 
the measured data. 

In Fig. 3 the dependence of In p from model order Mmod 

is represented. The represented dependence demon- 
strates, that the exponential model already of rather low 
order gives good approximation of the measured data. 

34      36/, (2fe 

arg(^) 

26        28        30        32        34        36/, GHz 

b 

Fig. 1. Module (a) and phase (b) of reflectivity 
of horn antenna 

MX 
0,025 

0,020 
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0,000 
0 12 3 4    f,ns 

Fig. 2. Time-domain signal of reflection from horn RA(t) 

At Mnod = 1 discrepancy makes 59%; at Mmod = 2 dis- 
crepancy makes 17%; at Mmod = 3 discrepancy makes 
6.6%; at Mmod = 6 discrepancy makes 1.1% (that is 
compared to noise level in the measured data). The 
outcomes of estimation of parameters of a model (6) at 

1 
1 1 

1 1 J 111 ywntov* AW*W fl»ft&*tA *f 

Mmod = 10 are represented in the table 1. In the first 
column of a table 1 number of a reflection m is indi- 
cated, in second one - estimation of its location 

zm=c-Re(tm)/2, in third one - appropriate time- 
A 

domain location tm =Re(fm), in fourth one - imagi- 
A 

nary part of estimation of location Qm =lm(tm), in 

fifth one - estimation of reflection amplitude 

in sixth one its phase in radians is indicated. 

rm , and 

1 11     13     15 M 

Fig. 3. Dependence of discrepancy between exponential 
model and measured horn reflectivity from model order 

Table 1 

Parameter estimations of model (6) for RA(G>) 

m zm, mm tm, ns em W arg(rm) 

1 -33 -0.22 0.030 0.002 -0.52 

2 -13 -0.09 -0.012 0.009 -2.99 

3 -2 -0.01 -0.020 0.023 -0.41 

4 18 0.12 -0.002 0.029 -0.43 

5 48    j 0.32 -0.004 0.005 -1.51 

6 73 0.49 -0.005 0.013 -1.76 

7 91 0.61 0.008 0.004 -2.06 

8 99 0.66 -0.012 0.003 1.39 

9 143 0.95 -0.036 0.001 2.84 

10 403 2.68 0.002 0.001 2.85 

Errors of measurements and singularities of work of the 
vector reflectometer stipulate first three components in 
a table 1. The component m = 4 is determined by a 
reflection from a port of horn, and m = 6 — from horn 
aperture. The model with indicated parameters ensures 
a discrepancy between the model and measured data 
less than 0.5%. 

For determination of transmission characteristic TA(a) 
from (3) series of measurements of frequency charac- 
teristics of reflections from a metal plate 500x500 mm2, 
located on a defined distance from aperture of horn in 
parallel to it were carried out. The reflection of a plane 
wave from a metal plane is determined by expression 
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riexpO'cö/i), but use of this model (A/mod= 1) for adjust- 
ment under the measured data gives a discrepancy 
between model and measured data more than 17 %, 
that considerably exceeds a level of a casual error of 
measurements. It confirms the supposition about pres- 
ence of systematic error of measurements. Frequency 
dependences of module and phase of reflection charac- 
teristic from metal plate, and also appropriate curves 
for a model, adjusted under these data (MmoA = 1; zx = 
179 mm; tx = 1.19 ns; 6! = -0.004; |r,| = 0.196; arg(r,) = 
2.05) are represented in Fig. 4. 

The appropriate time-domain signal for the measured 
data and for a model is represented in a Fig. 5. As it 
can been seen from the represented characteristics, the 
time-domain signal of peak of reflection from metal 
plane is extended and distorted, in comparison with 
model peak. And there is a decomposition of this peak, 
which is confirmed by estimations of exponential model 
obtained at Mmod = 2 (z2 = 166 mm; t2= 1.11 ns; 92 = 
0.133; H = 0.028). 

arg(Ä) 
4 

' Y>™   ' 2 

26      28       30       32       34       36/, GHz 

Fig. 4. Module (a) and phase (b) measured (1) and 
model (2) reflection characteristic for metal plate 

These distortions are caused by amplitude and phase (in 
the greater degree) distortions introduced by a horn 
antenna and a part of measuring waveguide tract, lo- 
cated up to reference plane of the vector refiectometer. 
Additional research has shown that reference plane 
transition inside the waveguide measuring tract with 
magnification of its length has resulted in the even 
greater extension and distortion of peak. In this case, 
except the second additional peak, the third additional 

peak is found out about the principal peak. Besides, in 
the range 0 -s- 0.6 ns there are peaks of a reflections 
caused by a reflection from the itself horn antenna. 

|R(OI 
0,20 

0,15 

0,10 

0,05 

0,00 %M! 
I 

0 f,ns 

Fig. 5. Time signal of reflection from metal plane for 
measured data (solid line) and for model (dot line) 

The estimation of distorting component TA(co) was 
produced by adjustment under the measured data of the 
model in form: 

Äpo, (co) = exp(-y(ö/1 )-Ytak -Pk(co) , (8) 
jfc=0 

where P^co) is orthogonal degree polynomial of a de- 
gree k, specific on a discrete point set {co„}. The fol- 
lowing estimations of coefficients were obtained: a0 = 
0.196; o, = 0.038; o2= 0.093; a3= 0.087; o4= 0.035; a5 

= 0.036. In this case the discrepancy made 9%. Curve 3 
in Fig. 4a demonstrates model dependence Äpoi(ö3). In 
Fig. 6 the phase of the measured characteristic and 
polynomial model -Rpoi(co) after division on exp(-y'co/,) is 
represented. 

arg 
f. 

*.s               ■ 
<   ,-: ,-_ J\ 

^* >-vt<. r,    , \ 

'.' A ' -/ •' ^l 

i'  < 

2,5 
2,0 

1,5 
■1,0 
0,5 
0,0 

-0,5 

26      28      30     32     34      36/, GHz 

Fig. 6. Phase characteristic of reflection for 
experimental data (1) and for polynomial model (2) 

The further research has shown, that the division of the 
measured data on a sum of polynomials P*(co) with the 
found values of coefficients ak allows to remove the 
distortions introduced by a horn antenna. The time 
peak of a reflection from a metal plane ceases to be 
distorted and extended. This is confirmed by outcomes 
of estimations of parameters of exponential model (6), 
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adjusted under obtained data: 7, =-0.01,1^1 = 0.13; t2- 
0.13, N = 0.08; h = 0.27, |r3| = 0.05; U = 0.51, |r4| = 
0.09; h= 0.78, |r5| = 0.08; fc = 1.19, |r6| = 1.0; f7 = 1.85, 
|r7| = 0.11; tz = 2.29, |/-g| = 0.13 (the discrepancy is 
equal 2%). 

Also some the reduction of phase distortions introduced 
by a horn antenna and waveguide measuring tract, was 
possible to reach at multiplication of the measured data 
on a factor of an aspect: 

(9) 
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rip(co) = exp[72(cpH,+(pÄ)], 

where 

a + (ap-a)x/lh/ 

dx, 

lw is the length of waveguide measuring tract from 
reference plane to the port of the horn, lh is the horn 
length, a is a dimension of a broad wall of a waveguide 
and ap is a dimension of the horn aperture. 
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Methods of the antenna parameters determination 
based on the near field measurements and transforma- 
tion results of measurements in the far zone are the 
most perspective now. The essence of these methods is 
to measure field tangent components on a certain 
closed surface around the investigated antenna and to 
re-calculate the measured field in the far zone. 

When estimating capabilities of these methods the 
analysis of the radiation pattern (RP) restoration accu- 
racy are of essential significance. 

Both methodical errors being of mainly systematical 
character and instrumental errors (of random nature in 
the most of cases) are main sources of errors of near- 
zone methods of the antenna parameters determination 
[!]• 

The methodical errors occur because the surface of the 
near field measurement is not closed and measurements 
are carried out not continuously on the surface but in 
separate points. These errors are named limitation and 
digitization errors. 

The instrumental errors are conditioned by the near 
field measurements: errors of amplitude and phase 
measurers, inaccuracies of the probe movement on the 
measured surface, etc. 

The methodical errors significantly depend on the size 
of the area of the near-zone measurements, chosen 
digitization step, position of the measurement area 
origin with respect to the antenna. In any realization 
the distinction between RP F obtained as a result of the 
treatment and real RP F0 have an oscillating character 
caused by methodical errors. Limits of this distinction 
are presented for example in [2, 3]. 

Random errors of the antenna characteristics determi- 
nation depend on the near field measurements accu- 
racy. Calculated values of errors dispersions of the 
antenna restored main parameters are presented in [1]. 

When estimating the resulting error of the antenna 
characteristics determination by the near zone meas- 
urements all components of the error have to be consid- 
ered as the random values of various magnitudes in any 
realization. The summation of these errors with other 

random errors has to be carried out according to the 
rule of the resulting error components one [4]. 

In order to sum separate components of errors they 
have to be presented by their root-mean-square a All 
computing operations of the errors summation are to be 
carried out only with these values. 

Let us present the method of a choice of measurements 
conditions and estimate of requirements to the accuracy 
of the near field measurements for the restoration of the 
side lobe level with the given accuracy because the 
requirements to parameters of the measurement com- 
plex are the most rigid in this case. 

Systematic errors of the RP AF determination are 
caused by the limitation of the measurement area Af;,m 

and digitization Fd. Assume that these errors are of the 
random values uniformlly distributed in the interval 
[-|AF„m|,|AF/im|], [-\AFl\AFß. Hence, crlim=\AFlim\/JJ, 

ad= \AF^/-J1. The magnitudes |AF;,m|,|A/<y are found 
by the relation presented in [2]. 

The resulting dispersion of the restored RP is as fol- 
lows: 

Crp-Cfd+Cflim +CT, rand- (1) 

The comparatively high relative accuracy of the side 
lobe levels restoration (about 20-25% that corresponds 
to power RP measurements with the accuracy of ±2 dB) 
and the high reliability (Pcr > 0.95) are provided for 
those RP levels which meet condition [1]. 

»1. (2) 

When the condition (2) is met, the amplitude of the 
restored RP is distributed by the normal law N(fF0l, <?F)- 

The probability of the difference between the amplitude 
of the restored RP |^| =Ä and the true RP \F0\=R0 

being no more than about ±V 

Pcr=P{-V=\R-R0\=V} 

is found from the equation 

Pcr=20(V/aP), (3) 
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.   s 
where @(S)=-r=\e~'2/2dt is the Laplacian func- 

tion. 

The technique of requirements determination for the 
parameters of measuring set under given requirements 
to the antenna RP restoration consists in the following: 

The admissible value of the dispersion <?F is found by 
(2) and according to the requirements to the RP deter- 
mination accuracy. 

By giving the relation between errors components er2«*, 
ß'iim, cPrand entered into (2) and stipulated by different 
sources, we determine the admissible contribution of 
every source of errors to the summary value of disper- 
sion c?F. The possibility of a choice of errors different 
sources contribution to the restored RP summary error 
o*F allows to provide optimum measurement conditions 
from the point of view of economic expenses, time 
expenses, etc. In the most simple case the contribution 
of considered sources to the summary dispersion c?F 

can be assumed to be equal. Measurement area sizes 
and the measurement step are found by the relation 
presented in [3] if values c9d, <?um, errand are known. 
And, at last, requirements to dispersions and correla- 
tion radii are to be found basing on the known relation 
between the dispersion c?ra„j and statistical character- 
istics of errors of the measurements. If the correlation 
radii are unknown, requirements to dispersions of 
measurement errors are to be determined when assum- 
ing that correlation radius is of the value corresponding 
to the maximum magnitude of the dispersion. 

Let us consider the methodical example. 

Let it be necessary to restore the linear antenna RP with 
the uniform amplitude distribution in the angular sector 
comprising three first side lobes with the probability 
PF = 0.95 and with the error no more than 25%. In this 
case R0 = 9xl0"2 (the third side lobe level). The equa- 
tion (3) is solved using tables of the Laplacian function 
[5], hence, (V/aF) - 1.96. Since the error value is 
V=0.25R0 than aF = F/1.96 = 1.14xl0"2. Assuming 
contributions of errors components to the summary 
error c?F to be equal, we obtain the following: ad = c%m 

= Grand = 6.5xl0"3. Intervals |AF;,m|, \AFJ{ are to be 
\AF,im\=\AFa\=j3 mim = l.lxlO"2 (this corresponds to 
the relative error \AFJFoF\AFuJFo\ = 2 dB). Measure- 
ment conditions are to be found using known intervals 
\AFj\,\AFiim\, and charts and equations presented in [3]. 
Thus, if the measurement area is placed at the distance 
Z0= 10X from the antenna, than measurement area size 
is D = L+&1, the interval between the near field meas- 
urement points is Ax = 2X and according to this the 
number of measurements is about TV »20. 

Let measurement errors in the neighbor measurement 
points be independent, dispersions of amplitude meas- 

urement errors c?p and phase measurement errors c?9 

be equal. Then the random errors dispersion of the 
amplitude RP restoration is as follows: 

(<J2ß + al)Ax 
'rand 

hence, aß= a9= 2.7xl0~2. That is the phase admissible 
measurement error of the near field amplitude is about 
« 3%, and of phase — «1.5°. Requirements to the accu- 
racy characteristics of the measurement equipment can 
be not so rigid if the measurement step Ax is reduced 
(simultaneously the error component c?d is less) or a 
number of independent measurements of the near field 
are carried out and their results are averaged. 

Errors components of the RP determination cr,,m and ad 

[3] grow up in the case of the aperture antenna charac- 
teristics determination. At the same time requirements 
to the near field measurements accuracy c?ß,c?<p be- 

come less because of e?rand~ ■ 
LxLy 

This method of a choice of the measurement condition 
and the estimation of requirements to the measurement 
equipment accuracy can be used as well in the case 
when requirements to the antenna differeny parameters 
determination accuracy are given. In this case the cor- 
responding proximity criteria of the restored and true 
RP are to be used [1]. 
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ABSTRACT 

Scientific, technical and organization aspects of short- 
ening intercalibration period of space-borne synthetic 
aperture radar (SAR) are considered. In this paper it is 
proposed to use for calibration of SAR antennas 
groundbased antennas of space radio comunicaton, 
radio telescopes, meteo radars, etc. in the additional 
(background) regime at pauses in main work. Recom- 
mendations on integration of calibration means in nets 
of different level are created. 

THE EXTERNAL CALIBRATION 
AND SIZING RESOURCES 

Dynamics of the object's characteristic information 
changing — the radar cross-section (RCS), studied at 
radar Earth remote sensing (RERS) with using space 
synthetic aperture radar (SAR) is determined during 
the intersession analysis (monitoring) of radar images 
(RI) of one and the same terrain site. In this case the 
exact knowledge of the object reflection characteristics 
is required. This is impossible without performing 
external absolute through calibration of the SAR by 
standard calibration point reflectors or natural testing 
sites. The external calibration is required also in cases 
of one-time measurement. On the expert's opinion, it 
should be done as frequently as possible, better before 
each work session. For the absolute calibration of the 
through amplitude characteristic and certification of 
SARs in the dynamic range part the external standards 
of the RCS are need. Usually as the primary standard of 
the RCS there are used passive radar reflectors: Lune- 
berg lenses, spheres, cylinders, trihedral, bihedral cor- 
ner reflectors (CR), dipole, flate [1] and also active 
radar's calibrators (ARC). Passive reflectors can be 
classified as for their complexity of their manufacturing 
in the following way: dipole, plate, corner reflector 
(CR), cylinder, sphere, lens. The last one almost always 
is used as primary standard for calibration of other 
calibrators under laboratory conditions due to its com- 
plication and expansiveness. The plate is simple, but it 
has narrow radiation pattern (RP). This complicates the 
calibration. The RCS of the small sized CR doesn't 
correspond to calculated value and the CR should be 
replaced with spheres or lenses, or possibly, with the 
plates [2.3]. For the high values of the RCS even the 
CR becomes bulky, moreover it concerns sphere or 

lens. ARC overlaps the wide range of values, but they 
operate in one frequency range and require servicing. 

TESTING SITES AND PERIOD 
OF CALIBRATION. PROPOSALS 

The classified primary standard reflectors of different 
design parameters represent the testing site for calibra- 
tion. This testing site is used not only for calibration 
but also for certification of space radars. 

The time interval between the visits to just the same 
testing site is different for different space systems. For 
example, for systems with the geometry of observation 
as at "ERS-1", "ERS-2" it is 35 days. It is too much for 
the intercalibration period. 

Therefore there is the problem of increasing the num- 
ber of testing sites or we have to find another idea. 

The construction of the additional testing site in favour 
of one national space system RERS is economically 
inexpedient, because it leads to rising up of the ex- 
penses for RI, which are already extremely heave. As a 
consequence, there is lack of possibility to carry out the 
external calibration of space radars by the primary 
standard reflectors as often as is needed. This weakens 
the confidence of the radar parameters as well as re- 
duces the precision of measurement of calibration 
wedge steps between sessions. This makes doubtful the 
interpretation of different session radar images (RI) of 
the same "picture" obtained with functioning RERS 
systems. 

Using of natural calibrators, such as Amazon forests 
and deserts, does not solve the problem completely. At 
the same time all over the world (in particular, in 
Ukraine) there are enough points of space radio com- 
munication and radio telescopes with full rotation an- 
tennas of different size (from 1 to 70... 100 m indiame- 
ter). Some of them are occupied only episodically. They 
could undertake additional functions. 

For calibration and certification of SAR of different 
classes one mast have the collection of primary stan- 
dards of wide range of values. For space SAR the time 
of waiting for calibration is to be decreased. That de- 
mands to increase the number of calibration points. In 
this paper it is proposed to use the mentioned above 
antennas as additional calibrators (mini testing sites). 
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The expedience to create calibration net of local, re- 
gional and global levels is analyzed. 

An essential shortening of intercalibration periods of 
the space-borne SAR is possible, when expanding the 
calibration net. Additional points can be created at 
places where full rotation antennas of different pur- 
poses and sizes are located. After simple completion the 
antenna becomes a single standard reflector with high 
or average value of RCS [2], It functions between 
working sessions of the ground based equipment op- 
eration, when the antenna is not used for the main 
purpose it is intended. 

SUBSTANTIATION OF THE SIZING 
RESOURCES INTEGRATION 

The operational system of the external sizing should 
provide the calibration at any time wanted and for any 
trajectory of SAR carrier flight around Earth-orbit 
within the line-of-sight distance from a point, with 
approximate radius of 1000 km. (This value is cor- 
rected in the course of the experimental investigations). 
Hence, the necessity follow of joining separate calibra- 
tors (points) into nets of regional and international 
levels. The main requirement to this joining is the one 
of continuity of chain of windows in work, which are 
necessary for calibration. 

With appearance of a number of such national calibra- 
tion nets (it is better to join them into the international 
one) there'll be possible to calibrate space SAR several 
times a day. This periodicity can not be achieved with 
concentrated testing sites in the customary knowledge. 
The preliminary work for realization of this project is 
lead by us. The difficulties in operating with narrow RP 
make us to use the passive-active schedule of work. 

The range of values of isolated standards of the RCS 
can be from 10 to 80...100-dBm2 [3]. The expected 
error of standard is not worse than it is for ARC. The 
confidence is not worse than the one of passive reflec- 
tors. When using the insession and intersession statisti- 
cal processing of the calibration results, the accuracy of 
the calibration wedge determination can be increased 
[4]. 

INVITATION TO COOPERATION. 
PROSPECTS OF CALNET 

We hope, this project represents interest, because it 
proposes to decrease the range between calibration that 
is desirable for any acting RERS system. We invite 
anyone who is interested to take part in the project 
realization in any form. 

We also hope that any space agencies or oters. related 
to the development, creation, exploitation of the on- 
board RERS systems and with the application of the 
obtained RI will support us in the idea of joining the 
calibrating  resources   into   international   calibration 

network (INTERCALNET) [5]. In future this net can 
be used for receipt and fast delivery of RERS material, 
for example RI to consumers. 
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ABSTRACT 

In this paper, open-ended coaxial probe is studied to 
make nondestructive EM-properties of planar and con- 
vex surface coating material testing. An error analysis 
was performed to investigate the influence of the flange 
diameter and the radius of convex sample variation on 
the reflection coefficient. A cylindrical 2-D FDTD code 
was developed and used for this analysis. It is found 
that the reflection coefficient affected for small radii of 
convex sample. Comparing with the analytical solu- 
tions based on the spectral-domain model, the FDTD 
modeling results of the constitutive parameters e* and 
u* for planar and convex samples were in agree-ment 
with the published data by companies. Results of the 
FDTD simulations and experiments are presented. 

INTRODUCTION 

Open-ended coaxial probes have been investigated by 
many researchers for non-destructive characterization 
of dielectric materials [1-2]. However, most of these 
studies are limited to measuring the complex permit- 
tivity only. In general, the properties of the materials 
such as microwave compound are required to be char- 
acterized by complex permittivity s and permeability JJ.. 

Thus it is necessary to extend the open-ended coaxial 
probe technique to measure s* and \x". Until now, in 
most applications, the use of open-ended coaxial probe 
is restricted to the planar sample testing. But in the 
practical cases, especially on the worksite testing it is 
required to test the curved samples such as convex 
surfaces. Also for in-situ testing of material, it is more 
convenient to use open-ended coaxial probe with finite 
flange. Therefore, numerical techniques can be used for 
modeling the open-ended coaxial probe to obtain mate- 
rial properties iteratively from the measured reflection 
coefficients. Recently, a paper has been published [3] to 
quantify errors on the input reflection coefficient due to 
air gaps between the coaxial probe and the surface of 
the material under test. This paper focuses on quanti- 
fying errors due to air gaps between the coaxial probe 
and convex sample as shown in Fig. 1 (b). For air gaps 
under consideration, the use of the analytical procedure 
is rather difficult. Therefore, errors created by these air 
gaps are analyzed using Finite-Difference Time- 
Domain (FDTD) method. The effect of the flange di- 
ameter on the measurement is investigated. Also, the 

FDTD modeling technique is used to obtain both e* and 
u. of planar and convex surface coating materials. 
Modeling results are compared with the analytical 
solutions based on spectral-domain model and the 
available data recently published by companies to dem- 
onstrate the feasibility of FDTD-method in such prob- 
lems. 

SPECTRAL-DOMAIN MODEL OF THE PROBE 

Admittance: It is not lost generality to consider the 
situation when material under test is coated on metal 
surface as shown in Fig. 1 (a). The inner and outer 
radii of air filled coaxial line are a and b respectively. 
The material under test whose EM properties are char- 
acterized by the relative complex permittivity e and 
permeability \L is assumed to be linear, isotropic and 
homogenous in nature with thickness d. The spectral- 
domain model, which takes into account only the prin- 
cipal TEM mode, is formulated to relate the measured 
reflection coefficient with the EM-properties to be de- 
termined. The obtained normalized admittance model 
is given as follow [2] 

r =■ l-r 
l + r 

flcQs   rcoth(</A/x.2-fc0
2eu) 2 

 rrln 1\      ~    —[Jo(la)-JQ(U)]zdk, ln(6/a)-»o 
X-^X  -fcoeji 

(1) 

where, Y0 is the characteristic admittance of the coaxial 
line, T is the measured reflection coefficient, fc0 is the 
wave number in free space. 

NUMERICAL ANALYSIS OF FDTD MODELING 
To assist in the modeling of the air gaps on the order of 
0.05 mm with the curved surfaces, a cylindrical FDTD 
code is developed to calculate the input reflection coef- 
ficient of finite flange coaxial probe terminated with 
planar and convex samples. The model is 2-D with the 
center of inner conductor forming line of symmetry as 
depicted in Fig. 1 (b). First-order absorbing boundaries 
are placed around the probe to limit the computational 
domain and increase the computational efficiency. The 
singularity in the coordinate system along Z-axis is 
handled with technique described in [4]. Effective aver- 
age values of constitutive parameters are used to calcu- 
late field components at different interfaces. A stair- 
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(a) 

Metal 

Excitation Plane 

(b) 

Fig. 1. Schematic presentation of the coaxial probe, a = inner conductor radius, b = outer conductor inner radius, 
c = outer conductor outer radius with convex sample of radius R. (a) Planar Sample (b) Convex Sample 
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Fig. 2 Fig. 3 

Fig. 2. Comparison of the spectral-domain model and FDTD code results (Teflon) 

Fig. 3. Variation of reflection coefficient of the coaxial probe with convex sample radius 

stepped approximation technique is used to calculate 
field components at curved media between the probe 
and the sample under test. A forward moving toward 
the measurement end TEM wave is launched at the 
excitation plane located inside the coaxial line. Field 
distributions in the sample, air gap and the coaxial 
probe are calculated using Yee procedure [5]. Sampling 
of the fields occurs away from the aperture to avoid 
higher order TM modes excited by the aperture and 
other discontinuities. The reflection coefficient is com- 
puted at the sampling point using technique described 
in [6]. 

RESULTS 
A number of tests were conducted for samples of differ- 
ent lossy materials of planar and convex surfaces to 
determine both e* and u,* using spectral-domain model 
and FDTD-method. Measure-ments corresponding to 
the selected flange diameters and convex radii are per- 
formed using HP-8510B automatic network analyzer at 
10 GHz. Thickness varying method is used to achieve 

the two reflection coefficients required to extract s and 
u* using the admittance model as in equation (1) and 
FDTD technique, s* and u* are obtained by imple- 
menting an algorithm which finds the roots of the error 
functions between the measured and the calculated 
reflection coefficients. To check the accuracy of our 
FDTD code, we first compared the FDTD results with 
the data published in [7] as shown in Fig. 2, where it 
may be seen good agreements between them. It is also 
seen that at lower frequencies, the amplitude of the 
reflection coefficient obtained by FDTD-method is 
slightly longer than unity due to round off error arising 
from the use of absorbing boundary condition. As the 
field in the materials having losses decay much faster, 
the conclusions obtained by considering materials with 
no losses such as Teflon, is the worst case conclusion. 
To quantify the influence of air gaps between the co- 
axial probe and the convex sample, on reflection coeffi- 
cient, different flange diameters and convex sample 
radii are simulated and the results are shown in Fig. 3. 
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Table 1 

Comparison of the calculated s* and )i* for different flange diameters 
(Planar sample) 

Flange 
Diameter Method 

Value 

Sr tan8e "r tanSn 

60 mm Spectral 11.10 -0.021 1.36 0.65 

60mm FDTD 10.63 -0.005 1.29 0.65 

13 mm Spectral 11.53 -0.016 1.24 0.83 

13mm FDTD 10.74 -0.006 1.33 0.64 

Reference [8] 10.40 -0.005 1.35 0.64 

Table 2 

Comparison of the calculated s* and p* for different convex sample radius 
(Flange diameter = 28 mm) 

Convex 
Radius 

Method Value 

Er tan56 Hr tan8n 

100 mm Spectral 13.20 -0.12 1.59 1.10 

100 mm FDTD 14.89 0.023 1.28 1.21 

150 mm Spectral 13.67 -0.01 1.59 1.08 

150 mm FDTD 14.92 0.022 1.26 1.22 

Referen ce [8] 1495 00222 135 122 

The calculated reflection coefficient for the convex 
sample decreases for small radii as compared to the 
measured reflection coefficient of the planar sample, 
which may be due to the nature of convex surface. Also, 
it can be observed from the Fig. 3 that the flange di- 
ameter has negligible effect on the reflection coefficient 
measurement. It is clear from the FDTD results that the 
reflection coefficient is substantially affected for small 
radii of convex sample. To explore the limits of the 
analytical solution based on the spectral-domain model, 
we use the FDTD-method to simulate e* and u* meas- 
urement with open-ended coaxial probe for different 
lossy materials. Again, a series of tests and simulations 
are conducted to obtain both e* and p* simultaneously 
for the planar and convex surfaces samples using co- 
axial probe with its finite dimension of the flange. The 
measured values of s* and p* of planar sample using the 
spectral-domain model and FDTD-method for two 
different flange diameters of the coaxial probe are com- 
pared in Table 1. It is clear that the error in the meas- 
ured values is higher in the case of using spectral- 
domain model compared to the reference data [8]. Also 

the error increases for smaller flange diameter of the 
probe. This error in the measurement is reasonable 
since the assumption of the infinite flange of the probe 
was made. In the FDTD-method, the results for both 
flange diameters agree well with the reference data. 
The small discrepancy between the FDTD results is due 
to using finite flange diameter by which the reflection 
coefficient is higher for the small flange. This could be 
caused by the presence of additional scattering edges 
near the aperture. The measured e* and u* using an- 
other lossy material for two radii of convex sample are 
given in Table 2. Again, it can be an error in measure- 
ment caused by using spectral-domain model and the 
error increases for small radii of convex sample. For 
the FDTD-method, the measured values of 8* and p* are 
agree well with the reference data which may be due to 
geometry being modeled. Despite, the errors in the two 
methods are reasonable since the reflection coefficients 
are affected by the air gaps between the probe and the 
convex sample. But this error is more serious in the 
spectral domain model. The radii of the sample consid- 
ered in the analysis herein represent the worst case. For 
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practical purposes, the radius is larger and accurate 
results can be obtained. For the cases examined, the 
results clearly demonstrate the feasibility of using 
FDTD method for modeling the open-ended coaxial 
probe to determine both s* and \i' of lossy materials. 
The thickness varying method, which makes two re- 
flection coefficients measurement with two samples of 
different thicknesses is not convenient for testing coat- 
ing materials in-situ and errors are introduced in the 
measurement process. Therefore, the technique de- 
scribed in [9] can be used which simplify and speeds up 
the measurement process as well as improves the accu- 
racy. 

CONCLUSION 

In this paper, an error analysis is done to investigate 
the influence of non-uniform air gaps and the flange 
diameter on the EM-properties measurement. Results of 
FDTD modeling and the analytical solutions have 
shown that it is quite difficult to extend the theoretical 
models developed for the flanged open-ended coaxial 
probe to include the effect of finite flange and the 
curved surfaces materials. Therefore, in planar and 
curved surface material testing, using the FDTD- 
method is essential to obtain accurate inversion results. 
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COMPLEX REFLECTIVITY METER IN MICROWAVE PATHS 

L.Y. Bnitskiy, L. V. Sibruk, M. I. Fuzik 

Kyiv international university of civil aviation. 
Kyiv-58, str. Komarova 1. 484-97-45. 

Complex reflectivity characterizes mode of operation of 
a transmission line and enables to evaluate parameters 
of a transmission line load. Therefore methods and 
measurement devices of reflection factor always causes 
the certain interest of the experts working in the field of 
antennas and microwave devices. 

In known methods of reflection factor measurement 
either three - four probes, or rotating probes, or com- 
plex constructive couplers are used. For simplification 
of the measuring device, increasing its reliability and 
accuracy two-probe complex reflectivity meter of is 
designed. (Fig.) 

microwave 
generator 

Fig. Complex reflectivity meter 

The device connected by plugs (P) PI and P2 is in- 
cluded in a microwave path connecting the a micro- 
wave generator with a load. In measuring section of a 
transmission line on distance X/4 from each other there 
are probes (3) 31 and 32. Voltages, measured by these 
probes, by T-bends (T) Tl and T2 are divided in two 
synchro-phase and equal by wave power, which are 
made to ring bridges (KM) KM1 and KM2. In ring 
bridges the distance dab = dbc = dcd = X/4 and the dis- 
tance by an arc 'ad' counter-clockwise is equal dad = 
3X/4, therefore shoulders 'a' and 'c' are mutually untied 
and to them the waves from T-bend outputs P5, P6, and 

P7, P8 are made up. By means of that in shoulders V 
the total waves, and in shoulders 'd' - difference waves 
are derivated. 

If you count coordinate Z from a load up to the probe 
32, voltage on plugs P5 and P6 of the T-bend Tl is 
determined as 

U, £     ^ iß(Z+X/4)+ JJ    ^-iß(Z+XM) 

And on plugs P7 and P8 of the T-bend T2 

ü2 = ünr
pz+ü0r

ißZ, 

(i) 

(2) 
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Un - an amplitude of a falling wave, ß = 2TIA, - a con- 
stant of distribution in a transmission line, X - the 

length of a wave in a microwave path; Ü0 - a complex 

amplitude of a reflected wave. 

Using significance complex reflectivity r = A (. 
expression (1) and (2) can be shown as. 

ü,.ün/^
V4)[i + rr2KZ+V4)] 

u„ „'PZ ri2ßZ 
(3) 

üni
,p^i+r/-""']. 

For the inclusion of measuring section could not cause 
changes to mode of a transmission line operation, its 
length from the plug PI up to the plug P2 is selected 
equal to an integer of half-waves. Therefore distance dl 
and d2 should satisfy to conditions. 

And 

dl = S —+Ä/4 
2 

d2=q—, where s,q e N. 
2 

(4) 

In this connection exp(ißz) = 1 and the expression (3) 
becomes simpler 

and 

Ü, = iUn(l-f) 

Ü2=Ün(l+f) (5) 

The lengths of sections of a line from P5 up to the plug 
P10 of the bridge KM1 and from P7 up to the plug P14 

should be such, that the phase parities of voltage Ü, 

and Ü2 would not be destroyed, then in a shoulder "b1 

(in the plug P10) the total wave is formed which can be 
characterized by voltage: 

Ü;=Ü,+Ü2=Ün[l+i+f(l-i)] (6) 

On the same conditions difference wave in a shoulder 

Ü^=Ü2-Ü,=ÜnIl-i+f(l+i)]. (7) 

To the shoulder 'a' of the second bridge KM2 the volt- 
age Ul (5) is made in the same phase, as to the shoul- 

der 'a' of the bridge KM1. The wave of voltage U2 

acquires additional phase shift 90° in the fixed phase 
shifter connected between the plugs P8 and P9, there- 
fore voltage of a total wave in a shoulder 'b' of the sec- 
ond bridge is 

u;'=i2un (8) 

And the voltage of the difference wave 

Ü2 = i2Ünf = i2Ün kt\ (9) 

All four the voltages (see fig.) come to the detection 
sections with a straight-line characteristic of transfor- 
mation, therefore constant voltage on output clips of 
detectors are: 

Uf = fa(U;) = 4l ka Vl + r2+ 2Tsmq> Un ;   (10) 

U* = f3(U^) = fl k9 Vl + r2-2rsin0>  Un    (11) 

u;=fa(U2) = 2k8rUn; (12) 

uJ=f3(U;') = 2ksUn. (13) 

All these voltages will be transformed to the digital 
form by means of analog-to^digitial converters (ADC). 

In the computing device (B) "B" the magnitude of re- 
flection factor is calculated as the division of volt- 

age U3 (12) to voltage Uj (13). 

r=u3
a/u* (14) 

The parameters 8 and y are calculated 

< Vi + rJ 
+ 2r sincp 

< 4i 

< ^i+r
2 -2T sinp 

u. V2 

(15) 

Values 8 and y are erected in a square and define the 
unit and phase of the reflectivity 

r= VS2 + Y2-I, 

y= arcsin(- 
S2        2 

5 -y 

2V52 + y2-l 
■)• 

(16) 

(17) 

The value T, obtained from the expression (16) is com- 
pared to the value (14) and used for a control measure- 
ment accuracy. 

Main source of errors are the breaks of phase parities, 
instability and disorder of transmission factors of de- 
tectors, the inaccuracies in definition of detected volt- 
age significances. 

For checking of accuracy of operation and calibration 
the measuring section of a transmission line is loaded 
on an agreed load. Here (2 = (2 = 0,5. If output is dis- 
connected (2 = 2, (2 = 0 and if output of section is 
shorted. 
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Let's consider influence of a wave length change on 
accuracy of measurement of the magnitude of reflectiv- 
ity. Let's accept, that the phase shift on 90° is realized 
by passing a wave of the waveguide section of length 
'a', then from the formula (14) with the help of expres- 
sions (8), (9) and (1), (2) we can define the measured 
significance of reflection factor. 

rrad = 
ft (Z+a)+j^-iß (Z+a)_^iß (Z+a)_j^-if! (Z-a) 

$ (Z+a)+rrifJ (Z+a)+^iß (Z+a)+rrip (Z-a) ' 

where rracj - reflectivity from a load. Getting rid of 

identical factors and components, we obtain 

rrad=TO, 

where 

Assume, that the magnitude of reflectivity from a load 
little depends on a length of a wave, we find 

AT 

r 
M(X)AX. 

Using expression (18), we define a comparative error of 
calculation of the magnitude of reflectivity 

ST = JC6(X) (19) 

As it follows from (19) error <5T stipulated by change of 
of the wave length, increases inn times. For example 
the range of frequencies 10 000 MHz error 0,03 is 
possible to ensure the error 0.03 in a bend of frequen- 
cies up to 100 MHz. 

2n   a 
sin( ) 

m=i- .2n a 
'-r— 2%   a 

(18) 

+ Tcos(- -) 
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THE MEASUREMENT OF A POWER FLOW IN TWO-MODE WAVEGUIDE 
WITH USING GALVANOMAGNETIC TRANSDUCERS 

P. V. Ivkin 

National Technical University of Ukraine "Kyiv Politechnical Institute", 
KPI-2110, Peremohy prospect, 252056 Kyiv, Ukraine, 
tel. 441-12-71 

The most widespread method of power measuring in 
multimode waveguide supposes using of multiprobe 
section [1], [2]. Such a section contains gauges of elec- 
trical field in shape of thin wire probes. The probes are 
situated in several reference and measuring sections. It 
is possible to measure amplitudes and phases of wave 
composition with use of such a section. The power of 
each wave is calculated from the obtained amplitudes of 
fields. 

Fig. 1. Situating of gauge on the waveguide's wall 

The method of determination the power of waves in 
two-mode waveguide with using galvanomagnetic 
transducers of microwave power flow on the base of 
ferromagnetic films [3] (later on - galvanomagnetic 
gauges or simply gauges) is presented by us. The prin- 
ciple of galvanomagnetic gauges' operation is in using 
galvanomagnetic phenomenons - magnetic-resistance 
and anomalous Holl's effect. These phenomenons ap- 
pear in ferromagnetic films, operating in the mode of 
ferromagnetic resonance. At that microwave magnetic 
field excites alternative magnetization, that changes 
film's resistance. If in such a medium microwave cur- 
rent of the some frequency flows additionally, than 
converted field arises in the result of parametric detec- 
tion in the volume of film. The mean of this field is 
proportional to a real part of Poynting's vector. 

Thus, the signal from the gauge which is situated on a 
waveguide's wall will be proportional to the real part of 
Poynting's vector of a total electromagnetic field (see 
Fig. 1): 

U = K-Re(nj. (1) 

K — calibration factor of the gauge. The Poynting's 
vector represents product: 

*4 ESXHE (2) 

In the given expression Ei and Hi represent the sums 
of transverse component of all waves, including inci- 
dent and reflected ones. 

Let's write field strengths for the two-mode case, in 
which there are only HJ0 and H20 waves: 

P" ■   -    i.W    .Hn       -,inm7CX   c>t-r°"',z+'^°) bym0 - "I    Wn>0 •■"xn.O    SU1      a 
S 

a 

E"o=J-Wm0-H°m0-sm 
irwtx 

IH
rm0-z+'PnOJ 

(3) 
An     __• TTi.       ■   ""ex    ->(-r..-»+i.i.) 

a 

Ä'1..-j-H1-rtl.«nS«.e^—*•),   m = l,2. 
a 

Here, Wm0 — characteristic impedance of the wave Hm0 

in the waveguide; rm0 — propagation constant of the 
wave Hm0 in the waveguide; Hm0 and cpm0 — amplitude 
and phase of magnetic field strength of the wave Hm0. 
The superscripts n and o denote belonging either to 
incident or to reflected wave, respectively. 

Thus, the multipliers in equation (2) represent values: 

Es = (E^10+E;i0+Ej20+E;20)-y0 

HE = H"IO+H°10+H"2()+H°20  -x0 

(4) 

By substituting these values in (2), and then (2) in (1), 
we shall find, that 

JtX 
sin v U = K-[n,0-si 

„      . , 2nx    „   . 
+ n,„ -sin  +C-sin 

(5) 
.   2nx   .   Jix"\ 
in sin — I. 

a a ) 
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where 

n10 = |-w10.((H^-W), 

n20=^-w20.((H^-(H°j)i 

(6) 

(7) 

The given system is easily solved with the help of com- 
puter. 

It should be noted, that value C represents a combina- 
tion of products of all existing field strengths, and it 
depends on many variables: 

c=- • fc • H?0 • cos((r20 - r10). z+<& - cp"0)- 

- H°o ■ HJO • cos ((r20 - ri0) ■ z + cp°0 - cp°0 )]x 
x(W)0 + W20)+ (8) 

+[H°0 -H^0 -cos((r20 +r10)-z+cp°0 -cp^0)- 

-HJi • H°0 • cos((r20 + ri0).z + cp2°0 - cpr0)]x 
x(W2„-W10)} 

How it is seen from (6) and (7), the components n)0 

and n2o represent absolute value of Poynting's vectors 
of waves Hi0 and H20 separately. These values should be 
determined to us. 

There are three unknown values in the equation (5): 
riio, n2o, and C. Therefore, having defined with a cer- 
tain value of coordinate z, and having arranged three 
gauges in points x;, it is possible to make the system of 
equations: 

c = cfoqaz) (10) 

The computer experiment, in which the dependence of 
nm0 values' determination accuracy on the coordinates 
of gauges and on changing of waves' phases is investi- 
gated, was carried out by us. The magnetic field on 
frequency 4.5 GHz in the rectangular waveguide 72x34 
mm was simulated. The amplitudes of field strengths 
were chosen: 

H^ = Hn
20 = 2■ 1CT3 A/m; H°0 = H°0 = 1103 A/m. 

Longitudinal coordinate z was chosen: 

Bz = 
3-(r20-r10)' 

-0.022 m. 

K..-|nm-sin27CX '- + 

.__ .   2 2%Ki .    2lOii      .    7tXj 
+ n20-sin  L + C-sin L-sin—! 

a a a 
= US, (9) 

It is supposed, that all the calibration factors are equal 
to unit. 

The random values of coordinates Xj were generated 
with the random numbers generator. The phases <pra0 

were also generated on the each set of coordinates. In 
the result, the data array was obtained (Table 1). 

The results of computation are shown in the Table 2. 

i = 1,2,3. 

Table 1 

The coordinates of gauges and the phases of waves 

Xl x2 x3 tfo <Pi°o 920 920 

Jfe M rad 

1 0.008 0.059 0.020 5.218890 0.665913 0.462310 2.605526 

2 0.008 0.059 0.020 3.465766 4.826006 3.557480 4.609133 

3 0.008 0.059 0.020 5.417168 3.605163 1.887281 0.918405 

1 0.056 0.040 0.063 1.138081 5.708012 1.908881 3.833564 

2 0.056 0.040 0.063 1.725076 0.474110 3.786074 6.149724 

3 0.056 0.040 0.063 4.494238 2.183859 3.522023 2.971317 

1 0.006 0.029 0.007 3.403746 4.362166 6.231033 1.896779 

2 0.006 0.029 0.007 5.710009 2.844226 1.195885 4.374097 

3 0.006 0.029 0.007 5.915627 6.083404 5.268354 4.108367 
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Table 2 

Computational values 
of unknowns 

Computational values of the 
gauges' signals 

Values of unknowns, obtained 
from solving the set of equations. 

n10 n20 C Ui u2 u3 n10 n20 C 

Wo Wt/m2 V Wt/m2 

1 0.000638 0.001497 0.002531 0.001119 0.000181 0.003734 0.000640 0.001496 0.002531 

2 0.000638 0.001497 0.001234 0.000865 0.000817 0.002757 0.000635 0.001499 0.001234 

3 0.000638 0.001497 -0.000364 0.000551 0.001599 0.001554 0.000640 0.001496 -0.000364 

1 0.000638 0.001497 0.001896 0.000515 0.000167 0.000326 0.000639 0.001498 0.001898 

2 0.000638 0.001497 0.001538 0.000742 0.000283 0.000422 0.000641 0.001503 0.001549 

3 0.000638 0.001497 -0.001131 0.002437 0.001151 0.001136 0.000639 0.001498 -0.001130 

1 0.000638 0.001497 -0.000512 0.000352 0.000768 0.000500 0.000699 0.001554 -0.000652 

2 0.000638 0.001497 0.003470 0.000869 0.002865 0.001246 0.000888 0.001725 0.002904 

3 0.000638 0.001497 -0.000730 0.000323 0.000653 0.000459 0.000477 0.001350 -0.000366 

As it is seen from the results, the value of Poynting's 
vector (power flow) of each wave does not depend on 
their phases. Furthermore, the results, which are 
founded from the set of equations, are in agreement 
with the computation values. However, there is some 
divergence in the determining of waves' power flow 
under a close arrangement of gauges. This divergence 
is connected only with the computational error. The 
following task of researching will be determining of an 
optimum arrangement of gauges. 
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ABSTRACT 

The results of radioholographic correlational measure- 
ments of the characteristics of several large Russian 
reflector antennas are discussed. Some features are 
considered of measurements with using of signals of 
natural radiosources and geostationary satellites. The 
techniques and results of the measurements on the 64- 
meter antenna at the deep space communicational cen- 
tre "Medvezhy Ozera" near Moscow are detailed sub- 
mitted. These measurements were carried out in 1996- 
1998 with the 4 GHz signals of geostationary satellites 
and discrete radio source Cygnus-A. The form of a 
reflecting surface of the main mirror was restored with 
accuracy about 0.1 mm (rms) and resolution along the 
aperture near of 90 cm. By results of measurements the 
adjustment of mirror system of this antenna was exe- 
cuted. Besides the thermal deformations of a mirror 
caused by daytime solar heating were investigated as 
well as dependence of the mirror form on elevation 
(gravitational deformations). In the report the most of 
experimental results may be demonstrated in the form 
of color maps of field distributions. 

INTRODUCTION 

Nowadays antenna measurements are effectively done 
by some modifications of the holographic method (for 
example, see [1,2]). The correlational radioastronomi- 
cal antenna measurements with extraterrestrial sources 
[3,4] is a variant of the holographic method. Fig. 1 
demonstrates the block-scheme of this method of an- 
tenna measurements. 

TEST ANTENNA 

RESULTS OT MEASUREMENTS: 

APERTURE ILLUMINATION 
REFLECTOR PROFILE 
SUBREFLECTOR POSITION 

REFERENCE 
ANTENNA 

LOW SIDELOBES 

E(x)y)=A(x,y)ei<&(x»y) 
FIELD DISTRIBUTION 

IN APERTURE 
I 

CORRELATIONAL 
RECEIVER 

COMPLEX FAR-FIELD 
PATTERN   ^(u,v) 

OF TEST ANTENNA 
JZ 

FOURIER TRANSFORMATION 

Measurements need the special two-channel correlation 
receiver and also additional reference antenna incorpo- 
rated with tested in small-base interferometer and 
tracking the radiosource. The advantage of a considered 
method above a usual radio astronomical antenna 
measurements is an ability to measure the far-field 
pattern in significantly greater dynamic range, because 
an output signal of the correlational receiver is propor- 
tional to a field strength pattern of the tested antenna. 
This method is also suitable for measurement of phase 
and polarization parameters of the antenna pattern. The 
measurement of complex far-field pattern in a large 
angular region and Fourier transformation of the meas- 
ured data allow to restore a complex field distribution 
in aperture. 

Similar technique was used at several large radiotele- 
scopes for determination and alignment of mirror's 
panels positions and subreflector displacements, for 
example [1,5]. Such measurements with a high degree 
of accuracy require development of the appropriate 
techniques, equipment and software and also careful 
analysis of opportunities and errors [8]. 

The correlation radioastronomical method was devel- 
oped during a number of years in the Nizhny Novgorod 
Radiophysical Research Institute (NTRFI) for antennas 
with mirrors from 7 up to 70 meters. The measure- 
ments were carried out with signals of discrete radio- 
sources, geostationary satellites and Sun in frequency 
ranges from 500 MHz up to 11 GHz. The antennas 
with mirrors from 1 up to 25 m. were used as reference. 
Some results received recently are presented below. 

Fig. 1. Diagram of correlation antenna measurements Fig. 2. Cross section of the 25-meter antenna far-field 
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EXPERIMENTAL RESULTS 

The measurements with discrete radio sources Cygnus 
A and Cassiopeia A were carried out for 25-meter 
tested antenna and 25-meter reference one with a dis- 
tance about 100 meters at the wavelength 10 cm [6]. 
The Fig. 2 demonstrates as an example of far-field 
pattern cross-section of the 25-meter antenna, obtained 
through the correlational measurement method with the 
radio source Cygnus A. 

The measured dynamic range was about 50 dB, while 
in modulational radioastronomical measurements it did 
not exceed 25 dB. 

At the radioholographic measurements with space radio 
sources one should exclude from the data being meas- 
ured an interferometric component, caused by the 
source displacement. We used additional calibrations 
data for determine of size and the orientation of the 
interferometre baseline, after that an amplitude and 
phase distributions in aperture were restored. 

mm 
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m -10 
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Fig. 3. Comparison of TNA-1500 aperture maps 
before and after adjustment 

In 1996-1998 the holographic measurements were 
fulfilled for one of largest Russian fully steerable ra- 
diotelescopes — 64-meter mirror antenna in space 
communication center "Medvezhy Ozera" near Mos- 
cow [7, 8]. 4 GHz signals of geostationary satellites and 

discrete radio source Cygnus-A were used. A reference 
90-cm antenna was installed at the tested mirror near of 
subreflector support. The dynamic range of measure- 
ment was near of 70 dB. High-resolution 90-cm map of 
mirror distortions was restored with use of 4 GHz sat- 
ellites signals. A surface rms deviation was near of 2 
mm. Rms difference of the maps measured under iden- 
tical external conditions was about 0.1 mm. A stability 
of surface form was investigated for this antenna by 
means of comparison of surface maps measured under 
different external conditions. The mirror form depend- 
ence of elevation (gravity deformations) was investi- 
gated with Cygnus-A signal at different source eleva- 
tions. 

With using of the high-resolution map obtained, a par- 
tial adjustment of mirror surface was made for 405 
points with displacement more than 2 mm. Fig. 3 dem- 
onstrates a comparison of mirror maps measured before 
and after partial adjustment. The rms surface deviation 
has made after adjustment about 0.8 mm. As a result of 
this the antenna efficiency at 5-cm band was increased 
from 0.51 to 0.65. 
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INTRODUCTION 

The necessity to create the high accurate antenna sys- 
tems for radio systems and complexes [1] requires to 
provide this sphere of science and engineering with a 
high accurate phase-metering equipment. It's used to 
measure phase characteristics of units and blocks of 
antenna feeding systems, feeds, and antenna in the full 
sense [1-3], and to receive signals (phase radio direc- 
tion finders, monopulse radars), and to control the 
operation (phase antenna arrays) as well. Also it's used 
for periodical attestation of antenna feeding systems. 
The accuracy of the equipment for antenna phase 
measurements has to be a subject of the requirements of 
the national standards [4,5]. These requirements are 
satisfied by methods of phase measurements and ap- 
propriate microwave phase-meters. 

The present paper shows the analysis of errors of the 
proposed wide band, high speed, and accurate micro- 
wave phase-meter (below - a phase-meter) ant its pecu- 
liarities with respect to the analogues. As a prototype 
the phase-meter [6] has been used. The block diagram 
has been calculated in 1991 for the Laboratory of An- 
tennas Systems and Telecommunication (headed by Dr. 
F.Dubrovka) of the National Technical University of 
Ukraine "Kiev Polytechnical Institute". 

BLOCK DIAGRAM 

The block diagram of the phase-meter is shown in 
Fig. 1. It consists of a directional coupler (DC), trans- 
mission line (TL), matched load (ML), probes (P), 
summer (S), detectors (D), differential sections (DS), 
and computer (C). A phase shift (FS) <p is measured 
between signals a and e with amplitudes A, E that ar- 
rive at system input. 

wJML2 TL3 

>> 

31 

SI 
S2 

33 

Dl D2 DS1 

TL2   32          34            MLl^ 
C 

•51                  11 

SI 
S2 

D3 D4 DS2 

L3 
36 38              TL4 _^gdDC 

The phase-meter belongs to a group of multi-probe 
phase-meters. It has diversed microwave channels, 
signal phasing is ensured by DC and diversing the 
probes along TL on X/4 , where X - wavelength in the 
middle of operational frequency band. 

The peculiarity of the method of measurements consists 
in the following. The signals are propagating along TL 
as travelling waves. The phasing is ensured by DC and 
probes placing. The mixed waves are formed in inter- 
probe circuits. Analysing them the informational volt- 
ages are formed 

ul=kAEsinq>, u2=kAEcos(p, (1) 

where k - a coefficient. 

From (1) we pass to 

K3 = tgcp or w4 = c/gxp (2) 

In (2) the functions are sufficiently non-linear. Thus we 
use the intervals 0...+ 1 with lesser non-linearity which 
permit FS measuring over the range of a natural phase 
cycle by measuring cycle intervals /w90° ± 45°, where 
m = 0; 1; 2; 3. For m = 0; 2 the expression (2a) is used, 
and for m = 1; 3 - (2b). These measurements are 
equivalent to each other. To evaluate an indetermined 
form the sign parameters in (1) and quantative ones in 
(2) are used. 

Let consider the errors being characteristic for the cir- 
cuit with diversed channels. 

The standard deviation caused by reflectivity T of ML1, 
ML2, and ML3 can be determined as 

Acpr*1.7r. 

For T = 0.01 Aq>rdoesn't exceed 1°. 

(3) 

The standard deviation caused by isolation / between 
channels, i.e. in DC, can be determined as 

Acpy «1.47T. (4) 

Fig. 1 

For T = 0.01 and / = 0.1...0.03 Acpi doesn't exceed 
0.09...0.03°. In inter-probe circuits better isolation can 
be ensured by using evanescent waveguides [7] or DC. 
The latter permits to improve sensitivity of the meas- 
urements. 

The error caused by signal dephasing in DC can be 
determined according to 

A95 = arctg[sin cp / cos (cp - 8)] - (p. (5) 
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For 8 < 1° in waveguide frequency band error (5) does- 
n't exceed 1°. 

The error caused be a change of SG in directivity G of 
DC can be computed according to 

/ i r        *\ 

AcpSc = arctg 
1+5G/G 

-1 tgy -cp. (6) 

For <5G/G=0.05 the error (6) is 1.4°. 

The analysis of the errors shows that the phase-meter 
can provide a high accuracy of the measurements in a 
wide frequency band. 

DEVELOPMENT OF THE BLOCK DIAGRAM 

Let consider two ways to measure FS in the event of 
number of probes is being reduced. Let assume that 
only probes 1, 2, 5, 6 or 3, 4, 7, 8 are used. The first 
way consists in switching signals a,e. Data is obtained 
during three cycles of measurements. They correspond 
to the mode when: both switches are opened; the first 
one is opened, the second - closed; the first one is 
closed, the second - opened. The experimental investi- 
gations of p-i-n- and mechanical switches have been 
carried out. They provided signal attenuation 50..70 dB 
in a closed state, and have loss 0.2...2 dB depending on 
a switch type. Mechanical switches can provide the 
highest (0.5°... 1°) identity of phase characteristics. A 
corresponding error can be commensurable with the 
ones mentioned above. 

The second way requires the detectors to measure sig- 
nal amplitudes to be placed in TL 1, 2 or TL 2, 3, 4. 
For both methods joint data processing permit the volt- 
ages (1) to be obtained. These methods, as well as 
method based on transformation (1), allow to obtain the 
normalized value (1) 

M3 = sincp, w4 = coscp. 

CHARACTERISTIC LINEARIZATION 

(7) 

To measure quickly changing FS it's expedient to use 
functions with small non-linearity. In [3] it has been 
proposed to compensate the non-linearity peculiar to 
(2) with one of the opposite sign taking place in (7). 
The corresponding functions are 

M5 =/gq> + JVsinq> or w6 = ctg<p + Ncos cp,      (8) 

where N > 0 - parameter being, according to a physical 
sense, a gain. If the components in (8) to represent as 
trigonometric series and to compare terms with corre- 
sponding numbers, it can be noticed that the weight of 
the second (the 3rd order) and other even terms of the 
functions (3) is being reduced with respect to (2). Since 
the parameter N is a varying one, then it's expedient to 
normalize (8). On the proper intervals of the scale 
using of characteristics of the functions (8a) and (8b) is 
identical. Thus below let consider only function (8a). 
The normalized voltage (8a) is 

«7 = (tgcp + N sincp) l(N +1). (9) 

Its non-linearity with respect to u = <p is determined as 

% = 100(fgcp + N sin cp - (N + l)cp) f(N + l)cp,   (10) 

which is a trigonometric series without a linear term. 

There are two main linearization modes. For the first 
one parameter N has been fixed before measuring and 
isn't changed during measurements. For N - 2 in (8a) 
the component of the 3rd order is being excluded; prac- 
tically there is no non-linearity on the scale interval 
+5°, and on the interval ±10° it's less than 0.007%. If 
it's necessary to obtain the minimal non-linearity on the 
interval +45° then N » 2.6 is being chosen. A Table 1 
shows the calculation results for this interval of the 
scale. It's obvious that after linearization is taken place 
the non-linearity does not exceed 0.41 %, and there is 
an advantage in linearity from 13 up to 187 times in 
compensation with (2a). 

Table 1 
Linearization of the phase -meter scale 

Non-linearity 
of the scale 

FS, degrees 

10 20 30 40 45 50 

£(N=0), % 1.03 4.27 10.26 20.19 27.33 36.56 

£(N=2.61» % -0.08 -0.27 -0.41 -0.12 0.39 1.33 

?(N=<r/?(N=2.6) 13.05 15.75 25.3 187 69.8 28.43 

The second mode consists in changing the parameter N 
during measurements. For the ideal case (£ = 0), from 
(10) the following expression can be obtained 

Ar0 = ((P-^9)/(sin(P-<P)- (11) 

A Table 2 shows N0 for the interval of scale 0... ±89°. 

Table 2 
Requirements for N0 

FS, deg. 10 20 30 40 50 

No 2.03 2.12 2.28 2.55 2.99 

FS, deg. 60 70 80 89 

No 3.78 5.41 10.39 100.7 

On the intervals ±50° it's required to change N0 in 
range of 3 dB, i.e. very small variations of the parame- 
ter ensure the full linearization of the characteristic. 
The scale intervals can be expanded by changing the 
parameter on 34 dB. This value can be easily realized. 

The obtained results are true for: 1) the function (8b); 
2) normalization with respect to the straight lines with 
greater rate of change, i.e. u=2<p and u=3<p. This per- 
mits the sensitivity of measurements to be increased. 
The linearization of the scale provides improvement of 
resolution and accuracy of FS measurements in a real 
time, permits to expand scale intervals in comparison 
with (2). 

CLASSIFICATION 

A classification makes it possible to place the described 
phase-meter in a group of multi-probe phase meters, 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



463 

and to place the latter among other groups of micro- 
wave phase-meters. To carry out the classification it's 
expedient to use generalized signs. S the first one it's 
expedient to consider the presence of frequency conver- 
sion and intermediate frequency (IF) value. For such 
approach phase-meters can be divided into ones with IF 
greater than signal frequency and those with IF less 
than signal frequency. The second group is more wide 
spread one. As to criteria of IF value phase-meters 
belonging to this group can be divided into ones with 
IF > 0 and IF = 0. The first variant is ensured by ap- 
plying modulation or heterodyning. In modulation 
phase-meters converting on IF is carried out by various 
types of modulation of one or two signals. These phase- 

meters are divided into two groups: with and without 
filtration of composite signal. Let note that for some 
modulation phase-meters the data about FS is in IF 
voltages, amplitudes of which are (1). For them the 
proposed methods to linearize characteristics can be 
used. In microwave phase-meters with heterodyning 
double heterodyning as well as single and multiple ones 
are used. 

The realization of the second variant is provided with- 
out auxiliary signals. As a reference signal one of the 
signals is used. The multi-probe phase-meters belong to 
this group. Their classification is shown in Table 3. 

Signs, characteristics 

Table 3 
Classification of multi-probe phase-meters 

Peculiarities of methods of measurements 

Variants of method realization 

Waves 

Realization of signs and characteristics 
Providing travelling wave (TW) mode of the signals, their mutual phasing, form- 
ing and analysis of mixed waves (MW) 
Joined channels (one TL), probes and detectors of MW; joined channels (two TL) 
DC, splitter, MW probes and detectors; diversed channels (two TL), TW probes, 
MW probes and detectors; diversed channels (three TL), DC, TW probes, MW 
probes and detectors  

Place of forming 
TW 
MW 
Number of TW probes 
Number of MW probes and detectors 
Number  of TW  amplitude  probes 
detectors 

and 

TW switching 
Probes characteristic 
Probes placement in TL 
Dependence of results on probe angle 
Phasing 90° 
Phasing 0°, 180° 

Informational voltages processing 
Peculiarity of linearization 

TW.MW 

TL 
TL, inter-probe circuits 
No; eight 
Four; two (in a combination with switches or amplitude detectors) 
Two; three 

No; yes 
Electrical; magnetic 
Diversed along TL (electrical, magnetic); in section of TL (magnetic) 
Invariant to the angle (electrical); dependent on angle (magnetic) 
DC; diversing electrical probes; rotation and diversing magnetic probes 
Splitter; double DC; diversing electrical probes along TL; diversing magnetic 
probes or/and their rotation  
Analogous; digital 

Application of linearization 
FS indication 

Non-linearity (2) is compensated by one of the opposite sign (7) 
No; yes 
Analogous (cathode-ray tube, pointer display); digital (indicator, matrix) 

CONCLUSION 

The microwave phase-meter based on DC with diversed 
channels has been proposed and analysed. It preserves 
the advantages of the prototype - wide band and quick 
response. Due to its distinguished peculiarities and 
partially or full linearization of characteristic it permits 
to reduce errors of measurements up to 1..30. 

The system of criteria, which include the ones describ- 
ing the considered phase-meter, has been formulated. 
On their basis the classification of microwave phase- 
meters with respect to IF has been carried out. It shows 
that multi-probe phase-meters belong to the group of 
phase-meters with zero IF. The classification of multi- 
probe phase-meters showing the place of the proposed 
one is presented. The multi-probe phase-meters can 
serve  as  a basis for the further development  of 

waveguide detecting devices of modulation phase- 
meters that expands the sphere of their application. 
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The development and application of phased antenna 
arrays (PAA) require a lot of types of phase character- 
istics to be measured. As a rule large PAA consists of 
thousands and ten thousands of modules. For them 
phase characteristics measurements distinguish by their 
mass character. To carry put these measurements a lot 
of phase meters are used. They belongs to PAA, be- 
cause depending of their purpose, they are he part of 
PAA as its units or (and) devices of PAA complex. 

One of the main characteristics of PAA is a word 
length of phase meters of its modules or PAA word 
length. It is expedient to use this characteristic to 
evaluate the requirements to the accuracy of PAA phase 
meters. As it is known a discrete level of phase shift 
variation in a phase rotator of PAA module is 

,        271 
A=_n     ' 

2P 

and maximal value of phase shift setting error is 

A J.   n 4-A 

(1) 

(2) 

where p - a phase meter word length. 

To ensure the reliability of phase shift measurements it 
is necessary to set more strict requirements to PAA 
phase meter with respect to (2). For this purpose in (2) 
it is necessary to add a coefficient q > 1. Then, the 
formula permitting to evaluate the requirements to 
PAA phase meter accuracy will be the following 

Acpfi 
Acp„ 

■ = +- 
2q 

(3) 

Also it is expedient to take into account the peculiari- 
ties of error adding for units being connected across 
FAR circuits. For example, in modules a branch of a 
splitter, a phase rotator, a matching element and an 
antenna radiator are connected in series; a frequency 
converter can be also included into a module. 

There are several possible variants of modules match- 
ing: each of its devices are matched separately, ac- 
cording to groups or module in whole. The peculiarities 
in (3) can be taken into account with a coefficient of a 
number of measured objects n > 1. The requirements to 
the PAA phase meter accuracy can be determined as 

Acp tm ■ nq '2nq 
(4) 

For estimation calculations let's q = 3, n = 1 (module is 
matched in a whole). Then 

A +
A 

A<Pr„,=±- • (5) 

The calculated requirements to the accuracy of phase 
shift setting in modules and results of measurements 
with the help of PAA phase meters (5) is shown in 
Table 1. 

Table 1 

P, bit 2 3 4 5 6 

2P 4 8 16 32 64 

A, deg. 90 45 22.5 11.2 5.6 

Acpm, deg. 45 22.5 11.2 5.6 2.8 

Acpta, deg. 15 7.5 3.7 1.9 0.9 

A bit 7 8 9 10 

2P 128 256 512 1024 

A, deg. 2.8 1.4 0.7 0.35 

Acpm, deg. 1.4 0.7 0.35 0.18 

Acpm,, deg. 0.5 0.2 0.12 0.06 

For many practical cases PAA are realized with word 
length p = 3, 4, 5. For such PAA the requirements to 
the phase meters accuracy can be easily satisfied. PAA 
with p = 6 are used as well. In literature there are the 
recommendations about purposefulness or using PAA 
with p = 7, 8 in scientific experiments. The require- 
ments to phase meters of these PAA are more difficult 
to realize. The calculations carried out for PAA with 
p = 9, 10 shows a possible perspective concerning the 
requirements the accuracy of PAA phase meters. For 
n > 2 the requirement (4) to the accuracy of PAA 
phase-meters become essentially more strict. 
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CHARACTERISTICS OF ANTENNAS, RECORDING SYSTEMS 
AND PROCESSING ALGORITHMS USED IN THE RADAR SYSTEMS 
FOR MEASURING PROJECTILE MOVEMENT PARAMETERS 
AT THE TIME OF SHOOTING 

S. V. Porshnev 

Nizhny Tagil State Teachers' Training Institute, 
622031 Nizhny Tagil, Krasnogvardeyskaya 57, tel. (3435) 256-433, 
E-mail: ntr20@ntgpi.e-burg.ru 

One of the main problems of experimental ballistics is 
the problem of measuring projectile movement pa- 
rameters (PMP) (movement, velocity, and acceleration) 
at the time of shooting [1-4]. In so doing the developers 
of artillery systems and ammunition are mostly inter- 
ested in the functional time dependence of kinematic 
parameters measured at separate sections of the trajec- 
tory and not their individual values, only in this case it 
is possible to get the complet analysis of the ammuni- 
tion behavior at the time of shooting and to find out the 
reasons of a non-standard functioning emerges. The 
problem of continuous measuring projectile movement 
parameters from the starting point of the projectile 
movements in the barrel and further on the trajectory 
has not been solved to date. Therefore the investiga- 
tions carried out in this direction is aimed at solving 
three independent problems: 

1. Measuring PMP at the internal ballistic stage of 
shooting (the projectile movement in the bore of an 
artillery system barrel). 

2. Measuring PMP at intermediate ballistics stage 
(from the moment when the projectile leaves the 
bore of a barrel till the moment when powder gases 
stop affecting the projectile). 

3. Measuring PMP on the external ballistic trajectory. 

In the practice of proving ground tests microwave CW 
radars are used for solving these problems. Their appli- 
cation is based on the fact that the phase of a radar 
signal (RS) emitted in the radar mixing section, when 
comparing an electromagnetic wave (EW) reflected 
from a moving target and a reference EW, are com- 
pared is determined by its movement, and the frequency 
is determined by velocity. The analysis of their change 
with time makes it possible to determine PMP. 

In order to measure PMP at the internal ballistic stage 
of shooting a radar measuring system "Ariel-7" is used 
[7]. The system consists of a radar, RS amplifying and 
filtering units, an analog-digital converter, a personal 
computer (PC). A horn-lens has the following perform- 
ance data: the lens diameter is equal to 30 cm, the 
beamwidth is equal to 2x2°, the radar operating fre- 
quency is equal to 10.5 GHz, 33.0 GHz, the radiated 
power is equal to 20 mW, the power gain is equal to 

36 dB. An electromagnetic wave is directed into the 
barrel by neans of metal reflector fixed at the barrel at a 
distance of 1+2 m from the front side of the barrel. 
Short duration of the process under study («5-5-20 msec) 
allows us to digitize the analog radar signal and to 
transfer the digitized values of the signal amplitude to 
PC for further processing. If we use the known RS 
phase-to-movement (frequency-to-velocity) ratio [1] the 
time dependence of instantaneous radar signal values 
u(t) can be described in the most general form using 

u(t) = A(t)sinf ^x(t)+S(t)j + £(t) = 

= A(t)sin 
4rc 

jv(c)dT + S(t) 
0 

■5(0. (i) 

where x(t), v(t) are the functions describing time de- 
pendencies of the projectile movement and the projec- 
tile velocity respectively; A(t) is the function describing 
the RS signal amplitude modulation (AM appears due 
to the barrel recoil at the time of shooting and due to 
the gunpowder gases breaking into the space ahead of 
the projectile), t9(t) is a phase noise, %t) — is an addi- 
tive noise. Studying the causes of the phase noise we 
have readed to a conclusion that when there are no 
gunpowder gases in the space ahead of the projectile 
the phase noise value is so insignificant that it can be 
neglected [3-5]. If the gunpowder gases break through, 
either EM waves are fully attenuated ahead of the pro- 
jectile in the gas lock which is a low-temperature 
plasma or phase and amplitude distortions of the signal 
are so significant that the RS processing is impossible. 
It permits us to consider a simpler signal model without 
considering the phase noise. It should be also noted that 
the energy of the additive noise is not great in the case 
when the gunpowder break through. Under these con- 
ditions the signal-to-noise amplitude ratio is typically 
equal to 7.5-10 dB. 

Thus in order to estimate the PMP (movement, velocity 
and acceleration) it is necessary to determine the the 
phase or frequency time dependence on the basis of can 
be reduced instantaneous signal values. From expres- 
sion (1) one cab see that the problem of finding the 
function f(t) to the problem of signal parameter estima- 
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tion and noise filtering [6], which is well known in 
statistical radio engineering. Different statistical meth- 
ods are developed for solving such problems, they make 
it possible to synthesize optimal and asymptotically 
optimal algorithms of signal parameters estimating [7]. 
However, the RS which we considered by us and the 
problem of its parameters estimating are not typical for 
the "classical" radar, since we have to estimate the 
parameters of the signal whose frequency varies from 
0 Hz to 100*300 KHz by a non-linear law during 
«10 msec at the shooting time, and our task is to use 
one signal only. The indicated reasons despute for the 
applicability of the well-know signal processing algo- 
rithms for solving the formulated problem, and these 
reasons determine the necessity of developing some 
new RS processing algorithms which do not use statis- 
tical methods. However, if we do not apply statistical 
methods of estimating it will be impossible to prove 
rigorously that these algorithms are optimal. So in 
order to prove the applicability of the processing algo- 
rithms and to estimate their accuracy it is quite natural 
to use an approach which is based on the processing of 
signals with the known time and frequency responses. 
Since there are no analog frequency-modulated signals 
whose frequencies vary like the obtained RS signal if 
the problems of measuring PMP in the barrel has been 
solved, the RS model has been developed in [8]. The 
model developed allowed it possible to develop and 
estimate frequency and time responses of the RS whose 
results were used the processing algorithms and to 
estimate their accuracy [9]. It has been found out that 
the least error of the PMP measuring was provided by 
an algorithm based on the concept of "the instant fre- 
quency of an analytical signal" [10] (the measured 
movement values exhibit the following errors: in the 
velocity range 04-30 m/sec - 2.5%, 30*50 m/sec - 
0.28%, 50+100 m/sec - 0.1%, > 100 m/sec - 0.02%, 
and the measured velocity values exhibit the following 
errors: in the velocity range 0+30 m/sec - 15%, 
30-50 m/sec — 1.4%, >100 m/sec - 0.1%). 

PMP measuring on the external ballistic trajectory is 
performed by a radar station "Luch-83" [11]. The radar 
station consists of a radar, an analog tracking filter and 
an RS processing unit. The performance data of the 
radar antenna (of revoloution paraboloid) are the fol- 
lowing: the reflecting surface diameter is equal to 1 m, 
the beamwidth is equal to 2x2°, the radar operating 
frequency is equal to 10.5 GHz, the radiated power is 
equal to 600 mW, the power gain is equal to 36 dB. 
The external ballistic radar system "Luch-83" is based 
on the signal analysis method depending on measuring 
time intervals, which corresponds to the passage of the 
measure base of a certain length. Since one period of 
RS corresponds to the projectile movement by X/2 (X is 
the length of the probing electromagnetic wave), the 
number of RS periods counted by the number of pas- 
sages of the signal through the zero level in the proc- 

essing unit is a measure of the distance covered by the 
projectile. Timing of the passages through the measur- 
ing base allows to form a table time dependence of the 
projectile movement and to determine the velocity and 
the function of the projectile head resistance further 
differentiation and the least-squares smoothing. 

We conclude that the method of RS analysis realized in 
the external ballistic stations has several obvious draw- 
backs, the main ones are the following: 1) impossibility 
of determining the values of kinematic characteristics 
inside the measuring base; 2) piecewise approximation 
of the projectile movement law (it means the equality of 
the value of the projectile average velocity on the meas- 
uring base and the value of the real velocity which is 
correct when the base length is shorter than 1 m only); 
3) impossibility of selecting multiple targets (which is 
quite actual in measuring kinematic characteristics of 
rocket launcher projectiles and separating ammuni- 
tion); 4) impossibility of using up-to-date methods of 
signal processing. 

 3 

3 

Fig. 1. The dependency of the APHCP components 
velocity on the external ballistic trajectory. (The digital 
processing method: 1 - the core, 3,4 - the sectors; the 
number of RS periods counting method: 2 - the core) 

In order to get rid of the above-listed drawbacks we 
suggeste to registere the signals in a digital form and 
to apply the method of instant spectrum RS processing 
[12]. The proofs that the RS digital registration and 
that the new RS processing methods work were ob- 
tained we have measure the movement parameters of 
an armour-piercing hard-core projectile (APHCP) for a 
tank cannon D-81 (caliber 125 mm). This choice was 
determined by the following circumstances: 1) by the 
practical coincidence of the projectile trajectory velocity 
and the projectile radial velocity, and the relatively 
short flight time (»1.2 sec); 2) by the presence of the 
APHCP sectors besides the core in the radar pattern 
(namely RS is analogous to the signal received in the 
case of measuring movement parameters of multiple 
targets). The results of the RS processing are presented 
in Fig. 1. Analysis of the presented results shows: 

1.   The projectile movements velocity measuring in 
the case of digital registration and RS processing 
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starts at more high movement velocities (that is 
nearer to the front side of the barrel) - 
1767.4 m/sec, as it using when a standard registra- 
tion method 1725.0 m/sec. 

2. The projectile tracking is carried out up to the 
velocities 1350 m/sec (1489 m/sec - in the case of 
a standard registration method). 

The efficiency of the digital registration and RS proc- 
essing have been confirmed when the movement pa- 
rameters of other types of ammunition were measured, 
and in particular when of high-explosive projectiles and 
passive and active rockets were used. 

In order to carry out continuous measuring of the pro- 
jectile movement parameters at the initial stage of 
shooting (the PMP measuring in the barrel and in the 
aftereffect period) we proposed a measuring technique 
which is a combination of the above-described radar 
measuring methods [13]. The standard radar applied to 
used in the PMP measuring in the barrel was replaced 
by the radar which is a part of an external ballistic 
radar station. A metal screen 3x3 m was used as a 
metal reflector directing the wave into the barrel. The 
distance from the front side of the barrel to the screen 
was 50-70 m, from the radar to the screen « 8-10 m. 
An algorithm based on the property of the RS instant 
spectrum was used for the RS processing. The algo- 
rithm development of an RS proceeding and the error 
estimation have been carried out in [14]. For the first 
time in the practice of experimental ballistics, the use 
of this measuring technique allowed to pursue: 

• an investigation of characteristic movement prop- 
erties of the projectiles with separating and non- 
separating parts at the intermediate ballistics stage 
and to establish the dependence of the aftereffect 
period length and the velocity increment value of 
the projectile after its leaving the bore of a barrel 
on the mass of the powder charge for different 
types of projectiles [15]. 

• an investigation of the APHCP component parts 
movement on the initial section of the external 
ballistic trajectory and to time determine the de- 
pendence of the projectile movement kinematic 
characteristics at the initial of shooting (move- 
ment, velocity) and the movement dependence 
(velocity), and also to obtain the estimates of the 
parameters characterizing the properties of the 
projectile movement at the initial stage of shooting: 
the time of the projectile movement in the barrel, 
the front side velocity, the maximum projectile 
velocity at the time of shooting, the aftereffect pe- 
riod length, the time from the moment the projec- 
tile leaves the bore of a barrel up to the moment of 
its separating into component parts, the corre- 
sponding trajectory section length [16]. 
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The paper being of a review nature considers a complex 
of problems connected with the influence of random 
errors in the near field measurements on the antenna 
characteristics restoration precision. 

It should be noted that in the general case the errors of 
the antenna parameters definition (restoration) by the 
field measurements in the near zone can be divided into 
three groups: methodical, instrumental and processing 
errors. One can single out systematic and random ones 
in every group. 

Methodical and processing errors will not exceed ad- 
missible values with a correct choice of measurement 
conditions (the domain size and measurement step). 
Then the instrumental errors will mainly influence on 
the radiation pattern (RP) restoration accuracy. 

Practically all elements involved in the process of the 
near field measurement, i.e. generators, antenna signal 
and reference signal transmission lines, amplitude- 
phase meters, mechanisms realizing mutual movement 
of the probe and the antenna, extraneous radiation 
sources, ambient objects etc., are the sources of the 
instrumental errors. 

Selecting the measuring circuit elements with appro- 
priate characteristics it is possible to ensure negligible 
small values of the systematic errors. 

We have a completely different situation in the case of 
measurements' random errors. The possibilities to de- 
crease them are limited. 

Therefore the analysis of influence of the measure- 
ments' random errors in the near zone on the antenna 
parameters restoration errors is a highly important 
problem. The statistical antenna theory [1,2] provides 
the foundation for similar investigations. 

Using this theory it is possible to estimate the potential 
of the available equipment for the antenna parameters 
restoration when measuring the field in the near zone, 
advisable fields of its application, to formulate re- 
quirements to the equipment for the near field meas- 
urements of the antennas under investigation and rec- 
ommendations how to decrease the errors in the near 
zone methods. 

The paper presents the foundations of the statistical 
theory of antenna measurements (STAM) which can be 
regarded as one of the general statistical antenna theory 
(SAT) aspects. 

The STAM problems classification is considered and 
the tests of proximity of the restored RP and the true 
one are introduced. 

It is noted that in accordance with the aims of the an- 
tenna measurements, the chosen method of these meas- 
urements, the equipment being used (in particular, 
whether it is an autonomous one or it is an element of a 
device), time allotted for measurements, whether the 
measurements are being carried out during the antenna 
development or in the process of its operation etc., the 
problems of antenna measurements can be formulated 
in a variety of fashions. Nevertheless, it is convenient to 
divide all these problems into two groups depending on 
whether we have to deal with the application of the 
available measuring equipment with known precision 
characteristics or these equipment should be developed. 
These groups of problems represent direct and inverse 
ones of the statistical theory of antenna measurements 
(STAM) [2]. 

The direct STAM problem is aimed at defining the 
available equipment capability to measure one or an- 
other antenna parameters, i.e. to define the area of the 
available equipment application. 

The goal of the inverse STAM problem is defining the 
ways of creating the measuring equipment (with one or 
another measurement method) allowing to measure the 
desired antenna parameters with a given precision. 

Both the direct and the inverse STAM problems can be 
divided into the internal and external problems. 

The direct internal STAM problem consists in deter- 
mining sources (mechanisms) of random errors of the 
field measurements in the near zone, inherent in the 
method being studied and the equipment being used, 
and in estimating these errors statistics, i.e. in finding 
their correlation functions or, as a minimum, errors' 
dispersions and correlation radii. 

Random errors of the measuring equipment can be 
found, in particular, comparing the results of field 
measurements, obtained with this equipment, with the 
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results of the same field measurements, obtained with 
the high-precise equipment. One can also use a cali- 
brated field for these purposes. 

The direct external ST AM problem is being formulated 
as follows: there are the measuring means with the 
known (found as a result of the internal problem solu- 
tion) errors characteristics, it is necessary to define 
what type of the RP and in what angles sector one can 
measure (restore) it with the given precision using the 
measuring means data. 

The inverse external STAM problem consists in finding 
the measuring equipment tolerated errors allowing to 
ensure the given precision of the antenna characteris- 
tics restoration in a definite angular sector. The given 
problem should be solved for a set of typical nominal 
(non-disturbed) amplitude-phase distributions (APD) 
which are assumed to be known when developing the 
equipment. 

The inverse internal STAM problem consists in pro- 
viding the equipment being developed with the total 
measurement errors non-exceeding the admissible ones 
(found as a result of the inverse external problem). 

It should be noted that when solving the inverse exter- 
nal problem it is necessary to be aware of the following. 

Any measuring circuit has a number of mechanisms of 
amplitude and phase errors in near field measuring. 
Amplitude and phase errors exert different action on 
the antenna parameters. Furthermore, every of the 
mechanisms is characterized by its own errors' disper- 
sions and correlation radii. With the given errors dis- 
persion their action on the antenna characteristics de- 
pends significantly on their correlation radius value. 
That is why, when solving the inverse internal problem, 
it is necessary to determine the range of tolerable values 
of dispersion and correlation radii of the amplitude and 
phase errors Vto\ where the given precision in definition 
of the antenna desired characteristics is ensured. 
Knowing this range and taking into account that differ- 
ent mechanisms of errors bring different contribution 
into statistical characteristics of the RP being restored 
and the "action" on every of the mechanisms (their 
controlling) is achieved by various ways, one should 
formulate appropriate requirements for the concrete 
elements of the measuring circuit. 

In the general case the inverse STAM problem solution 
in the above statement present great difficulties. At 
present to solve the inverse external problems a simpli- 
fied approach based on a set of results of the direct 
external STAM problems solution with a partial "a 
priori" information on the statistics of the equipment 
being developed (correlation coefficients form, relations 
of errors' dispersions and correlation radii for different 
mechanisms of their origin) is commonly used. 

The question of the restored and the true RP "proximity 
criterion" is significant when solving the direct and 
inverse STAM problems. 

When choosing the "proximity criterion" the following 
approaches are typical ones: 

- comparison of the true and restored mean power RP 
[3]; 

- comparison of the true amplitude RP and the possible 
scattering of the restored RP in separate angular direc- 
tions ("local" criterion) [4]; 

- comparison of the true amplitude RP and the possible 
scattering of the restored RP as a function in a definite 
angular sector ("integral" criterion) [5]. 

Depending on the chosen proximity criterion the direct 
and inverse STAM problems are formulated in a differ- 
ent manner. 

When applying the first approach, the direct external 
STAM problem consists in defining to what extent the 
true power RP (its envelope) will differ from the re- 
stored mean power RP when using the given equip- 
ment. In this case the inverse external problem consists 
in formulating requirements to precision of the equip- 
ment being developed, the restored mean power RP is 
sufficiently close to the true one if these requirements 
are met. An obvious shortage of the first criterion con- 
sists in the necessity to find the mean RP, i.e. a long 
time of the RP measuring. Often there is no this time 
and the judgment on the true RP should be formed on 
the basis of the examination of one (or several) of the 
restored RP realizations. In this case one should follow 
the local or integral criteria. 

The local criterion of proximity in the direct external 
STAM problem solution is the probability P^ that in 
one or another angular direction \yk the true value of 
the amplitude RP is in the given confidence interval 
relative to the restored (with the available equipment) 
RP value R(\\i0. The inverse external STAM problem, 
when using the local criterion of proximity, consists in 
formulating such requirements to the equipment that in 
meeting them in a definite angular direction \\ik the 
difference of the restored PR R(\\i/J from its true value 
Rofyk) with the given probability Pa is in the given 
limits. The direction corresponding to the maximum of 
k-th side lobe is more often chosen as \\>k direction. 
Application of the local criterion is a step forward as 
compared to the one using the mean power RP, since 
here the true RP is evaluated to a certain extent by its 
separate realization. 

A shortage of the local criterion consists in the fact that 
the true RP is estimated only in separate directions. 

The integral criterion of proximity enables to conclude 
about the true RP in the whole angular sector, when 
analysing a separate restored RP realization. In this 
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case the direct external STAM problem consists in 
defining to what extent the antenna RP envelope R<>(y) 
is close in the desired angular sector Q to the envelope 
R(y) of a separate RP realization restored with the 
available equipment. The information to be found is 
given as the confidence region plotted around the en- 
velope of the restored RP. The integral criterion of 
proximity is characterized by the probability PRa>nf that 
the envelope of the true RP is "covered" by the confi- 
dence region. The aim of the inverse STAM problem, 
when using the integral criterion, is to formulate such 
requirements to the equipment that meeting them the 
envelope of the restored RP R(y) in the desired angular 
sector D. should be with a prescribed probability in the 
given region relative to the true RP R0(y). In the SAT 
this probability is named as the difference functional 
distribution of the RP Pm/ [5]. 

Difference in formulations of the direct and inverse 
STAM problems with different criteria of proximity of 
the restored and true RPs leads to different results of 
these problems solutions, i.e. the estimates of the meas- 
uring equipment capabilities or the requirements im- 
posed on it are different. The question as for what crite- 
rion of proximity is to be chosen, should be solved by a 
user or a designer of the measuring equipment de- 
pending on the following: the aims of the antenna 
measurements; time alotted for them; whether meas- 
urements are carried out while developing antenna or 
its operating (control); either it is of need to know the 
nature of the whole antenna RP or its possible radiation 
in separate directions; reasonable cost of the equipment 
being developed, etc. 

Depending on the chosen criterion of proximity the 
results of the SAT, concerning either the mean power 
RP calculations, or the ones of the RP fluctuations in 
separate directions \\ik, or those of the whole RP fluc- 
tuations (its distribution functionals), should be used 
when solving the STAM problems. 

Note that in dependence on the version of the method 
for defining the antenna characteristics in the near zone 
(whether amplitude and phase of the near field or its 
quadrature components are being measured; the surface 
shapes, where the field values are being measured, etc) 
the statistical theory of the antenna parameters meas- 
urement has these or those peculiarities. But the gen- 
eral approach to the STAM problems solution remains 
the same for all versions of the method. 

The paper successively presents the STAM foundations 
for the case when the amplitude and phase of the field 
on the antenna plane aperture is being measured. The 
results of calculating the restored RP statistical charac- 
teristics, the mean power RP, the RP fluctuations, the 
RP correlation characteristics are given. The basic 
attention in the report is paid to the consideration of the 
normalized RPs and their fluctuations. It is stipulated 
by that when restoring RP it is of especial interest to 

evaluate a level of their sidelobe radiation, which might 
be estimated only when studying normalized RPs. 
Methods for the direct and inverse STAM problems 
solution are set forth. Formulae and figures illustrating 
results of the external problems solution are given. 

Results features when measuring the near field on the 
cylindrical surface enveloping the antenna and on the 
plane surface in the Fresnel zone are given. It is shown, 
in particular, that measuring a near field in the Fresnel 
zone the correlation of fluctuations in symmetrical 
(with respect to a main maximum) angular directions 
depend on a position of the measurements area. It leads 
to that when registering a near field in the Fresnel 
zone, the requirements to measuring means will differ 
from the ones for the case of the measurement of a field 
in an antenna aperture. 

Further, statistical aspects of the near zone methods 
when measuring not the antenna RP but its parameters, 
i.e. the RP width, the main maximum direction etc., are 
considered. It is noted that the requirements to the 
measuring equipment in these cases are less strict. 

In conclusion the urgent directions of the STAM devel- 
opment are formulated. 
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The application of multireflectors electromagnetic 
systems in devices of millimeter region and in antenna 
techniques is known. 

Here are presented the results of investigation in milli- 
meter waveband of resonance systems, comprising in 
series located and diffractionally coupled 4-8 reflector 
open resonators with spherical, cylindrical and circled 
reflectors. 

These systems are performed as two blocks, where a 
chain of in series located reflectors was made mechani- 
cally. The coupling with outer devices is made by 
means of circular holes in reflectors. One of the OR 
was excited with the help of generator, and the signal 
was directed to the analysing devices, through the 
similar hole of one of the neighbouring coupled OR. 

For the investigations an automatic complex was used 
[1]. It allowed to study the spectrum of the excited 
oscillation types of fields distribution in millimeter 
range, to measure Q-factor using a computer. The com- 
plex of devices comprised: a millimeter waveband gen- 
erator, microwave detector, oscillograph, digital volt- 
meter and elements of automatization: personal 
computer, 2 outside controllers, digital-to-analog con- 
verter, 2 step-by-step motors. The signal is transmitted 
through the connecting waveguide and through the 
other connecting elements to the resonator system. 

This signal is detected, amplified and comes to the 
outside controllers: to the PC and oscillograph simulta- 
neously. It is transmitted to the oscillograph in order to 
control voltage. The transmission coefficient is defined 
by the changes of voltage. 

One of the reflector blocks of the system under investi- 
gation is immovably mounted on the optical bench, the 
other reflector block is located on the table with mi- 
crometric serves, that is fastened on the optical bench. 
Transferring of this reflector block is made with the 
help of the step-by-step motor, controlled by computer. 

The excited oscillation types distribution can be studied 
placing a sample body into the resonance volume of the 
system under investigation and replacing it with the 
help of another step-by-step motor. The analysis of the 
transmission coefficient allows to account Q-factor by 
knowing the width of the resonance curve. The fre- 
quency sweep is carried out also using IBM PC. 

The spectrum of the OR with circular reflectors is con- 
sequence of types of oscillation, excited while changing 
the distance (X) between reflector blocks. It was rared 
very fast with increasing L and when L > 3X, it was the 
only one across oscillation type excited. 

An effective excitation of the circular OR system was 
achieved in a very small interval of variation of the 
distance between reflectors. 

Q-factor of this system was decreasing with L increas- 
ing; the maximum value of Q-factor was: 2-102. 

Coupled OR with cylindrical reflectors were investi- 
gated for the symmetrical geometry (both reflectors of 
the OR are cylindrical) and for the semi-cylindrical 
geometry (one of the reflectors was flat). The spectrum 
of such a coupled OR, consisted from 3-5 semicylindri- 
cal OR included, as a rule, three or more oscillation 
types. 

The investigations of field distribution along the axis of 
the system have shown that the oscillation types with 
several field maxima in the region of one cylindrical 
reflector are excited. 

Q-factor was equal to 2-102. Coupled ORs with sym- 
metrical reflectors were effectively excited only when L 
> R (R is the radius of the reflectors); the spectrum of 
these OR is thick enough, Q-factor~102. 

Coupled OR with spherical reflectors were investigated 
with consecutive increasing of the exciting ORs num- 
ber: at first a single OR was studied, then two-OR sys- 
tem and so on [2]. 

The spectrum of the single OR with short distances 
between reflectors consisted of 6-8 oscillation types; Q- 
factor was 5-103. With the increasing of ORs number, 
the distance between reflectors at which the system 
could be effectively excited was decreasing; Q-factor 
was also decreasing. 

While studying a spectrum of the system under condi- 
tion of changing a distance between reflector blocks at 
fixed excitation frequency, as a rule, an equidistance of 
excited oscillation types was found (Fig. 1). 

Changing the distance between reflectors, we succeded 
in the excitation of four-five cell system with exciting 
area near concentric geometry of resonators. 
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Spectrum of the investigated system for excitation of 
three coupled ORs at fixed distance between reflector 
edges (L = 1 mm) (the signal was taken from the 3rd 
resonator) is presented in Fig. 2. Such a system have 
shown a rather rare spectrum. Factor Q of individual 
oscillation types reached a value of 5-102. The hole size 
did not allow the system to excite at frequencies of less 
than 63 GHz. 

A/A 

L,mm 

Fig. 1. Dependence of the transmission coefficient 
on distance between resonators 

A/A 

I II uLJI f,GHz 

60 64 68 72 76 

Fig. 2. Dependence of the transmission coefficient 
on the frequency 

0.05 

Using solutions to parabolic equation for several oscil- 
lation types, let us estimate possible values of the 
transmission coefficient for two diffractionally coupled 
ORs with spherical reflectors at fixed reflector aperture 
and different beam width. 

Consider the simplest model of interaction between two 
identical spherical OR with parallel optical axes and 
which reflectors touching each other by edges. Assume, 
we know type field distribution on the first OR reflector 
and out of its limits for corresponding oscillation. For 
this purpose let us use well known analytical solutions 
to a problem of self oscillations of OR with spherical 
reflectors, expressed in terms of Gauss-Lagger's poly- 
nomials [3]. 

The results, obtained for several lowest oscillation types 
are presented in Fig. 3 (the transmission coefficient 
versus Q -factor plot). 

From Fig. 3 it is clear, that the increase of transmission 
coefficient is accompanied by the fast decrease of Q- 
factor, and asymmetric oscillations excitation (particu- 
larly for lOq oscillation) is traded off for effective 
power flow from one OR to another. 

The numerical model has confirmed the supposition 
about the predominant excitation of highest and asym- 
metrycal oscillation types in such a system, as has been 
shown by the results of experiment. 

The experimental results have show effectiveness of 
functioning of diffractionally coupled two-reflector ORs 
with spherical reflector systems near a concentric ge- 
ometry. 
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INTRODUCTION 

Fast developments in the field of wireless mobile com- 
munications increase the demand for novel antennas 
and MMC RF front end circuitry addressing the re- 
quirements of compactness, efficiency, and low cost. 
Recently, the active integrated antenna (AIA) approach 
became one of the most promising innovative designs 
in minimizing of interconnects and power consumption 
as well as increasing the efficiency of RF amplifiers 
[1-3]. Unlike the conventional configuration of re- 
ceiver/transmitter front ends where the antenna and 
active circuit are separate components, their tight inte- 
gration in AIA systems makes also possible the reali- 
zation of broadband performance including efficient 
high-harmonics tuning [4]. Here we present a compact 
AIA receiver front end as a candidate for applications 
in the third-generation mobile communications hand- 
sets. 

Size reduction becomes a key issue in designing an- 
tenna elements for integrated wireless handheld termi- 
nals, however the choice of dielectric rod helical an- 
tenna provides quite compact configuration of AIA 
amplifier. Because of direct integration of amplifier 
circuit and antenna in AIA approach, proper imped- 
ance matching proves to be a major condition for in- 
creasing the gain and minimizing the system's noise. 
The design and simulation of low-noise amplifier 
(LNA) for integrated receiver front end is presented 
and the measured results of AIA radiation pattern are 
demonstrated in this study. 

AIA AMPLIFIER CONFIGURATION 

Typical block diagram of AIA receiver front end is 
depicted in Fig.l. Unlike the conventional design 
where an antenna and receiver amplifier are separated 
by a standard 50 Ohm transmission line and intercon- 
nects, in AIA approach an antenna is directly attached 
to the input of amplifier circuit. It results in obviously 
much more compact design and smaller losses as well 
as increases the operational bandwidth, that are re- 
quired in modern high-performance communication 
systems. One of the main challenges in realizing AIA 
design is the effective impedance matching of antenna 
element and amplifier depending on the antenna type 
used. Spiral helical antenna is characterized by com- 
plex input impedance with its high imaginary part at 

the design frequency of 2.1 GHz. Because of impor- 
tance of both gain impedance matching, which provides 
the maximum gain of AIA device, and noise figure 
(NF) minimum impedance matching, which minimizes 
the NF value, an amplifier has to be designed according 
to the impedance characteristics of antenna used. 
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Fig. 1. Block diagram of AIA amplifier front end 

AMPLIFIER DESIGN 

As is well known, the condition of perfect gain imped- 
ance matching as applied to AIA device is expressed by 

Jant' (1) 

where Sn=ReSn+ilmSn is the reflection coeffi- 
cient of an amplifier at its input port while 
Zant = ReZant+iImZant is the normalized input im- 
pedance of an antenna. The relation (1) simply implies 
that ReSj! =ReZa„, and ImSn = -ImZa„, are the 
conditions that result in obtaining the maximum gain 
of AIA amplifier front end. Fig. 2 shows the input 
measured impedance of helical antenna made by rec- 
tangular dielectric rod sized 2.0x2.0x4.1 mm with 
er = 4. 

In designing the low noise active systems, on the other 
hand, the noise reduction and NF matching become 
very important issue [7]. In an ideal case for AIA sys- 
tem, the minimum NF is observed when the antenna 
input impedance is equal, or at least close, to the so- 
called active device NF minimum impedance Z^p 

looking back into the input of an amplifier 

%ant + 2input ~ %NF (2) 
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Measured 
Helical Antenna 
Impedance 

2.11GHz 

2.13GHz 

Measured 
HEMT NF min 
Impedance at 2.2GHz 

a 
Fig. 2. Configuration of helical antenna and its input impedance 

Nevertheless, the condition (2) is often difficult to re- 
alize since the NF minimum impedance is a given 
specification parameter of an active device while an- 
tenna impedance is defined by the required radiation 
characteristics of antenna. To remedy this, an input 
circuit can be tuned to change Zinput, i.e. to shift the 

left-hand side of (2) closer to the NF minimum imped- 
ance. However, it may simultaneously lead to the 
change of Sn value and, therefore, to an undesired 
amplifier gain degradation. It should be noted that a 
small NF mismatch does not essentially affect the sys- 
tem performance while the maximizing of receiver 
front-end gain is considered as the main design factor. 

Mitsubishi Electric's high electron mobility transistor 
(HEMT) MGF4919G has been selected as a device 
providing the very low NF, 0.5 dB. The modeling of 
amplifier has been done using the Hewlett Packard's 
Libra circuit simulator. As a result, the stability factor 
of amplifier has been obtained as K > 2.0, which satis- 
fies the critical condition Kmin =1.0 over the entire 
frequency band from 0 to 4.5 GHz. Simulation results 
have shown the amplifier gain | S2\ |= 8.5 dB at 
/ = 2.1 GHz. 

Tuning of the amplifier's input circuit has been carried 
out in matching the amplifier input impedance, i.e. 
adjusting its S-parameter Sn to the value close to a 
complex conjugate of the antenna input impedance 
Zant at the design frequency shown in Fig. 2. Then, the 

output circuit of amplifier has been designed to provide 
standard 50 Q match, so that the simulation of S22 

parameter shows that the output impedance of LNA is 
equal to 50 Q. 

The amplifier has been assembled as a single layer 
substrate with dimensions 10.3x6.0 mm. To test the 
performance of the LNA without antenna, we have 
measured its S-parameters on HP 8510 network ana- 

lyzer and compared the experimental data with those of 
simulation. The obtained simulation and experimental 
results are presented in Fig. 3. The deep minimum of 
S22 parameter corresponds to the design frequency of 

2.1 GHz of AIA amplifier. The results show good 
agreement between simulation and measured data, 
which confirms the design procedure. We have also 
tested the matching properties of amplifier's input cir- 
cuit attached to the antenna used. Frequency depend- 
ence of measured reflection coefficient of helical an- 
tenna with LNA input circuit is consistent with the 
design requirement. 

2 3 

Frequency, IGHz] 

Fig. 3. Measured and simulated S-parameters of LNA 

Finally, the radiation characteristics of AIA receiver 
have been obtained by measuring the radiation patterns 
of helical antenna attached to the LNA. Length sensi- 
tivity of a small spiral antenna has been experimentally 
proved. Typically, the longer the helix, the lower the 
resonant frequency of antenna becomes. As an exam- 
ple, Fig. 4 shows the pattern functions at 2.04 GHz 
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measured in the plane perpendicular to the axis of he- 
lix. The decrease of pattern level is observed in the 
direction of a ground plate used in the measurement 
setup. 

I»      IN      210 

Observation Angle, [degree] 

Fig. 4. Measured radiation patterns of helical AIA, 
solid line: E$ field, dotted line: £e field 

CONCLUSIONS 

The design of AIA amplifier front end for the next- 
generation mobile communications handsets has been 
presented. The importance of the principle of both gain 
impedance matching and NF matching in increasing 
the efficiency of integrated device operation has been 
emphasized. Simulation results and measured data have 
demonstrated good agreement in testing the designed 
LNA. The compactness of AIA amplifier front end 
would allow its applications in the design of novel 
handheld wireless terminals and adaptive antenna sys- 
tems. It is demonstrated that circuit integration of an- 
tenna and amplifier makes possible new RF configura- 
tions with greatly reduced size and increased efficiency. 
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Planar antennas for the coupling of active element 
(AE) with waveguide section are of great practical 
interest as alternative for coaxial- and post-waveguide 
electrodynamic structures [1]. These structures have 
high recurrence of parameters, low cost and allow 
monolithic integration with AE. Application of slot 
antennas (SA) in such equipment allows to simplify AE 
connection and to use microstrip line to match and 
design power circuit [2]. 

The given paper offers a method of partial regions 
investigation of transverse-planar structures with SA. 

Transverse-planar structure being analyzed is shown in 
Fig. 1, where 1, 3 are waveguides, 2 - dielectric sub- 
strate, Si - slot, S2 - dielectric-waveguide 3 boundary. 
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1 

1 
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Fig. 1 

Loss in metal walls of waveguides and thickness of SA 
metal were not taken into account in simulation. 

The following system of equations is obtained basing 
on continuity of tangential components of magnetic 
field on Si and S2 boundaries. 

n}xH1{0,ETl}+nfxH2{ETl}+nf XH
2

{ET2} = 

= H1{jcr,0}xn} 

n\ xH2{ETl}+n^ xH2{ET2} + n^ xH3{Et2} = 0 

(1) 

Galerkin's method is used to determine distribution of 
electromagnetic fields. According to this method elec- 
tric field on Si and S2 boundaries is approximated in 
the form of series 

Exl=   Z  eP'3P'   E*2=   *  eP3p- 
p = l V P = l 

(2) 

System of linear algebraical equations for amplitudes of 
tangential electric field on Si H S2 boundaries is ob- 
tained from formulas (1) and (2) 

1        1 11 O   1 2        O 0 0 

Z ep'(Ypm+Ypm)+ £ ep'Ypm"nm' 
p=l p=l 

(3) 

IP 

Where 

? 4-YS1+ z^S2^)ss0- 

Y^YYW  -n1 
pm     Z-t   a     ap     am' 

a 

Y^=ZYa-nip-nam-Cth(Ka
2.L), 

a 

Y2'2=-YY2-n2 -n1 -  Ypm      2.Ya   nap nam  sh(K2.L)' 

Y^-YY^n1  -n2, -  

Yp2l2=ZYa2-naP-
naVcth(K2-L), 

v3»2 ZYf-n 2    _2 
ap   "al > 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) hm=2-Ur-Y1
1-n}m. 

In (1)-(10) denotations are the same as in [3]. 

Described method can be used to analyse structures 
with different form of SA. In this case functions 3P' (2) 
can be derived using the methods from [3,4]. 

Analysis of interior convergence of the method in the 
calculations of slot radiator with rectangular form in 
waveguide 28.5x12.6 (I = 0.1 mm, e = 4.3) showed 
that the difference of calculated values of |Sn| reflection 
ratios at Pi = 1 and Pi = 4 does not exceed 0.7 %. 

Such method provides coincidence of calculated and 
experimental values with error not more than 3 %. 
Experiment error is 8 %. 
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THE ANALYSIS OF THE IRRECIPROCITY OF THE SIGNALS DELAY OF 
IN THE ANTENNA-FEEDER DEVICES OF ACTIVE COMPARISON 
SYSTEMS 

V. V. Bavykina, Yu. A. Koval, O. L. Troshchin 

Kharkov State Technical University of Radioelectronics 
Ukraine, 310166, Kharkov, avenue Lenin, 14, KTURE, ORT 
Tel.: +380 (572) 409479; faks: +380 (572) 409113; e-mail: ort@kture.kharkov.ua 

On the basis of the high precision radio meteor com- 
parison method (RCM) with the time of radio signals 
propagation between corresponding points in direct and 
return directions as a first approximation is considered 
to be equal (the signal reflected by the "useful" meteor 
trail exists tens-hundreds of seconds). 

At present the RCM along with the methods using 
transportable quantum clock (TQC) and satellite radio 
navigation systems (GPS, GLONASS), ensures the 
comparison error of the order of tens of nanoseconds.. 
In this case the RCM surpasses the indicated methods 
in such characteristics as the measurements productiv- 
ity, self-sufficiency, operativeness, efficiency, conceal- 
ness, stability to ionospheric perturbations [1]. 

To reduce the equipment systematic errors (ESE) de- 
pending on the difference of signals delay in the sec- 
tions of reception and radiation of the radiometeor 
comparison complex (RMCC) signals, a number of 
methods were offered for their measurement, correla- 
tion and compensation. But these methods do not allow 
to measure the ESE sources resulted from the instability 
of the signal formation devices and irreciprocity of the 
signals delay in the antenna-feeder devices (AFD). The 
latter source is identified and studied quite recently and 
it deserves a special consideration. 

In the active comparison systems the combined AFD 
are used for radiation and reception to exclude the 
errors caused by different angular coordinates of the 
trajectories of signals passage between the points. Here, 
on the basis of the known antenna reversibility prop- 
erty, the signals delay in the AFD in radiation and 
reception are assumed to be equal and, hence, not af- 
fecting the ESE. 

The AFD delays irreciprocity was established experi- 
mentally with "detection and ranging in succession" of 
two RMCC of "METKA-8" type. The cable length 
variation, the AFD change and elements replacement in 
the commutator led to the ESE up to 20...30 ns. 

Irreciprocity of delays in the AFD is explained by the 
signal form variations due to differences in regimes of 
the cable matching in reception (the antenna - cable - 
commutator - receivers input resistance) and in radia- 
tion (the transmitter - commutator - cable-antenna). 

As an ideal matching of the AFD (that ahould be the 
simplest solution of the problem) is impossible, ex- 
perimental investigations were continued and theoreti- 
cal analysis of the signal form distortions with mis- 
matchings in the AFD and subsequent anomalies in the 
delays was also carried out. 

Fig. 1 shows the simulation block diagram of the sig- 
nals delays irreciprocity in the AFD. For the predeter- 
mined parameters of the signal source [^(r), Z,], the 
load [Zi] and the cable [Zw, Vp, a, L] the real delay of 
the signal xd was defined. The influence of the cable 
mismatching on the ESE was estimated with an ab- 
normal delay TA defined as the difference between the 
real and ideal delays: iA= xd- (L/vp). 

<ZJ 
\2 

ifi) Tr° 
Fig. 1. Block diagram of simulation 

of delays irreciprocity in AFD 
1 - source of the known form signal si(f); 2- cable; 
3 - detector; 4 - device for measuring the signal's 

temporal position; 2,-the source internal resistance; 
Z\ - load resistance; Z' - cable wave resistance; 

Vp - phase velocity in the cable; a - decay coefficient in 
the cable; L -the cable length 

In the case of active resistances of the circuit [Ru R\, 
Rw] the temporal method of analysis was used. Here the 
output signal had the following form 

m R 

Ri+R, 

CO 

{[l-£(piP/)*-exp(-*aL)]si(f "i/FP)+ 

jt=i 

+ ^(piPlf-cxp(-(2k+ l)aL)]s,(t-(2k+ \)LIVV)\), 

where p{ = (R, - ÄW)/(R, + *-), />, = (Ri - Rv)'(Ri + R.) 
are the coefficients of reflection from the source and the 
load, respectively. 

As \pt pi\ « 1 is real, we can confine ourselves to the 
first component in the sums (k = 1) when performing 
calculations. 
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In the case of a random nature of resistances [Z„ Z;, Zw] 
the frequency method of analysis was used, here the 
complex coefficient of the circuit transmission was 
converted to the form: 

KQm) = Zi/(Z, + Z/)[ch(yZ, + Z'sh(yZ)], 

where y = a +y"ß is the coefficient of propagation in the 
cable, ß = co/Fp is the coefficient of the phase; Z' = 
ZJZi + Z2IZV is the relative resistance, Z,- Zi + Zw, Z2 

= ZlZi/(Z, + Z1). 

The relative distribution Z' represents tlie dimension- 
less parameter characterizing mismatching of the cable 
both on the part of the load and on the part of the 
source. If Z, = Zw or Z, = Zw, then Z' = 1. Here the ab- 
normal delay does not depend on the cable's length, it is 
defined by the signal distortion in the circuit with a 
complex coefficient of transmission: 

K(j®) = Z1l{Z,+ Z1). 

Not only the abnormal delays of the signals envelopes 
but the abnormal delays of the coherent carrier fre- 
quency phases were analysed. In this case the real sig- 
nal's delay was defined as 

X = (p(C00)/c00, 

where cp(co0) is an argument KQ'a) on the frequency ©. 

Simulation was carried out for the main types of sig- 
nals, different types of loads and resistances, the main 
methods of the signals temporal position measurement. 
Figs. 2 and 3 show the dependencies of the abnormal 
delays on those in the cable with the use of the relative 
dimensionless ones x'a, x'c [x'a = xa/xs, x'c = L/(Vpxs), xs is 
the signal duration]. 
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Fig. 2. The dependencies of the abnormal video pulses 
delays on the cable's length 

The main results of the simulation are as follows: 

1) for the real values of the active resistances R'e 
0.7... 1.3 the abnormal delays are negligible small for 
0.8 < x'c < 0.01 and the maximum absolute values of 
abnormal delays correspond to the relative delay of the 
cable x'0e 0.3...0.5; 

2) the dependencies of the abnormal radio pulses delays 
on the cable's length are of quasi-harmonic nature with 

Z'=1.3 (0.77) Z'=].2 (0.83) Z'=l.1 (0.9» Z'=l.02 (0.981 

.... ■ i 

1 
r'1 

', 
mp* 

** 
r*-. 

f 9 ■•».' ^ 

a period corresponding to the cable's delay for a half- 
period of the signal carrier frequency; 

for the complex Z' the abnormal radio pulses delays 
dependencies on the cable length have the constant 
component and the auxiliary "amplitude modulation"; 

4) three methods (subtraction of the delayed signal, by 
two fronts, by FFCh slope) of the main methods of the 
signal temporal position measurement are practically 
equally sensitive to the abnormal delays; the measure- 
ments by the gravity center have the largest values of 
the abnormal errors and the measurements by the 
maximum of the signal and by the leading edge have 
the smallest values of the abnormal errors. 
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Line Length 

The dependencies of the abnormal radio pulses 
delays on the cable's length 

The simulation results are confirmed experimentally. 
The measurements were carried out for three types of 
antennas four synphased waveguide channels array; 
single four-elemental waveguide channel; shortened 
oscillator. 

The dependencies of the abnormal delays measured 
values on the normal delay in the cable xc were studied. 
The plots' period xa(xc) («8 ns) corresponds to the half 
period of the carrier frequency - 57.3 MGz. The array 
with Xamax» 25 ns had the maximum values of abnormal 
delays, the shortened oscillator had the minimum val- 
ues (Xamax« 3 ns), then it was used as a measuring an- 
tenna for the ESE identification. The abnormal delays 
measurements in the receiving channel were carried out 
by the analogous methods. Here, the abnormal delays 
level within 1...2 ns was obtained at the expense of a 
more careful matching of the receiver input circuits. 

Thus, for the cable real lengths and the AFD matching 
quality the abnormal delays can reach units of percents 
of the pulses duration, this amounts to tens of a nano- 
second. This can lead to the ESE of the same order. 
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CREATION OF LOCALIZED HIGH INTENSITY ELECTROMAGNETIC FIELD 
PULSES IN OPEN RESONATOR 

L N. Belobaba, D. M. Sazonov 

Moscow Power Engineering Institute, Krasnokasarmennaja 14, 
111250, Moscow, Russia. Email: dsazonov@postman.ru 

We propose a new type of open resonator, a resonator 
with focused travelling wave pulses. Our first paper 
about such resonators was published in 1996 [1]. This 
non-sinusoidal travelling wave is of the form of a radio 
pulse, compressed in space and time. The open reso- 
nator is formed by means of two identical confocal 
parabolic mirrors (Fig. 1). A use of spherical mirrors is 
also possible, though the result would be somewhat 
worse. A mathematical model for computing near elec- 
tromagnetic fields inside the resonator is developed. 
This model uses a new representation of mirrors as 
antenna arrays with special elements performance. 
Model is based on the matrix theory of antenna arrays 
with arbitrary geometry, published earlier [2]. The 
algorithm is realized on personal computer with op- 
portunities of numerical evaluation of characteristics of 
the focal region, where the total electromagnetic field 
represents a wide-angle short-pulse wavebeam. The 
electromagnetic field in focal region is approximately 
in the form of travelling electromagnetic wave. 

Fig. 1 

In contrast to the known Gauss wavebeams with angu- 
lar spectrum less than 10 degrees, we realize in our 
case wide-angle beams with the width of the angular 
spectrum up to 90 degrees and more. The waist width 
of beam may be reduced practically to the Rayleigh 
limit (half of the wavelength in the medium). We can 
provide coherent addition of waves and accumulation of 
energy of many phase-controlled generators in the focal 
region, using a special multi-element and multi- 
frequency excitation by means of an antenna array 
located at the surface of one or both mirrors. There are 
three variants of devices with various degrees of com- 
plexity. In the most powerful and complex variant it is 
necessary to use a system of many coherent generators, 

controlled both on phase and on the temporal pulse 
position on the set of resonance frequencies of the open 
resonator (Fig. 2). In a more simple variant with pas- 
sive antenna arrays and beam forming networks it is 
possible to use one or several short pulse transmitting 
devices from the microwave radar; and in the simplest 
devices it is possible to apply the simple beam 
waveguide excitation (Fig. 3). 

Excitement Arrangement 

Fig. 2 

Receiving    \!\     Horn 
1,2 - Mirrors, 3 - Transparent Plate 

Fig. 3 

The necessary sizes and optimal configuration for re- 
alization of the system within the given volume limits 
were found. A special non-equidistant arrangement of 
launchers on resonator mirrors was chosen. The poten- 
tial use of the new type of open resonators and the lo- 
calized pulses created in these is very wide: from in- 
vestigation of the action of localized high intensity 
electromagnetic field pulses on samples of various 
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media (including radio-absorbing materials as in the 
well known Stealth technology), up to creation of 
plasma objects, its compressing and heating. It follows 
from the results of investigation of electromagnetic 
performance of such resonators that two necessary 
principles of achievement of high concentration of 
electromagnetic field must be fulfilled: 

• The principle of coherent space summation of 
output powers of many microwave mutually phased 
generators of many various frequencies; 

• The principle of time compression of radiopulses 
in space. 

F = 10.0 GHz, 
dF= 100 MHz, 

'=20,<j>=10° 

-10 -5 0 5 10 
Periods of Central Frequency 

Fig. 4 

According to these principles in vicinity of the focus we 
provide synchronous passing in various directions of 
properly phased extended coherent relatively long ra- 
diopulses with distinct carrier frequencies. The length 
of each partial pulse can in tens and hundreds of times 
exceed the length of the required synthesized short 
pulse. It means respective narrowing of individual 
spectra of partial pulses (to several hundreds or even to 
tens of MHz), which considerably facilitates realization 
of resonant microwaves amplifiers. Coherence means 
that the central frequencies of radiopulses should be 
fixed by a frequency synthesizer with high stability of 
the primary local oscillator. Synchronization of passing 
radiopulses in vicinity of the focus point means the 
necessity of individual strobing of the output stages of 
microwave amplifiers. The correct phasing means that 
converging to the focus point partial radiopulses should 
have at this point the same phases of its middles. The 
form of compressed electromagnetic pulse with fre- 
quency bandwidth 9.0-11.0 GHz is demonstrated in 
Fig. 4. In such device the maximal electromagnetic 
power density is in the focus: it is a so-called creative 
interference, giving a narrow burst of intensity of the 
field. Away from the focal point, along the main direc- 
tion of propagation of the wave packet there is destruc- 
tive interference, resulting in fast recession of the field 
intensity and electromagnetic power density. An im- 
portant note: it is possible to organize the fast moving 
of the middle of synthesized pulse in vicinity of the 
focal region by fast adjusting of the phase distribution 
of the outputs of microwave amplifiers. The results of 

computations of distributions of electromagnetic fields 
around the focal point for a resonator with parabolic or 
spherical mirrors with a = 0.5 m, b = 0.4 m are demon- 
strated in Fig. 5. 
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Fig. 5 

You may see, how field distributions changed after 
first, second and ninth sequential passes electromag- 
netic wave between mirrors. In case of paraboloidal 
mirrors we use focal distance Foe = b and in case of 
spherical mirrors we use sphere radius R = 2b. 
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PHASE STABILIZED FIBER CHANNEL WITH REMOTE HETERODYNING: 
SRECTRAL - NOISE ANALYSIS AND EXPERIMENT 
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Moscow State Aviation Institute (MAI-Technical University) 
Faculty of radioelectronics of flying vehicles. Division 406 
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INTRODUCTION 

Information technologies have many current and future 
applications dealing with signals transmission to an- 
tennas and antenna systems which are removed from 
each other in space, but have to be fed by inphase ana- 
log signals or digital signals without mutual delays. 

In fact big antenna arrays, radiointerferometers with 
long base line, multipositional radars, systems of hy- 
droacoustical and seismological monitoring, geological 
systems of row materials search and mobile comunica- 
tion systems realize holographic principles of signals 
transmission and especially of signal registration and 
processing, which demand correct knowledge of both 
phase (time delay for digital signals) and amplitude 
distributions of electromagnetic and acoustic fields. 

For this purpose removed in space antenna elements, 
separate antennas, radiotelescopes, acoustical sensors 
may be united by phase stabilized fiber links, providing 
phase difference at their outputs, which should not 
exceed 1...5 degrees. These kinds of transmission links 
are known as phase stabilized links (PSL). The problem 
of phase stability traditionally resolved by two principal 
methods. Component approach: manufacturing the 
transmission links with given phase stability properties; 
system approach: usage the feedback systems with 
controllable phase shifters (delay lines) for parasitic 
phase difference (delays) compensation. Both methods 
have obvious disadvantages due to technological com- 
plexity and bad mass-weight-cost characteristics of the 
integral system. 

PHASE STABILIZATION BY LENGTHENED 
FILTERS 

Recently the new method of PSL design was proposed 
[1] and experimentally verified, based on as known 
structural approach. Proposed method utilizes standard 
commercial fibers and does not require complex hard- 
ware, making use of pseudo-flat input-output phase 
characteristics of extended fiber optic filters of trans- 
versal and recurrent types and their combinations 
(Fig. 1). Mathematical model of phase stabilized fiber- 
optic link on the basis of lengthened filter may be de- 
veloped in terms of Z-transformation and transfer 
characteristics of four pole networks. 

XI Yi 

X?, Y2 
Kl K2 

Fig.1. Transversal and recurrent optical filters 

For example, complex transfer characteristic of optical 
field coupler with K as optical power coupling coeffi- 
cient and of network, consisting of two parallel fibers 
with attenuation factors ah2 and delays 0 and T, re- 
spectively, have the matrix form 

H  = c 

Hf 

\ll-K     jjK 

jjK     -Jl-K 

a,        ^ 

0    a2e -jaT 

(1) 

(2) 

Combining (1) and (2) by appropriate manner, transfer 
matrixes may be obtained for transversal and recursive 
filters of the first order. The //" element of matrices is 
the transfer characteristic of basic first order filter ele- 
ments, consisting in our case of two couplers and trans- 
versal or recursive filter element itself. For a,2 «land 

z-\ _ e-j<*T one cou\a write 

H% = ^(l-^Xl-^) - V^T-z-',        (3) 

< =V(1-^X1-^)/(i+V^') •    w 
Cascading, for example, N transversal or recursive 
filters one could obtain filter of JV-order with such 
given positions of zeros and in general case - poles of 
transfer characteristic function, that in certain region of 
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filter phase characteristic it will compensate parasitic 
phase shifts of fiber-optic waveguide 

#J™ (*) = £>£ 
j-i 

Xjm-x.) 
>=i L      '=i 

,-(V-l) _ 

(5) 

where D is an amplitude factor, Zq,-   is the/th zero of 

transfer characteristic and KN+l = 1. 

SPECTRAL-NOISE CHARACTERISTICS 
OF UHF SIGNAL AT THE OUTPUT 
OF MULTICHANNEL FIBER FILTER 
WITH REMOTE HETERODYNING 

Theoretical model is based on closed analogy between 
multimode fiber and single mode multi-channel fiber 
filter, so optical field Eou,{t) at the output is considered 
to be the weighted sum of appropriate input fields Ein(f) 
with corresponding time delays along filter channels 

Eou,(t) = DYjAM
t-<lT)- 

0=0 
(6) 

Heterodyning photodetection mode means the presence 
of the two optical components at slightly different in 
optical scale frequencies CO] and co2 

= «I + Q where 
Cl «co1-2 is the mentioned before UHF: 

Eln(t) = E0 {exp/[co ,f + <p, (0] + exp[(D 2r + 92 (0]} ,(7) 

where cpj 2(f) = cp + Acp(f)- random phase and E0 com- 

plex time-independent amplitude. Then the autocorre- 
lation function of the photodetector output photocurrent 
/(f) = aE^XOE^it) might be determined as follows: 

RM = (i(t)'(t + x))-(i(t))(i(t + %)) (8) 

where a is quantum efficiency of photodetector, aster- 
isk stands for complex conjugation and (...) denotes 

the averaging among photocurrent realizations. 

Though phase fluctuation process in injection laser is 
not Gaussian, and corresponding field spectrum is not 
pure Lorentzian, the most practically applicable injec- 
tion lasers have strong damping of relaxation oscilla- 
tions, so it is accepted that Acp(f) have Gaussian prob- 

ability density function [2,3] with zero mean value and 
dispersion (Acp)2, which is proportional to delay T and 
laser mode spectral line width Aco [4] 

(Acp2 (Ax)) = Aco | Ax|,     Am = 2T'C , (9) 

where xc - laser coherence time. Then one could write: 

2N 2N-\2g\ 2N-2x      AN-2z 

Rt(x) = 2oWA X        S S      I   * 
2g=-2N 2p=-(.2N-\2g\) 2r=-(2N-2x) 2s=2y 

*A A' A A' P-J(<*\+<*2)PT v 
p-g+r+x-^r+s-p+g     p+g+x-r     s-r-p-q ^ 

2 '      2 2 2 

x[cospD.T + cosqQT + cos(rQT + Ox)] ■ f(x) 

y(T) = £-*?* \e~^ k+pT\^~pr\-\*-<iT\-\T"ir\}   A® 

8(x-rr) = /M(T)®8(x-/T), (10) 

where /(t) is "characteristic" function determining the 

form of correlation function, that depends on parame- 
ters of a laser radiation source, and ® - denotes the 
operation of convolution. 

p = l-q = 0 

-20 .V           Ato7 = l 
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Fig. 2. The spectral functions Fp, q (CD). 

Making Fourier transformation of autocorrelation 
function, the signal and noise spectra of output UHF 
signal may be obtained 

2N       H-\q\ 

S
2

S(G>) = 2%O
2
D

4
EA £    ^e-Jim^)pTx 

2q=-2N p=\g\-N 

N-x .   T A«r 

r=x~K 
(H) 
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x{2[cospClT + cosqD.Tß(a) + 8(co - Q) + 8(co + Q)} 

4(co)=a2Z)4£J  £    £e-^>-2)Prx 

2g=-2N p4q\-N 

N-x 

x YGp„{r-)e-JurT{2[cos pQ.T + cosqnT]FpJa) + 
r=x-N 

+FM (co - Q) + FM (co + H)}, (12) 

where    Gpq(r)= *YjAs+r+p_qA*s+r„p+qAs_r+p+qA]_r_p_q 

s=y 2 
step! 

x = \p + q\+\p~q\,      y = \\2r\+\p + q\-\p-q\\+x, 

z = \\2r\-\p + q\ + \p-q\\+x, (13) 

and FM(co) are spectrum components at co = 0, ± Cl, 

determined by Fourier transform of characteristic func- 
tion^?(T): 

2sinco:F|#|    2smcoT[p[   AMr[|,|-|p|] , 

^» = 

Am2 +C02 

- Ao)e""iwr|?l cos<ii)7lg| - we-AaT]pl smaT\p\ + 

|Acoß-ÄMr|p|coscor|/5|- 

+co^-Awr|?isinco%|]k -Arar|?| 
Id < 1*1 

(14) 

2sincor]/?|    2sinar|g[^AMr[|g|-|p|] 

2g-Ao>T|p| 

-co' 
+ i^ r[AcoeAMr|p!coscor|p| - 

Aco2+co2L 

- Aco^1*1 cosaT\q\ + aß^m sm®T\p\ - 

-ve^sinaTlq^e^™, \p\>\q\ 

The spectral functions FM(a) are depicted in Fig. 2 for 
two combinations of p and q and several relationships 
between channel delay T and laser coherence time xc. 

SIGNAL-TO-NOISE RATIO ANALYSIS 

In general case signal-to-noise ratio at the photode- 
tector output may be calculated on the basis of (11)- 
(12) 

SNR = 
Re ■\m] 

j-   jRe[s»]<fo> 
(15) 

2TC 
fl-JlA/ 

where A/-bandwidtli of UHF-signal filter at photode- 
tector output. 

For coherent (T/xc»l) and noncoherent (T/xc «1) 
operating modes of PSL based on single transversal 
(TF) and recurrent (RF) filters SNR (15) may be de- 
rived in simple analytic forms. For noncoherent mode 
of operation 

SNR TF 
2«(AJ + Af +2A2A2cosQr) 

{[2A2A? + A4
0 + A?] + 2A2A2cosn7JTcA/ ' 

SNR' (16) 
'(l+K^Af' 

where KU2 coupling coefficients of input and output 

optical couplers, A0 =>/(l-K1)(l-K2); 

Aj = -^K,*^ . And for coherent mode of operation 

n{X +4* + lA\A\{e-haT + cosQT)} 
SNR^=- 

SNR^ = 
«(l-KtK^l-KfKle-7^) 

(17) 

-A<o7" 

Expressions (16)-(17) for CO] -»co2 convert to the well- 
known results [5] for one modulated optical carrier. 

To increase SNR it is necessary to make KiK2 -> 0, 
that corresponds to the replacement of branched filter 
channel by nonbranched one. The worst SNR corre- 
sponds to the intermediate case T/xc »1, when due to 
chromatic dispersion in single mode fiber the biggest 
distortions of signal and noise spectra occur. 

QT, degrees 

Fig. 3. Phase-frequency characteristic 
and signal-to-noise ratio variance versus 

the operating point factor QT 

Conditions for optimum phase stabilizing and noise 
properties being independent from each other do not 
coincide in the same PSL. It may be illustrated by corn- 
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parison of output UHF phase and SNR dependencies 
depicted in Fig. 3 for PSL used in experimental study 
(Fig. 4). Normalized SNR has maximum value at the 
left end of phase stability zone SNR (45°) ~ 0.544 and 
drops at the right end to SNR (135°) ~ 0.402. Thus, 
during phase stabilization of transmitted signal the 
displacement of operating point from the center of 
phase characteristic Q.T= 90° due to the temperature 
change of delay Tin contours of the filter will cause the 
fluctuations of signal-to-noise ratio 
ASMR*014-Tc4f/2n. 

EXPERIMENTAL INVESTIGATION 

For experimental investigation of the model of phase 
stabilized fiber channel a scheme of three-link transver- 
sal filter was fabricated (Fig. 4). Calculations show, 
that such filter can ensure the level of phase stability of 
transmitted signal at frequency fl = 2nf0 within 
Ä9=±0,98° in the area of phase stabilization A9=A(QT) 
= 90° (Fig. 3), where T = 2Ln/c denote the delay in 
filter links. The given form of phase characteristic is 
ensured by optic couplers coefficients: K] = 
0,494/0,506; K2= 0,661/0,339; K3= 0,831/0,169. 

C 
^ K4 

K.2 
üb 

>- 

( • K3 \ 

c 
*e  14.55 m  > 

K5 
>- 

\ K6 

Fig. 4. Experimental configuration 
of third orders transversal optical filter 

Construction of fiber channel consists of optical cable 
with seven fiber waveguides. At the one end of cable 
the fibers were welded in pairs and were formed the 
filter delay links. At the other end they are welded with 
optical couplers. The length of optical cable is 13,2 m, 
the full length of filter delay link is L=14,55 m, that 
corresponds to the frequency periodicity of phase char- 
acteristic /=1/T=7,06 MHz. 

For experimental measurement of frequency character- 
istics of the proposed channel, an optical signal, whose 
intensity was modulated with chirped frequency 
/ = 0-5-7 MHz by amplitude-frequency analyzer, was 
coupled into the optical fiber. The output signal was 
detected by a photodetector. Then it was measured by 
differential phase-meter or amplitude detector, con- 
nected with analyzer. Therefore we can see amplitude- 
or phase-frequency characteristics of fiber-optic filter. 
This frequency characteristics registered by frequency 
analyzer are plotted in Fig. 3. 

To measure the thermal phase shift by the frequency 
method, an optical signal, whose intensity was modu- 
lated with frequency f0= 399 MHz, was coupled into 
the optical filter set in an oven. The exact meaning of 
frequency /0 was chosen on the basis of above men- 
tioned experimental results as the central frequency of 
pseudoflat region of the 57th period of filter's phase- 
frequency characteristic (DT = 7i/2 + 567t). The fiber 
temperature could be increased until the signal delay 
alteration at the filter links due to the thermal expan- 
sion of the fiber leads to the leaving an operation point 
D.T = 90° out of stabilization zone A0. That is 

SL+L-AT-SZ 
c-AQ[degree] 

720/0«     ' 
(18) 

where 81» 5 cm denote the possible mistake of channel 
length definition, and S= 12xlO"6l/°C is a thermal 
coefficient of phase shift of optic multimode fibers, 
used in the filter construction. The fiber channel with 
above mentioned parameters ensures the phase stabili- 
zation of transmitted signal in the region of environ- 
ment temperatures Ar=85°C. That's why, the fiber- 
optic channel temperature was controlled from 15°C to 
100°C. 

The optic couplers unit was set out of the oven and 
didn't expose to the influence of high temperatures, 
because optic couplers have a very large thermal de- 
pendence of their coefficients. Figure 5 shows the 
thermal dependence of the phase shift in lengthened 
filter and optic waveguide with same geometrical and 
material parameters, relative to the phase shift at 15°C. 
The measured maximum phase shift was Acp = 2.1°. 
This value is one of the same orders with that of the 
modern phase feedback systems. 

15      25      35      45      55      65      75      85      95 

Temperature, °C 
1' ><   Phase stabilized filter   —o—Ordinary fiber 

Fig. 5. Thermal dependence of transmitted signal 
phase shift in phase stabilized channel 

and ordinary single fiber 
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Then the thermal phase coefficient in stabilized chan- 
nel is calculated as: 

S = 
Acpfrad] 

2nf0Ln       AT 
:2xl(T6l/0C,       (19) 

that is about 6 times less compared with ordinary single 
optical fibers, and two times less compared with ex- 
perimental multilayered phase stabilized single fibers 
and optical cables. Further increasing of phase stability 
up to 10 times may be obtained in fiber filters of IVth 

and Vth order. 
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INTRODUCTION 

Among the large quantity of possible optical fiber 
channel configurations for transmission and distribu- 
tion of microwave and millimeter wave antenna signals 
the channels of great interest are the fiber links with 
optical fiber amplifiers operating in the remote hetero- 
dyning mode. These channels provide simultaneous 
decision of the two principal problems of analog fiber 
links: problem of insertion loss and problem of fre- 
quency bandwidth [1]. Insertion loss level in fiber 
channel with direct laser diode modulation is about 15- 
30 dB, that restricts the number of antenna elements, 
fed by one laser diode up to Mmax = 7.. .25. 

The basic restrictions on modulation bandwidth of 
analog signals in single mode fiber channels and de- 
vices on their basis arise mainly at the expense of fre- 
quency properties of the optical transmitter. Intensity 
modulation of injection laser in the optical transmitter 
can be performed at frequencies up to 5...20 GHz 
(commercial samples), and in special cases - up to 60 
GHz. The ultrawide band modulation is accompanied 
by multimode oscillation and worsens the thermal and 
noise characteristics of the laser; therefore practically 
used modulation frequencies do not exceed 10 GHz. So 
when operating frequencies 10 GHz and higher are 
used in antenna system and insertion loss should not 
exceed 0 dB it is necessary to use another, different 
from basic, fiber channel configurations and modes of 
their operation, which provide mentioned specifications 
with guaranty. 

Those are the fiber channels with Er-doped amplifiers 
(EDFA) [2], [3] operating in remote heterodyning 
mode, Fig. 1, distinguished by extremely high band- 
width, providing generation and transmission of mi- 
crowave and millimeter wave signals without necessity 
of optical source modulation in these frequency do- 
mains [4]. In the fiber link, depicted in Fig. 1, the ref- 
erence frequency 2nfM is formed as result of remote 

heterodyning of the two optical carriers with frequen- 
cies v0 ±nfM ■ For stabilization of reference (beat note) 
frequency the injection laser with direct frequency 
modulation (FM) at frequency fM is used. As shown in 

Fig. 1, components of the FM radiation spectrum at 
frequencies v0±nfM, perform external phase locking 
of appropriate optical carriers. 

&B-HH 
Wu 

Vo±"/v 

O    §> 

3 o 

F 

A A li I A 

/o = V2-Vl 

Fig. 1. Structural configuration of fiber-optic channel 
with Er-doped optical amplifier and spectra, explaining 
remote heterodyning mode: ML - master laser with FM, 

SL1,2-slave lasers 

In this paper the theoretical analysis of spectral char- 
acteristics of fiber channel with erbium doped fiber 
amplifier (EDFA)-in remote heterodyning mode is 
considered. It allows estimating the performances and 
opportunity of its application in fiber-optic systems, 
transmitting and distributing the analog antenna sig- 
nals. 
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SPECTRAL-NOISE ANALYSIS 

Signal and noise wave components of optical field, 
incident upon the photodetector from the output of 
erbium doped fiber amplifier, can be expressed as fol- 
lows 

Es (t) = ^IGPJ? ^os{2.%vxt + cpx(/))+ cos(2rcv2f + 9i (/))} 

M > 

EN(t) = V2A%v0Sv  ]T cos{27t(v0 + *5v> + cpk \      (1) 
k=-M 

where N is the quantity of amplified spontaneous emis- 
sion (ASE) photons at the output of amplifier; Ps'n - 
average input signal power; Nhv05v- average power of 
amplified spontaneous emission (ASE) within the fre- 
quency bandwidth Sv, v0 - central frequency in optical 
domain ; M = BQ/28v - number of intervals Sv within 
the optical frequency bandwidth B0; q>i(t), <p2(t), <& - 
random phase fluctuation processes of laser radiation 
and ASE noise spectral component at frequency 
Vo+kSv. 

The instantaneous detector photocurrent through the 
photodetector with quantum efficiency a is defined by 
the expression 

i(th~[Es(t)+EN(tf = hv0 

=—Wi" cos2(27tv1/+cPl)+ 
hv0 

+ 2GPf COS2(27CV2f + <P2) + 

+4GPs,cos(27iv1r + (p1)cos(27rv2f+(p2)+ 
n2 

+ 2Nhv05v 
M 
£ cos{27t(v0 + k8v)t + q>k} 

k=-M 

+ 4yJGPs" A%v05v^os(27tv1/ + cp1)+cos(27tv2f+92)}> 

(2) 
M 

x  ^Tcos$.Tt(v0+k8v)t+(pk}\ 
k=-M J 

The DC signal component of photocurrent is deter- 
mined as time average of first and second terms in this 
formula 

Is = 2IShS2=2cyeGPi'/hv0. (3) 

Signal-signal beat frequency component. The third 
term in (2) corresponds to the result of interferention 
on the photodetector of two optical carriers, which can 
be rewritten as follows 

isi-S2(t)=2ae,   PS [cosMvx +v2) + cpi +92)- 
hv0 

+ cos(27i(vj -v2)/+9i -92)- (4) 

i.e. in form of two harmonic fluctuations at sum and 
difference frequencies with random phases 
cp+ (/) = cpj + cp2 and 9_ (t) - 9t - cp2 > onlv one of which 
at difference (beat) frequency locates inside the pass- 
band of photodetector. Spectral density of this signal 
component can be found as the Fourier transformation 
of autocorrelation function 

/i,(x) = (#(r+T))-(i(f))(/(r+T)) = 

(COS(ACO-C + A9_ (t,xj)), = 2 
hVr 

(5) 

where the operation of time averaging is given by 
00 

equation (/(*)) = \f{x)-P{x)chc. 
— 00 

It was noted before [1], that though the process of phase 
fluctuations of injection laser is not Gaussian [5], [6] 
and corresponding field spectrum is not pure Lor- 
entzian, in the most of practically applicable injection 
lasers phase fluctuations A(?{t,i) are considered to 

have Gaussian probability density function [7]: 

P(A(p) = 
1        _-^F_ 

V2KCTA(P 

e 20^ (6) 

where crAq, - depends only on correlation time of injec- 
tion laser Ax. And dispersion of Gaussian phase fluc- 
tuation process is linear function of time delay 

^y_/^M)__/^P,     (7) 

where Aco0 is laser mode 3-dB bandwidth. Starting 
from these formulae, it might be shown that: 

*/(T)=2 
oeGPf 

hvn 

cosAcox-g      2 (8) 

where Aco5 = 2Aoo0 is 3-dB bandwidth width of beat 
frequency spectrum component. The spectral density of 
this signal is then: 

s2(ffl)=4 
/ •  \2 ' --.IB   > oeGP's" 

hvr\ 

Aco< 

ACü
2
/4 + (CD-ACO)^ 

(9) 

Signal-ASE beat noise component has the form: 

4a2e2GP^"Nbv 

hv0 
((tsl-ASB<f)?)- 

JT    /cos2 (27t(v0 - vx + k8v)t+9/t - 9i}) • 
■-M 

/cos2 (2TI(V0 + Vi + kSv)t+9fc + 9i })j + 

\k=-M 

+ 
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M      M , 
Z    Z [(COS{2TC(2V0 + Ä8v + /8v> + q>k + q>7}) + 

■=-Ml=-M 

(cos{27i(2v! +I8v-k8v)t + (pi -<pk +2cpx})] .(10) 

In this equation, the time average of cross-terms near 
doubled frequencies 2v0 and 2vt vanish. The power 
spectrum of term with frequency v0+vi falls outside the 
frequency bandwidth of photodetector and thus it can 
be neglected. 

The time average of the remaining terms with frequen- 
cies / = v0 - Vj +k8v is equal 0.5, and it is possible to 
show, that they contain two components within the 

frequency range from 0 to /^in =50/2-|v0 -Vj| and 

only    one    component    within    the    range    from 

/min=A)/2-|vo-Vl|       tO        /max = B0/l +|v0 - Vj| . 

Hence, spectral power density of this signal is uniform 
within the specified intervals 

aSl-ASE : 

,.2 2 4aVGPj"^ 
Av0 

2a2e2GP^N 

0 

0</</min 

Jm'm — J ^ Jma 

J > -/max 

,(H) 

and tlie total power of signal-ASE beat noise term 
'SI-ASE(

{
) 

m the electronic bandwidth Be is then given 
by 

1 SI-ASE'' 

4a2e2GP^"NBe 

hv0 

2o2e2GPx
s
nN 

hvn 
{Pe+fminl 

Be ^ /mi 

Be >/m 

The similar expressions for isz-ASE^) photocurrent 
component can be obtained by replacement of fre- 
quency vi on v2. 

ASE-ASE beat noise component. We focus next on the 
ASE-ASE beat noise component, which can be rewrit- 
ten as 

' ASE-ASE^) = 
M       M 

= ceM5v V    V[cos{27t(&-/)8v/ + (p£ -q>/}+ 
k--Ml=-M 

cos{27i[2v0+(A: + /)6v^ + cpit +cp/}]. (13) 

The terms oscillating at doubled optical frequency don't 
fall into the photodetector bandwidth, while the terms 
with frequencies (k - l)Sv yield nonzero contributions 
for k = I, corresponding to the mean DC photocurrent. 
The rest of spectral components oscillating at optical 
frequency (k - /)5v, determine the ASE noise power 

((iASE-ASE{t)¥)= (14) 

2M2M 
= 2(aeN5vf ]T ]M cos2{2n(k-/)8vr + cpk -cp,}\ 

k=ll=l 
l*k 

In this formula we assumed, that time average of terms 
with random uncorrelated phases is equal to zero. Fur- 
ther analysis shows that this equation contains 2M-1 
terms at frequency Sv, 2M-2 terms at 2Sv,..., one term 
at (2M-l)£vand no terms are at frequency 2MSv. The 
same number of corresponding terms with negative 
frequencies and opposite phases is also existing. Thus 
the spectral density near zero frequency takes the value: 

äASE-ASE (0) = 2 • 2M (ceNSv)2 /Sv = 2o2e2N2B0 ,(15) 

and decreases linearly with frequency to vanish at v = 
B0. The total ASE noise power falling into the elec- 
tronic bandwidth Be of photodetector is then given by: 

2 _ T2 2Be 
°ASE-ASE ~ JN —T 

Bo 
Bn~ 

~2n 
(16) 

The spectral density of different components of photo- 
current, determined by above-stated equations, and 
their total sum are illustrated in Fig. 2. This result in 
particular case vj = v2, Av = 0 and absence of phase 
fluctuation of injection laser radiation coincides with 
expressions given in [2] for the case of single non- 
modulated optical carrier at the output of EDFA). 

0    f-K-v,| |-|v.-v2|     
Av        ! + |v0-v,|f + h-v,|3> 

Fig. 2. Power spectral densities of photodetector signal 
and noise beat components at the output of EDFA 

SIGNAL-TO-NOISE RATIO ANALYSIS 

The signal-to-noise ratio (SNR) can be determined as 
follows 

SNR-- 4M 
<4 

(17) 
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where As is the magnitude of signal photocurrent at 
frequency a = Ara; a\ is the total noise power falling 
into the photodetector bandwidth. Noise power can be 
expressed as the sum of different noise components of 
EDFA and photodetector [1] 

2        2 2 2 2 
Gd = aSl-ASE +°S2-ASE + <JASE-ASE +alh + 

2 2 
+ °shot +abeat 

1000 

(18) 

100-- 

x ra 
£ 

10- 

10° 10 10'u       10"        10" 

S/W? x A/Hz 
10 10 

Fig. 3. Maximum number of channels in antenna signal 
distribution system, fed by single optical source 

In this formula o<h denotes the photodetector thermal 
noise, and other two terms are associated with photo- 
detector's shot and beat noise respectively. As was 
shown in [2], these terms are determined by the fol- 
lowing expressions 

a2shot=eBe{ls+2mIN), 

rr2 abeat ■ :IslN^-+ml}}^\Bl 
ßo BQ 

(19) 

~l    (20) 2n J 

where m is the number of amplifier ASE modes (m = 2 
in case of single mode EDFA without polarizer between 
EDFA and photodetector). Substituting these formulae 
into expression for SNR, we can rewrite it as 

SNR^lUnAcosY1 5IsIN^-+I^^f\B0 — \ + 
B0 Bl 2n) 

+ (l + m)+4kBTBe +eBe(ls +2mJN) 
R 

-l-l 

(21) 

Plot of this function is shown in Fig. 4 as a function of 
EDFA gain factor G. To calculate it the following most 
typical values of parameters were taken: a = 1, T =300 
K, Xs = 1.5 um, iV" = 100 nW, B0 = 10 GHz, Be = 200 
Hz, R = 50 Q. Left half of the diagram illustrates the 
effect of each noise component on the total signal-to- 
noise ratio. The figure shows that the amplifier operates 
in two regimes: at low gains the SNR is determined by 
the dominant photodetector thermal noise; at high 
gains the signal where SE beat noise components are 
dominant. 

This analysis allows calculating the maximum number 
iV of channels in antenna signal distribution system, fed 
by single optical source [8]. Number of channels is the 
synthetic parameter, which is very important for an- 
tenna system designers. It determines the competition 
ability of fiber-optic distribution system, compared with 
traditional microwave transmission lines. For fiber link 
configuration of Fig. 1, N is given by 

20 30 0 10 
EDFA gain factor G, dB 

Fig. 4. Dependence of signal-to-noise ratio versus EDFA gain factor 
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^max=M^Äin)> 

where Int(...) is an integer part operator; Pin is the 
input photodetector optical power; Pmi„ is the photode- 
tector sensitivity, defined as minimum Pin, proving SNR 
= 1. The dependence ofNmax on SNR in antenna chan- 
nel is depicted in Fig. 3. Figure shows, that fiber link of 
standard configuration without fiber amplifier with 
typical SNR = 5-10n...5-1012 in 1 Hz bandwidth pro- 
vides Nmax» 7. Configuration of Fig. 1 with EDFA gain 
factor G = 15...20 dB allows to increase the number of 
simultaneously feeding channels up to Nmax = 20.. .200. 
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INTRODUCTION 

Tunable bandpass microwave filters are widely used in 
telecommunication systems. In transmit stations ferrite 
or mechanically tunable waveguide filters are com- 
monly used due to capability to transmit high power 
levels. 

The principal disadvantage of mechanically tunable 
filters built upon traditional inductive or capacitive 
discontinuities is a considerable alteration of bandwidth 
under the variation of resonance frequencies of the 
resonators. Bandwidth of filters with inductive discon- 
tinuities is becoming narrower under tuning to the 
lower operating frequencies. In contrary, a bandwidth 
alteration of filters with capacitive discontinuities has 
an inverse dependence under tuning and, what is more, 
its steepness is less then for the filters with inductive 
discontinuities. But in the event of capacitive disconti- 
nuities transmit power level is essentially decreased due 
to small gaps between their ridges. 

In this paper a new approach to building mechanically 
tunable bandpass filters with a near constant bandwidth 
is proposed. The main feature of the approach is a 
combination of inductive and capacitive discontinuities 
to build resonators. In order to illustrate the new ap- 
proach an adequate mathematical model for the filter 
has been developed and a tunable waveguide narrow 
bandpass filter prototype with near constant bandwidth 
has been designed, developed, constructed and tested. 

THEORY 

A key element to build the filter structure is a cascade 
connection of capacitive and inductive discontinuities 

fc 

shown in Fig. 1. The capacitive discontinuity is formed 
by two rectangular ridges of a certain length which are 
disposed symmetrically relatively to the vertical and 
horizontal symmetry planes of the filter. The inductive 
discontinuity is made in the form of septum dividing a 
standard rectangular waveguide into two equal below- 
cutoff rectangular waveguides. By combining disposi- 
tions of key element one can obtain different variants of 
the tunable filters. 

To design the filter one should know a generalized 
scattering matrix of the key element waveguide struc- 
ture. That matrix can be calculated by combining gen- 
eralized scattering matrices of capacitive and inductive 
discontinuities and the regular waveguide section be- 
tween them. We shall build an high efficiency algo- 
rithm to calculate a generalized scattering matrix of the 
single discontinuity by consideration all symmetry 
planes of the discontinuity. With taking into account 
longitudinal and transverse symmetry planes the mod- 
els of the capacitive and inductive discontinuities are 
transformed to the form shown in Fig. 2 and 3 respec- 
tively. Taking into consideration the longitudinal sym- 
metry planes allows to simplify the problem of calcu- 
lating coupling coefficients of the eigenmodes of 
waveguides to be connected. Use of transverse plane of 
symmetry for the discontinuities allows to simplify 
essentially the calculation of generalized scattering 
matrices of the discontinuities. 

To calculate the generalized scattering matrices we 
used the integral equation method [1]. Each single 
discontinuity is formed by three partial regions and has 
two common boundaries. Therefore, both discontinui- 
ties can be described by the same system of integral 

i ÜÜ _. 1 

Fig. 1 
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equation. With taking into consideration identity of 
fields at both sides of each discontinuity we have ob- 
tained 

2   M„ 2    K» 

v=l m=l //=1 n=l 

■"  OP xOP> 

g=l, /?=1,2,...,P1; 

9=2, />=l,2,...,/>2, 

2    "„ 

IP    <W 

with 

2    Mv 

IM=1 

4frM = /£*%»,*, 

V=l   IM=1 

5fr J4ö^*, 
si 

(i) 

where P? is a number of modes of unity amplitude of 

magnetic (9=1) and electric (9=2) types which are 

alternatively incident onto the discontinuity from the 
left, Ek is an unknown tangential electric field at a A: - 
th (£=1,2) coupling aperture for each mode incident 

onto discontinuity, Yvm and ö^M     are orthonormal- 

ized vector eigenfunctions of a regular rectangular 
waveguide and a coupling section of magnetic 
(v,(o. = l) and electric (v,(i = 2) types, Yvm and 

y^ are modal admittances corresponding to the 

eigenfunctions, y^, is a propagation constant of H„ - 

mode (n = 1) and E„ -mode ( \JL = 2) in the coupling 
section (mode numbering is given by one index in order 
of cutoff frequencies increasing),  Mv  and N^  are 

numbers of eigenmodes of magnetic (v,|i = l) and 

electric (v,u = 2) types taking into account in the 
regular rectangular waveguide and the coupling sec- 
tion, s/c is a square of the k -th coupling aperture, / is 
a length of the coupling section. 

For each mode incident onto discontinuity we trans- 
form system of equations (1) into two independent 
integral equations relatively to sums and differences of 
tangential electric fields at the coupling apertures. We 
form sum and difference of the first and second integral 
equations (1) for each mode incident onto discontinuity. 
This correspondents to the disposition at the symmetry 
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plane magnetic (r = 1) and electric (r = 2) walls. 
After some transformations we derived 

2   Mv 2   Nu 

XT?*»*™0™ -^ZZ^^A»= 
v=l m=l 

= 27   *F 

^=1  M=l (2) 

5=1, /^U,...,^, 

5=2, /?=1,2,...,P2, 

with C. J J r x M ,<& . 

D r\xn ■■ $ Fronds, 

Fl=El+E2, F2=El-E2, 

Q\y» =th(JwiI/2), Q2iin=cth(j^l/2). 

To solve the system of equations (2) we applied 
Galerkin's method. We represented sum (r = 1) and 
difference (r = 2) tangential electric fields for each 
mode incident onto discontinuity by expansions into 
series of vector eigenfunctions of the coupling section 

2  ^ 

(3) 
p=l«=l 

where S^, axe. unknown coefficients, 0^ are vector 

eigenfunctions of the T - region (Fig. 2) for capacitive 
discontinuity and those for below-cutoff rectangular 
waveguide (Pig. 3) for inductive discontinuity. 

Substituting (3) in (2) and performing transformations 
in accordance with Galerkin's method we derived for 
each discontinuity the following two (r = 1,2) systems 
of linear algebraic equations with P = Pl+P2 right- 

side parts 

2   M„ 

yunQrw"uu"nv+/,/_}vrnHvin   Wrim 
v=l m~\ 

2   "„ 

fi=\ n=\ 

= 27     »'"'' qp fvp    ' 

B=1,V = 1,2,...,#,, 

w=2, v=l,2,...,W2, 

5=1,^=1,2,...,^, 

5=2, p=l,2,...,P2, (4) 

where 77^ = [Ö^^ds are coupling coefficients of 

eigenmodes, ^u and 8„v are Kronecker symbols. 

By solving the system of linear algebraic equations (4) 
with P right-side parts under r = 1,2 we determined 
distributions of tangential electric fields at the first and 
second coupling apertures of the corresponding discon- 
tinuity. After that we calculated elements of the dis- 
continuity generalized scattering matrix using coeffi- 
cients 4fc • 

The feature of the mathematical model of the inductive 
discontinuity is availability both magnetic H mn and 

electric Emn modes with index n *0 in its mode spec- 
trum which are caused by presence of capacitive dis- 
continuity in the filter key element. This is a reason to 
consider diffraction problems of the modes with index 
n * 0 at the septum for each n = 1,2,... separately and 
then summarize obtained results. 

RESULTS OF DESIGN AND TESTING 

Using the derived formulas and equations an algorithm 
and a program package for calculation of frequency 
characteristics of the separate resonators and the whole 
filter have been developed. In order to confirm experi- 
mentally correctness of the developed theory a proto- 
type of the narrow band 5-resonator bandpass filter 
(Fig. 4) with maximally flat frequency response of 
insertion loss has been designed, constructed and 
tested. Tuning the filter is performed by the rods intro- 
duced into each resonator. 

Fig. 4 

The filter prototype insertion loss versus frequency at 
the three specified operating frequencies within tuning 
frequency range are shown in Fig. 5. Solid line relates 
to the lower operating frequency, dashed line - to the 
medium operating frequency and dashed-dotted line - 
to the upper operating frequency. Data of measure- 
ments are depicted by crosses. 

Calculated (solid line) and measured (crosses) data of 
the filter prototype insertion loss near by pass band at 
upper operating frequency are shown in Fig. 6. One can 
observe in Fig. 5 and 6 that theoretical and experimen- 
tal results are in a good agreement all over the tuning 
frequency range. The measured filter pass band at the 
level 0.5 dB from the level of insertion loss at the cen- 
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tral frequency is equal 35 ± 2 MHz all over the tuning 
frequency range 13 %. Insertion loss in pass band all 
over the tuning frequency range is less then 1.2 dB. 
Measured VSWR is maximal at ends of tuning fre- 
quency range and is below 1.4. Insertion loss values at 
frequencies f0 ± 60 MHz are more than 50 dB and at 

f0 ± 130 MHz are more than 85 dB. 

REFERENCE 
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CONCLUSION 

A new approach to building tunable bandpass filters 
with near constant bandwidth all over wide tuning 
frequency range has been proposed. The essence of the 
idea is in an successful combining inductive and ca- 
pacitive discontinuities. An adequate mathematical 
model of the filter based on generalized scattering ma- 
trix, obtained by using the integral equation method for 
solving diffraction problems for single discontinuities, 
has been developed. A tunable bandpass C-band filter 
prototype with a near constant bandwidth in the tuning 
frequency range 13 % has been designed, constructed 
and tested. Testing the filter prototype has verified high 
accuracy of the mathematical model that exclude en- 
tirely necessity of any adjusting of tunable filter after 
fabrication. Due to a near constant bandwidth over a 
wide tuning frequency range the developed mechani- 
cally tunable waveguide filters open new possibilities in 
realization high efficient and cost effective frequency 
tunable transmit stations for various telecommunication 
systems. 
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NUMERICAL ALGORITHM FOR CALCULATION OF CAVITY MICROWAVE 
TRANSDUCER OF AN APERTURE TYPE 

Y. E. Gordienko, A. Y. Panchenko, A. A. Ryabukhin 

Kharkov State Technical University of Radioelectronics 
14 Lenina pr., Kharkov-310726, Ukraine 
phone: 0572-409362, e-mail: imd@kture.kharkov.ua 

Microwave transducers gained a wide distribution at 
realization of non-destructive materials control, both 
during manufacture, and at output trials stage. The 
analytical measuring instruments based on their appli- 
cation allow to define a wide spectrum of parameters of 
dielectric materials. When designing such devices the 
essential difficulties arise during carrying out precom- 
putations. At this stage, it is necessary to obtain trans- 
formation functions between required parameters of 
checked objects and transducer output parameters. For 
this purpose, it is necessary to find a rigorous solution 
of an electromagnetic problem, having rather intricate 
boundary conditions, as a rule. Therefore, the develop- 
ers usually refuse from a solution of an inverse problem 
allowing to find an optimum transducer's construction, 
and use the multiple approach to a direct problem with 
different input conditions. Creation of convenient for 
use calculation algorithms of microwave transducers 
allows to essentially reduce period of designing. 

HI 

Z4 Z3 Z?   Zi=0 

I 
^ 

| I 
Fig. 1 

In this report the numerical algorithm and the calcula- 
tion program of a capacity cavity microwave transduc- 
ers with a small aperture is presented. Advantage of 
these transmitters is absence of fields with multivalence 
in transformation functions, high responsivity, good 
resolution in space and construction simplicity. The 
transducer comprises the coaxial cavity, thin coaxial 
(with fast damping of higher modes) and measuring 
aperture in the flat screen (Fig. 1). Such transducers 
allow to define both electrophysical parameters of ho- 
mogenous samples and integral characteristics of lay- 
ered samples. 

The calculations algorithm is based on the use of 
Galerkin's method ideas and different projection meth- 

ods variants [1]. The problem algebraization is carried 
out by use of an approximate problem solution's or- 
thogonality requirement to a zero-element of a function 
space, on which it is found. Usually as such zero- 
element pick the relations following from continuity 
condition of solution to be found on conditional divi- 
sion bounds of a system into regular areas [2]. 

Depending on desired solution's presentation it is pos- 
sible to distinct variants of this method based on tensor 
Green's function application [3] and eigenfunctions of 
regular partial domain of simple shape. 

In this case magnetic and electrical field's representa- 
tion in explored domain through magnetic currents and 
corresponding Green's tensors for Maxwell's equations 
equivalent to tangential component of electric field is a 
common for method's variant based on application of 
Green's functions 

H(r) = Jr22(r,r')-J   (r')dS'; 
s 

E(r) = Jr12(r,?)JM(?)dS'; 
s 

J    =[n-Esj, 

where S is the conditionally selected section, in which 

there are magnetic currents; n is normal to this sec- 

tion; Es is the unknown electrical field in the section. 

Thus, it is convenient to represent a field in the sepa- 
rate conditionally selected regular parts of a system 
through equivalent magnetic currents on bound sec- 

tions of these parts. The unknown field Es can be 
expressed through the section eigenfunctions being 
solutions to the homogeneous two-dimensional Helm- 
holtz equation under the corresponding boundary con- 
ditions 

-*       °°       ~ 
Es = 5>k-ek 

k=l 

Using conditions of equality of electric field compo- 
nents on ideally conductive boundaries to zero and 
tangential components of electrical and magnetic fields 
on both sides of media interface, it is possible to obtain 
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j(Ht|n=+0 -Ht|n=-0]• eic ds = 
s 

JIak/r^(;;?)-;k(?)-r'dr'dp'ei(r)Tdrd^- 
Sk=l    S' 

- J 2>k Jrgj(r,P) -ek(?) -r'dr'dp'-e*(r) rdrdp = 0 
Sk=l    S' 

The recurrent relations allow to reduce a solution of the 
problem both in a cavity volume, and in volume of a 
sample to one common surface. The choice of location 
of this surface and field on it will define an accuracy of 
all solution. For the resonator shown in Fig. 1 it is the 
most convenient to select section Z] in the middle of 
thin coaxial as such a surface, since the field in it the 
most precisely corresponds TEM wave. 

The calculation algorithm scheme of a cavity micro- 
wave transducer loaded with a layered dielectric is 
shown in Fig. 2. 

At the first stage of calculation the parameters of the 
cavity (radii and the length of the body and the central 
stub; the capacity clearance size, material of the reso- 
nator) and parameters of a layered sample (thickness of 
layers, value of a complex inductivity for each layer) 
are given. Further, using 4-th order's approximation the 
solution of the transcendental equation in the cavity's 
areas I-III for definition of the radicals and norms in 
each area is made. In this case the maximum accuracy 
of solution is assumed and equals 10-12 characters of a 
mantissa. The next step of the solution is the calcula- 
tion of magnetic fields on the part of the cavity and 
sample separately in a frequency band. The recurrent 
relations based on equality of tangential components on 
areas boundaries, allow to represent a magnetic field as 
a particular integral, whose numerical solution, in our 
case, is obtained by the high-performance numerical 
method, which uses quadratures of Newton-Cotes. 
Thus, the accuracy is reduced down to 9 mantissa char- 
acters. After definition of magnetic fields the calcula- 
tion of TEM-mode amplitude dependence on a fre- 
quency band is performed. At this stage the same 
program of integration is used again. The accuracy is 
already 8 characters of a mantissa. Further, TEM-mode 
amplitude dependence on frequency in sample Asam(f) 
and cavity Acav(f) are replaced with an approximating 
polynomial, whose degree is defined by a number of 
frequency points, it is usually 4-6. It allows to obtain 
results with an error in 6-7 sign of a mantissa. The 
similar reduction of accuracy at each stage allows to 
use software of automatic accuracy achievement with- 
out extra analytical research each time. For definition 
of resonant frequency f0 the equation Asara(f) - Acav(f) = 
0 is solved. Finally the magnetic field calculation of all 
system at frequency f0 is performed. 

In the program the application possibility of iterative 
methods of this equation solution with returning to 
initial calculation of fields is provided. However, test 

calculations have shown, that the exact solution 
enough for obtaining accuracy, required in practice. 

Input of sizes and 
parameters for the 
cavity and sample 

Determination of the 
radioals and norms for 

ooaxials function 

Calculation of magnetic 
fields for a sample and 

cavity on different 
frequencies f 

' 
Calculation of 
amplitude of 

electromagnetic field 
mode for a sample and 
cavity magnetic fields 

+ 

Calculation of a 
resonance frequency f0 

1 ■ 

Calculation of magnetic 
fields on a resonance 

frequency 

_ 
Level estimation of 

higher harmonics in a 
cut of set 

Fig. 2 

The program is worked out in Borland C ++ Builder 
and works under the control of operating systems Win- 
dows 95/98/NT. The program has the convenient user 
interface and allows to calculate both a capacity micro- 
wave transducer of an aperture type, and cylindrical 
microwave transducer loaded with a layered dielectric 
sample. 
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The resonance diaphragms are widely used in the an- 
tenna and microwave equipment as matching elements, 
filters, decoupling elements etc. As a rule the single- 
element resonance diaphragms or their serves along the 
direction of the wave propagation are used. Using the 
multielement resonance diaphragms may cause addi- 
tional resonance couplings, changing the resonance 
frequency, matching the input and output of power 
electron microwave devices. 

This paper focuses on the theoretical description of the 
wave propagation or excitation of oscillations in the 
resonance system with a limited number of the reso- 
nance diaphragms. 

PROBLEM FORMULATION AND SOLUTION 

The resonance system with volumes coupled by means 
of multielement resonance slot diaphragms of finite 
thickness h (Fig. 1) is considered. The number of slot 
elements is equal to N. The solution of the problem will 
be obtained with partial region technique using Flo- 
quet's theorem. The non-uniformity of the system leads 
to the necessity of solving a vector problem, because 
polarizations are not separated. 

5univer.kharkov.ua 

the region of resonators in the form of the superposition 
of the limited number of oscillation modes. The number 
of these modes is connected with the index N. Further- 
more, the field of every oscillation mode independently 
on the others is satisfying to all the necessary boundary 
conditions the use of which in the corresponding planes 
of the oscillating system leads to a uniform system of 
linear algebraic equations in relation to the amplitudes 
of the field harmonics. Equality of the determinant of 
this system to zero determines the resonance wave 
number values of the oscillation mode u. = 0,1,2.. JV. In 

fact the wavelength X is more than the one of the sizes 
of the resonance slot, the analytical expression of the 
characteristic equation may be written with the help of 
the second order determinant: 

Fig. 1. Resonator with the multielement slot diaphragm 

In each of the partial regions the fields are determined 
in the form of a combination of two Hertz's vectors - 

electrical (fte = x°ne) and magnetical (n* = x°IIh). 

The Helmholtz equation solutions for Hertz's vector 
fleand flh are represented in the form of the expan- 
sion of eigenmodes of the infinite periodical structure 
consisting of the same elements as the resonance dia- 
phragm. Such a method allows to represent the fields in 

-1 
-G-foScfgcp™   61e2S(sin(p1o) 
G.foSsin cp10      1 - QßiSet fifcp10 

= 0, 

where B-\ and 02 are the slot sizes, which are normal- 
ized        on        the        structure        period        I; 

Cp10 '4? -(*/2a) , K = —. S and Sare deter- 

mined by the double series on transverse oscillation 
indices, the series converge quickly and hence may be 
represented explicitly. 

ANALYSIS OF THE RESULTS OBTAINED 

The multicoupled region causes the existence of LFM- 
waves in such a system at the selected frequency. An- 
other peculiarity of the structure under consideration is 
practical coincidence of phase velocity of some spatial 
harmonics of different oscillation modes, which allows 
to excite the field with different spatial distribution 
without tuning the resonator. The multielement dia- 
phragms cause the emergence of passbands and stop- 
bands, the width of which depends on the correlation of 
the wavelength and geometrical dimensions of the 
system. A variation of the diaphragm thickness leads to 
displacement of short-wave limit of the passband in the 
direction of greater values of X . 

The obtained system of equations for determining the 
eigen resonance frequencies of different oscillation 
modes may be transformed into the form suitable for 
analysis of the problem of exciting the multielement 
diaphragm by the waveguide type of the wave. 
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WITH PIECEWISE LINEAR COORDINATE BOUNDARIES 
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12 Proskura St., 31085 Kharkov, Ukraine 
Fax. 38 0572 441105, e-mail: kirilenko@ire.kharkov.ua 

The algorithm of S-matrix calculation for generalized 
junction between complicated waveguides with arbi- 
trär}' piecewise boundaries is described. The main goal 
is to generalize the mode-matching procedure on the 
wide class of objects to provide the possibility of exact 
electromagnetic analysis for the very complicated 
structures from microwave devices as itself up to mul- 
tilayer integrated circuits. 

The structures being considered can be treated as the 
junctions of several waveguides (WG) with piecewise 
coordinate boundaries (Fig. 1). From application point 
of view they may be broken into the following groups: 
1) immediate fragments of microwave devices, 2) such 
fragments with smooth boundaries that are approxi- 
mated by stepped surfaces [1, Orlov Electr Letters], and 
3). the complex multilayer ceramic electronic circuits 
that have to be investigated at very high frequencies 
from point of view internal electromagnetic interaction 
and so on. 

Consider the step junction of P different waveguides 
(numbered asp = "1", "2" ...nP ") with the "main "0"- 
waveguide. 

It is supposed that cross-sections of all of P small 
waveguides are placed within the cross-section of the 
main waveguide. In the opposite case we may introduce 

an intermediate virtual waveguide of zero-length. A 
rectangular waveguide, the cross-section of which is 
formed by four "extreme" lines among all of cross- 
sections, including the "main " waveguide, is the most 
advantageous to play this role as its mode basis is the 
simplest one. After that the problem may be reduced to 
the calculation of two corresponding step junctions S- 
matrixes and using the well known generalized S- 
matrixes technique (GSMT). 

The problem of S-matrix calculation for a junction 
being considered is reduced to two ones: search of 
WG's eigen-spectrums and the calculation of the matrix 
of coupling coefficients. Applying the Transverse 
Resonance Method (TRM) [2, 3] to find the set of ei- 
gen-frequencies and eigen modes we obtain the eigen- 
fields that is specified by the series of Fourier coeffi- 
cients for each of sub-regions of WG cross-section 
(Fig. 1). It forces the definite way of describing the 
configurations of WGs that are joined. These configu- 
rations are naturally broken into the set of sub-regions 
in the form of rectangles. Let us number these rectan- 
gles for the "p"-waveguide cross-section from j(p)=0 up 
to j(p)=J(p). In this manner the cross-section of "p"- 
waveguide may be specified completely by the ma- 

trixGp = {G[j(p),k]} J/$L0
3

k=o, where 

' 

6(0) 

5(0) 

4(0) 
0(1) 

1(2) 2(2) 3(0) 

2(1) 1(1) 2(oy 0(2) 
/ 

1(0) 

0(0) 

one ofsubdomains of 1-st waveguide 2-nd region and of 0-th waveguide 3-rd region overlapping 

Fig. 1. Step junction of waveguides with piecewise linear boundaries 
and partitioning their cross-sections into the sets of rectangles 
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Fig. 2. Partial sub-region of "p"-waveguide cross-section 

and corresponding designations 

The Herz potential functions (ph„(x,y) and <pen(x,y) 
in 7"-region of '^"-waveguide cross-section are pre- 
sented in the following form 

w=0 
sin 

(KP)) G(P» Ö(P)) x + a 

L(k(0)) 

.fin 

o X 

Fig. 3. Sub-domain of "p"- waveguide "/■ region 
and "0"-waveguide /<(0)-region overlapping 

At using the mode matching method we have to calcu- 

late the set of coupling integrals Mlq. As the eigen- 

fields of complicated waveguide modes are given by a 
piecewise manner, therefore the each coupling integral 
is reduced to the sum of partial integrals over the over- 
lappings of "p"-waveguide sub-regions with "0"- 
waveguide sub-regions. As a consequence we obtain the 
following sum for each of coupling integrals 

J(0)J(p) JWVip) 

fc=0 /=0 s(k(0)) nSU(.p))    fr=o /=o 

where Su(py> is the cross-section of 7"-sub-region of 
"//'-waveguide. In fact the sum contains only the inte- 
grals over some overlappings of corresponding sub- 
regions. In its turn the set of their geometry's may be 
specified by the "overlapping-matrix" OL^, that sets 

the coordinates of all sub-domains of overlappings: (see 
Fig. 3) 

OLp = OLp[0<v<(J(0)./(/>)-l), 0<u<5] 

where 

OLp[v,0] = xUM\ 

OLp[v,l] = aU(p)), 

OLp[v,2] = yst, 

OL>,3] = y"\ 

OLp[v,4]=/(0), 

OLp[v,5\=j(p). 

After specification of Gp -matrixes for "0"- and all >" 

waveguides OL^ matrixes may be found by a special 

algorithm that verifies simultaneously the type of junc- 
tion and the necessity of above-mentioned virtual 
waveguide. Let us introduce the following set of desig- 
nations for the sets of Fourier-amplitudes of field ex- 
pansions within separate sub-regions 

: AW = {4£}Ä), BW = {B\^%) and for the 

transversal and longitudinal propagation constants in 

these sub-regions ß0) = diag{$P }m=x (0), 

(0 ■W=a«<»ö>Ä   -*~  R0)-"--0) 
9 

0C/> ^qm lq     Ym 

C=Y(0)> where  fä> =mn/ai-J)  and 

1/2 
. Introduce also the designation 

CE (*,7) ■ {cc 
(k,j)AkJ) 

(<«0C M^MU) 

l(0),m=l(0)' 
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^"""^                 \.            No 
^^    Is Gp completely   ^v. 

within G0                  J^>—► Specification of virtual 
waveguide 

^^^"^    Yes 

i 
Mode bases calculation by TRM, 

filling, arrays of Fourier 
amplitudes. 

^ r 

Definition of overlapping sub- 
domains matrix OL 

Calculation of coupling integrals 
matrix and S-matrix of the junction 

^^ab \ccnm    enm    (ao)f„=l(0),m=l(0)> 

BZ'aa      -\ss„m   e„m    i.««;>„=i(0),m=i(0). 

for matrixes of expansion functions integrals on over- 
lapping sub-region, where for example 

As the result tlie coupling integrals on a n overlapping 
sub-domain obtain the following form 

M£(*,y) = A<*>ß<*>x 

+ B«ßW^;)ß(/)AW+OT(^)ßü)B0)J+ 

with      similar      expressions      for       M<£(k,j\ 

Mh^{k,j)Miq(k,j). Thus we have got the fully for- 

malized relatively simple algorithm of S-matrix calcu- 
lation for the junction of several waveguides with arbi- 
trary piecewise linear coordinate boundaries. Its flow- 
chart is shown above. 
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Some aspects of designing lowpass and bandpass eva- 
nescent-mode filters based on single- and double-ridged 
waveguides are discussed. It is demonstrated that intro- 
duction the new type of transformers allows to obtain 
the lowpass filter configuration providing wide pass 
and stop bands. The improved procedure of initial 
synthesis of bandpass filters permits to obtain their 
geometry for pass bands up to 20 % and extended stop 
band. 

INTRODUCTION 

The design of evanescent-mode filters based on finned 
waveguides and printed-circuit technologies [1] and 
ridged waveguides with relatively wide ridges [2-4] has 
been discussed before. Nevertheless the development of 
CAD software, that provides the design and the optimi- 
zation of filter geometry at a broad specification range, 
revealed some additional aspects of such a problem and 
the necessity to include new structural elements for 
provision of a wider range of possible specifications. 
The configurations of the filters being considered are 
presented in Fig. 1. They are sets of fins with varying 
gaps for lowpass filters (LPF) and a fixed gap for band- 
pass filters (BPF). In both cases the matching trans- 
formers in the form of sections of finned or rectangular 
(upper cutoff) waveguides can be used. Here matching 
transformers are not conventional transitions between 
rectangular and finned waveguides and simultaneously 
play the role of ended AT-invertors LPF or BPF. 

The exact full-wave mode-matching models are used 
for obtaining S-matrices of key elements. Analysis of 

separate parts of filters (as AT-invertor scheme compo- 
nents) as well as analysis of filters as a whole is per- 
formed by the generalized S-matrix technique. Without 
emphasizing the details, note that the transversal reso- 
nance method was used at the calculation of ridged 
waveguide mode basis. Required S-matrices of bifurca- 
tion of plane waveguide by semiplate of finite thickness 
were calculated on the basis of moments method using 
basis functions that take into account the field behavior 
near the fin edges. 

Two possible realizations for single- and double-ridged 
waveguides have been considered. In all cases the de- 
sign algorithm has three stages: a). Definition of values 
of fin gaps and filter housing, b). Initial filter synthesis 
on the base of Ä'-invertor lowpass prototypes according 
to Levy's scheme for LPF case and to Rhodes's scheme 
for BPF one. Possible correction of prototype K- 
invertors. c). Optimization of the filter geometry. 

LOWPASS FILTERS 

Search of ridged waveguide housing is done according 
to the given values of ridge thickness r, minimal gap 
size w^ for the central section, the specified frequen- 

cies of pass band beginning Fb and stop band edge Fs. 

The selection of width ar and height br of ridged 

waveguide housing is based on two requirements [2]: 1) 
the cutoff frequency of dominant mode for the ridged 
waveguide with the specified minimal gap w^ must 

be below Fb ; 2) the next higher cutoff must be above 

the stop band upper limit Fs. The procedure of ar and 

a b c 

Fig. 1. Lowpass (a) and bandpass (b,c) evanescent-mode filters on single-ridged waveguides 
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br definition is performed with the aid of preliminary 
calculated database. At that, the geometry with maxi- 
mal ar is considered as the best one. 
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Fig. 2. Frequency responses for the optimized filters: 
11-section LPF on double-ridge waveguide (a), 
5-section BPF on single-ridged waveguide (b) 

and 7-section BPF on double-ridge waveguide (c) 

The maximal gap size wmax is found reasoning from 
the requirements that the ridged waveguide with di- 
mensions ar, br, t, and w - wmax must be above cutoff 

within pass band. The waveguide sections forming 
notches between filter sections must be cutoff ones 
through the whole pass band however they should not 

be cutoff through the whole stop band. Rectangular 
cross-section notches provide simultaneously two ad- 
vantages, shortening the total filter length and simpli- 
fying the calculations. 

Notches model the internal Af-invertors of lowpass 
prototype. The ended AT-invertors have usually greater 
values than the internal ones, as they play a matching 
role. In the majority of cases the value of reflection 
coefficient for a junction between the main rectangular 
waveguide and the ridged waveguide of the first (last) 
filter section is too large. It has to be reduced by im- 
plementing an additional matching section of ridged 
waveguide with the cross-section of main rectangular 
waveguide. The search of transformer dimensions is 
performed by two steps: 1) the first global minimum of 
reflection coefficient within the range wmax <, wtr < br 

and different lengths ltr > 0 is roughly defined; 2) the 

final dimensions are being found by exact estimation of 
ltr to provide the required £"-invertor value at the 
maximum possible transformer gap. 

More often than not, the characteristics obtained after 
the synthesis, based on the circuit theory, are not com- 
pletely satisfactory mainly within the stop band. To 
reach the specified response, the initial geometry is 
optimized on the base of full-wave exact model and the 
goal function that differs from conventional by taking 
into account some points on the slope of frequency 
response to avoid undesirable spikes of insertion loss. 

As an example of the created software possibilities, the 
characteristics of the double-ridged lowpass filter with 
wide pass and rejection bands are presented in Fig. 2a. 
The filter has upper than 20 dB return loss within oper- 
ating band of WR-28 and stop band up to 150 GHz.. It 
should be noted that other topologies, in particular 
based on single-ridged waveguides (see Fig. la), are 
suitable only for the design of lowpass filters with the 
narrower pass and stop bands. It happens first of all in 
consequence of the excitation of additional higher 
modes in single-ridge waveguide. 

BANDPASS FILTERS 

The peculiarity of the design of the filters being consid- 
ered is born by capacitive character of filter section 
loads that is why the resonator length / may be chosen 
essentially less than Xg 12. It is clear that at this con- 

dition the conventional procedures of circuit theory 
synthesis, that are oriented to Xg 12 (^-prototype) or 

Xg/4  (K-J prototype) resonators, will led to filter 

sections with too low ö-factors. The correction of K- 
invertor prototype is performed under the condition that 
ö-factor of shortened resonator must be equal to the 
one of Xg 12 resonator. This correction ensures accept- 

able initial guess for the final optimization procedure 
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even though the filter pass band obtained by this man- 
ner turns out narrower than it is required. 

As a rule the needed result can be reached at square 
ridge housing with a side size equals to the height of 
main waveguide and ridge gap providing the cutoff 
frequency near the one of input waveguide. However it 
is not always possible to obtain acceptable fin lengths at 
such a housing. In this case one has to reduce housing 
cross-section or increase ridge gap. 

In Fig. 2b the example of designing the narrow-band 
filter in waveguide WR-75 (housing 9.525x9.525 mm2, 
ridge thickness 3 mm, overall filter length ~51 mm) is 
presented. The broad-band filter in waveguide WR-229 
(housing 32x29.083 mm2, ridge thickness 1 mm, over- 
all filter length -160 mm) is illustrated by Fig. 2c. As it 
turned out the stop band is limited by the half- 
wavelength resonances in long notches when filter 
housing becomes upper cutoff. 

The software is realized with Visual C++ tools as Win- 
dows (NT, 95, 98) application. The CPU time needed 
for synthesis and optimization of 5-resonator BPF 
equals about 1.5 hours with Pentium 11-366. 
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Multiple aperture rectangular irises are attractive for 
the scientists owing to their salient feature to form 
frequency response with clear total reflection resonance 
(rejection resonance). A difference of the dimensions of 
the iris apertures is the condition of the resonance. The 
simplest two aperture iris forms the frequency response 
with two resonances of total transmission and one reso- 
nance of total reflection, located between them. Nu- 
merical studies, carried by us on the base of solving 
appropriate diffraction problem, show that upper fre- 
quency resonance is defined by the slot with lesser 
width, whereas the resonance at the lower frequency is 
defined by the slot with larger width. Three aperture 
iris, cross-section of which contains a pair of equal slots 
and the other slot of different dimensions has similar 
frequency response. An influence of changing the ge- 
ometry of the slots on the frequency response character 
was studied by us. All the numerical calculations were 
carried out in the frequency range, corresponding the 
operating range of the circuit, in which an iris was 
placed. Fig. 1 shows schematically the constant value 
plots for the reflection coefficient \R\ of the circuit 
dominant H]0-mode for three aperture iris placed in the 
waveguide WR-90 in the coordinates "frequency versus 
width of the slots being changed". The iris thickness is 
0.38 mm. height of upper and bottom slots is 2.52 mm; 
their width is changed from 7 mm to 22 mm; dimen- 
sions of the central slot are 14.86x1.52 mm2. From the 
figure we notice that a changing the ratio between the 
slot widths leads to a changing of location and quality 
factor of the rejection resonance. There is only one 
resonance of total transmission at the frequency re- 
sponse if dimensions of all the slots are equal. 

Computational results show that as more as possible 
height of the slots is preferable from both the manu- 
facturing point of view and loss level outside the stop- 
band. So, three or more aperture irises is more prefer- 
able than two aperture ones. 

As computational results shown that the rejection reso- 
nance, forming by multiple aperture irises, is defined by 
the ratio between slot dimensions, we carried out a 
number of numerical studies in order to make clear the 
assumption that multiple aperture irises can form a 
frequency responses with more than one rejection reso- 
nance. Three aperture iris, cross-section of which con- 
tained three different slots was chosen for such studies. 
There are two rejection resonances at the frequency 

response of such an iris, as predicted. Studies of the 
influence of changing the geometry of the slots on the 
frequency response were carried out. Some results of 
them are presented in Fig. 2. Fig. 2 shows schemati- 
cally the plots for the reflection coefficient of circuit 
dominant H10-mode for three aperture iris placed in the 
waveguide WR-90 in the coordinates "frequency versus 
width of the slots being changed". The iris thickness is 
0.38 mm. height of the upper and the bottom slots is 2 
mm; height of the central slot is 1 mm. The width of 
the upper slot is changed from 7 mm to 22 mm whereas 
dimensions of the central slot are constant. It turns out 
that the influence of changing the slot geometry on the 
frequency response has the same character with respect 
to one for the irises forming one stopband frequency 
response, namely a changing the ratio between slot 
widths leads to changing the location and quality factor 
of the rejection resonances. We also note that changing 
the height of the slots leads to steeper frontiers of the 
rejection resonances. Results of the studies allows to 
conclude that the frequency response with two rejection 
renounces and more can be obtained by using multiple 
aperture irises with a number of slots of different ge- 
ometry. 
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Fig. 1. Plots \R\ = const for three aperture iris 
with single stopband 

A scheme of searching an approximate geometry of 
rejection cells based on multiple aperture irises, that 
use a specific character of rejection resonance nature, 
was proposed by us by the results of the studies carried 
out [1]. 
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In order to verify the validity of our conclusions and to 
estimate the accuracy of obtained results a number of 
experimental measurements was carried out for three 
aperture irises, approximate geometry of which was 
obtained by the help of above-mentioned scheme. Fig. 3 
presents calculated and experimental frequency re- 
sponse of three-aperture iris placed in WR-90 
waveguide. Cross-section of the iris contains three 
horizontal rectangular slots, two of which were cut 
immediately adjacent to the upper and the bottom walls 
of the rectangular waveguide. Their dimensions are 
14.91x2 mm2. The third aperture was cut in the center 
of the circuit. Its dimensions are 12.94x2 mm2. Iris 
thickness was 0.48 mm. Such an iris forms the rejec- 
tion resonance at the frequency of 10.38 GHz. Trans- 
mission loss at its resonant frequency are -26 dB. The 
difference between calculated and measured data is 
0.3 % and 8 % for the rejection frequency and its qual- 
ity factor, respectively. The error for the bandwidth is 
explained by ideal theoretical model, in which the Oh- 
mic loss are not taking into account. As "frequency 
error", it can be explained by relatively low quality of 
iris manufacturing. It should be noted that the left 
frontier of the rejection resonance is very steep and 
there is sufficiently even portion of the response, where 
transmission loss are close to zero, from the left side of 
the resonance. Probably, such a three aperture iris can 
be used not only as a rejection cell, locking the circuit 
in rejection stopband, and in order to improve filter 
response it can be used as additional rejection section of 
a low pass filter with a passband in above mentioned 
low loss frequency range. 

bottom walls of the rectangular waveguide. Their di- 
mensions are 14.2x3 mm2 and 15.2x3 mm2. The third 
aperture was cut in the center of the circuit. Its dimen- 
sions are 13.1x1 mm2. Iris thickness is 0.48 mm. 
Measured frequency response is presented in Fig. 4. As 
predicted, frequency response contains two rejection 
resonances at the frequencies of 8.93 GHz and 10.8 
GHz. Transmission loss at the resonant frequencies are 
-13 dB and -16 dB, respectively. Stopband widths are 
0.25 % and 0.6 % respectively. In contrast to single 
stopband rejection irises, a mechanism of the control of 
such multi stopband frequency responses is revealed not 
completely. However it is obviously that two stopband 
rejection irises with improved characteristics can be 
calculated and manufactured. 

Fig. 3. Measured transmission loss of one stopband 
three aperture iris 
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Fig. 2. Plots \R\ - const for three aperture iris 
with two stopbands 
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Fig. 4. Measured transmission loss of two stopband 
three aperture iris 

In order to verify our suggestions concerning a possi- 
bility to form multi stopband frequency response, de- 
monstrative experiment with three different aperture 
iris in WR-90 waveguide was performed. Cross-section 
of the iris contains three different slots, two of which 
were cut immediately adjacent to the upper and the 

Above mentioned one- and two stopband rejection cells 
can find an application both as separate frequency se- 
lective units and as additional elements of low pass 
filters, bandpass and bandstop filters. They will im- 
prove filter frequency response. An idea concerning to 
use such additional elements in filter was realized by 
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T. Sieverding and F. Arndt [2]. In this work the results 
of computational design of the bandpass filter with 
additional resonators placed on upper wall of the 
waveguide circuit and coupled with it by rectangular 
irises were presented. If two stopband rejection irises 
are used as such additional sections, the filter has less 
both transversal and longitudinal dimensions. Besides, 
such multiple aperture irises are very simple in manu- 
facturing and low cost. 

The author wish to acknowledge E. A. Sverdlenko for 
the help while carrying out the measurements. 
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The problem of calculation of tees in rectangular 
waveguides has been discussed a lot of times. Except of 
the main geometry of conventional H(E)-t<zs [1] the tees 
with inserts of different kinds have been studied [2]. At 
that the dominant goal of real calculations was to in- 
vestigate the possibility of ideal matching at the excita- 
tion of tee side arm. However there is another problem 
of tee tuning that arises at the frequency selective sys- 
tems design. For example one of different schemes of 
dilplexer design is based on using so called 7-type 
three-ports. Such a three-port has to characterize by the 
S-matrix that is similar to S-matrix of symmetrical 120° 
F-junction. To use an E- or #-tee as a common junction 
of diplexer we have firstly to design a special load in 
tee that equalizes the reflectivities in common port and 
in channel ports. It may be achieved for example by 
introducing the capacitive iris in the side tee arm [3]. 
However this way is not the best one, as such a unit 
usually has relatively high dispersion and is not avail- 
able for broadband diplexers. 

Another way consists in implementation of a tuning 
insert into internal tee region, that may be very con- 
venient if an insert and the filter diaphragms are made 
by the same manner. In this report the iris inserts in 
//-tees are considered from point of view of the way of 
S-matrix calculation and possible properties corre- 
sponding tees as the common junctions of microwave 
diplexers. 

The configurations that will be discussed are shown in 
Fig. 1. Taking into account that in the majority of cases 
the only dominant mode is propagating in common 
diplexer arm and the full-wave ^-matrixes have to be 
found regarding the channel arms we have chosen the 
Port Reflectivity Method (PRM) [4] that make possible 
quick manipulation with different waveguide electro- 
magnetic objects. 

The main idea of PRM is the treatment of three-port 
networks through the triple consideration of two-ports, 
forming by shortening of one of the three-port arms. It 
reduces the problem of calculation of three-port 
S-matrix to relatively simpler multiply problems of a 
two-port. The latter may be considered as the sequence 
of plane junctions, the S-matrixes of which is calculated 
by 5-matrix technique and for example by mode- 
matching method. 

The configuration of H-tee with rectangular metal in- 
sert is shown in Fig. 1. 

aaaiimam^m^ 
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(0) 
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iz. ]k 
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Fig. 1 Geometry of H-tee with rectangular metal insert 

Below is used the following designations: 

SaP   are   blocks   of  three-port   scattering   matrix; 
«,/?= 0,1,2. 
S^v are blocks of two-port scattering matrix for the 

y'-th position of shortening; v, n = 1, 2 (/ = 1, 2, 3). 

r(/) = -exp(-2i^(°^y) is inverse value of reflectivity 

for shortening placed in 0-th waveguide at distance 
l,        (h<l2<h) fr°m three-port reference plane; 

Q0' is propagation constant of dominant mode in the 

0-th waveguide. Then we have two possibilities: on the 
one hand, such a waveguide may be exactly calculated 
with the help of full-wave model for three different 
values of shortening position and on the other we may 
write a set of relations between three-port and two-port 
S-matrixes assuming only single-mode electromagnetic 
interaction between the shortening and the mouth of 
0-tee arm. As three-port S-matrix coefficients have 
been previously calculated we obtain 

/(KI)-K3))(R11(I)-«11(2))-(KI)-K2))^U(I)-^11(3))= 

=A/B=fe lb,kfMl 

where 
^(ij) = r(i)S?(i)-r(j)S?(j) 

ij = 1,2,3; i9t/,a,ß = 1,2 

The meaning of above expression is that the calculated 

value of Sii  must be equal for all /' and k. If it is not 
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then we have to place the shortenings further from 
three-port 0-th reference plane, as actual law of re- 
sponse dependence on shortening placements is not 
such for taking into account the dominant mode only. 
This reasoning is useful for internal control of calcula- 

tion accuracy: comparing values of Sfj0 at different 

/ and k we may provide correct choosing of shortening's 
positions. For the rest of coefficient we have, for exam- 
ple, 

S11 = ^■(l)-r(2))T1(?{>1
0^"(2)-R11(l))- Wn(2l)) 

S21=(Kl)-K2)r1fe°(T21(2)-T21(l))-W21(2l)) 

As to transmission matrixes between the 0-th and the 
1-st port (relative the dominant mode in the 0-th port 
only!) they may be found from 

S10S01 = (-(l)-51
0
1°)^11(l)-S11)=Q11 

Using this expression one can find the elements of "0- 
to-1" and "l-to-0" transmission matrixes to common 
sign before matrixes. 

As reciprocity relation u^rf^1? = u^T^Sf/ takes 

a place we have 

soi_+p^>. 

and consequently   s}?=¥±-, 7=1,2,...;   S?j n.ft1/1 

eio 

7=2, 3, 

The frequency responses for tees without tuning irises 
that have been calculated by exact model [1] and for 
tees with an insert being created with using tools of [5] 
have been compared for the created algorithm testing. 
The role of initial two-port has played corresponding 
tf-plane widening of WR-75 waveguide. In Fig. 2 the 
reflectivity response of an //-tee at the excitation from 
side arm and the difference between two solutions 
(scale axis is placed on right) are presented. 

As one can see the solutions coincide all over operating 
range (absolute difference of reflectivity is not worse 
than +10"4-s-10"5). At moving to the single mode range 
end (but out of operating range) diversification of con- 
ditions that are background of PRM becomes. On one 
hand the reactive attenuation of H2o mode within side 
arm is decreasing essentially and on the other hand the 
level of this mode excitation is increasing. It is caused 
by the features ofH-tee having the resonance at the end 
of single-mode range. 

The created model allows setting that a thin tuning 
inductive iris is similar to filter irises and can solve 
radically the problem of creating 7-type common 
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Fig. 2 Difference between two methods of calculation of 
W-tee junction 
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Fig.3 Return loss in common junction's arms 

junction on H-tee. Reflectivities in straight and side 
arms are presented in Fig. 3 for the common junction 
being designed at the frequency 13.01 GHz with the 

condition  ntinSff-Sji ftmifflSft0 . As one can see 

this condition is satisfied not only at the given point, 
but within all over operating range practically. 
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INTRODUCTION 

Waveguide sections are now widely used both for 
commercial and military purposes. The trend of inves- 
tigations in this field is to decrease the insertion loss 
and overall dimensions of microwave devices. But if 
high power of propagating waves is required (100W or 
more) it is impossible to use waveguide circuits based 
on the dielectric discontinuities or semiconductor active 
devices. In such a case the metal discontinuities (irises, 
plates, posts etc.) become alternatives. Metal plates are 
especially easy to manufacture and maintain into metal 
waveguide. The possibility of creation of phase shifters 
with excellent parameters on the base of such type of 
discontinuities was shown in [5]. 

This paper presents new results of FDTD analysis of 
such structures well described in [1-2]. Actually, it's 
hybrid method combining the implementation of im- 
pedance boundary conditions to standard FDTD tech- 
nique with generalised scattering matrix modelling. 
This algorithm proves its efficiency for rigorous analy- 
sis of different types of complex waveguide disconti- 
nuities. 

GEOMETRY MODELLING 

Two types of waveguide structures based on rectangular 
symmetrical plates are analysed. They have similar 
construction but different geometry so their separate 
analysis is given here. 

Waveguide section with four plates. It consists of four 
rectangular metal plates (Fig. 1, 2), each one is placed 
symmetrically in cross-section and fixed by thin metal 
shaft. The structure dimensions are a = 72 mm, b = 
28 mm; the first and the third plates are equal 
36x16.8 mm2; the second and the fourth ones are also 
equal 36x17.1 mm2; the diameter S of metal shaft is 
1.5 mm. All geometry is subdivided into five parts and 
analysed separately to reduce memory requirements and 
computational time. As it seen from Fig. 2 all disconti- 
nuities are symmetrical in the respect to excitation 
ports. There are two pairs of identical plates. Part III is 
a simple hollow waveguide. Its general scattering ma- 
trix parameters are found analytically. So it is necessary 
to implement FDTD procedure only for parts I and II 
and then final general scattering matrix is defined from 
cascade connection of five discontinuities. This also 
gives the opportunity to avoid the analysing of standing 
waves in resonators (as a result, decrease the quantity 
of time steps). 

FDTD procedure with impedance boundary conditions 
is used (value of characteristic impedance is 500Q). 
All geometry is refined to the standard uniform Yee 
lattice [3]. During this simulation metal shafts of cir- 
cular cross-section is substituted by rectangular one 
with the same overall dimensions in order to simplify 
the implementation of boundary conditions. Different 
parameters Ax, Ay, Az are chosen for each part for the 
finest geometry modelling. Courant-Friedrichs-Lewy 
type stability condition is used to define At parameter. 
The results of modal voltages in time domain [1] then 
converted to the frequency domain using discrete Fou- 
rier transform. Then the standard procedure [1] is fol- 
lowed to obtain the generalised scattering matrix pa- 
rameters in the frequency band 2.8...3.3 GHz. 

^\wwww^ 
al 

Fig. 1. Cross section with metal plate on a shaft 

dl d2 d3 

I II    III   IV    V 

Fig. 2. Four metal plates along waveguide 

Waveguide section with two plates. It consists of two 
equal rectangular metal plates placed symmetrically in 
rectangular waveguide with such parameters: a = 
72 mm, * = 28 mm, al = 36 mm, b\ = 11.2 mm. All 
statements in geometry modelling are similar to 
waveguide section described above. In this case the 
only FDTD analysis for the single symmetric metal 
rectangular plate in waveguide is required. 

NUMERICAL RESULTS AND MEASUREMENTS 

For electromagnetic simulation of vertically located 
thin metal plate in waveguide cross section the method 
of moments (MOM) was used earlier. The plate was 
considered to be infinitely thin and without supported 
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metal shaft. The results obtained by FDTD method, 
MOM and experiment for the second structure are 
shown in Fig. 3, 5, and for the first on Fig. 4, 6 respec- 
tively. In fact, phase characteristics on Fig. 5, 6 are the 
differential phase shifts of given structures calculated 
with respect to the simple hollow waveguides of the 
same length as cross-section. Three waveguide modes 
TEJO, TE30, TH12 were taken into account in hybrid 
FDTD analysis. However, taking first two modes are 
sufficient for both structures. 
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As it seen from Fig. 3-6 good agreement was achieved 
between two methods and experimental results. Small 
errors occurred in FDTD methods because of geometry 
quantisation error and some principal differs between 
numerical and experimental models (sharp edges of 
rectangular plates in reality were rounded to increase 
the limited transmitting power). MOM gives the op- 
portunity to calculate this structure much more quickly. 
No errors caused by discretisation occurred. But spe- 
cific problems, such as convergence of series expansion 
of current on metal plates, arise. Also little change in 
geometry very frequently makes this method be tedious 
or even helpless. FDTD method requires much more 

computational efforts, but it can be used for accurate 
and versatile analysis of more complex structures. 

Note, that further optimization of proposed structures is 
possible by searching the optimal form of plates in 
order to increase the frequency range and to reduce 
error of differential phase shift. 
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ABSTRACT 

Some ways of technical implementation of a high- 
power multiplexer for common operation of several 
broadcasting transmitters in the metric and decimetric 
waves band are considered. These transmitters pick up 
and carry a common aerial feeder that allows extending 
a net of TV and radio broadcasting by complete using 
opportunities of existing equipment. Engineering solu- 
tions proposed to build high-power multiplexers have 
been developed, designed, manufactured, tuned, tested 
in laboratory and under high-power operation mode. 
Some of those multiplexer are used now at TV and 
radio broadcasting centers in Ukraine since 1994. 

INTRODUCTION 

In the force of known economic reasons of the last 
times in Ukraine and some others countries of the for- 
mer USSR, one of the most possible mean to extend a 
net of TV and radio broadcasting of the metric and 
decimetric waves band is complete capacity utilization 
of existing aerial feeder equipment by addition of new 
broadcasting channels. 

To reach this goal, the corresponding additional de- 
vices, so-called, high-power (units and tens of kilo- 
watts) multiplexer are necessary that demands special 
scientific and engineering approaches to fulfil principal 
technical and others requirements listed below: 

1) providing with accurate requirements concerning 
terminal matching, insertion loss and inter-channel 
isolation; 

2) taking into consideration electrical breakdown 
stability and thermal loads of device under high- 
power operation; 

3) maintaining of non-complexity of manufacture and 
tuning; 

4) ensuring of device easy installation, as well as, 
providing a serviceability of device due to its 
weight, overall dimensions etc.; 

All operation conditions discussed above should be 
fulfilled rigorously during design procedures used that 
based on: 

1) using of high-precise electrodynamics models of all 
components for their designing; 

2) application of rigorous design procedures with 
model- prototypes for given approximations of am- 
plitude-frequency responses etc. 

The four designing variants of high-power multiplexer 
to provide operation of several broadcasting transmit- 
ters with common aerial feeder are considered here. All 
these devices have been developed, designed, manu- 
factured and tuned, as well as, tested under high-power 
operation, and some of them are used at present at 
some Ukrainian broadcasting centers since 1994. 

MULTIPLEXER BASED ON TWO 3 dB 
DIRECTIONAL COUPLERS 

A multiplexer based on the two 3dB directional cou- 
plers provides summation of output powerful signals of 
two TV broadcasting transmitters of the decimeter 
waves band. This multiplexer was the first such device 
designing by authors that used since 1995 at the TV 
broadcasting center in Kryvoi Rog, Dnepropetrovsk 
region, Ukraine. 

A designing aim was to obtain high-level technical 
performances of such multiplexer without necessity to 
apply any additional matching units connected to de- 
vice terminals. A design of directional couplers imple- 
mented due to a coupled transmission lines concept has 
been accomplished by the known method [1]. After 
fabrication of the directional couplers, their laboratory 
adjustment and examination, a some correction of di- 
mensions of coupled transmission line has been accom- 
plished. 

I order to access an inter-channel isolation that should 
be no less than 40 dB, the band-stop filters have been 
installed at the multiplexer's input terminals. Those 
filters have based on line-resonators formed by stubs 
with capacitance coupling. As results of multiplexer 
assembling and trimming of connecting lines, high- 
level performances of multiplexer have been achieved 
that shown in Table 1. 

By its design the considered multiplexer has been 
manufactures by using a special frame which provided 
flat mounting of device's components. Both the direc- 
tional couplers and the band-stop filters have been 
perform by application a symmetrical strip line with 
conductors of squared cross-section. The connecting 
lines have accomplished by a rigid feeder line. 
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Table 1 
Input wave impedance 75 Q 
Output wave impedance 75 n 
Input VSWR 1.04 
Output VSWR 1.08 
Inter-channel isolation >40dB 
Insertion losses of each channel < 0.2 dB 
Irregularity     of    amplitude-frequency 
response for each channel < 0.1 dB 
Maximum input power of each channel 5 kW 

OPPOSING PROBES BAND-PASS 
FILTER MULTIPLEXER 

An opposing probes band-pass filter multiplexer with 
output summation signal applied to central probe has 
been developed to provide common aerial feeder opera- 
tion of the three TV broadcasting transmitters of the 
decimeters waves band (21, 34, 38 TV channels). 

To design filters, as well as, dimensions of central 
output probe, special design procedures like ones pre- 
sented in [2] have been adopted and used. 

This multiplexer by its design had a T-shaped packag- 
ing in special metallic case (Fig. 1). Probe-opposing 
filter has been accomplished at each arm of device and 
the output central opposing probe has located at place 
where all arms are connected together. 

Output piobe Input probe of 
34 TV channel      y> 

©©€> ©   ©   © ©©I — 

 t 
Input probe of 
38 TV channel Input probe of 

21 TV channel 

Section A-A 
b 

Fig. 1. Opposing probes band-pass filter multiplexer for 
the three TV broadcasting transmitters of the 

decimeters waves band (21, 34, 38 TV channels): 
horizontal section (a), section in the plane (b) of the 

filters of the 34 n 38 TV channels 

The filter of the 21 TV channel includes four resona- 
tors, and the filters of 34 and 38 TV channels consist of 
five resonators each. The boundary probes of filter are 
served as impedance transformers. 

The all filters used in this device are the opposing 
probes filters of the first kind with the short-circuit 
input probes. The first kind filters provides better tech- 
nical performances of multiplexers, although the sec- 
ond and third ones are more preferable to put into 
practice them [2]. 

TRAVELLING WAVE RESONATOR 
MULTIPLEXER 

A travelling wave resonator multiplexer has been de- 
signed for summation of the 5 TV channel (92-100 
MHz) and a part of the European FM band (107.4- 
108.0 MHz). 

To design such multiplexer a special procedure has 
been used that based on design of model-prototype low- 
frequency filter for some set of given approximations of 
amplitude-frequency response. Next step of design 
procedure has involved determination of quality factors 
of resonators that formed by directed filter with travel- 
ling wave mode [2, 4], 

By using of the Chebyshov approximation of ampli- 
tude-frequency response of equivalent filters, multi- 
plexer with given performances can be implemented by 
using of two travelling wave resonators. 

The multiplexer for given TV channels has been ac- 
complished by cascade connections of three directional 
couplers based on coupled transmission lines with 
crosstalk attenuation 13.07 dB, 31.01 dB and 13.07 dB 
correspondingly. The resonators of travelling wave 
formed by such connections have been tuned to reso- 
nance frequency of 107.7 MHz. Schematic presentation 
of this multiplexer is shown in Fig. 2. 

Input of 5 TV channel 

Output Input 107.4-103.0 Mhz 

Fig. 2. Schema of travelling wave resonators for 
summation of signal of 5 TB channel (92-100 MHz) and 

a part of the European FM band (107.4-108.0 MHz) 
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Laboratory examination as well as testing under high- 
power operation have estimated that main difficulties to 
tune device properly is elimination of unwanted travel- 
ling wave propagated in opposite direction to main 
travelling wave operation mode. 

This fact is forced due to presence of wave reflection 
from input terminals of the directional couplers due 
small but finite value of VSWR achieved. Such un- 
wanted return wave is excited also due to finite value of 
directivity factors of directivity couplers used and de- 
creases sufficiently inter-channel isolation and in- 
creases VSWR simultaneously. Some preventive meas- 
ures to compensate return waves have been proposed 
and implemented effectively without a serious revision 
of total multiplexer. 

To obtain device features closed to suitable ones de- 
mands exact setting of crosstalk attenuation magnitudes 
of the directional couplers. Tuning of crosstalk at- 
tenuation of the directional couplers has been made by 
tuning of each resonator separately. Note that ampli- 
tude-frequency response of each resonator should be 
setting under consideration of its internal loss. 

MODIFIED BAND-STOP 
FILTER MULTEPLEXER 

This type of multiplexer has been developed to give 
possibility of increasing number of broadcasting chan- 
nels by adding new base modules for corresponding 
new channels without any revision existing before de- 
vice of such architecture (Tig. 3). The considered before 
multiplexer have no such opportunities. 

In order to reach declared goal a special kind of six- 
port microwave device has been developed and studied 
experimentally that based on modification of band-pass 
filter. 

BPF BM1 

u u 

BM2      BM3 

IT 
Input 1    Input2    Input3 

BPF-Band Pass Filter 
BM -BaseModule 

3 Output 

O 
Input4 

As results of developing and studies of the six-port base 
module, a multiplexer of four TV decimeter wave 
channels has been designed, fabricated and tested. This 
device has been tuned to necessary performances like 
ones in table 1 without any principal problems and 
good agreement between given and measured figures 
has been achieved. 

The multiplexer of such kind has been tested effectively 
and used at present at a broadcasting center in Ukraine. 

CONCLUSIONS 

Presented before the four variants of TV and radio 
broadcasting multiplexer of the decimetric and metric 
waves band have been developed and designed due to, 
firstly, precise electrodynamics models of device's 
components and, secondly, due to design procedures to 
get necessary device's performances like ones in table 
1. The electrodynamics 2-D and 3-D models of much 
number of device's components that include thermal 
modes of device under high-power operation construc- 
tion as well as tolerance and jitter of real manufacture 
processes have been involved in special software to 
make exactly, easy and faster design efforts. This soft- 
ware contains also synthesis procedures for total device 
that are adaptation and modification of known methods 
of filter design etc. 

Besides developing and designing experience, some 
valuable practice of device' manufacturing, tuning and 
testing has been obtained also that allows to solve 
similar problems effectively. 
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Fig. 3. Schematic presentation of multiplexer by using 
of six-port modified band-pass filters 

The six-port microwave serves, as a base module to 
build necessary architecture of multiplexer with op- 
portunities of its extending with new additional chan- 
nels if is necessary. 
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The devices based on the Iron-Yttrium Garnet (IYG) 
films are used in radio-location technique in UHF sys- 
tems, particularly in the antennas. The examples of 
such devices are delay lines and filters. The transfer 
characteristics of such devices were considered in [1] 
where mostly single surface films were studied. 

In this work we studied the transfer characteristics of 
the UHV devices based on two surface ferrite films. A 
two surface films were based on relatively thick (500 
Um) substrate of Gallium Gadolinium Garnet (GGG). 
The 10 um thick IYG film was epitaxially grown on 
this substrate (see Fig. 1). Eletrodynamically, the two 
surface film is a ferrite-dielectric-ferrite system. Me- 
chanically, it is a three layer system with one layer 
significantly thicker than the others. Under such values 
of substrate and ferrite layer thickness, the film, de- 
formed in the plane normal to its surface (bending 
deformation), has one ferrite layer stretched and an- 
other one squeezed. This results in effective internal 
magnetic fields of single axis crystallographic anisot- 
ropy Ha emerging in ferrite layers. The fields are of 
the opposite signs, The magnitude, direction and uni- 
formity of the fields induced by elastic stresses are 
defined by deformation characteristics. It affects sub- 
stantially the dispersion of magnetostatic waves in 
films, and, respectively, the transfer properties of de- 
vices with IYG ferrites. 

The experiments were performed on the setup sche- 
matically shown in Fig. 1. A transmission line consists 
of electromagnetic-to-magnetostatic wave antenna 
transformer, a film, and a magnetostaic-to- 
electomagnetic wave antenna transformer. For effective 
transformation of electromagnetic waves into magne- 
tostatic waves and vice versa, the antenna transformers 
were made in the form of loops around the film. The 
transfer characteristics of the line were studied in the 
range 2-4 GHz with the R2-53 detector. The antenna 
transformers and external magnetic field H0 were 
oriented such that only a surface magnetostatic wave 
(SMSW) was excited and propagated in the film. The 
SMSW reflections from various inhomogeneities re- 
sulted in indention of transfer characteristic (see Fig. 
2). This adversely affected the precision of obtained 
transfer characteristics. 

IYG layers 

Fig. 1. Ferrite transmission line 
1,2 - antenna transformers; 3 - dielectric supports; 

F- transmission line deformig force; 
Ha - external field; a, b, c, d- ferrite layers surface. 

Mhz 

Fig. 2. 1 - non-deformed line, 2 - deformed line 

Since the surface of SMSW propagation is defined by 
the direction of H0 and wave vector K [2], and they 
have same directions in both layers, the wave always 
propagated along the film air interface for one layer 
and along film-substrate interface for another layer. In 
our case (see Fig. 1) the SMSW propagated along the 
"a" surface in the upper layer and "c" surface in the 
lower one. The reflected waves propagated along the 
"6" and V surfaces. The resulting transfer character- 
istic is a superposition of the transfer characteristic of 
each of film's sides. Thus, the transfer characteristic of 
transmission line depends both on the amplitudes of 
SMSW excited in each ferrite layer, and the propaga- 
tion condition (air, dielectric) of these waves in 
waveguiding layers. 
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The influence of elastic deformation, external magnetic 
fields and temperature on the transfer characteristic of 
transmission line based on a two surface ferrite film 
was studied. The change of transfer characteristic 
caused by elastic deformations is shown in Fig. 2. 

/. Mhz 
H0 = 280 oe 

2440- 

2420- 

2400- 
UHV ending 

> 
^ ^ 

2240- 

UHV begining 
2220- 

2200- 

1 1                 1                 ! 
28   /T'-lO'cnT 

Fig. 3. The external field influence 
on the edge UHV shift 

Such changes are resulted from emergence of single 
axis crystallographic anisotropy fields Ha in ferrite 
layers due to bending deformations. The films is place 
of dielectric supports and is bent by applying the force 
to its middle. As shown in [3], the anisotropy fields add 
up with demagnetizing fields AnM0 (M0 is saturation 
magnetization), and shift the dispersion characteristic 
of SMSW along the frequency axis, co„. 

w, = y*(H0+2nM0±HaY -r\2nM9 ±/QV™*(1) 

Since under the bending deformation one ferrite layer is 
stretched and another one is squeezed, the anisotropy 
fields Ha are of the opposite sign which is reflected in 

(1). In case of stretching, the Ha field added up to the 
internal films and the transfer characteristic was shifted 
toward higher frequencies. Squeezing reduces the in- 
ternal field (negative sign before HJ and shifts the 
transfer characteristic toward a low frequency range. 
Since the transfer characteristic of different layers are 
shifted to the opposite directions, the resulting curve is 
broadened. The dependence of the transfer characteris- 
tic edge on the film curvature R~* (R is bending ra- 
dius) is shown in Fig. 3. R~l was chosen as an inde- 
pendent variable because it is proportional to Ha [4]. 

In our experiments, the anisotropy induced field 
HB « //„; 2nM0, and 21K \ d «1. The last relation- 
ship is valid because the lower end of transfer charac- 
teristic corresponds to | K |= 0 and the upper end corre- 

sponds to \K\ < 40 cm"1. Thus, as seen from (1), 

e™d «1, and cok~Ha. The linearity of the depend- 
ence of the shift of transfer characteristic end on the 

elastic stress (HJ is confirmed by the plot in Fig. 3. It 
is also seen from this plot, that the ends of transfer 
characteristic shifted differently because different 
physical processes are responsible for the exciting and 
damping of SMSW. 

It was shown in [1] that inhomogeneous elastic stresses 
induced inhomogeneous fields of single axis crystallo- 
graphic anisotropy in films that resulted in narrowing 
down of the transfer range of one surface films trans- 
mission line. In our case the film was rectangular, Ha 

fields were inhomogeneous and the transfer character- 
istic of each layer narrowed down. However, this nar- 
rowing was much less than the broadening due the 
elastic stresses. 

We also studied the influence of external magnetic field 
and saturation magnetization on the transfer character- 
istic. The experiment showed that the change of both 
H0 field and M0 magnitude (M0 was changed by 

film heating) resulted in shift of the transfer character- 
istic along the frequency axis, in accordance with eq. 
(1). Also, the width of transfer characteristic changed 
due to the shift in dispersion characteristic [1]. With 
the H0 and M0 increase, the transmission range of 

both ferrite layers narrowed down. The change of the 
transfer characteristic with H0(AH0) and M0(4^rAM0) 
variation is much smaller than the change (broadening) 
caused by induced anisotropy fields Ha 

(//„=Atf0,4;rAM0). 

Summarizing, the deformation of two surface ferrite 
transmission line as well as change of its temperature 
and external field affects the line transfer characteristic. 
This change affects the spectra of signals transferred 
along the line. As a result "amplitudno-fazovye xarak- 
teristiki" of directivity pattern of multielement antenna 
systems, where these lines are used, are affected. 
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This paper gives a description of the facilities for the 
combined calibration of the L- and VHF-band radars 
(X « 23 cm, SAR-23 and X * 180 cm, SAR-180, re- 
spectively) installed in the air-borne "MARS" system 
[1] where the MW delay lines are employed. The tech- 
nique for the combined SAR calibration involves a 
periodic external calibration of point calibrated reflec- 
tors (transponders) being mounted close to the surfaces 
under study or on special testing sites as well as con- 
tinuous internal calibration with indispensable record- 
ing of real carrier flight parameters [2]. 

The main feature in the implementation of SAR inter- 
nal and external calibration of the air-borne "MARS" 
system is that the ultrasound MW signal delay lines are 
extensively used. These lines enable the transmitted 
SAR signals to be utilized for internal calibration (this 
tends to improve the accuracy of the latter) and adds up 
to new possibilities of measuring and checking SAR 
parameters. 

The construction and procedure of the internal SAR 
calibration are highlighted by their peculiar features 
because of the differences in implementing antenna 
systems (controlled active phase antenna array [APhA] 
in the SAR-23 and non-controlled passive one [PhA] in 
the SAR-180). These differences make themselves 
evident both in selecting the ways of internal calibra- 
tion and in tackling the most challenging issues of 

internal calibration, i.e. of checking the basic parame- 
ters of the SAR antenna array (gain, the width and 
configuration of a the radiation pattern). It is apparent 
that these parameters can only be measured in terms of 
the external-calibration results. However, as our experi- 
ence suggests, the variation in gain caused by the ex- 
ternal APhA (PhA) elements (radiators and their feed- 
ers) are unlikely, since it may be brought about by 
mechanical misalignment or damage of rigidly fixed 
antenna array radiators. Therefore, to ensure that the 
antenna array gain is properly checked it is necessary 
that the internal calibration should be able to check the 
amplitude-phase characteristics of the receiving- 
transmitting APhA channels to a sufficient accuracy. 

The SAR-23 APhA is an electrically controlled multi- 
element (16 receiving-transmitting radiators) antenna 
array with a high gain (= 19.4 dB). That system pro- 
vides for receiving and transmitting the chirp-signals 
with vertical and horizontal polarizations and enables 
the spatial position of the combined pattern and the 
azimuthal plane (± 10°) to be rapidly changed (1-3 
(isec). Separate active feeding systems (16 receiving 
and 16 transmitting channels) of the overall antenna 
array are employed for the SAR-23 APhA. In addition 
to an increase in decoupling, this system makes it pos- 
sible to construct a multi-functional system of calibrat- 
ing and checking its working capacity (see Fig. 1). 
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Fig. 1. Functional Diagram of SAR-23 APhA Calibration 
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The operating principle of this calibration system is 
that a certain fraction of the output power in each of the 
16 transmitting channels arrives at the input of the MW 
delay line (it works based on the principle of repeated 
reflection) via the system of "receiving-transmitting" 
commutators, a summator and a circulator. The line- 
delayed radio pulses are fed by the circulator to the 
symmetrical-in-number input of the receiving phasing 
system (1-st to the 16-th, 2-th to the 15-th, etc.) 
through a divider and a system of the "recep- 
tion/calibration" commutators. In the normal operation 
of the system, for phasing the receive/transmit APhA 
section at the receiver output, the radio pulses are equal 
in amplitude and phase (it is because they pass through 
the circuits having an equal electric length and at- 
tenuation). A difference in amplitude or phase in some 
of the receiving-transmitting channel pairs is indicative 
of errors in transmitter or receiver phasing systems. 
The accuracy of these measurements is largely deter- 
mined by the stability of the MW delay line parameters. 
Therefore, the delay line is placed in a special thermo- 
stabilized box. The accuracy of these measurements is 
being checked using the data from in-situ measure- 
ments of the amplitude and phase characteristics of the 
receiving and transmitting APhA channels. The sug- 
gested technique enabled the transmission factors of the 
above-mentioned pairs of the receive/transmit channels 
to be compared within an accuracy of < 0.15 dB and the 
phase difference between them to be determined with 
an error of not more than 3° to 5°. Using different 
modes of switching the high-speed MW-diode com- 
mutator ensures that routine information about the 
status of all the receiving/transmitting APhA channel 
pairs is collected both immediately during the radar 
surveying of the objects under study and in the course 
of adjusting the equipment and the pre-fiight APhA 
checking. 

The conditions under which various types of objects 
under study are being surveyed often require that the 

receiver amplification be fine-adjusted and the temporal 
automatic gain control (AGC) corrected. To perform a 
real-time checking of the receiver, a SAR calibration 
mode is provided. In this mode, a series of decreasing 
pulses generated by the MW delay line is delayed to be 
placed directly in a receiver band-width. The ampli- 
tudes of the pulses of this series are recorded twice, i. e. 
when the receiver temporal AGC is an on and off posi- 
tion. A comparison between these data makes it possi- 
ble to restore the shape of the receiver temporal AGC 
and to estimate its dynamic range. 

For the system of the SAR-180 internal calibration, the 
MW delay line is utilized to shape the calibration levels 
of signals in a special section of an image line. For this 
purpose a part of the output MW amplifier power enters 
the calibration system (see Fig. 2) via a directional 
coupler. The level of the coupled power is controlled by 
a steps attenuator (the number of step is 16, the mag- 
nitude of each step is = 3 dB). The step of the attenu- 
ator in combination with the MW delay line provides 
for the required level of linearity of the calibration 
signal transmission through the receiver. Of the train of 
pulses shaped by the MW delay line, the second pulse 
which is delayed by 30 usec in relation to transmitted 
one passes through the switch at the delay line output to 
the receiver input. This signal is also amplified by a 
receiver and further processed using the same algorthm 
which is applied to process the signals being received 
from an object under study. To render the data han- 
dling more convenient the step attenuator is switched 
over to the next position within 3 sec. With a knowl- 
edge of the transmission factor of the calibration chan- 
nel it is possible to determine the level of the transmit- 
ted signal power and make a check on its stability. 
Besides, the amplification and the dynamic range of the 
entire receiving channel can likewise be checked. To 
improve the measurement accuracy, the delay line is 
placed in a special thermostabilized box (similarly to 
the SAR-23 calibration system). 

to antenna phase array 

Receiving/ 
transmitting 

unit 

To receiver 
Fig. 2. The system of the SAR-180 internal calibration 
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Fig. 3. Functional diagram of active (a,b) and passive (c) transponders for checking of the SAR parameters and the 
SAR calibration of the "MARS" system, (a) - with a phase modulator; (b), (c) - with a delay line; 1,2- switching 

versions of AT 

The external calibration and checking of the SAR pa- 
rameters of the "MARS" system were performed by 
using active (AT) and passive (PT) transponders (see 
Fig.3). Relatively to the conventional transponders [3], 
the ATs are complemented by a phase modulator (Fig. 
3a) and MW delay line (Fig. 3b). 

In the AT (Fig.3a), the phase modulator is realized as 
the sequentially switched speed-variable phase shifters 
with cp = 90 °, cp = 180 °, 9 = 270 °, cp = 0 ° to simulate 
the spectrum the of pseudo-Doppler frequencies in the 
reflected signal. As a result, it can be efficiently utilized 
to run an on-ground check of the basic SAR parame- 
ters. The application of the phase-modulator trans- 
ponder makes it possible to perform: polarization 
measurements of the radiation pattern, and the level of 
the APhA and PhA side lobes; adjusting the unit for 
measuring the Doppler frequencies of an APhA (PhA) 
beam, testing of the on-board signal processing system; 
evaluating the SAR potential. 

Using the signals received from the AT with a turned- 
on delay line (Fig. 3b)(they are shown on a radar image 
as a series of amplitude-descending pulses spaced at 
x = 6 usec) makes it easy to locate the AT against the 
background of any terrain. The presence of temporal 
reference points (and hence, the spatial ones) permits 
estimating the geometrical distortions of a radio image 
acquired. 

The passive delay-line transponder was also used along 
with the AT to check the SAR parameters (Fig. 3c). 
This transponder served the purpose of supervising the 
pre-flight status of the SAR-23 antenna array compo- 
nents. In this case, the transponder was alternately 
positioned at a certain distance from the antenna array 

plane surface opposite to each of the radiators whereas 
the SAR-23 internal calibration system was set to per- 
form switching of the corresponding receiving- 
transmitting channel pairs. The passive transponder 
reflected each pulse radiated by a transmission channel 
as a series of delayed pulses. The checking of the ra- 
diators condition was made while measuring the num- 
ber of delayed pulses at the receiver output. 

The use of the MW delay lines in the external and 
internal calibration devices of the "MARS" system 
SAR not only enabled the technique of combined cali- 
bration to be implemented right on an aircraft, but also 
provided for on-ground adjustment and checking of the 
parameters of basic SAR assemblies and the SAR facil- 
ity as a whole. 

REFERENCES 

1. Kalmykov A. I., Tsymbal V. N., Kurekin A. S., 
Yefimov V.B., Matveyev A. Ya., Gavrilenko A. S., 
Igolkin V. V. The Multipurpose Airborne Radar 
System of the Earth's Remote Sensing "MARS"// 
Radiophysics and Radioastronomy, Vol.3, No.2, 
1998, pp. 119-129. 

2. Matveev A.Ya., Tsymbal V.N., Gavrilenko A.S. et 
al. Peculiarities of the Calibration Methods for Air- 
and Spaceborne Synthetic Aperture Radar Sys- 
tems//Proc. European Conf. on Synthetic Aperture 
Radar, EUSAR'96: 26 - 28 March 1996. - 
Königswinter( Germany).-VDE-VERLAG GMBH 
*Berlin*Offenbach. -1996. pp. 511-514. 

3. Freeman A. SAR Calibration: An Overview // 
IEEE Transactions on Geoscience and Remote 
Sensing. - 1992. -vol.30, No.6.-pp. 1107-1121. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



520 

MILLIMETER WAVE DEVICES BASED ON DIELECTRIC, 
FERRITE AND SEMICONDUCTOR WAVEGUIDES 

V. V. Meriakri, B. A. Murmuzhev, M. P. Parkhomenko 

Institute of Radioengineering and Electronics, Russian Academy of Sciences 
141120 Fiyazino, Moscow region, Vvedensky sq. 1, Russia 
E-Mail: ask@ms.ire.rssi.ru Tel. (095) 5269266 Fax (095) 2038414 

ABSTRACT 

A set of passive and active devices based on dielectric, 
ferrites and semiconductors for the frequency ranges 26 
- 48, 80 - 120, and 115 - 145 GHz have been created 
and investigated. These devices use dielectric strip 
waveguides, image waveguides, nonradiative 
waveguides of rectangular cross-section and provide 
optical or magnetic control of attenuation, phase and 
polarization. The advantages of the reported devices are 
as follows: broad band, simple construction, small 
dimensions, low weight and price cost. Receiving, 
transmitting and measuring systems using above men- 
tioned devices were realized. 

INTRODUCTION 

Dielectric strip waveguides (DSWs) are regarded as 
perspective transmission lines for the millimeter (MM) 
waves range because of lower losses, lower dimensional 
tolerance requirements and lower production costs 
compared with the traditional metal waveguides [1]. 
Being a kind of open transmission line, DSW is acces- 
sible to the influence of electric, magnetic and optical 
fields on its guiding characteristics. Presently, there are 
about a dozen types of DSWs. All these types consist of 
wave guiding dielectric strip placed inside or on top of 
dielectric substrate, or on top of metal plate, as well 
between two metal plates. Using such DSW it is possi- 
ble to realize all devices and components similar to 
such circuit elements based on usual metal waveguides 
and microstrip lines [1-3]. Here, we present some re- 
sults of investigation of the DSW made not only of 
dielectric but also of ferrite and semiconductors. Fer- 
rites and semiconductors allow one to design DSWs 
with low propagation loss and with effective control 
functional elements [4]. 

MATERIALS FOR DSW 

The parameters of low loss dielectrics, ferrites and 
semiconductors we used for DSW fabrication were 
presented in [4]. DSW sections made of TGS crystal 
were used as polarization filters. TGS crystal parame- 
ters for the wave propagation along three crystallo- 
graphic axis were measured to be «i = 2.74, tanSj = 

0.62; «2 = 2.31, tan 82 = 8.410"3; n3 = 2.91, tan 83 = 

1.5-10"2, respectively, at X = 1.1 mm. 

PASSIVE DEVICES 

We used two types of DSWs: DSW with strip placed on 
dielectric substrate (refractive index n2 < «1) and di- 

electric image waveguide (DIW). Main components for 
frequencies 26 - 48, 80 - 120 and 115 - 145 GHz have 
been elaborated. Components are based on PTFE, 
Si02, AL2O3, Si, and ferrites. For the above men- 

tioned frequency ranges DSW to rectangular waveguide 
transition sections, couplers, frequency and polarization 
filters, attenuators using rectangular DSW have been 
elaborated. 

The transitions from metal rectangular waveguide to 
DSWs fabricated from AL203, NiZn ferrite or high 
resistivity semiconductor Si have matching taper of 
(15 - 20) X and the total transmitted power loss 
changes from 0.2 dB to 0.8 dB in frequency range from 
26 to 145 GHz, VSWR < 1.4. DSW section fabricated 
from ferrite (FDSW) and semiconductor (SDSW) usu- 
ally have cross section a x b = 1x2 = (0.2x0.4) X, when 
a and A DSW wall dimensions. Usually we use E\f 

mode (electrical field strength vector E is parallel to 
greater wall). 

The linear losses in all kinds of DSWs without metal 
plates were in good accordance with expression 

oc[dB/cm] = 27.3 tan8 n IX, 

where n and tan8 are values for strip materials. In cases 
of DIW and nonradiative dielectric waveguide (NDR) 
the total linear losses including conductivity losses 
amount to some dozen dB/cm at frequencies up to 150 
GHz. 

Passive components and devices (directional couplers, 
polarization and frequency filters, absorbers, interfer- 
ometers) based on FDSW, SDSW, DIW and NDW have 
approximately the same parameters as in [3]. For ex- 
ample DIW directional coupler has in the frequency 
range 28 - 36 GHz the direct loss 16 + 1.5 dB, the 
insertion loss 2 dB, the VSWR < 1.4. The rejection 
filter using GaAs DIW resonator coupled to the main 
DIW has maximum attenuation 26 dB at frequency 
74.5 GHz, 20 dB rejection within 0.3 GHz band, 
VSWR < 1.2, and insertion loss less than 2 dB outside 
the stopband. 
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DEVICES WITH MAGNETIC 
AND OPTICAL CONTROL 

Optically Controlled Devices 

Optically controlled attenuators and modulators were 
elaborated using photoconducting Si with p > 104 Ohm 
cm in SDSW and IDW. Such SDSW attenuator with 
three standard light emitting diodes (LED) enable to 
change attenuation from 0.5 to 25 dB at the 26 - 
37 GHz range. Broadband attenuator comprising a 
IDW made of AL2O3 with the contacting silicon IDW 

was for frequency region 80 - 120 GHz elaborated. 
When LED current changes from 0 to 0.5 A the inser- 
tion losses increase from 2.2 dB more than 20 dB level, 
VSWR < 1.35. The losses of the attenuator linearly 
depend on the LED current in the dynamic range up to 
15 dB. We also studied operation of attenuators as 
modulators up to frequencies 80 kHz. The decrease in 
insertion losses for a constant current amplitude starts 
at the modulation frequency of 10 kHz and attains 80% 
at 50 kHz. 

Magnetically Controlled Devices 

A set of devices using magnetically controlled FDSW 
were created: isolators, phase shifters, polarization- 
plane rotators, channel switchers. We use nickel-zinc 

ferrite lSCh4 of n = 3.7, tanS = 10"3, saturation mag- 
netization 47tMs = 5000 G. Isolators used composite 
waveguide consisting of FDSW with a direct magnet 
and DSW. In such composite waveguide the energy 
concentration in FDSW and DSW depends on the di- 
rection of wave propagation. Isolators have insertion 
loss from 0.9 dB at frequencies 25 - 40 GHz to 1.8 dB 
at frequencies 115 - 145 GHz. Return loss is 12 - 
15 dB. Longitudinally magnetized FDSW of aspect 
ratio a/b = 0.5 were used for preparing controlled phase 
shifters [5]. The FDSW was placed on the axis of a 
current coil. The coil of length of 20 - 30 mm consisted 
of 100 - 150 winds. At frequencies near 36 GHz de- 
pending on dimensions a and b the phase shift changes 
from 80 deg/cm to 120 deg/cm and the power losses 
vary from 0.4 - 0.5 dB to 0.45 - 0.9 dB respectively for 
coil current about 0.7 A and ferrite section length about 
50 mm. Similar phase shifters were fabricated for fre- 
quency ranges up to 145 GHz with the maximum losses 
less than 2.0 dB for phase 2n or more. The same phase 

shifters using E^x mode had less phase shift and more 

losses than in the case E|iv operating mode. And 

phase shift for Ejj* decreases as magnetic field in- 

creases contrary to E^y mode. In rotators of the plane 

of polarization, modulators, and switchers a FDSW of 
aspect ratio a /b = 1 was used. Faraday rotation angle 9 

for FDSW of cross section axb = 2.8x2.8 mm2 and 
length 28 mm was measured for frequencies 29 - 

39 GHz. This rotation angle was practically independ- 

ent on frequency in interval 9 = 0- 360° and this de- 
pendence is well approximated by linear function 9 = 
189 x /, where 9 is in degrees, and 1 is in amperes. 

Three and four port switches based on FDSW Faraday 
rotators were fabricated. These devices used T-bridges 
based on square cross section FDSW with electrically 
controlled coil and metal grating into the bridges. De- 
pending on coil current this grating passes or reflects 
power. Switching losses in such Faraday device are less 
than 0.6 dB, channel isolation is 20 dB. 

SOME SUBSYSTEMS BASED ON DSW 

Above mentioned devices and components were used 
for receiving, transmitting and measuring subsystems, 
e.g. set up for permittivity s and tanS measurement of 
small cross section sample using NDW; transmitting 
and receiving module based on DIW with ferrite isola- 
tor, a directional coupler, an optically controlled at- 
tenuator and a modulator. The module had in the fre- 
quency range 80 - 120 GHz insertion losses < 3.5 dB, 
VSWR < 1.4, isolation > 14 dB, attenuation range 

15 dB, the dimensions are 20x40x120 mm2, and the 
weight is 200 grams. 
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Compact dielectric inserts, overlapping a waveguide 
cross-section completely or partially, received the name 
waveguide-dielectric resonators (WDR) and are widely 
used in microwave technique as filter resonant sections, 
sealed windows for vacuum tubes, terminal loads, and 
so on. The subject of studying in the given work is 
WDRs based on sections of partially filled rectangular 
waveguides in which a dielectric plate completely 
overlaps a waveguide cross-section through the height 
(Fig. 1). Results of calculations of both spectral and 
scattering characteristics with taking into account the 
dielectric loss as well as the comparison of the theoreti- 
cal and measured data are presented in the work. 

Fig. 1. WDR on a section of partially filled 
rectangular waveguide 

The algorithm of scattering problem solution for a 
dielectric plate of finite length is based on the general- 
ized scattering matrix technique with using a junction 
of hollow and partially filled waveguides as a key ele- 
ment. The generalized scattering matrix of key element 
was calculated by the mode-matching technique. 
Searching the mode basis of partially filled waveguide 
was performed at real frequencies on the base of disper- 
sion equation obtained taking into account dielectric 
loss. The feature of spectral problem solution lies in the 
fact that the all above stages are needed to perform at 
complex values of spectral parameters. The latter is the 
propagating constants for partially filled waveguides 
and eigen frequencies for resonators on a section of a 
such waveguide. The spectral problem was considered 
in a strict formulation that allows for corresponding 
Riemann surface as a domain of spectral parameters 
varying. 

The below presented results obtained for dielectric 
plates made from the organic materials (polystyrene 

filled with titanium dioxide): PT-5 (s = 5, tan£ = 
1.1-10"3) and PT-10 (e = 10, tanS = 2.0-10"3) The 
waveguide cross-section was 28.5x6.0 mm . 

Analysis of the spectral characteristics of considered 
WDRs allows to obtain the complete information on an 
eigen oscillation that causes one or another resonant 
effect in the excitation problem. As an example, the 
real path of eigen frequency F' and quality factor Q of 
the #201 -oscillation dependence on the plate place- 

ment is presented in Fig. 2. 

200 
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Al,mm 

b 

Fig. 2. Real part of /f201 -oscillation eigen frequency (a) 
and quality factor (b) dependence on the plate 

placement 

The geometrical parameters of structure are t = 17.2 
mm, r = 10 mm, as a varying parameter is the excur- 
sion A/ of the plate axis from the waveguide one. It is 
significant that a quality factor Q of the #2oi -natural 
oscillation is decreased in 3 times at shifting the plate 
from the central placement to the extreme one. It is 
explained by the fact that at increasingly plate shift the 
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level of coupling between the natural oscillation on 
#20-mode and Hl0 -mode of the input waveguide (the 

power radiation is taken place on this mode) is 
changed. As it turns out, the knowledge of eigen- 
oscillation characteristics allows to define the authentic 
ranges of WDRs parameters and frequency where a 
resonant cell can perform the function of a rejecting or 
adsorbing waveguide element. 

The comparison of resonant frequencies caused by the 
response on an excitation of H2o\ - oscillation in WDR 
and connected with the regimes of a maximal reflection 
of the incident /710 -mode is illustrated by the data in 
Fig. 3 (a — /= 10 mm, r= 17.2 mm; b — t= 17.2 mm, 
r - 10 mm). The theoretical results are marked by solid 
curves and measured ones by crosses. As one can see, 
the results of constructed numerical algorithm agree 
closely with the measured data. 

9,0 

8,8 

8,6 

►j 8,4 
O 
"■' 8,2- 

8,0- 

7, 

a plate placement when the level of adsorption is Ws» 
0.5. At that parameters WDR can operate as an ad- 
sorbing cell (see Fig. 4a). The determining factor in 
choosing the optimal parameters (on maximal adsorp- 
tion) is the relation between a eigen-oscillation quality 
and dielectric one. Unlike WDR completely overlap- 
ping a waveguide cross-section for which a maximum 
of adsorption was observed at TI0 =<2tanS»0.5-0.6, 

in WDRs on partially filled waveguides such a maxi- 
mum takes a place at TJ0 «1.0. The maximal adsorp- 
tion is observed for plates located near a waveguide 
axis and resonant curve is wider for WDRs on dielec- 
tric with a large tan<5. 

It is clear that WDRs, having a large g-factor of eigen 
oscillations, are conjectural in using as rejecting cells at 
T| > r|0. However, it is not difficult to choose such pa- 

rameters of WDR at which they can provide a regime of 
reflection close to a complete one (see Fig. 4b at d = 
11.15 mm). 
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Fig. 3. Dependence of maximal reflection resonant 
frequencies for plates on PT-5 (a) and PT-10 (b) 

It should be noted that the reflection level at each fre- 
quency point is distinct. It is caused by a different 
quality of operating oscillation at each point and differ- 
ent level of adsorbed power correspondingly. 

The comparative analysis of spectral and scattering 
characteristics allows to formulate a set of qualitative 
conclusions. In particular, it is possible to choose such 

Fig. 4. Frequency response of adsorbed (a) and 
reflected (b) powers for WDRs on PT-5 

As a rule, WDRs operating on H2o -mode is preferable 

for creating a rejecting cell when the plate is placed 
near a side wall. 

The authors wish to thank Dr. A.G. Yuschenko for the 
submitted measured data. 
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The spectral theory of open waveguide structures is 
successfully employed over a period of years for study- 
ing electromagnetic properties of extended structures of 
waveguide type (waveguide broadening of finite length, 
finite length dielectric bifurcation of a waveguide etc.). 
Our work presents some results of applying the spectral 
theory to the analysis of waveguide unhomogeneities 
with small longitudinal dimensions, namely multiple 
aperture rectangular irises in a rectangular waveguide. 
Rejection frequency response is the salient feature of 
such irises if their cross-section contains at least two 
slots of different geometry. A number of works were 
devoted to studying frequency responses of rejection 
multiple aperture irises. A tool of their studying was or 
the circuit theory [1] or the diffraction theory [2]. In 
our previous works [3, 4] we have established, in par- 
ticular, that the number of total transmission responses 
on the iris frequency response are coincident with the 
number of the slots having different geometry. Dimen- 
sions of these apertures define the location and quality 
factor of the total transmission resonances. However the 
reason of forming such a frequency response is not 
revealed yet. Employment of the spectral theory can 
give an answer for this question. 

By a spectral problem is meant searching those values 
of the complex spectral parameter K=a/A=ic'+iic", for 
which homogeneous equation of Helmholtz has non- 
trivial solution. The Riemann surface with the cuts, that 
begin in the branching points, where propagation con- 
stant of input waveguide dominant mode 1 = 0, is the 
definition region for the spectral parameter. All the 
studies were carried out on the first sheet of the Rie- 
mann surface between the first and the second cuts, that 
corresponds to the single mode regime of input and 
output waveguides. Complex frequencies of the struc- 
ture under consideration were found as complex roots 
of the determinant of the homogeneous linear algebraic 
equations, when the frequency parameter changed. The 
values of the frequency parameter corresponding to the 
total transmission resonance on the frequency response 
are used as initial values. A pair of complex roots is the 
solution of the spectral problem in the complex fre- 
quency region. They correspond to two types of natural 
oscillations of two-aperture iris. One of them has low 
quality whereas the other hss high quality. 

In according to the spectral theory frequency depend- 
ence of the reflectivity for the dominant mode of the 

waveguide circuit can be reconstructed by the set of 
natural frequencies of the waveguide unhomogeneity 
[5]: 

|5'11|(Re(K)) = 

(T - \eiz )(T + x\eig XT ~ x2eig )(x + x2eig ) + 1 
(x + x\eig X* ~ x\eig X* ~ x2eig )(x + x2eig ) 

where IS111 is the module of the reflectivity for Hw- 

mode at the real frequency, 1 = VK
2
 -1/4 is the propa- 

gating constant of /Tio-mode, A^ is the pole, in the 
vicinity of which the expansion is carried out; the sign 
under xeig means the complex conjugation operation. 

Figure 1 presents an example of such a reconstruction 
for a two-aperture iris. Cross-section of the iris contains 
two horizontal rectangular apertures with the dimen- 
sions of 13x1 mm2 and 16x1 mm2. The slots were cut 
immediately adjacent to the upper and the bottom walls 
of the rectangular waveguide WR-90. Iris thickness is 
0.48 mm. The frequency response, reconstructed by 
above written formula (dashed line on the upper part of 
Fig. 1) is compared with the solution, obtained on the 
base of rigorous solution of the diffraction problem 
(solid line). The values of complex natural frequencies, 
by which the reconstruction was carried out, are 
marked in the bottom part of the Fig. 1. As usual, the 
location of total transmission resonance points are close 
to the real part of complex natural frequency only for 
high quality oscillations. It is obviously that all the 
peculiarities of the frequency response are explained 
well by the excitation of two natural oscillations of the 
iris. On order to make this conclusion it is sufficiently 
to compare the pair of solid and dotted curves from the 
Fig. 1. From the figure we notice that the curves are 
coincident qualitatively with high accuracy in the reso- 
nant region. 

In order to verify the validity of our conclusions and to 
estimate the accuracy of obtained results a number of 
experimental measurements was carried out for the 
irises with different geometry of the slots. Fig. 2 pres- 
ents calculated (solid line) and experimental (solid line 
with squares) frequency response for two-aperture iris 
of above-mentioned geometry. The frequency of the 
rejection resonance is 9.32 GHz. Its bandwidth is 
9.6 %. The difference between calculated and measured 
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Fig. 1. Frequency response for two aperture iris. Iris thickness is 0.48 mm. 
Slot dimensions are 13x1 mm2 and 16x1 mm2 

0.75 0.S0 

Fig. 2. Calculated and measured transmission loss characteristic for two aperture iris 

data is explained by ideal theoretical model, in which 
the Ohmic loss are not taking into account, and by 
relatively low quality of iris manufacturing. 

So, we conclude that specific character of the frequency 
response for the rejection multiaperture iris can be 
interpreted as a response for the excitation of the pair of 
natural oscillations in the iris. Using the spectral theory 
in the design of rejection irises with given characteris- 
tics is one of perspective lines of application for the 
obtained results. It decreases significantly the comput- 
ing time for iris prototype calculations. 

The author would like to express thanks to Prof. Ana- 
toly A. Kirilenko for many helpful discussions during 
the course of this work. 

The author wishes to acknowledge E. A. Sverdlenko for 
the help while carrying out the measurements. 
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PULSE CURRENT EXCITATION OF THE RECTANGULAR RESONATOR 
WITH DISTRIBUTED NONLINEAR LOADS 

D. V. Semenikhina 

Taganrog State University of Radio Engineering 
Taganrog, 347924, Russia, GSP-17A, Nekrasovsky str., 44 
Fax: (86344) 61685, airpu@tsure.ru 

INTRODUCTION 

The analysis of the mode in a rectangular microwave 
resonator with the distributed nonlinear loads located 
on a surface of walls can form the basis for designing 
and synthesis of generating modules, amplifiers, fre- 
quency multipliers, dividers and other microwave de- 
vices. The modelling such devices by means of the low- 
frequency equivalent circuits meets a number of diffi- 
culties, and the analysis of the equivalent circuits of the 
nonlinear loaded microwave device is limited usually 
by linear or quasi-linear approximation. 

Besides urgency of research of the closed electromag- 
netic systems excited by pulse sources grows nowadays 
(for example, for designing a microwave generator). 
And if for linear systems the complex amplitude 
method application for study of these sources' fields is 
still justified, for nonlinear loaded object the direct 
time-domain analysis is required. 

NONLINEAR BOUNDARY PROBLEM 
FORMULATION 

Let axbxl rectangular resonator be excited by pulse 
sources with volume current densities 

je-(m)Pr(p>t)(peVj). The resonator has the distrib- 

uted surface nonlinear loads as M narrow, in a general 
case, non-uniform nonlinear contacts. 

To define fields excited by pulse currents in the time- 
domain integrated ratio for fields is applicable [1]. 

Let's choose as an auxiliary field Ee,m,He'm, one of 
the point magnetic (electrical) sources 

ja'<m\p,t) = b(t)8(p,q) satisfying the boundary 

conditions on walls of the resonator without nonlinear 
loads (where b(f) = b§(t - T) ). Then the integrated 

ratio for fields looks like 

EH(p,t) = Tr ?^(,_T)JB*(*)(T)_ 

E(P,0       J.jL 

-jm'Pr(t-T)He-(-m\T)}dxdV'± 
oo 

± J pm(t-T)HeX-m\x)ehdS; 
Si-co 

(1) 

where S{ is area occupied by all nonlinear loads. 

Nonlinear load is examined which mathematical model 
coincides with one given in [2], i.e. we assume that it is 
narrow along z. The electrical current flows through 
contact along z and magnetic one flows along x and y 
on wide and narrow walls of the resonator, respectively 
(Fig. 1). Let's divide contact on Nx elementary sites in 

wide and Ny ones on narrow walls, which sizes are 

AKOT ,Azm (K = x or y). Thus within the limits of a site 

of current amplitudes and contact V-I parameters are 
possible to be considered as constant ones. Then local 
nonlinear boundary conditions (NBC) on each site can 
be obtained according to a technique [2]: 

Q 

-ft Je
z(Pm,t)Azm = 2>v(/>«X±AKIH./£(/>,H,0)v + 

v=0 

+ K(Pm)^-{±MmJ%(Pm>ty)V 

at 

where av,bv are load V-I parameters being known as 

functions of co-ordinates. 

Choosing b =lx we put the observation point on mxti\ 

splitting site. We obtain the equation system as follows 

Q 

v=0 
«W(*m,.*«)- 

(±**mJ 
Az„ ■^VX"*,01V+ 

(±Axmx)
v d      m 

+ byy3(xmx,zm)       A7 Yt[JXVJXm*M 

= - J \(je-p\t-x)E™(x)-]m'p\t-%)Hmx(T))lV'dx + 
-xVj 

M fNx   "2       / \        / \ 

+ px3m l?nx ,* ~ M/sm (*«, >*»* 'TVT> + 

— OO 

ny=\ 
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-oo ' * J 

mY ■l...Nr (2) 

where for loads on the top wall (y = b) the mark "-" 
and on the bottom (y = 0) — "+" are used. For loads on 
the walls x - 0, a it is chosen b =iy. In (2) there are 

the following designations: i,j = 1, ..., 4 are number of 

walls; m is number of cross loads; p^OO are factors 

taking into account own and mutual influences of w-th 
load pieces. 

We solve the equation system choosing unknown cur- 
rent weight functions as WtJ = 5(K - K; )s(f -/;) and 

assuming that up to the moment / = fy primary source 

was not included. We break an integration interval on T 

into the sum of integrals to Ar site. On each step the 
equation system concerning unknown currents in the 
time site is solved. 

NUMERICAL RESULTS AND CONCLUSIONS 

The mode in the resonator is not excited while spectral 
components getting in a resonator passband are absent 
in a primary current spectrum. Resonator bottom 
boundary frequency is determined by frequency of the 
fundamental mode. If resonator is exited by video pulse 
with pulse duration xp the reduction of the excited 

fields amplitude in the resonator at first grows, but in 
the resonator the fundamental mode is still excited, and 
then with the xp further reduction higher-order mode 

begins to be excited. When mode is excited by a radio- 
pulse with signal frequency, close to mode frequency 
this results in excitation of quasi- harmonic mode with 
this mode frequency however a field structure reflects 
imposing some more several higher modes with close 
natural frequencies. The rectangular radiopulse dura- 
tion in a much smaller degree influences to excited EM 
field structure in the resonator than gauss' one with 
identical signal frequencies. 

We shall note that the presence of loads with large 
linear conductivity and with weak V-I nonlinearity does 
not bring in essential changes to field structure and 
mode frequency in the resonator as against loads with 
large linear resistance. For example, in Fig. 1 the Hz 

component distributions are shown when EM-field is 
excited by a radio pulse with signal frequency close to 
frequency of a Oil-mode: in Fig. la load parameters 
are ai = 0.01, a2 = 0, a3 = 0.0375; in Fig. lb — ax = 
0.00001, a2 = 0, a3 = 0.0375. 

Hz 

Hz 
b 

Fig. 1 

Thus, the electrodynamics solution of a pulse excitation 
problem of the nonlinear loaded rectangular resonator 
is found. The obtained ratio allows to define directly 
the time-domain characteristics of field raised by a 
source with any temporary dependence of a primary 
current in the resonator with nonlinear loads. The so- 
lution takes into account inertial properties of nonlinear 
loads and nonuniformity of the distributed loads. 
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TRACTS OF KU AND C-BAND ANTENNAS FOR PERSPECTIVE 
COMMUNICATION SATELLITES 

B. V. Sestroretsky, M. A. Drize, S. A. Ivanov, K N. Klimov 

Russia, Moscow, 117296, Universitetsky pr-t 5-358, 
tel./fax (095)-938-15-14, const@glasnet.ru 

ABSTRACT 

The review of results of designing with the help of the 
topological synthesis technique and results of tract tests 
for the COUPON, YAMAL, LMI and other satellites is 
given in this paper. 

INTRODUCTION 

The necessary rate of researches and development of 
antennas-feeder devices for perspective satellite com- 
munication systems is impossible without creation of 
new information technologies of designing of devices 
practically of any topology at an electrodynamic level. 
The similar technologies, apparently, will not be re- 
duced only to improvement of the widespread tech- 
niques of analytical (AS) and parametrical (PS) synthe- 
sis using for the computer analysis and optimization 
certain electrodynamic programs, obtained for specific 
device topology, on the basis of numerical solution 
methods of continuous Maxwell's equations for con- 
tinuous vacuum. The alternative approach is the tech- 
nique of a topological synthesis (TS) [1] with use of the 
universal electrodynamic programs (UEDP) based not 
on the solution of Maxwell's equations for a specific 
boundary-value problem, but on the impedance [2] or 
stream [3] operators of discrete (grid) vacuum. 

THE REQUIREMENTS FOR THE TRACTS 

The new requirements to antenna tracts are: 

expansion of operating frequency band for receiving 
fr and transmitting f, up to flm&xlfr mm = L78_ 

1.75 (Intelsat, YAMAL, LMI) and development of non- 
standard frequency bands of receiving and transmitting; 

providing high values of an ellipticity factor 
(£,,=0.92^0.97) and polarization isolation (30-5-35 dB) 
for elimination of undesirable coupling in systems with 
receiving and transmitting channels multiplexing; 

short terms of development of tract modifications (3-4 
months for designing and creating the drawings of 
experimental samples), that practically excludes an 
opportunity of prototyping; 

short terms and low cost of sample manufacturing of an 
experimental tract batch, that is achieved by use of 
automated machine tools, by excluding dielectrics, 
printed-circuit-boards, soldering, by excluding adjust- 
ing elements in tracts. 

VARIANTS OF TRACTS 

Three basic variants of construction of four-port tracts 
with circularly polarized signals are known (Fig. 1). In 
the circuit Fig. la at first L (left) and R (right) circu- 
larly polarized signals are received / feed, then the L 
and R signals will be transformed in linear ones in the 

-O- polarizer, then the ~v polarizing divider divides 

linear polarizations, then the v duplexer divides -» 
(receiving) and <- (transmitting) frequencies. The -%- 
and -O filters carry out an additional channel isolation 
of the receiver and transmitter. 

Fig. 1 

In the circuit Fig. lb unlike the considered above cir- 

cuit Fig. lb, frequency division in the v duplexer is 
carried out, and then polarization division in the -Gl- 

and "Q is made. In the circuit Fig. lc a polarizing 
filtration for receiving frequencies in an -Q- element is 

made, then there is a division frequency channel in ™ 
to the subsequent correction operation of a polarizing 
filtration on the transmitter frequencies in -Q- and 
operations of polarization division on receiving and 

transmitting frequencies in ~v polarizing dividers 

TOPOLOGICAL SYNTHESIS RESULTS 

With a topological synthesis of various Ku and C-band 
tracts the general approach ensuring performance of the 
requirement of the maximal simplicity of a design with 
an manufacturing opportunity of all units on automatic 
machine tools (milling and electrosparking) and ab- 
sence of adjusting elements was used. The operational 
development of the sizes including geometrical error is 
made during a topological synthesis. The basic sizes, 
structure and design of basic elements are resulted for 
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each tract. For major devices (filters, polarizers) invari- 
ant relationships allowing to find the most achievable 
parameter values have been obtained. 

KU-BAND TRACTS 

COUPON(P), COUPON (C) tracts (v, v, H , H ). 

The COUPON (P) tract configuration is shown in Fig. 
2, where <1\ is a receiver filter (fr frequency receiv- 

ing), @2 is a transmitter filter (ft frequency transmit- 

ting), 03 is duplexer (separating frequencies fr and 

Fig. 2 

The COUPON (C) is configured on the basis of a po- 
larizing divider (Fig. 3), to which complect outputs 2 
(Fig. 2) are connected. The basic parameters of ele- 
ments are given in Tab. 1 and [5]. If the work of a tract 
with circularly polarized signals is provided, the polar- 
izer Fig. 4 (a,b is a geometry of diaphragms, c is 
VSWR d is a phase shift) is connected between an 
emitter and divider. 

Table 1 
( fr = 10.9 -11.7GHz , /, = 14.0 - 14.5GHz ) 

N FS Main 

'U 
1 

Dimen- Inp. 

"3 chan it sions sec- 

I 
loss, 
dB > 

MV* m tions 
mm 

1 -O- «0.1 >100 1.1 60.5x40x40 19x9.5 

2 -«- «0.1 
>70 

1.1 81x40x40 19x9.5 

3 ^ «0.1 
>20 

1.1 63x62x40 19x9.5 

4 -$ 
«0.05 

>35 
1.1 

60x50x40 19x19 ' 

5 -D- «0.1 
>35 

1.0 
35x35x93 19x19 

LMItract(v,v ). 

The configuration of two-port v ,v tract elements is 
shown in Fig. 5, where @y (O) is a receiver filter, 

@2 (■•-) is a transmitter filter, <P3 (~v) is a duplexer, 1 

is an orientation device of a vertical polarization vector, 
2 is an adapter from a rectangular waveguide into cir- 
cular one, 3(/ ) is an antenna feed. Design and the 
parameters of units are submitted in Fig. 6, 7, 8. 

WSVR 
1.30 

1.20 

1.10 

1.00 
FGHz 

l0.no    11.60    IS-»*   I3-&0    1140   16.M 

Fig. 3 

i«,» 

-^J-      a Xos 

o 
or 

I 

4^' F   H-M 

1",» 11,5 

Fig. 4 
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ft 
4 
%. 

1.05 
1.00 

12.4     12)5   12^6    12.712 

F GHz 

13.9     14.   14.1 

Fig. 6 

1.05 
1.00 

13.7    13.S  13.9    14.   14.1 

C-BAND TRACTS 

12.4     12.5   1 2.6    12.712.8' ÜHz 

Fig. 7 

YAMAL (TV) tract (L,R). 

The tract is depicted in Fig. 12. The design of a polar- 
izing divider and adapters is made as in Fig. 9a,b. De- 
sign and the parameters of transformers TRX (matching 

of circular and square waveguides) and TR2 (matching 
of a joint of two semiaxis square waveguides turned on 
45° around an axis) are shown in Fig. 10 a,b. In small- 
sized transformers the matching elements of a new type 
named as "concentrators" are used. For a polarizer 
based on a square waveguide ax a and thin dia- 
phragms axm (Fig. 4a, 11) the phase shift A9 and 
maximal broadbandness with work only in a receiving 
band are determined from invariant ratio [10]: 

A9=(f-^LF-fe-+^)-»;Amin=Ao-i;Ainax=Ao-r1; 

Ao=-v?;ÄWax/A<p0=i+2.A;^+|)=i+2-A a) 

where A0;min;max are waveguide wavelengths, The 

index 0 corresponds to a minimum on a curve of Fig. 
1 lb, min and max corresponds to a to values of the 
minimal and maximal frequencies /mj„ and fmsx, for 

which Acpn^max increase in 1+2-A times in com- 

parison with Acpo» m is a width of diaphragms, n is 

number of diaphragms, A =X -(2-a) , m«a. 

For A«l from (1) we determine §*1 + 2VÄ. As- 
suming A = 0.02 (A(p = 90°±2°)wefind 4*1.28 and 

(Xroi„-5w)/X0=(S-l/4)/3*0.67, j-e- ^ leaSt P°larizer 

broadbandness is about 30%. 

-j m=11.3 

m=11.4 

12.4    125   12.6     12.712 u'l 13.7     13.8  13.S    14.   14.1 

Fig. 8 

Fig. 9 
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Fig. 10 

I   I   I   I 
2L 

J_L ^ 

\\       103        115läl        »51*5 
JO» 

Fig. 11 

Fig. 12 

The restriction of an operating frequency band of a 
polarizer Fig. 11a is the principle, since it is found 
from (1) that the width of a square waveguide is limited 

and is determined from a condition a = A0 / 4l . For a 

considered tract /r=3.45+4.i5G/fe /0 = 3.8Gtfz 

(x0 = 79mm, A0=i36mm) from (1) we determine 

a = 63.5mm and a deviation Acp from 90° about ±2° 
within the limits of a operating frequency band. The 
following parameters of experimental tract samples 
Fig. 12 are found: an ellipticity factor Ke =0.90*0.93 
for angles of radiation pattern distinguished from a 
normal on ±10°, VSWR<1.3. The VSWR of the feed 
together with the transformer 27? is less than 1.2 that 

determines an isolation between inputs L , R at a level 
20*30 dB. The radiation pattern width at a level of 10 

dB is ±(50*55°), level of sidelobes is less than 30 dB. 
The complex researches of tract parameters were car- 
ried out on the "Scientific Athlanta" automated stands. 
The YAMAL (TV) tract receives only signals of one 

polarization ( L or R ). The second matched output of 
a divider allows to remove influence of the second 
polarization signals on the operating channel with an 
isolation more than 30 dB. The change of operating 
polarization direction is made by mechanical turn of 
units / and -O- on 90° or by connection of the re- 
ceiver to the second divider output. The set-up and 
completion after designing and manufacturing of a tract 
batch was not made. 

Fig. 13 

M Ä 

I I i 

* 

«:o      51.0    53.0    77.0    83.0    H.O     'MM 

Fig. 14 

YAMAL (P) tract (2, R). 

The tract has two letter performances : a letter A: re- 
ceiving of 3.45-3.80GHz, transmitting of 
5.775-6.125G//z; a letter B: receiving of 3.80-4.l5G//z, 
transmitting of 6.125-6.475G/fe. The tract is two-port 

with operating frequency overlapping   ymax = 1.78. 

The basic tract parameters (letter A) as: an ellipticity 
factor Ke S 0.92 in sector of radiation pattern 1 dB. 
The change of a circular polarization direction is car- 
ried out manually in severe conditions by turn on 90° of 
an emitter and polarizer of a tract. 
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*ji "vjjy' Wi.   ;r 

Fig, 15 

.P WSVR  V» 

< ' .   -.': 
77.»       »J.O     I'd 

40 

Fig. 16 

WSVR < 1.2;  Fr = 3.4-4.2 GHz 
L>100dB;  Ft = 4.7-6.5 GHz 

i58x25 

190 

Fig. 17 

:2 
i> *\ 

'■■A 
■* ^ 

^   : 
; 
i 

—F GJ 
R0 _i_ i —L » 

3.2 4.0 5.0 6.0 

Fig. 18 

The tract design is depicted in a Fig. 13, where the 
designations are used: / is an emitter, TRX is a tran- 
sition from round to a square waveguide (Fig. 10a), 
TR2 is an element for matching of a joint of two square 

waveguides turned on 45° (Fig. 10b), Q is a turnstile 
(Fig. 14), Wx is a piece of a waveguide containing 

inductive diaphragms mL (Fig. 15a), W^ is piece of a 

waveguide containing capacity diaphragms mc (Fig. 

15b),   v is polarizing divider (Fig. 16), 7K3 is adapter 

from square waveguide to a rectangular one. The rejec- 
tive filter (Fig. 17) is connected to output flange of the 

receiver channel R . 

The circuits of three types were considered during a 
choice of the polarizer: 1) using polarizer based on a 
square waveguide as a the YAMAL (TV) tract polar- 
izer, 2) using two turnstiles and two pairs of 
waveguides with various length (li=l2 + ^mm/4) a*"* 
circuit of resonators in waveguides, 3) on the base of 
constructions of Fig. 13 with waveguides WY and W2 

with inductive and capacity diaphragms. For the po- 
larizer of type 1 the square waveguide width a is une- 
quivocally determined by sizes fmin and fmax that 

determines essential decrease of value Acp up to 84° in 
the area of curve 1 minimum in Fig. 34. The essentially 
smaller deviation from Acp = 90° (curve 2 in Fig. 18) 

has polarizers of type 2 and 3 with two Wx and W2 

waveguide pairs. The polarizer of the second type was 
investigated in details at an electrodynamic level. The 
Acp = 90° ±2° performance        in        receiving 

3.45-3.90GZfe and transmitting 5.725-6A75GHz 
bands is confirmed. Acp = 90°-3° is on 

3.90-4.175G#z frequencies. Essential disavantage of 
the polarizer of type 2 is the constructive complexity 
and length difference of waveguides Wx and W2. The 
polarizer of the third type is equivalent to the second 
one on electrical parameters and much easier on de- 
sign. The polarizer of the first type has the most simple 
design and just it will be used in the first complete sets 
of a YAMAL (P) tract. The topological synthesis of the 
polarizer of the third type constructed on the square 
waveguide base is also carried out. In this design the 
independent non-interacting inductive and capacity 
diaphragms are used 

RESUME 

The technique of the topological synthesis with appli- 
cation of the universal electrodynamic programs based 
on the stream grid method allows to design all neces- 
sary set of waveguide elements which are included in 
structure of broadband two- and four-port polarizing 
tracts of antennas for perspective satellite communica- 
tion systems. The designing is carried out without 
prototyping. All devices are made on automated ma- 
chine tools and do not require adjusting operations. 
Heuristic procedures and the technique of topological 
invariants used with designing of devices with polariz- 
ing and frequency selections allows to provide the op- 
timum values of parameters for the chosen circuit solu- 
tions. The new designing technology is illustrated on 
experience of development of Ku and C band tracts. 
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29, Polytechnicheskaya Street, 195251 St. Petersburg, Russia 
Phones- (812) 244-1379, (812) 534-3334, (812) 349-9022, E-mail: buzon@softhome.net 

In order for operating a complex of phased arrays to be 
provided, individual arrays, comprising the complex, 
should be mutually synchronized. Naturally, the delta- 
fiinction pulse is an ideal sync-signal, but in practice, it 
can be realized rather approximately. That is why some 
general requirements to the sync-signals have to be 
satisfied in the synchronously operating complex of 
phased arrays with an arbitrary arrangement. These 
signals should be precisely determined in the time scale 
as compared with a temporal interval, corresponding to 
the cut-off frequency in data flow, or to the time jitter 
conditioned by any internal instability as well as exter- 
nal perturbation. Consequently, the requirements to 
both the duration and the repetition period of sync- 
signals increase with growing the informative capacity 
and processing accuracy. A selection of these problems 
may be resolved by looking at the technique based on 
the application of ultrashort optical pulses, which are 
able to play the part of delta-function-like pulses under 
certain conditions. The objective in designing a report 
under proposal is to work out a radically new precise 
sync-network for synchronizing a medium-base com- 
plex of phased arrays. Therefore, we consider some 
aspects of implementing an optical fiber sync-network 
using ultrashort optical pulses as the sync-signal carri- 
ers. We take the simplest case when identical optical 
sync-signals are one-directionally distributed from the 
central processing unit all over the complex (see Fig. 
1). These signals are concurrently directed to all phased 
arrays by different fiber channels, being just those fiber 
channels which are used for transmission of data sig- 
nals. Later, after a passage over the arrays, these sync- 
signals come back at the central processor. The princi- 
pal measurable value is the clock skew between the 
energetic centers of ultrashort optical sync-pulses 
passed in parallel through different fiber channels. 
However, this brings up the problem of estimating 
picosecond temporal intervals, suggesting that one 
needs ultrafast photon-to-electron conversion to be 
accomplished. Nevertheless, this difficulty can be suc- 
cessfully overcome if the repetition period inherent in 
the sync-pulses is sufficiently short. To keep a picosec- 
ond accuracy in electronic post-processing we rely on 
measuring the train-average clock skew. 

Evidently, the preference should be given to the sync- 
signal carriers in the form of picosecond solitons being 
capable of passing through single-mode low-loss fibers 

at a short repetition period. As this takes place, the 
accuracy of synchronization is ultimately restricted by 
an error in determining the energetic center of a sync- 
pulse. In its own turn, such an error is no more than the 
sync-pulse width, so the application of soliton regime to 
transmitting the sync-signals through single-mode 
fibers is an essential prerequisite to create a complex of 
phased arrays with a picosecond accuracy of synchroni- 
zation. 

The phenomenon of the self-phase modulation is capa- 
ble of compensating a dispersive broadening of ul- 
trashort pulse in the anomalous dispersion region of 
single-mode fiber and thereby of shaping a stable car- 
rier in the form of picosecond optical soliton. Unfortu- 
nately, evolution of optical soliton in a fiber is also 
conditioned by optical losses whose action may be de- 

fined by the parameter T = Incyzlx^D'1 (where c is 
the light velocity; y and D are the coefficients of 
optical losses and dispersion, respectively; X is the 
wavelength, lying in the anomalous dispersion region; 
T0 is the initial pulse width), which represents the 

ratio of the dispersion distance Zd to the loss distance 

phased 
array 

phased 
array 

I 

T 

T T I 
central 

processor 

4. I T 

phased 
array 

phased 
array 

Fig. 1. The scheme of an optical fiber sync-network 

If the parameter r = 0, the initial balance between 
dispersion and nonlinearity gives rise to the funda- 
mental soliton when the initial energy of such a pulse is 

Ef = X2B (TICOXO)
-1
 ,  where   a = 2.7   rad/W/km  in 

standard single-mode silica fiber. When T«l, a 
fundamental soliton cannot exist in an ideal sense, 
because optical losses induce adiabatical perturbation 
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due to broadening on the soliton pulse as 
x(z)=T0exp(2yz). In the case of T<1 or r> 1, to 
realize the soliton-like regime of pulse propagation in a 
lossy fiber the initial amplitude of a pulse should ex- 
ceed the amplitude of fundamental soliton in the same 
but lossless fiber. The initial energy of soliton-like 

pulse is determined as Ej = agEf, where ao is the 
above mentioned excess of the pulse amplitude over the 
one of an ideal fundamental soliton with the same ini- 
tial width TO . When propagating the soliton-like pulse 

exhibits self-compression up to the distance Lmu, and 
return of its own width to the initial value followed by 
broadening a pulse. 

Fig. 2. Spatial dependencies of the amplitude, 
normalized to the amplitude of fundamental soliton in 

lossless fiber, for soliton-like pulses with ao = 1.4 . The 
length of a fiber is normalized to the dispersion distance 

Zd . The curves from 1 to 5 correspond to T = 0.015, 
0.1, 0.3, 0.8, and 1.3, respectively 

1 
0 2 ZJZA 

0.8 - /% 

/2  / 

0.6 A 

T/T0 

Fig. 3. Spatial dependencies of the width, normalized to 
its initial value, for soliton-like pulses. The magnitudes 

of all the parameters are the same as in Fig. 2 

From the viewpoint of the maximum accuracy of syn- 
chronization, associated with the minimum magnitude 
of the width TS of sync-pulse arriving at the central 
processor, the designer of a complex gains two scopes 
for doing. The first scope is in using adiabatically per- 
turbed fundamental soliton whose initial width is de- 
termined as T0 = Tsexp(-4yL0), where L0 is the arm 

length. The second one is in exploiting the soliton-like 
pulse with T0 = TS as sync-signal carrier. The relation 

of initial energies Ef and E] is the governing factor in 
deciding between adiabatically perturbed fundamental 
soliton and soliton-like pulse whose width are the same 
at the distance associated with twiced arm length 2L0. 
The soliton-like pulse is initially less energetic than 
fundamental soliton, i.e. E] < Ef, when the following 

condition is true: 2L0 >La = y_1lna0. For typical 

magnitudes a0 = 1.4 and y = 0.5 dB/km one can obtain 

La = 9.2 km. Consequently, the soliton-like pulse is 
energetically best suited carrier for a medium-base 
complex. 

Fig. 4. Evolution of the soliton-like pulse as it passes 
the fiber arm (a0 =1.4, T= 0.1); here Lmjn means the 

distance in the fiber at which the pulse attaines 
its minimum width 

Technically well-grounded parameters of both the sync- 
signal carrier and the single-mode fiber arm can be 
chosen using spatial dependencies of the amplitude and 
width for soliton-like pulses, presented in Figs. 2 and 3. 
It is seen that the primary self-compression stage is 
accompanied by the increase in the amplitude only 
when T is small. In the other cases the monotonous 
lowering of the amplitude is observed. Fig. 4 shows that 
the energetic center of soliton-like sync-pulse has no 
temporal shift while a pulse is passing through a fiber 
arm. The above-considered return of pulse width to the 
initial value is also clearly seen. 

Thus, key aspects of implementing a novel optical syn- 
chronization technique based on picosecond soliton-like 
pulses in single-mode fiber, being suitable for a me- 
dium-base complex of phased arrays, are considered in 
the report. Moreover, some properties of soliton-like 
sync-signal carriers under proposal are also discussed. 
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EXPERIMENTAL INVESTIGATION OF ANTENNA CHARACTERISTICS 
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INTRODUCTION 

Because of the difficulty and variety of designs of ra- 
dioelectronics equipment (REE), analytical description 
of processes of interaction of electromagnetic wave 
(EMW) with REE can be carried out only in the most 
general case [1-3]. This is caused by that the process of 
interaction radioelectronic elements unit (REU) with 
the electromagnetic field is defined not only by pa- 
rameters of radiating - a power, electrical and magnetic 
fields intensity, wavelength, a pulse duration (in the 
case of pulsed radiating), but as well as by features of 
object, to which EMW falls - geometric sizes, mutual 
orientation of object's elements with respect to vectors 
of electrical and magnetic fields, permittivity and mag- 
netic permeability of object material. 

Process of interaction of field with the object consid- 
eration is based on antenna model, according to which 
geometric object elements are presented by elementary 
antennas loaded on its internal structure elements. 
Thus, for instance, the semiconductor integrated circuit 
(IC) with the package leads length / is considered as an 
object, then the process of EMW incidence with arbi- 
trarily oriented components of vectors E and H can be 
shown as in Fig. 1. 

LN/2+1 

Fig. 1. IC antenna model 
(package leads length is equal I) 

Herewith, it is obvious that the energy, which escapes 
on internal structure elements of IC, is defined not only 
by the geometry of package leads, but also essentially 

depends on circuit engineering realization, because the 
load resistance of the elementary antenna can be of an 
arbitrary character (in general - complex resistance). 
Resistance schemes of planar IC periferic elements in 
Fig. 2 show possible form of the reaction on incident 
EMW. Experimental investigations of RE antennas 
characteristics allow to define its major electrodynamic 
parameters and choose the most optimum elements for 
designing REE operating under conditions of intensive 
electromagnetic irradiation. 

Fig. 2. Antennas loading model 

DESCRIPTION OF EXPERIMENTAL UNIT 

The investigations of electrodynamics characteristics of 
REE were carried out by means of the panoramic rec- 
tangular waveguide standing-wave meter. As testing 
objects some different types of semiconductor IC and 
transistors were chosen, made in packages of several 
modifications (planar, metal-ceramic, plastic, metal- 
glass and others.). The REU under test was located into 
waveguide on dielectric base, ensuring galvanic uncou- 
pling of metallic package and internal surface of the 
waveguide (Fig. 3a). The waveguide was matching 
loaded and calibrated beforehand. In such a position 
measurements of VSWR and reflectivity of the 
waveguide line with situated inside objects in the cali- 
brated band 3.5-4.5 GHz with frequency response flat- 
ness of 0.25 dB were fulfilled. 
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For the influence study of mutual orientation of field 
vectors components and package leads the REU was 
rotated in respect of coordinate axes chosen in 
waveguide. Under changed position of REU new meas- 
urements of VSWR and reflectivity were carried out. 
Fig. 3b shows the scheme of location REU inside 
waveguide and distinctive positions, under which 
measurements were implemented. 

s 

acteristics. The most important are resonant frequency 
dependencies of VSWR and reflection factor for differ- 
ent types of REU. Orientation of REU inside 
waweguide is of significant influence as well. 

VSWR 
dB 

3,75 4,0 4,25 f.GHz 

Fig. 4. VSWR frequency dependencies 

1 
rmnnnnnrt 

4   D 
ÜUUUUULILr 

Eta 

Fig. 3. IC location inside waveguide 

RESULTS OF EXPERIMENTS 

REU types and main results of experiments are listed in 
Table. Fig. 4 shows frequency dependencies of VSWR 
(1, 2 - IC K1HT591 in positions 4 and 3 respectively, 3 
- IC K1KT241 in the position 2, 4 - a transistor Mil 
26B). As seen, transistors and IC in different packages 
have substantial differences in electrodynamics char- 

Change of position of IC in DIP-rype package, leads to 
both changes the absolute minimum of resonant curves 
and change of resonance frequency. Similar picture is 
observed for IC in round packages (TO-5 type), in spite 
of their symmetrical location under turn inside 
waveguide. Moreover, for some elements in round 
packages with symmetrical outputs the change of ori- 
entation leads to drastic changes of the frequency de- 
pendencies (resonant or uniform). Such an effect from 
the point of view of antenna model can be explained by 
more significant influence of frequency-selective char- 
acteristics of elementary antenna load. Resonance fre- 
quencies correspond to the load matching with ele- 
mentary antenna regime, under which the efficient 
"extracting" of falling wave energy is observed [3], 

CONCLUSION 

Results of experiments show that interaction of elec- 
tromagnetic field with radioelectronic elements and 
components, in general, are inserted in frames of an- 
tenna models. When scheduling, an elementary anten- 

Table 

Results of experiment 

Radioelectronic 
elements 

Type of IC and 
transistors 

Package type Frequency dependence 
of VSWR features 

Resonant 
frequency, GHz 

VSWR 
range, dB 

Integrated 
circuit 

TTL Plastic, DIP Resonant 3,83 3,58 3,87 0,8 

TTL Metall-ceramic, 
planar 

Uniform - 

Analog Metall-glass, 
TO-5 

Oscillating, resonant 
4,16 4,4 

0,4 

Transistors Low-power, HF Metallic Oscillating - 
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nas loads equivalent scheme it can be seen it is neces- 
sary to take into consideration both active resistors 
placed on the surface of IC chip which take into ac- 
count dissipative characteristics of load, and reactive 
component, defining its selective properties. Reaction 
of IC in DIP packages on the direction of falling elec- 
tromagnetic wave is also observed. Determination of 
electrodynamic characteristics of REE and resonant 
frequency measurement for different elements contain 
the auxiliary initial data for designing REE, that satisfy 
the electromagnetic compatibility, as well as allow to 
analyze reasons of REE failure, caused by electrical 
overstress. 
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STATEMENT OF PROBLEM 

In resent years there have been a growing interest in 
new synthetic materials for special applications in ap- 
plied electromagnetics [1-3]. 

In this work the rectangular waveguide filled with 
uniaxial bianisotropic medium (xe[0;a], _ye[0;Z>], 

ze(-oo;+oo)) is considered. Material relations de- 

scribing this medium are [1]: 

(1) 

where 

D=e£ + y §5; 

H=j\   E+ytfB, 

XX 0      0 SXJC      Sry 0 

0 *xx      0 ,S= ~^xy     ^xx 0 

0 0       8ZZ 0        0 \u 

(2) 

The expressions for the tensors elements are given in 
[1]. 

It is assumed that harmonic wave with frequency co 
propagates within the considered waveguide. 

Solutions to Maxwell's equations system 

VxH = -jaD; 

VxE = jccB; 

may be written in form 

E(x,y,z) = E(x,y)e-^z; 

H{x,y,z) = H{x,y)e-^\ 

(3) 

(4) 

as the waveguide is regular. The wave equations system 
for longitudinal components of the field is [1]: 

[^Bz+y
2

HHBz+y
2

HEEz=o. 
(5) 

Although material relations (1) are not general expres- 
sions but it is shown clearly that system(5) describes 
any bianisotropic guiding structure. Therefore, the 
proposed mathematical method is general. Additionally 
dependence of parameters on frequency is presented for 
this case in [1]. 

METHOD OF INVESTIGATION 

The solution of the wave equations system (5) satisfy- 
ing boundary conditions on the perfectly conducting 
walls of the waveguide can be written in the form 

Ez = (AI cos kx±x+By sin kxix + 

+A2coskx2x+B2smkx2x)sinkyy; (6) 

Hz = (ZyAy cos kxlx+Z\B\ sin kx\X + 

+Z2A2 cos kx2x + Z2B2 sin kx2x)cos kyy, 

where the constants A\, A2, By, B2 depend on the 
wavenumber, frequency, value a, and are defined by 
following relations 

A2 = -Ax ; B2 
z\kx\ By\ 

B, 

Z2kx2 

Zykxl sin kxXa - Z2kx2 sin kx2a 
Zykxl (cos kxla - cos kx2a) 

where the wave resistences are 

,2       2 
7   _Kl ~"lEE   .   ,,,   e     . 
£\ ~ 2 + VM-0SZZ » 

YJSW 

z2JlqjhL+j^zz. 
1EH 

(7) 

(8) 

From (6) we have the following expression for the 
transversals-component of the wavenumber 

Tim 
(9) 

Taking into account (5) and (6) we obtain that the 
transversal x-components of the wavenumber are de- 
fined by the following relation 

kxl,2+kyl,2 -*1,2: (10) 

where 

na TEE-JHH 

[(ylg-vW   j 2     2 2      2 
EElHH -lEHlHE )• (11) 

From (10) and (11) it is seen that the x-components of 
the wavenumber are the functions of the longitudinal 
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xcos 

component kz as the y2^, y2
m, y2

HE, y2
HH 

aie ^ 
functions of the kz [1] if frequency is constant. 

At given values a and b the longitudinal component 
can be defined as the solution of the trancendental 
equation 

*J*l2-*J] cos( a^jk2-kl 

+ [z^2-k2
y)-Z2l$-k2

y\ (12) 

x sin! aJfc2 -£2   sin ay A:2 -k2
y   = 2. 

Thus, the magnitudes kxl2, ky, kz are bound and 

they are functions of frequency and dimensions of the 
rectangular waveguide filled with uniaxial bianiso- 
tropic medium. TEM-, TE- and TM-waves can not exist 
within this waveguide. Only hybrid waves propagate. 
Since (5) we can consider resulting wave as superposi- 
tion of two waves with x-component of wavenumber 
kxl, kx2. These waves are analogous to anomalous 

waves within waveguide filled with ferrite. 

Analogously, we can show that the following solution 
of the system (5) satisfy boundary conditions on the 
perfectly conducting walls 

Ez - (4 cos kyiy+Bx sin kyly + 

+A2 cos ky2y+B2 sin ky2y)sin kxx;       (13) 

Hz = (Zj^! cos kyly+ZXBX sin kyXy + 

+Z2A2 cos ky2y+Z2B2 sin ky2y)cos kxx. 

Solution of the equation (12) can be obtained only by 
numerical methods. However, accurate analytical solu- 
tion exists in some particular cases. 

Let us investigate the solution (6) when Z-^.x\ = Z2kx2 . 
Analysis of this case gives an idea about general regu- 
larity of wave behavior within the considered 
waveguide. The transversal x-component for this case 
are 

271/7       Z2 271/7        Zx 

a   Zj-Z2 a   Zy-/,2 

and longitudinal component is to be defined from 4-th 
order algebraic equation 

k*+pk*+jqkz+r = 0 (15) 

The coefficients p, q, r are not written down here be- 
cause of their bulk. 

The equation (15) may be solved analytically, therefore 
analysis of wavenumbers may be carried out analyti- 

cally. Existence of four longitudinal wavenumbers is 
the result of analysis of (15). 

If ^=0 in (2) than q = 0 and (15) is biquadratic 

equation. One or two waves may be propagating within 
waveguide. In this case phase velocities of direct waves 
are equal to the ones of back waves. 

If ^ *0 in (2) then q*0 and the following cases 

are possible: 

1. Four wavenumbers are real values. Two waves can 
propagate within waveguide. Phase velocities of di- 
rect waves are not equal to the ones of back waves. 

2. Two wavenumbers are real values and two are 
imaginary values. Real wavenumbers have opposite 
signs. One wave can propagate within the 
waveguide. Phase velocity of the direct wave is not 
equal to the one of back wave. 

3. Two wavenumbers are real. Sings of wavenumbers 
are equal. In this case back waves do not exist. 

4. Four wavenumbers are imaginary values. Both 
waves are unpropagating. 

Each of these cases may be obtained for certain medium 
parameter, frequency, and dimensions of waveguide. 

CONCLUSIONS 

Analytical solution of Maxwell's equation that describe 
wave behavior in rectangular waveguide filled uniaxial 
bianisotropic medium are presented. That is particular 
case but not general solution. It is shown that two 
waves with different phase velocities exist within this 
waveguide. It is show also that phase velocity forward 
wave is not equal phase velocity of back wave if 
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INTRODUCTION 

Measurements of the complex permittivity s = s- / • e" 
allow to carry out fast control of the dielectric and 
semiconductor materials quality. Sometimes, this con- 
trol measurement may complete or substitute the 
chemical, physical, optical and others types of analy- 
sises. Admixture, added into pure substance, change 
the significance of complex permittivity. The micro- 
wave measurements of e' and tgS may be used by the 
chemical, food and others industries to control techno- 
logical processes, and by the research laboratories, 
which need in the information about the substance 
characteristics. The waveguide and resonant-cavity 
methods of dielectric constants measurements are the 
most widely used methods. They allow to comprise the 
wide band of values of Dielectric Constant and Loss 
Tangent and do not demand special equipment. For the 
complex permittivity measurements equipment for 
research of feed lines and antennas at microwave fre- 
quencies may be used. The Resonant- Cavity method 
provides relatively high precision of permittivity meas- 
urements for dielectric substance with low Loss Factor 
(tgd < 0,01) and Dielectric Constant , from 1 to 40. 
This method allow to measure parameters either of the 
separate specimen, or parameters of substance in the 
torrents (for the liquid and powder substances). The 
Waveguide method allow to measure e' and tg8 practi- 
cally of all dielectric materials. The specimen may be 
situated in the waveguide [1, 2] or in free space [5]. 

THE RESONANT-CAVITY METHOD 

The Resonant-Cavity method is based on the determi- 
nation of the resonance frequency and quality factor of 
the empty resonator (f0 , QQ) and the resonance fre- 
quency and 0-factor of the filled by the substance reso- 
nator (/i, Qi). When resonant-cavity is full of the re- 
searched substance and relative magnetic permittivity is 
equal to unit (jir= 1), we have 

G' = üPo/./i)2.tg5 =l/0,-l/ßo. 

Some results of the complex dielectric permittivity 
measurements are given in Table 1. Scheme of the 
equipment used in the measurements, is shown 
in Fig. 1. 

Table 1 
Substance s' £6 

oil 2.14 8.5-10"3 

benzine A-76 2.05 610"3 

toluol 2.37 810"3 

benzol 2.28 4103 

SFG —»■ DC1 —» RC —-» DC2  5» ML 

' 

37D I ^ 7 Dl 

' 
TBG A|) MR 

1 
a) 

b) 

Fig. 1. Measurement of the complex permittivity by 
resonant-cavity method: 

a) Scheme of the set: SFG - sweep-frequency 
generator; DC - directional coupler; RC - resonant- 

cavity; ML - matched load; D - high-frequency detector; 
TBG - time-base generator; MR - meter of the ratio; 

b) Appearance of the set. 
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THE WAVEGUIDE METHOD 

The waveguide method is based on the interaction 
between electromagnetic wave directed by the feed line 
and researched substance. One of the more widely used 
methods is based on the impedance measurement of the 
filled by the specimen waveguide fragment. A value of 
the impedance is used for calculation of the dielectric 
constant and loss tangent, in accordance with the inter- 
action model. The scheme of the equipment, realizing 
the waveguide method, is shown in Fig. 2. 

(b) 

c) 

Fig. 2. Measurement of the complex permittivity by 
waveguide method: 

a) The scheme of measurement set: 
1- the waveguide; 2 - the specimen of the substance; 3 

- the measurement device; 
b) The diagrams of the standing wave in the waveguide: 

4 - without the specimen; 5 - with the specimen; 
Appearance of the set. 

The specimen 2 is situated at the end of the measuring 
waveguide 1. Information about VSWR and phase 
angle 9 = 2nz/Xg (wherez is the distance between the 
specimen surface and the first knot (minimum) of the 
standing wave in the waveguide, Ag is the wavelength 
in the waveguide without specimen) is obtained with 
the measure apparatus 3. The waveguide fragment's 
(with specimen) impedance is 

z=Zo(i-/-s-tge)/(s-Mge) 
(where Z0 is the wave impedance of the waveguide 
without the specimen, S is the VSWR). Significances of 
s' and tgS, we need in, are obtained from the solution of 
the following equation: 

thjyd) _ 
y -d 

-i 
XwJl-i-S-tgQ) 

' 2nd(S-i-tgQ) 

where y = /•-—Je -;-s 
An <r~)2 K

c 

y is the constant of the wave spreading in the 
waveguide fragment with the specimen; Xo is the 
wavelength in free space; Xc is the cut-off wavelength 
for type of wave used in measurements in the concrete 
waveguide. 

If we introduce yd = a+ib and separate real and 
imaginary parts, we shall obtain the following system 

a-shla + b-smlb 

of equations: 
(a2 +b2)(ch2a + cos 2b) 

a-sm2b-b-sh2a 

-X = 0, 

X = 
where 

(a2 +b2 ){ch 2a + cos 2b) 

-Xe-(l-S-2)-tgd 

2zd(\ + S~ 

-Y=0, 

■ tgH) 

1 -xg(\ + tg2e) 

2ndS(l + S-2-tg2Q) 

The obtained system of equation 

ffl(a,b) = 0; 
[f2(a,b) = 0 

is solved by numerical methods at the computer. There 
are some methods of the analogous systems of equa- 
tions solving. We used the following methods: 

The 1-st: using the Newton's method: 

°na =<V 

f(n M^feA)   f(n /.vM^jA) 
fmiA)—Yb—^"w)—si 

dffaJto df2(a„,b„)  dffaA) dflMV 
da db db da 
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Table 2 

u    =u da da 
"*    n   5/ifaA) dffrjü  djjiaJto dUa„,bny 

da db db da 

where 

8 Ma
nA) d MaM d ManA) d Man,b„) 

da      '      db      '      da db 
values of the partial derivatives when a = a„, 

b = bn 

As the first approach we used: 

a = 0,07; b is the approximate solution of the equation 

b 

The 2-nd method: the initial problem of the solving of 
the equations system is rediced to the one of the mini- 
mum searching of the two variable functions (problem 
of the optimization). We used the function 

f(a,b) = (fl(a,b))2 +(/2(a,b)f ■ 

One of the descent methods is the one of the local 
variations was used for the solving of this problem. As 
the first approach we used the same magnitudes, as 
used in the Newton's method. The counting process was 
stopped, when the following conditions were obtained: 

an+l-an <10 -4 v-4 < 10~* (in the Newton's 

method) or f(a,b) < 10    (in the minimum searching). 

After that found significances a and b, were recounted 
into parameters s' and tg8: 

e' = 
{bid)2 -{aldy 

(2n/K0)
2 

0,5-a-b 

\2 

e   = 
(n-d/x0y 

tgs-- 

\^c J 

s' ' 

Theoretically, we obtain an interminable number of the 
system's roots (because periodical functions come in to 
the system), but practically correct value of e' and tgS 
are situated among the first five roots (depending on 
the thickness of the substance value). That is why pre- 
liminary information about e' and tgS values is impor- 
tant. Some results of the complex permittivity meas- 
urements for several liquids and powder substances are 
shown in Table 2. 

Parameter 
Sub- Measurement From [1,2] 

stance 
E s" tg8 e E" tgS 

Water 75.8 10.3 0.14 79.3 7.9 0.1 
Acetone 22.3 2.23 0.1 21.3 16.7 0.78 
Toluol 2.28 0.13 0.06 2.38 0.047 0.02 
Coal 2.95 0.21 0.07 — — — 

Ashes 3.17 0.4 0.13 — — — 

Another type of the waveguide methods use the inter- 
action between the irradiated to the substance surface 
(situated out of the waveguide (in free space)) and re- 
flected signals. Radiating and receiving the electro- 
magnetic signals are realized by the directional anten- 
nas. The reflected signal brings the information about 
the reflectivity value and phase. This information is 
used for the consequent searching of the complex per- 
mittivity. 

CONCLUSION 

These investigations have shown, that the resonant- 
cavity and waveguide methods may be widely used for 
rapid control of the different liquid and powder materi- 
als quality at the chemical, food (etc.) industries, and at 
the research laboratories. Realization of these methods 
allow to use resources more rationally to make more 
effective control of different industrial production's 
processes, where on information about substance pa- 
rameters is required, to make research at synthesis of 
the dielectric materials with required values of the 
dielectric constant and loss factor. 
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RATIONAL TECHNOLOGIES AND MICROWAVE DESIGNS FOR GYPSUM 
BINDER, CASEIN, FRUITS, VEGETABLES AND OTHER FOOD-STUFFS 

A. L Dokhov, V. V. Zhirnov, N. E. Lukyanenko 

Kharkov-State Technical University of Radio-Electronics (KHTURE) 
310726, Kharkov, pr. Lenina, 14 

Electrothermal processing by microwave field is one of 
the perspective methods of exposure on materials, bio- 
logical objects, agricultural and food-stuffs and so the 
investigations in this direction are rather urgent for 
national economy [1-2]. 
The authors developed economical technologies allow- 
ing to produce high-quality gypsum binder, casein and 
other building materials, as well as technologies and 
designs for drying grain, fruits, vegetables and other 
agricultural and food-stuffs using a combined multi- 
function method by the way of direct influence on the 
material by a hot air and microwave energy [3, 4]. 

In the report are stated rational, from the point view of 
economy, variants of construction of plants of com- 
bined type. Below main features of proposed technolo- 
gies and designs of plants are given. 
The proposed technology of gypsum binder production 
includes the thermal processing of gypsum stone by 
irradiating it with microwave field of microwave-field 
of Hmo range of 110-130 W/kg power during 20-30 
minutes. The gypsum stone and electromagnetic field 
interaction is based on the mechanism of energy trans- 
mission to substance of high dielectric permittivity. 
This interaction main peculiarity is that it takes place 
within the whole volume of substance (gypsum stone) 
simultaneous uses. As a result, thermal energy is radi- 
ated by the whole medium volume whereas interaction 
with environment is realized only through its surface. 
As a consequence of this a temperature rises in the 
sample center more intensively than on its surface. 
Owing to this, pressure is (up to 15-16 atm) created in 
gypsum stone middle and under its effect micropores 
are formed, through which water is pressed out to the 
sample surface and is evaporated (dehydration) due to 
additional absorption of microwave-energy. The heat- 
ing of gypsum stone (bihydrate gypsum) with the pur- 
pose of its conversion into half-hydrate of a and ß 
modifications is realized for no longer a 10 minutes 
(under condition of preliminary heating gypsum stone 
surface up to 120 C). Without premilinary heating 
dehydration process is realized for 45-50 minutes. 
The proposed technology of gypsum production enables 
to produce high quality gypsum binder (gypsum half- 
hydrate of a and ß modifications) with high productiv- 
ity and small power consumption as compared with 
known technology of gypsum production in autoclaves 
at the heated vapour pressure of 6 atm and following 
drying of steamed stone in the same autoclaves, where 
cycle lasts 29 hours and is not non-stop. At the pro- 

posed technology and plant a cycle of gypsum dehydra- 
tion is 30 minutes and a-gypsum outcome efficiency 
runs to 25-35%, i.e. its productivity is raised approxi- 
mately 20 times in comparison with the known tech- 
nology. 
The technology of casein and other building materials 
production includes thermal processing of raw material 
by means of electromagnetic radiation processing 
jointly with processing by hot air at 90... 100 °C. For 
this there were incorporated a chamber of hot air wind 
and a one of water vapour extract. 
Using of such multifunction method of processing 
cheeses by microwave energy and energy of hot air 
allows to reduce a consumption of microwave energy 
when producing 1 kg of casein 1.5...2 times and en- 
large productivity approximately in 2 times as com- 
pared with processing with microwave energy alone. 
As a basis of technology and design of combined mi- 
crowave-system for drying grains, fruits, vegetables 
and other agricultural products and food-stuff was used 
the thermal processing by electromagnetic, microwave- 
energy irradiation of 50... 130 W/kg power during 
7...30 minutes with additional dehydration of working 
raw material by heated air and pneumatic withdrawal 
of air together with water vapour when withdrawal flow 
is controlled. 
The technology on the base of the microwave-energy 
use for agricultural and food-stuff drying ensures high 
productivity with small power consumption, as well. 
The advantage is 2 times approximately. 
Fields of using: Agricultural processing industry, food 
production. Practical importance in world is of wide 
scale: proposed technologies on the basis of micro- 
wave-energy use are ecologically pure as they are based 
on using only electric energy. Besides, the realization 
of technologies to be created will enable to replace 
power-consuming productions, which are based on 
using such energy sources as petroleum product and 
gas. For Ukraine daily economy may be hundred mil- 
lions of USA dollars. 
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BACK CHANNEL IN DIGITAL MMDS 

A. L Dolgonos, H. L. Baindurashvili*, A. M. Voychinsky 

"Unique Broadband Systems, Inc.", * "Unique LLC" 

The MMDS transmission system is a low cost televi- 
sion transmis-sion media. While the transmission of 
cable-television signals over coaxial lines has existed 
for many years, MMDS (known as "wireless cable") is 
gaining popularity for its easy maintenance and low 
cost. 

MMDS systems are providing not only transmitting of 
broadcast analog TV channels now, but also are using 
as a basis for creating of complex digital systems. Be- 
sides of transforming analog signals to digital forms 
these systems allow to build wireless Internet delivery 
system for fixed and mobile wireless applications, tele- 
phone networks, systems of transmitting data with 
speed > 2 Mbps, and controlling systems. The portfolio 
of MMDS products offered by Unique Broadband Sys- 
tems, Inc., Canada includes equipment to satisfy all 
systems requirements. The product includes transmit- 
ters and repeaters with equivalent output power capa- 
bilities ranging from 5 Watt to 1000 Watt. The outdoor 
equipment is designed to provide years of trouble free 
service and is robust, and can be configured in dual 
redundant broadband. A VHF band input signal is 
routed to a broadband PIN diode attenuator and upcon- 
verter assembly, were it is mixed with a low phase 
noise, local oscillator signal. A sample of the input 
signal is taken for monitoring purposes. A mixer output 
filter then selects the upper sideband signal, which is 
fed to the output power amplifier for amplification to 
the level required for transmission. A sample of the 
output amplifier signal is fed back to the PIN diode 
attenuator control circuitry closing the automatic level 
control loop. An additional RF sample is also taken and 
used for monitoring purposes. The transmitter output is 
protected from reflected signal power, lighting and 
corona dis-charge. 

The front panel allows easy access to all system com- 
ponents for maintenance purposes. The transmitters are 
forced air-cooled and are able to operate over a wide 
indoor temperature range so they do not specifically 
require HVAC. The powering requirements are stan- 
dard 115 Vac mains. 

Front panel test points allow you to directly measure 
input and output signals and access the down-converter 

VHF output. Voltage levels which represent input sig- 
nal and local oscillator presence, ALC, output power 
amplifier temperature, power supply output and de- 
tected output power may be viewed at the front panel 
LCD display. All system parameters are internally 
monitored and in the event of a malfunction a summary 

alarm contact closure is provided. Transmitter output 
level is controlled from a front panel adjustment. A 
transmitter can also be equipped with an optional mi- 
croprocessor board for remote monitoring and control 
using a host PC. 

The Transmitter Redundancy' Switch (TRSD) allows 
two transmitters to operate together in a dual redundant 
configuration. A dual redundant transmitter switch 
system finds application in locations were the modula- 
tor outputs are available and can be combined into two 
groups. During normal operation each of the two 
transmitters receives one half of the total number of 
channels. Under these conditions the output carrier 
power from each transmitter can be increased by 3 dB 
for a given intermodulation level. In the event either 
transmitter is taken off line, the switch transfers the 
total combined channel load to the remaining trans- 
mitter and it's internal automatic level control adjusts 
the output carrier power maintaining the same inter- 
modulation level. If the channels cannot be combined 
into two groups a standby redundant transmitter switch 
system is required. TRSD systems are available for 
either indoor or outdoor applications. 

Our experience shows that MMDS is truly infrastruc- 
tural, it should give rise to many other industries within 
the Russian economy. Russia with its population 149 
million and more than 30,000,000 homes has 4.6 mil- 
lion cabled homes, or only 15 %. 

This is exactly our point: we believe that when driven 
by an infrastructurally-oriented business plan, MMDS 
will create hundreds of market niches, each represent- 
ing opportunities for new industries to emerge. Free 
market economics can be unleashed to create both an- 
ticipated and unanticipated opportunities. 

18th Session of the Board of the RCC Communications 
Administrations Heads-Ministers (Chisinau, September 
30-October 1, 1997) and Sevastopol conference "Mi- 
crowave and Telecommunications technology" have 
confirmed global solutions of UBS MMDS Systems for 
the former USSR: 

- UBS which has been manufacturing products for more 
than 8 years is a leading Canadian designer and 
manufacturer of cable television equipment (5 MHz- 
1000 MHz). UBS' products for the CATV and LAN 
industries have won the award of the best RF passive 
items as commodity products in Russia. It was nomi- 
nated by All-Russian Cable TV Association. This 
award was result of votes by both retailers, dealers and 
organizations of CATV and LAN industries, who com- 
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pare and recommend products by prices, terms of deliv- 
ery and payment, specifications, quality and warranty; 

- In 1993 its daughter company UBS-Russia, also 
known as UBS-R, was founded by UBS in St. Peters- 
burg. UBS-R designs and manufactures products to 
meet the viewing and networking needs in the former 
Soviet Republics, Eastern Europe and Scandinavian. In 
addition to manufacturing and supplying products into 
the local markets, during the last two years UBS-R has 
shipped thousands of passives to UBS. They are being 
sold across the USA, Canada and abroad. Locally, 
UBS-R maintains a network of strategically situated 
dealers and distributors; 

- UBS also does research, development and manufac- 
turing of MMDS Transmitters and Downconverters for 
CIS and warrantees that the equipment meets published 
specifications and the international cable and broad- 
casting standards for this type of equipment. UBS-R 
with facilities in STP can provide turn key certified 
MMDS systems at low cost within 60-90 days. All 
repairs can take place at the UBS-R facility Service 
Center in St. Petersburg, UBS-R as usual may be re- 
sponsible for the installation. 

-The UBS MMDS Transmission System is a low cost 
television transmission media. A video and audio sig- 
nal is fed to a modulator assembly. These signals can 
be from a downconverted satellite feed, a studio cam- 
era, a video recorder, or any similar device. The com- 
bined audio-video signal is modulated to comply to the 
SECAM format and upconverted to a frequency in the 
200 MHz to 400 MHz frequency spectrum. The modu- 
lator frequencies are allotted in such way that no two 
signals occupy the same frequency slot. The modulator 
output goes to a broadband combiner. The combined 
signals are available at the output signal port. 

The isolation of the combiner prevents signals gener- 
ated in one modulator from adversely affecting the 
output of any other modulator. The combiner output is 
at a relatively low frequency when compared to the 
transmission frequency (10:1). Therefore, the signal 
can be distributed over distances of several hundred feet 
without severe insertion loss or signal degradation. 
This combined block of signals becomes the input to 
the transmitter. The transmitter upconverts and ampli- 
fies this information. Its frequency band is from ap- 
proximately 2.5 GHz to 2.7 GHz. The amplifiers are 
ultra linear solid state Gallium Arsenide (GaAs) units. 
The high linearity is required to reduce the effects of 
cross modulation and composite triple beat from de- 
grading the television signal. The transmitter is located 
in as close proximity as practical to the antenna since 
cable insertion loss increases with increasing fre- 
quency. The amplified signal is routed to the antenna 
assembly using the appropriate low loss transmission 
line. The antenna acts as a transformer allowing effi- 
cient radiation to space. The antenna pattern deter- 

mines the direction of radiated energy thereby increas- 
ing the power density in a desired direction. This 
energy gained from the antenna patterns as compared 
to the transmitter amplifiers is a more cost effective 
way to increase the system output power. The radiated 
energy is received by the subscriber using a small an- 
tenna and downconvertor assembly. At this point the 
process is reversed and the information is extracted 
from the received energy and distributed to the desired 
locations. 

As to single channel MMDS version, Metromedia In- 
ternational Telecommunications, Inc. has installed 10 
systems in the former USSR but it is very expensive 
equipment. The cost of Comwave made transmitters is 
about $500K. Only "new Russians" can afford to pay 
more than $30.00 per month for 24 channels. Of 
course, such expensive channels must be scrambled 
immediately. 

UBS has another strategy: free advertiser-supported 
programming, educational television and distance 
learning. 

To create economic growth and ensure widespread 
usage, technology must be affordable for a large num- 
ber of users. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopol, Ukraine, 8-11 Sept. 1999 



547 

INFLUENCE OF NONLINEAR CAPACITANCE OF A MICROWAVE 
RECTIFYING DIODE ON RECTENNA CHARACTERISTICS 

A. L Luchaninov, M. A. Omarov, A, A. Konovaltsev 

Kharkov State Technical University of Radio Electronics 
Prospekt Lenina 14, Kharkov 310726, Ukraine 
e-mail: tea@kture.kharkov.ua 

Nowadays radio electronic devices are widely used in 
many fields of national economy. One of these fields is 
the space energetics, where systems of wireless power 
transmission by a microwave beam (WPT system) are 
rather viable and have good prospects for realization. A 
transmitting part of WPT system, radiating a required 
power and forming the microwave beam of a desired 
form, is maintained on a power satellite supplying 
energy to a few space vehicles. As receivers of energy 
on these vehicles arrays of antenna-rectifiers (recten- 
nas) are used, which transform microwave energy into 
direct current by means of rectifying Schottky diodes. 

Computation of main rectenna characteristics is per- 
formed by the methods of the theory of antennas with 
non-linear elements [1]. One of the computation stages 
is the selection of a simulation model of the rectifying 
Schottky diode. In [2] it is shown that when a WPT 
system is operating at the frequency of 2.45 GHz, the 
Schottky diode can be sufficiently represented as a 
nonlinear resistance assuming that the diode capaci- 
tance does not depend on the level of the input signal. 

However the use of the mentioned above model leads to 
considerable errors of calculation when the dynamic 
range of an input signal is widening and the WPT sys- 
tem operating frequency is raising (for example to the 
frequencies of the millimeter wave range). 

The paper presents the results of investigations of rec- 
tenna characteristics when the Schottky diode is simu- 
lated by a parallel connection of the nonlinear resis- 
tance with the following characteristic 

vCi o 

'to- &m4 llatu$Ud 

D(u-Ud)+Isfem-l}atu>Ud 

and the nonlinear capacitance C(u) defined as 

(1) 

C(u)= 

-, atu<Un 

1- — 
.      9kj 

Cmax Uu ~ ^max ) + l} at« > U„ 

(2) 

In (2) 

C/max=9yfcil-exp Im(-co 
c, max j 

9kCTT 
i ... *^max 

9k   . 

u is the input signal voltage; Is is the saturation cur- 

rent; a is a constant; D is the parameter, determined 
experimentally for the good convergence of an iteration 
process to be provided; C0 is the diode capacitance 

when  u = 0;  Cmax   is the diode capacitance when 

u = U„ Un is   the   voltage   defined   from 

(cp^ - Umax)/Umax «1 * 0,' (p^ is the contact potential 
difference, v = 0,5. 

Numerical investigations of rectenna characteristics 
have been performed at frequencies of 2.45, 10 an 
35 GHz taking into account the nonlinear dependence 
of the Schottky diode capacitance on the level of the 
input signal as well as ignoring it. It was clarified that 
when frequency increases the errors of rectenna char- 
acteristics estimation increase and can attain the value 
up to a few dozens of percent if dependence C(u) is 
not taken into account. This dependence influences 
considerably on the course of a curve PQ(S), where P0 

is a power of direct current in a rectenna load, S is a 
flux density of the microwave beam falling on the rec- 
tenna aperture. 

In the paper the results of computation and experi- 
mental investigations of the dependence P0(s) of a 

specific rectenna are compared as well. This compari- 
son confirms the possibility to use expressed as (1) and 
(2) model of rectifying Schottky diode in practice. 
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TRANSMISSION OF AN E-MAIL FORMAT SIGNALS IN MF/HF RANGES 
IN A MARINE RADIO COMMUNICATION 

V. N. Martynkin, Y. V. Malyarenko 
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A transmission of E-mail format signals discovers more 
and more broad application for safe navigation in a 
marine radio communication. 

The transmission of the E-mail format signals is car- 
ried out in ranges of average, intermediate and short 
waves. In comparison with a radio telephone a doubt- 
less advantage of a radiotelex is in documenting the 
messages and saving them on a paper and magnetic 
carriers as a text files of an information. The special 
attention, in turn, is attracted by transmission of E-mail 
format signals on middle- and high- frequencies (MF: 
1605-4000 kHz, HF: 4-27.5 MHz). It is stipulated by 
that the singular advantages are exhibited in a short- 
wave range, when the radio-frequency voice communi- 
cation is unstable from various parasites and singulari- 
ties of radio waves passing. In radio telex an influence 
of these parasites can be practically reduced to a mini- 
mum and irritant fadings, misses of connection, natural 
for a radio telephone being not appreciable for an op- 
erator of radio telex communication. In the field of an 
information of transmission by E-mail format signals it 
is reached by application of special methods of coding 
of an information permitting to discover and to correct 
errors. 

Originally for radio telex communication between ves- 
sels or between vessels and coast servers the condition 
of direct printing was used at which in a radio channel 
the International telegraphic code (ITC-2) was applied. 
In this code each transmitted sign is represented by five 
binary elements. Such a condition is characterized by 
low reliability of transmission of an information, as the 
code ITC-2 does not ensure protection from hindrance 
of an information. The entrance into the communica- 
tion is carried out manually. 

Since the 70-th years an implementation of a new 
equipment of narrow-band direct-printing telegraphy 
(NBDP) starts, using improved methods of coding of an 
information. In correspondence with the requirements 
ICCR in radio telex, 7-element synchronous codes with 
constant ratio of number of "units" to number of "zero" 
equal to 3/4 are used. Each transmitted numeral is 
represented by a family of binary figures - bits, and 
only the combinations with three "units" and four 
"zero" are used. Such code in theory of coding is named 
as a code with constants of weight equal to three. The 
total number of code combinations have a weight equal 
to 3 being equal to number of permutations from three 
"units" and four "zero" that under the formula of a 
theory of combinations gives 

C7(3,4) = 7!/3!4!=35. 

All these 35 combinations are enough for representing 
of all of the 32-nd numerals of a code ITC-2. The code 
with a ratio equal to 3/4 does not require start and stop 
bits because it is synchronous. Additional bit of check 
on evening is not required also because virtue of a con- 
stant ratio of number 1 to number 0. 

For error detection at reception of each code combina- 
tion its weight, or number of units is calculated. If the 
weight of an adopted code combination is equal to three 
or the ratio of number of units to number of zero is 
equal to 3/4, it is considered that the code combination 
is adopted correctly. Otherwise it is considered, that 
there was an error. Such code discovers all single errors 
(such as replacements 1 on 0 and on the contrary) and 
majority of errors of the greater multiplicity for which 
weight of a code combination is broken. In real digital 
channels with an error tending to grouping in pack- 
ages, and besides inside one package the distortion is in 
one direction: the zero are substituted by units and on 
the contrary. For such asymmetric data links errors find 
out practically always and not undetected errors, for 
which the ratio is equal to 3/4 is constant, are very rare. 

For an error checking in radio telex the following 
measures are adopted: 

1) active method by recurring numerals adopted with 
an error (the condition ARQ); 

2) transmission of each numeral twice with an offset 
through four numerals, without any re-request of 
transmission of the error block (condition FEC). 

A condition ARQ (Automatic Repetition request - the 
Automatic demand of a recurring) provides retransmis- 
sion of an information at a detection of an error on a 
receiving extremity. The station transmitting the mes- 
sage, is named conducting (Master) as the server, and 
receiving - driven (Slave) by the server. The master 
server transmits the block from three numerals. The 
slave server checks up if it is a ratio equal to 3/4 for 
each numeral in the block. After receptions of each 
block the driven server transmits confirmation about a 
regularity (or error). In a case when all three numerals 
are adopted correctly, the slave server transmits a sign 
of confirmation and readiness for reception of the fol- 
lowing block. If even for one from numerals the ratio 
equal to 3/4 is defaulted, the driven server gives a de- 
mand for a recurring of the block. The retransmission 
of the block can be repeated up to 32 times. If all 32 
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attempts of transmission of the block are unsuccessful, 
the master server automatically initiates new call. If 
this call also appears unsuccessful the transmission of 
the message is also canceled and both servers pass in a 
condition Standby. 

This process of block transmission, checking and repe- 
tition of transmissions of the deformed blocks happens 
automatically, it is imperceptible for an operator. 

After transmission of the message in one direction the 
servers can interchange their roles and the transmission 
will be carried out in the opposite direction. 

The given condition is characterized by the following 
features: 

• correct message passing practically is guaranteed, 
if only the connection is generally possible; 

• the connection is possible only between two serv- 
ers; 

• the guard from unauthorized reception of a telex is 
ensured; 

• the driven server should use the transmitter. 

The condition FEC (Forward Error Correction) is a 
condition without a demand of retransmission. The 
transmitting station transmits the message with a recur- 
ring of each numeral twice, with temporal gap through 
four positions. The interval between duplicates of the 
same numeral makes 280 ms at a transfer rate of 100 
bauds. The receiving station checks up each numeral on 
the relation equality to 3/4, if this relation is withstand 
even for one from two numerals the adopted numeral is 
printed out and the relation 3/4 is not withstand for 
both numerals, instead of it the asterisk is printed. 
Thus, in a condition FEC only the error detection is 
practically ensured. 

The condition FEC is characterized by the following 
features 

• the message is addressed simultaneously to all 
servers, which can accept it; 

• the accepting server works with the switched off 
transmitter; 

• the confirmation in reception of the message is 
absent; 

• there is no active error-checking; 

• there is no guard from unpermitted reception of the 
messages. 

Under the condition FEC the transmission of one con- 
crete server (selective call - SEL/FEC) is possible by 
transmission of a telex code of the accepting server. 
Only server having such telex code receives the mes- 
sage. All other servers will ignore it. 

As a rule the FEC condition is used for circular trans- 
missions to all servers and is an ideal condition for 
transmission of an information to courts which cost in 
ports having no possibilities to work in transmission. 

There are two possible basics in radio telex in essence 
of various mode of transmission, namely: 

• base band signaling in real time (Direct); 

• transmission with intermediate storage on the coast 
server (Store and forward, Mail). 

At base band transmitting of signals each numeral of 
the text at once is received by the recipient and is 
printed out. The base band transmitting of signals is 
carried out both for the condition ARQ and for the 
condition FEC. At intermediate storage the message at 
first is completely transmitted to the coast server and 
then to final abonent (subscriber). 

Through the 38 Rules of a radio communication for 
each ship station working under the NBDP condition 
the five-digit number of a selective call or nine-digit 
identifier of a marine mobile service (MMSI) in the 
correspondence with Application 43 PP are appropri- 
ated. For each coast station working in a NBDP condition 
four-digit identification number or nine-digit identifier of a 
marine mobile service (MMSI) in the correspondence with 
Application 43 PP are appropriated. 

To be convinced, that the calling server has incorpo- 
rated with the required coast server, ship station or 
subscriber of a coast telex web on installation of a radio 
telex line the procedure of interchanging by auto an- 
swering is provided. The auto answering of the ship 
server includes: 

• telex number of selective call; 

• call sign signal of ship radio station; 

• the English letter 'X', indicating, that the server is 
the marine mobile one. 

Example of auto answering of the ship server: 53248 
UEUAX. 

The auto answering of the telex abonent of a coast web 
includes: 

• telex number of the subscriber; 

• short word or group of the letters companies, des- 
ignating a title; 

• continuant of country (English letter/letters). 

Example of auto answering of the telex subscriber of a 
coast web: 

69789 SPRAD DK (S.P.Radio corporation, Denmark). 

The installation of connection with use of conventional 
ground communication facilities including in a MF/HF 
range begins with call on a DSC system (digital selec- 
tive call). 
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ABSTRACT 

The aim of the paper is to discuss the modern ap- 
proaches to the problem of electromagnetic field exci- 
tation efficiency improvement for operating chambers 
used for microwave industrial and agricultural applica- 
tions. 

Problems of microwave excitation optimization are 
divided into two classes: optimisation under require- 
ments for electromagnetic field intensity and in accor- 
dance with the different kind requirements for the tem- 
perature field distribution. Optimization problems 
accordingly to these two classes are formulated and 
calculation methods are discussed. 

INTRODUCTION 

Recently the progress in the area of microwave indus- 
trial and agricultural application is closely approaching 
to the problem of efficient microwave radiators devel- 
opment. The principle consideration in microwave 
radiators design is to establish the electromagnetic or 
heat fields of the certain characteristics within the con- 
fines of the treated substance. 

Typically a microwave radiator is made as a closed or 
semi-open partially filled resonator of different form 
whose dimensions are of the order of tens of the wave- 
length excited by some radiator. Electromagnetic field 
inside such a resonator, being a result of modes com- 
bining launched by the used exciter, is substantially 
non-uniform. 

The promising idea is to use a multi-element resonator 
excitation with the aim to improve the field intensity 
distribution within the treated media. On the other 
hand, a theory of antenna array pattern synthesis has 
attained a high level of perfection by now. Advances in 
array synthesis theory and practice have led to a wider 
adoption of obtained results to allied applications. The 
objectives of this paper are different approaches for 
microwave radiators optimization based on array syn- 
thesis methods. 

PROBLEMS OF EXCITATION OPTIMIZATION 

Problems of microwave devices excitation optimization 
can be divided into two classes. Problems of optimiza- 
tion under requirements for electromagnetic field inten- 

sity can be classified within the E-class 71/. For this 
cases the optimization problem can be formulated as 
finding the elements location ( rn ) and excitation 

Üa=UI1xexp(jvP,,> 

n = 1-N under some requirements for the certain elec- 

tromagnetic field intensity  Eg(R) within some part 

(Vs) of the internal volume of the microwave resonator: 

A(üi...ÜN,r1...rN,R)^Eg(R) (1) 

ReVs 

where A is the direct problem operator describing the 
excitation-fied intensity distribution, R are the coordi- 
nates and N is a number of exciters. 

The problem of excitation optimization in accordance 
with the different kinds of requirements for the tem- 
perature field distribution can be classified within T- 
class. The first type (T,) of them consists in finding the 
excitation which minimizes the deviation of the steady- 
state temperature field from the certain temperature 

distribution within the treated media Tg(Rj: 

Bl (üx ...ÜN,r1...rN,R)->Tg(R) (2) 

ReVc 

where B is the direct problem operator describing the 
excitation-temperature steady-state field distribution. 

The second type problem (T2) consists in finding the 
excitation parameters as a function of time which 
minimizes the duration of transition to a steady-state 
temperature distribution: 

t ss uU 
(3) 

under the conditions of the certain temperature distri- 
bution and limited input power 

limB(Ü1...ÜN,r1...fN,R-Tg(R) <ai     (4) 
t-»oo I' 

maxmaxuJn(t)|   <a2 
n     t 

(5) 
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where ai and a2 are the specified known values. 

Further we shall deal with solutions of the E-class 
problems. 

SOLUTION OF THE MICROWAVE RADIATOR 
OPTIMIZATION PROBLEMS 

The E-class synthesis problem statement in the form (1) 
seems being analogous with the array synthesis by a 
certain amplitude pattern. However, the E-class prob- 
lems have some sufficient features . The first of them is 
a form of the direct problem operator, which describes 
the electromagnetic field within some resonator unlike 
far zone field for conventional array synthesis. Thus the 
expressions for the electromagnetic field are much 
more complicated. Moreover, the field intensity for the 
most cases can be calculated only numerically. This 
circumstance excludes any analytical approach appli- 
cation. 

In the second, unlike the conventional array synthesis 
problem we deal with absolute values of the field inten- 
sity. Consequently, the model of resulted field should 
describe the absolute field strength excited by a certain 
source. 

In the third, the resulted pattern always is essentially a 
linear sum of partial patterns for conventional array 
synthesis. The expression for the solution of the direct 
problem for microwave radiator may have one of three 
forms in accordance to the type of oscillators used for 
elements excitation: either coherent or non-coherent or 
mixed one. 

The coherent excitation corresponds to the case where 
one powerful oscillator is used and its microwave en- 
ergy is shared by the exciters according to some rela- 
tion (Üj.. .ÜN). The operator A is denoted as 

A(U) = AC(U) = SUnEn(R,rn) 
l 

(6) 

where En(R,rn) is the electrical field corresponding to 
the n-th element by unity excitation. 

Non-coherent excitation corresponds to the case when 
we use a number of oscillators each of which is con- 
nected with the only one exciter 

A(U) = ANC(U) = EUJ   E nf^Jj (7) 

The mixed-type excitation means that several (Ng) non- 
coherent oscillators are used. Each of the oscillators is 
connected with some group of elements exited as co- 
herent radiators: 

where Nk is element's number within the n-th group, 

Nk,       ,2 
Z|Unk|   =Pk W 

where Pk is the k-th oscillator output power. 

Note that the equation (6) is an analogue to the con- 
ventional array synthesis direct operator's form. As for 
the expressions (7) and (8), there are no analogy with 
the expressions used in array synthesis theory. 

PROBLEM SOLUTION 

There are two key aspects of the E-class problem solu- 
tion: the functions En^R,^) finding and excitation 

conditions definition. For the common case the problem 
of EnlR,^) finding have not been well studied yet. An 

extremal complexity of tins problem makes impossible 
to use some universal algorithms for resonators of an 
arbitrary shape. For particular cases a number of ap- 
proaches can be successfully used including approaches 
which have been reported by the authors recently III. 

It is of no use to try to find analytical solutions for the 
excitation conditions determination. The most prospec- 
tive way is to reduce the synthesis problems (1) - (3) to 
the form of some minimization (maximization) prob- 
lem: 

Q(ä(U,R, rJ)->    min (max) 
Ui...UN,ii...rn 

(10) 

where Q is some criteria corresponding to the definite 
requirements for field intensity, deviation from the 
given value for example. 

We have the least difficulties for the case of in-coherent 
excitation under the given elements location because of 
that the problem operator is linear with respect to the 
values Un. For this case we have the unique solution 
which can be successfully found by linear programming 
algorithms. 

Problems in the form (6) and (8) under the given ele- 
ments location cause much more difficulties as the 
criteria (10) can not garantee the unique solution find- 
ing. It is necessary to use some efficient procedures for 
the global extremum calculation. 

The worst cases are when we try to find elements loca- 
tion as well as excitation. These problems also forced 
one to use some efficient numerical algorithms; do not 
garantee the global extremum definition. Besides, the 
corresponding calculations are exremelly clumsy be- 
cause of continously changing the values En (R, r„ ). 

A(U) = AM(U)=£ 
k=l 

wk . 
ZU,* 

n=l 
K(^ (8) 
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ILLUSTRATIONS 

As an illustration we present the optimization problem 
solutions for the field intensity uniformity improvement 
within a partially filled rectaugular resonator. It is 
shown that the mentioned above values can be substan- 
tially improved by using the optimized multi-element 
excitation. Fig.l shows the fields distribution within the 
half filled rectangular chamber ( 400x300x300 mm, 
the frequency - 2.45 GHz, W = IkW, s = 2.3, G = 8 
mSm). Fig. 1 corresponds to one- 

Nonoptimized 

elements excitation where the exciting slot is located at 
the centre of the upper wall. Fig. 2 illustrates a usage of 
the multi-element incoherent excitation (N = 8). Fig. 3 
shows optimized elements positions and supplied 
power. 

Optimized excitation 

Slot Supplied 
power, W 

1 100 

2 150 

3 150 

4 100 

5 200 

6 50 

7 50 

8 200 

Fig. 3 
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ABSTRACT 

The problem of multielement excitation of exposed-type 
microwave equipment is studied. Optimization problem 
is formulated as amplitudes, phases and elements loca- 
tion definition to maximize the special efficiency crite- 
ria. Both coherent and noncoherent multielement exci- 
tation are considered. Substantial improvement of 
microwave field excitation can be achieved by proposed 
approach. A number of particular optimization proce- 
dures advantageous for practical use is presented. 

INTRODUCTION 

A number of cases such as soil disinfection, concrete 
slabs destruction, hypertermia and others are classified 
among applications realized by exposed-type micro- 
wave equipment. So long as energy radiation is 
shielded partly or not shielded from surroundings for 
those cases, it is rather important to concentrate the 
electromagnetic energy efficiently within the given 
volume. On the other hand the field uniformity within 
the treating area are of great importance for quality of 
processing product. Presented paper seeks to review 
recent development have been carried out by Research 

Small focused area 

Coherent excitation 

....:...TNw 
N. 

—•— Uniformly exkation 
—a— Phase optimization 

Ampl. optimization 
Ampl. and phase optimization 
Geometry optimization 
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Fig. 1 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



554 

Center for Applied Electrodynamics of Kazan State 
Technical University in the area of improvement an 
electromagnetic field excitation by using of modified 
focused arrays methods. 

Small focused area 

Noncoherent excitation 

-S-- 
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—at— Geometry optimization 
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Fig. 2 

MULTIELEMENT EXCITATION 

Multielement electromagnetic field excitation is more 
efficient as against monoexcitation realized by alone 
radiator (applicator). The two principle excitation types 
are studied: multielement coherent and noncoherent 
manner one. The only powerful oscillator connected 
with radiators by some distribution circuit is trade off 
for the first of them. Noncoherent excitation means a 
number of relatively weak oscillators combined with 
the separate applicators are utilized. For excitation 
efficiency improvement both of the methods mentioned 
above are prospective. 

OPTIMIZATION PROBLEM 

Consider some criteria with reference to a exposed-type 
microwave equipment. The two criteria may be ad- 
vanced: 

energy efficiency criteria 

(i) 
K> 

and energy uniformity criteria 

Pmin\i),\r'),'h^)- 
(2) 

For the most common case we formulate the optimiza- 
tion problem as elements amplitudes, phases and dis- 
placement definition to maximize the criteria (1) or (2) 
value. Thus the problem of multielement excitation 
optimization for microwave application is analogous 
with that of antenna array synthesis. However unlike a 
conventional array synthesis, the electromagnetic fields 

used for microwave applications correspond to Fresnel 
zone and propagate into substantially absorbed media. 
So the direct operator as well as the optimization crite- 
ria for the optimization problem are rather specific. 

Extended focused area, optimization 
according to criteria (1) 

Coherent excitation 
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Fig. 3 

Extended focused area, optimization 
according to criteria (1) 

Noncoherent excitation 
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Also a number of particular optimization problems are 
of interest for practical use. Phase, amplitude or ge- 
ometry optimization as well as amplitude or geometry 
optimization for noncoherent case can be noted among 
them. Here, the objective is two fold: to chose the intel- 
ligent algorithms and to estimate effects achieved by 
optimization under typical conditions. 

SOLUTION AND NUMERICAL RESULTS 

Formulated optimization problems are polyextremai 
predominantly. For numerical solution positive calcu- 
lation methods are used for the global extreme finding. 
For this study we applied the modified Gauss-Seidel 
method. For a number of noncoherent excitation prob- 
lems linear programming was also used. 

Extended focused area, optimization 
according to criteria (2) 

Coherent excitation 

-2+ 

-4 

Uniformly exitation 
Ampl. optimization 
Phase optimization 
Ampl. and phase optimizatior 
Geometry optim'eation 
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case of a small focused area (sizes <Xg), the second one 

to the extended area (sizes>Xß) [1]. Substantial im- 

provement of the excitation efficiency have been estab- 
lished by calculations. The field concentrating within 
the certain area can be greatly increased. So for the 
case of the small focused area the value of criteria (1) 
can be improved toward 12 dB for the coherent excita- 
tion with optimized geometry of array. For the extended 
area the criteria (2) value increases toward 0.25...7.5 
dB in comparison with uniform exited uniformly 
spaced array both for the coherent and noncoherent 
cases [2]. Fig. 1-6 illustrate these results (the distance 
from boundary of semiconductor media to focused area 
is equal 10 cm). 

Extended focused area, optimization 
according to criteria (2) 

Noncoherent excitation 
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Fig. 5 

Multielement exciter consists of N (N = 19) radiators 
located at one line on the plane boundary separating air 
and infinite semiconductor media (for f = 2.45 GHz, a 
= 11.8 1/m, ß = 121.7 1/m, e' = 6.0). For both coherent 
and noncoherent cases the amplitude, phase and ge- 
ometry optimization problems are solved accordingly to 
criteria (1) and (2). The first of them corresponds to the 

CONCLUSION 

Substantial improvement of exposed-type microwave 
installations efficiency by optimized multielement ex- 
citation can be achieved. For a number of cases par- 
ticular optimization methods are also expedient for 
practical use. 
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At the moment a power saving for power-intensive 
production processes is very actual in Ukraine. The 
microwave technologies known from [1-5] permit to 
reduce time of dielectric heating to a specified tem- 
perature and to achieve power consumption saving in 
2-3 times. However, an application of only microwave 
energy to dry dielectrics is not effective enough [1], and 
thus, the technologies combining various types of 
power actions [5, 6] to dry dielectrics are used. 

Thus the present paper is devoted to a theoretical back- 
grounds of modified microwave technology of dielectric 
drying which presents a combination of two types of 
power action towards dielectric being exposed simulta- 
neously, namely: microwaves and hot air flow of speci- 
fied temperature and humidity according to [1-5]. Here 
a process of dielectric-adsorbent (silica gel) performed 
in a specially designed cylindric adsorber shown in 
Fig. 1 is considered. 

Waveguide 
strips of 
cylindri 

Microwave radiators in 

Fig. 1. A cross-section of the cylindric 
microwave adsorber 

The microwave field in cylindric microwave adsorber is 
excited by cylindric antenna array formed of rectangu- 
lar strips of waveguides with dimensions 45 x 90 mm 
placed on a line tangent to a generator of the outer 
cylinder — housing K of the adsorber, and is directed 
inside the microwave adsorber towards cylinders with 
slotted side walls P and M among which silica gel is 
placed. 

The hot air flow is directed from inner cylinder M 
inside silica gel volume bounded by the cylinder P, and 
as a result, temperature fields of dielectric heating by 
microwaves and hot air flow are directed towards each 
other allowing an acceleration of dielectric heating and 
a required water withdrawal due to a simultaneous 
uniform heating of the whole dielectric volume [1-5]. 
In this event the uniform heating of the dielectric is 
ensured by high homogeneity of the electric field in 
microwave adsorber as a result a cylindric array of 
radiators, in a form of half-wave slots, placed in a dis- 
tance not exceeding microwave generator wavelength 
[1-6] has been used. 

It is necessary to note that the dielectric (silica gel) 
uniform heating is provided taking into account the fact 
that the silica gel properties depend on its humidity and 
temperature, and are subject to a sufficient variation 
under microwave heating [1-5]. 

Investigating the structure of the microwave field in a 
transversal cross-section of the adsorber it has been 
ascertained that for specified dimensions of microwave 
adsorber the required irregularity of electric field be- 
tween cylinders P and M can be calculated according to 
[1-6]. The calculations have been carried out by geo- 
metrical optics method [6] (method of divergent and 
convergent rays) for the microwave adsorber shown in 
Fig. 1. To calculate the required parameters the geo- 
metrical construction presented in Fig. 2 have to be 
carried out. 

cylinder 

—• Waveguide strip of radiators 

Fig. 2. A ray path in the microwave adsorber 

Fig. 2 shows the path of a ray out coming from the 
radiating point A of one of the waveguide strips and 
being incident in the point B on the surface P in region 
of silica gel volume limited by dimensions rx < r < r2. 
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The complex amplitude of the electric field in any point 
of silica gel volume is determined as [1-6] 

E{(p,re )=Etr((f,)-f1x 

xe 

^7 
*d2 (fh

5s-jM<f)h 
2ftVe7 

(1) 

where ^(cp) and <5(cp) — amplitude and phase of a 
wave transmitted through dielectric; yi(cp) — function 
describing a variation of field amplitude due to a bun- 
dle of rays narrowing or enwidening; es and tgSs — 
silica gel parameters. 

According to [1-6] 

Eü((p) = Eme((p) + EK{((p), (2) 

where E-ma (cp) and EK((q>) — electric field amplitudes of 
incident and reflected wave in the point B 

£/»c(<p) = 
_ AE{Q) 

Ä (3) 

where E(6) — radiation pattern (RP) of a slotted ra- 
diator; 

_  1   [PK^ 
pw V 2nH 

where pw— wave resistance of free space; P — power 
of microwave generator at waveguide input; H — 
height of adsorber cylinder; ATGA — gain of slotted 
radiator; 

r$ =\[(*4 ~r
a c°sq>)2+(/2 +sintp)2 ; 

6(cp)=arctg- 

£^((cp) is equal to [1-6] 

r2 smcp 

~XA ~>2C0SCP 

Eref(<t>) = —T-T T= T-r^Eine (<Pj .     (4) 
cosöj {(p) + jzs cos92 {(p) 

where 6i((p) = 0(cp) + 7tcp; 

a / \ .  sinGjlcp) 
arcsm—=^; G>(cp) = -^. 

The calculation of synchronous and asynchronous ex- 
citation of the waveguide radiator strips has been car- 
ried out. For the synchronous excitation greater irregu- 
larity of electric field has been observed than for 
asynchronous one [1-5]. This permits to create more 
compact adsorber design and to achieve higher electric 
field uniformity along the whole silica gel volume ex- 
cluding those regions laying near an outer surface of 
the volume ring M. This leads to a non-uniform silica 
gel heating [1-5]. The calculation results are shown in 
Fig. 3. 

The non-uniformity of silica gel heating can be im- 
proved by warming up the adsorber silica gel by hot air 
flow directed radially from the cylinder M to cylinder P 
between which silica gel is placed. It is necessary to 
note that hot air flow is not only heating silica gel, but 
with drawing moisture from silica gel surface as well 
[1-5]. 
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Fig. 3. A dependence of electric field normalized 
intensity vs azimuth 

The variation of a heat flow in a unit of cylindric vol- 
ume of the microwave adsorber for microwave radia- 
tion directed from the cylinder K through the cylinder P 
towards the cylinder M is determined as [1-6] 

dQ 
dt 

= 8-10"12£2 
/o 

tgs, "deg" 
min Js-Cs 

(5) 

where E2 — square of microwave field intensity; f0 — 
operational frequency of microwave generator; ys — 
silica gel density; Cs— silica gel specific heat. 

The variation of silica gel heating temperature due to 
microwave radiation is determined as [5] 

AT=- 
rMW 

4.l2mtCt 
(6) 

where /W — microwave power; ms — silica gel mass 
in the adsorber; Cs— silica gel specific heat. 

The heat flow of the hot air being blown through silica 
gel in the microwave adsorber from the cylinder M 
through the cylinder P towards the cylinder K is deter- 
mined as [1-5] 

Q = - 
T.   —T 

St 
(7) 

ainF\     ,=i h^im     Kut^n-l 

where Tm and ToM — inner and outer temperatures of a 
conditional volume of cylindric ist silica gel ring be- 
tween cylinders M and P; St— thickness of conditional 
ist silica gel ring between cylinders M and P; Xt — 
thermal conductivity of volume 1st silica gel ring be- 
tween cylinders M and P; Fim— mean design square of 
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the surface of volume ist silica gel ring between cylin- 
ders M and P; Fx and FnA — design squares of volume 
1st and (» - l)st silica gel ring between cylinders M 
and P; a*, and aout — coefficients of convective heat 
transfer in the ist silica gel volume ring between cylin- 
ders M and P from the inner wall with temperature Tm 

towards the outer one with temperature Tout. 

The characteristic feature of silica gel microwave 
heating is its receptivity to microwave field due to its 
parameters s, (permittivity) and tg83 (the loss tangent of 
a dielectric) which are equal to ss = 4.56-5.98 and 
tg8s= 0.069-0.15 [1-5]. At the first stage of the micro- 
wave heating quick processes are taken place; naturally 
silica gel heating and liquid phase transferring into a 
vapour from silica gel surface due to a thermo- 
barrodiffusion process [1-5]. At the second stage hot 
air blowing arouses moisture withdrawing from silica 
gel surface with simultaneous reducing silica gel heat- 
ing irregularity and lowing silica gel heating tempera- 
ture permitting the adsorbent properties of silica gel to 
be preserved [1-5]. 

The calculated dependencies of temperature fields in- 
side microwave adsorber between cylinders M and P 
are shown in Fig. 4. 

sumption of 26.4 kWh for the same water withdrawal 
percentage. 
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Fig. 4. The calculated dependencies of silica gel 
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The presented calculation dependencies of silica gel 
heating temperatures in the microwave adsorber permit 
to determine a design water withdrawal and power 
savings [1-5]. 

CONCLUSION 

According to [1-5] the presented microwave technology 
of silica gel drying permits the 5% water withdrawal 
from silica gel with weight 164 kg to be carried out. 
The power consumption is 8-10 kWh that makes it 
possible the power saving in 3 times with respect to the 
known methods [4, 5] which ensure the power con- 
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ABOUT ONE WAY TO DECREASE THE DIRECTIVITY OF RECTENNA 
SPURIOUS RADIATION 

V. M. Shokalo, A. A. Konovaltsev, Yu. A. Luchaninov 

Kharkov State Technical University of Radio Electronics 
Prospekt Lenina 14, Kharkov 310726, Ukraine 
E-mail: tea@kture.kharkov.ua 

One of the promising alternative directions of modern 
energetics development is the creation of systems 
transmitting power by a focused microwave beam. The 
terminal of such a system is the rectenna (antenna- 
rectifier) that receives the microwave energy and con- 
verts it to the one of direct current. The rectenna is 
designed as the antenna array of a number of receiving- 
rectifying elements (RREs). Every RRE consists of an 
antenna loaded on a microwave rectifier with Schottky 
barrier diodes. The conversion of microwave energy in 
the rectenna is of non-linear nature and, consequently, 
is accompanied by the radiation at high-order harmonic 
frequencies [1]. 

In general, the power radiated by the rectenna at high- 
order harmonic frequencies is very small in comparison 
with the microwave beam energy incoming on its ap- 
erture. However, in some directions the rectenna like a 
phased antenna array is capable to produce the spurious 
radiation of a large intensity, and this causes the prob- 
lem of the rectenna electromagnetic compatibility. 

The decrease of the rectenna spurious radiation direc- 
tivity can be achieved by means of dephasing the RREs 
in any known way at the harmonic frequencies. For 
example, it can be realized by changing in a random 
manner the parameters of elements in RRE low-pass 
filters or by displacing the rectrenna modules relatively 
each other, etc. The common shortcoming of the men- 
tioned above ways is the complication of a rectenna 
design. 

The paper presents the results of investigation of the 
possibility to decrease the directivity of a large rectenna 
array spurious radiation by a rather simple technique. 
The essence of the technique consists in achieving at 
the frequencies of high-order harmonics the anti- 
phased excitation of neighboring rectenna modules or 
lines of RREs in one module. The technical imple- 
mentation of the technique does not entail the compli- 
cation of rectenna module design. For example, at the 
frequencies of high-order harmonics the anti-phased 
excitation of the receiving-rectifying elements in 
neighboring lines in a rectenna module can be achieved 
by changing the direction of diodes connection in RREs 
to the opposite one (case b on Fig. 1) relatively to the 
case of phased excitation (Fig 1, a). 

Preliminary the effect of decrease of the rectenna spuri- 
ous radiation directivity that could be achieved with the 

proposed technique has been investigated analytically. 
As an initial model for the simulation the arbitrarily 
shaped fiat periodical rectenna array with the triangular 
grid has been chosen. 

The field of the spurious radiation can be found from 
the current distribution over the surfaces of RRE anten- 
nas at high-order harmonics frequencies. The rigorous 
way of stating the task of this distribution calculation 
requires to solve the boundary value problem taking 
into account the non-linearity of rectifying diode char- 
acteristics. However, since the rectenna is a large- 
aperture one, i.e. it has the large electric dimensions, 
the solution of such a rigorous boundary value problem 
is hardly feasible nowadays or in the nearest foreseeable 
future. That is why when developing the method of the 
rectenna spurious radiation calculation such simplifi- 
cations were assumed: 

• the rectenna is free of edge effects; 

• all RREs have the same parameters that they would 
have in the infinite array. 

Fig. 1. The rectenna module design: 
a) with phased excitation of lines of RRE; 

b) with anti-phased lines excitation 

Under such assumptions the method of calculation of 
rectenna energetic parameters stated in [2] can be ap- 
plied. The first stage of this method includes the cal- 
culation of RRE antennas electromagnetic characteris- 
tics by the moments method. This calculation is carried 
out for the basic frequency as well as for the frequen- 
cies of high-order harmonics. The currents distribution 
over the RRE antennas surface at higher harmonics 
frequencies is approximated by the system of piecewise 
sine basis functions: 

M 
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where M is the number of basis functions by which the 
currents distribution over the RRE antennas surface is 
approximated; I„(g) is the basis piecewise sine func- 
tion defined in two neighboring sections of the antenna 
as follows: 

W-In^Z'^lmn,    » = U- (2) smklm„ 

In (2) lln, l2n are the lengths of the first and second 
sections of the antenna wire where the n -th basis 

function is defined; \Xn, \ln are the unit vectors de- 
scribing the direction of the appropriate sections and % 

is the coordinate of their connection; k = 2n/lj is the 

wave number of the /' -th harmonic; /„ is an amplitude 

coefficient of the n -the basis function. 

The second stage of the rectenna energetic parameters 
calculations [2] includes the developed in the theory of 
antennas with non-linear elements [3] procedure of 
computation of the currents flowing through the recti- 
fying diodes at a basic frequency. Moreover, the cur- 
rents at high-order harmonics frequencies formed as a 
result of the rectification process are also computed. 
Thus, after this procedure completion the amplitude- 
phase distribution of the currents at harmonics frequen- 
cies over the rectenna aperture becomes known. This 
distribution determines the values of the currents basis 
functions amplitude coefficients /„ in (2). 

With the method [2] the rectenna spurious radiation 
field can be found in the following sequence. Initially 
the field created by the n -th current basis function is 
calculated. Then the field radiated by one RRE is de- 
termined by the coefficients 1„ known from the solu- 

tion of the rectenna excitation problem. The sum of all 
RRE fields gives us the resulting rectenna field at a 
chosen frequency of spurious radiation. 

Generally the field of one half of the current basis 
function defined by (2) for m = 1 or m = 2 can be ex- 
pressed as: 

£e(r,e,cp) = -- 
ßOI    erjkr_eJk^ 

sm(klmn)    r 

ju, M-jjr)sj lsinfc/m„ - cos klm„ 

I-IFJ
2 

(cosy1cos9coscp + cosY2COsesin(p-cosy3sin0) 

(3) 

■jkr 

9 sm(klm„)    r 

efl*«M _ j^r\mklm„ - cos klmn 

x (cos Yi sincp - cos y2 cos cp). 

(4) 

In (3) and (4) r0 is the radius vector, drawn from the 
origin of coordinates to the point of connection of two 
sections on which the current basis function is defined; 
F is the unit vector in direction to the point of supervi- 
sion; r is a distance up to the point of supervision; 
cosyj, COSY2» C0SY3 are the directing cosines of the 

unit vector |. 

The screen presence was taken into account by intro- 
duction of mirror images of the current functions, 
whose fields were calculated with account of distinc- 
tions in their phases and locations. 

Finally, the field of the complete current basis function 
with a number n can be expressed by 

(5) 

Here the sign (') marks the fields of the mirror images 
of the first and second sections of the basis function. 

Further, applying the principle of fields superposition it 
is not difficult to find the field radiated by the /' -th 
receiving-rectifying rectenna element 

9,<P 

M 

X£e, (pn (6) 
w=l 

and then to find the total field of the rectenna spurious 
radiation: 

(7) 
N    i\ 

^e.cp - Z* e,<p' 
1=1 

where N is the number of RREs in the rectenna. 

The described above calculation procedure had been 
used for the numerical investigation of the spurious 
radiation patterns of the rectenna array consisting of 
nine identical modules (one of such modules is pre- 
sented in Fig. 1) and containing 144 RREs with loop 
vibrators. It was assumed that the rectenna aperture is 
excited by the field with the uniform amplitude distri- 
bution. 

Fig. 2 shows the computed radiation patterns at the 
second and third harmonics frequencies. The curve 1 
corresponds to the "traditional" case when the antennas 
of RREs are excited in phase at the harmonics frequen- 
cies. The rectenna radiation pattern for the case of the 
anti-phased excitation at higher harmonics frequencies 
is presented by the curve 2, and the curve 3 meets the 
case of the anti-phased excitation of lines in the rec- 
tenna modules. It can be concluded from the compari- 
son of the calculated radiation patterns that: 

•    for the considered 144-element rectenna the anti- 
phased excitation of modules at the second and 
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third harmonics frequencies enables to decrease the 
maximum spurious radiation level only by 9.5 dB; 

the more substantial decrease of the rectenna di- 
rectivity at higher harmonic frequencies is ob- 
served in the case of anti-phased excitation of the 
neighboring lines in every modules (up to -40 ... - 
43 dB). 
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Fig. 2. The rectenna radiation patterns on the second 
and third harmonics frequencies 

The effect of the spurious radiation directivity decrease 
in the case of anti-phased diode connection in neigh- 
boring lines of the rectenna modules (Fig. 1, b) has 
been confirmed experimentally as well. With this pur- 
pose the measurements of the harmonics radiation 
levels of the modules with anti-phased and phased 
diode connection has been carried out. The structure of 
the experimental set-up is shown in Fig. 3. 

Fig. 3. Structure of the experimental set-up 

The measurements has been implemented in the une- 
choic chamber 1. The investigated rectenna module 2 
had the optimal direct current load resistance 
RL ~ ^Lopt • The incident microwave beam was formed 

by the transmitting reflector antenna with the radius of 

0.45 m. The magnetron generator 4 with the power 
supply unit 5 functioned as the powerful microwave 
source with working frequency of 2.45 GHz. The mag- 
nitudes of spectral components were measured with the 
help of the spectrum analyzer 7 with the remote sensor 6. 

The main difficulty in measurements implementation 
was that magnetron generator 4 had a rather significant 
level of own high-order harmonics. In view of this only 
the relative level of the module higher order harmonics 
with respect to the level of generator harmonics had 
been measured. The results of these measurements are 
given in Table 1. 

Table 1 
Results of the rectenna modules spurious radiation 

measurements 

Har- 
monic 

number 

Harmonics level, dB 

From 
gen- 

erator 

Diode connection in a 
module The level 

decrease phased anti- 
phased 

1 0 0 0 
2 -32.5 -26.3 -31.0 4.7 
3 -52.3 -43.4 -52.3 >8.9 

The measurements results given in Table 1 testify that 
the use of the principle of anti-phased diodes excitation 
at higher order harmonics frequencies only in one 
module with 16 RREs enables to obtain an appreciable 
decrease of the second and third harmonics radiation 
(4.7 dB and more than 8.9 dB, respectively). 

CONCLUSIONS 

In the paper the rather simple technique to decrease the 
spurious radiation directivity of a rectenna array is 
proposed. The principle of the technique consists in 
creation of such conditions when the neighboring rec- 
tenna modules or neighboring lines of RREs in a mod- 
ule are excited anti-phasely at higher harmonics fre- 
quencies. The proposed technique efficiency in the 
decrease of the spurious rectenna radiation have been 
shown by results of numerical and experimental inves- 
tigations. 

REFERENCES 

1. Y. S. Shifrin, A.I.Luchaninov, V.M.Shokalo, A.A. 
Shcherbina. Spurious radiation of rectenna receiving- 
rectifying elements// International Wroclaw Symposium 
on Electromagnetic Compatibility, (EMC-94). -Wroclaw, 
Poland, 1994. -pp.67-72. 

2. Y. Shifrin, A. Luchaninov, V. Shokalo, A.Sherbina 
Rectennas // JINA, Nice, France, Nov. 1994. -pp.394-397. 

3. Luchaninov A. I., Shifrin Y. S. Antennas with non-linear 
elements // Chapter K in "Reference book on antennas 
technique" / vol.1 Editors: Bakhrakh L.D. and Zelkin 
E.G., - Moscow, IPRZhR publishing, 1997, [in Russian]. 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



562 

EFFICIENCY OF POWER TRANSMISSION SYSTEM BY A MICROWAVE 
BEAM WITH NON-AXIAL ARRANGEMENT OF TRANSMITTING 
AND RECEIVING APERTURES 

V. M. Shokalo, S. V. Sevsky, A. M. Rybalko, A, A. Konovaltsev 

Kharkov State Technical University of Radio Electronics 
Prospekt Lenina 14, Kharkov 310726, Ukraine 
E-mail: tea@kture.kharkov.ua 

Systems of wireless power transmission by a microwave 
beam are prospective for remote energy supply of air 
and space flying vehicles, for transportation of the 
generated in space electric energy to the Earth, for 
wireless power transmission between on-ground points 
and for a number of other applications. For high effi- 
ciency of energy transmission to be achieved it is neces- 
sary to provide the optimal aperture illumination of a 
transmitting antenna as well as a co-axial arrangement 
and a polarization matching of transmitting and re- 
ceiving antennas. However in practice, especially in 
cases when power transmission is organized between 
objects moving relatively each other, the co-axial ar- 
rangement of the antennas, as a rule, is disturbed. 
Therefore it is quite urgent to create a mathematical 
model of the wireless power transmission system that 
could take into account a dislocation of the transmitting 
and receiving antennas from the co-axial arrangement 
and allow to analyze and optimize the system with a 
sufficient accuracy at various values of system parame- 
ters. 

Consider a system of power transmission by a micro- 
wave beam (Fig. 1) that consists of the circular trans- 
mitting and the square receiving antennas whose aper- 
tures are in parallel planes. The antennas are matched 
on polarization, but can be arranged non-axially. The 
field polarization is linear. 

The electric field of the transmitting antenna on the 
plane of the receiving antenna situated in the Freshnel 
zone is described by the known expression: 

-MP>Q) 

^1 

(1) 

where r(P,Q) is a distance between a point P(x',y',o) 

on the transmitting antenna aperture and a point 
Q(x,y,D) on the receiving antenna aperture; D is a 
distance between the planes of the transmitting and 
receiving antenna apertures. 

When assuming that the transmitting antenna illumi- 
nation is circularly symmetrical, the expression (1) is 
reduced to 

E(x,y,D) 

x j E(it)e 

jke~ 
D 

jku2      t 

™ Jc 
ku^x2 +y2 

D 

(2) 

udu 

where u is a radial coordinate on the plane of trans- 
mitting antenna aperture; j is the imaginary unit; 

k = 2n/l is a wave number; R{ is a radius of the 

transmitting antenna; J0 is the Bessel function of the 

first kind of zeroth order. 

0'    jQ&yA 

Fig. 1. Geometry of problem 

On the basis of (2) it is possible to obtain the following 
expression for the efficiency of power interception that 
is introduced as a ratio of the power incident on the 
receiving aperture to the power radiated by the trans- 
mitting antenna: 

R2   R2+X0 

j*      \A2{x,y)dxdy 

- P»P      fc2   -R2-R2+XQ  

2nD 

A{x,y) = 

j\E(ufudu 
o 

JE(u)e '2DJ0 

(3) 

V kjx2+y2u 

D 
udu 
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where R2 is a half of the receiving aperture width; X0 

is a value of the antennas dislocation from the co-axial 
arrangement. 

After  replacement  in  (3)   of variables   u' = —«; 
Rx 

,    x      .    y  . . 
x = —-; v - -^- it is reduced to: 

R R 

1 1+A 

H 
-1-14* 

JEiu'^-J1"'2 jJ a-l*2 +y'2u'X'du' dx'dy' 

2n j\E(u'fu'du' 

(4) 

kR{R2 

D 
is a wave parameter;  t- 

2R-, 
where a 

Y 
b = —— is the relative antennas dislocation from the 

R2 

co-axial arrangement. 

As it can be seen from (4) the efficiency of power inter- 
ception is a functional of the amplitude-phase distribu- 
tion E(u) and depends on parameters of the system (a, 

b, f), which include the operating wavelength, the di- 
mensions of the apertures and the distance between 
them, and the value of the antennas dislocation. 

With the phase distribution of the transmitting aperture 
excitation field providing focusing of the microwave 
beam on the receiving aperture, the efficiency of power 
interception is given by: 

l  l+b 

J I 
a   -i -i+b 

\F(u)J0\ ayjx2 +y2u \udu dxdy 

2n 
(5) 

JF2(u)udu 

Under assumption that an effect of superdirectivity is 
ruled out the amplitude distribution F(u) of the trans- 

mitting aperture excitation field can be approximated 
with the polynomial of the even order: 

M 
F(K) = £C,«

2
'. 

;=0 
(6) 

Expanding the Bessel function into a partial sum with 
N members and integrating (5) it can be obtained: 

y\(a,b) = - 
n 

M M        a
2(f+J"> 

k+PcicJefli+J+%k+P»7*(k + p)l \M M N   N     /_jy 

X^0 M!(* + />-iB)![2(fc + />-i») + l](2j» + l)J ' (?) 

The expression (7) allows to calculate the power inter- 
ception efficiency with given coefficients c, in (6) and 

parameters a and b . This expression can be repre- 
sented as the ratio of two Hermit-square forms: 

T| = 
(GC.C) 

(HC,C)' 

k+p 

where G and H are the square symmetric matrices of 
the order of M + l; C is the vector of the order of 
M +1, whose elements are the coefficients c,. 

The elements of matrices G and H are as follows: 

_ N   N        ^1)^Pa2H+J+2(k+P)+2)(k + pV 

8U =^0(k\)2(p\)222^P^(i+k + l)(j + P + l) * 

(l + b)2<-k+p~m)+1-(-l + b)2<-k+p~m,)+1 

^0 m\(Jc + p-m)\[2(k + p~m) + \)(2m + \) ' 

a2(i+J) 

J      i+J+l 

The maximum value of r\ is equal to the maximum 

eigenvalue of a matrix L = H-IG and the eigenvector 
corresponding to the eigenvalue consists of the expan- 
sion coefficients c, of the optimal amplitude distribu- 

tion (OAD) in (6) [1]. The accuracy of OAD approxi- 
mation depends on the number of members in partial 
sum (6). However, the use of M > 3...4 does not yield 
any noticeable change in a value of the calculated inter- 
ception efficiency r|. 

The results of computations are presented in Fig. 1 and 
Fig. 2. It is seen (Fig. 1) that at dislocation of the an- 
tennas from the co-axial arrangement the OAD tends to 
be more uniform. When the relative dislocation is less 
than 20% the interception efficiency decreases slightly 
because with the antennas arranged co-axially the mi- 
crowave beam is focused at the center of the receiving 
aperture. 

Thus, the requirements to the accuracy of the micro- 
wave beam pointing as well as to maintaining the co- 
axial arrangement of the transmitting and receiving 
antennas are not very strict. When the dislocation from 
the co-axial arrangement is rather considerable (for 
example when providing the power supply of moving 
space vehicles), it is preferable to realize the illumina- 
tion of the transmitting antenna with the amplitude 
distribution corresponding to the interception efficiency 
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values of t| = 60...80%. This enables to decrease the 
influence of the non-axial arrangement on the effi- 
ciency of the wireless power transmission system. 

0       0,2      0,4     0,6      0,8    u/a 

Fig. 2. Optimal amplitude distribution 
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PULSE HIGH-POWER ANTIBACTERIAL IRRADIATOR 
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The results of antibacterial irradiator efficiency re- 
search are adduced in this paper. The "plasma focus" 
formed at an end face of coaxial plasma accelerator at 
the discharge in an atmosphere is a source of powerful 
ultra-violet radiation in this irradiator. 

Nowadays ultra-violet (UV) radiation sources, operat- 
ing, as a rule, in a continuous mode [1], are widely 
used for the solving the problems of air, liquids and 
surfaces disinfection. It is possible to ensure an increase 
of UV radiation influence efficiency on microorganisms 
by the increase of radiation power density on the proc- 
essable surfaces. UV sources of continuous action, with 
limited power can ensure such conditions only at rather 
small distances. 

In this connection, the pulse sources of UV radiation 
which allow to receive considerably large power density 
on processable surfaces, can be more effective. It is 
possible to attribute Xenon pulse discharge lamps, 
widely used in laser engineering, or plasmodynamical 
lamps [2] to such sources. 

However, the presence of a quartz vessel in such pulse 
UV radiation sources limits short-wave part (< 240 nm) 
of antibacterial radiation spectrum. 

In this connection, the investigation of an opportunity 
to use magnetic plasma compressor (MPC) as a source 
of powerful UV radiation has been carried out. MPC is 
the coaxial plasma accelerator of a face type operating 
in a mode of plasma autofocussing (compression) with 
the own azimuth magnetic field. 

The irradiators with various UV radiation power, dis- 

tinguished by capacity values in which the electrical 
energy necessary for formation of "plasma focus" was 
accumulated, were created to research UV radiation 
power influence on the antibacterial processing effi- 
ciency. In table 1 the basic parameters of such irradia- 
tors are given. 

It should be noted that the energy estimate in antibacte- 
rial band 0.2 - 0.3 um has been made by calculation, 
using the ratio of voltage values in vacuum photocell 
"F-29" output for two spectral bands (0.12 - 0.3 um and 
0.28 - 0.3 um) and Plank curves, because of absence of 
equipment for pulse UV radiation energy measurement. 
MPC output plasma is supposed behave as an abso- 
lutely black body. 

The designed models of antibacterial irradiator based 
on MPC have been used for medical biological investi- 
gations. 

Microorganisms Staphylococcus epidermis have been 
processed by UV radiation. The results of such acting 
have been compared with similar acting of a mercury 
lamp "DRT-230". The mercury lamp has been dis- 
tanced on 0.2 m and 1 m from irradiated Petry caps 
with microorganisms. The samples of irradiators based 
on MPC with condenser capacity C = 200 uF and 
600 uF have been distanced on 0.2 m. 

The results of microbiological analysis are shown on 
the diagram of ratio N^/No (N^ is the number of sur- 
vived microorganisms, N0 - the early number of micro- 
organisms) dependence upon summery irradiation dose 
D [J/m2] in the band of 0.22 - 0.28 urn (Fig. 1). 

The energy store 
parameters 

Plasma discharge 
parameters 

Parameters 
of radiation 

C = 200 uF 
U = 3kV 

Wp = 900 J 

Idischarge = 100 - 120 KA 
TDlrad = 11200K 

W0,33..,0=112J 
t=24 us 

Wradz= 196 J 

Wo,2..0,3=46.1 J 
Po,2.o,3=2MW 

T1uv = Wo.2.o,3/Wp = 0.051 

Table 1 

C = 300 uF 
U = 3kV 

W0 = 1350 J 

IdiScharge = 200-210KA 
T„i.rad. = 12000 K 

W0,33..,o=229J 
T=30 us 

WradE=432J 
W0,2..0,3= 109.1 J 
Po.2..o,3=3.6MW 

Tluv=Wo,2..o,3/ Wo = 0.081 

C = 600 uF 
U = 3kV 

W0 = 2700 J 
Idischarge "~ 220 — 250 KA Tpi 

rad. = 12500 K 

Wo,33..,o=478J 
T=40 us 

W, rad Z" 956 J 

Wo,2..o,3= 248.6 J 
Po,2..o,3=6.2MW 

= WQ,2..O.3/Wp = 0.092 

Proceedings of the 3rd International Conference on Antenna Theory and Techniques, Sevastopil, Ukraine, 8-11 Sept. 1999 



566 

Share of surviving microorganisms, 
Nfin/No 

o UV lamp "flPT-230" h = 0.2m 
• UVIamp"flPT-230" h = 1m 
♦ MPC (C=600nF) h = 0.2m 
O MPC (C=200nF) h = 0.2m 

Dose of 
antibacterial 
radiation 

d\    (0,22..0.28mm), 
°^jD,J/m2 

105 

For "DRT-230" the summery irradiation dose has been 
defined as product of radiation time and UV radiation 
power density in the band of 0,22 - 0,28 urn (has been 
measured by band spectroradiometer "SRP-85"). 

The summery radiation dose for irradiator based on 
MPC has been defined as a product of antibacterial 
radiation pulse energy (in the band of 0.22 - 0.28 um) 
and number of MPC discharges. 

It is easy to define that the change of necessary dose of 
radiation D depends on radiation power density qp. 

The necessary radiation dose D depending on radiation 
power density qp for N/N0 = 10"6 and 10"8 is given in 
Fig. 2. 

Dose of antibacterial radiation (0,22..0.28nm) 
D, J/m' 
10'. 

f         ForN /N =10. 

The increase of pulse power UV radiation as it has been 
shown leads to significant reduction of necessary ra- 
diation dose, time of disinfection and electric energy 
consumption. 

It is necessary to compare UV irradiator based on MPC 
and mercury lamp "DRT-230". The distance from the 
processable surface is H = 0.2 m and disinfection level 
is Nfc/No = 10s (only one living organism left out of 
108). Such values Nun/No have been realized in our 
research. 

The irradiator allows to reduce radiation dose by 10 
times as less, processing time by 8 times, and con- 
sumption of electrical energy by 20 times as less. 

The usage of MPC as a UV radiation source has an 

10' 

10 

10"    r 

10' 

 ForN'/N' = 10 
• UV lamp "APT-230" h = 1m 
o UV lamp "APT-230" h = 0.2m 
+ MPC (C=600nF) h = 0.2m 
O MPC (C=200nF) h = 0.2m 

2*10 4*10 6*10 

Fig. 2 

8*10 

Power density, 
(in the band 0,22..0.28 urn) 

.q.W/m' 
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additional antibacterial factor such as formation of 
ozone. Ozone content after 20 MPC discharges for C = 
200 |iF is 0.2 mg/m3. 

The research shows that creation of high efficiency and 
economic antibacterial irradiator based on MPC is 
possible. It can be used for solving of such problems: 

• air disinfection; 

• disinfection of grain and vegetable storehouse; 

• disinfection of packages and tanks at pharmaceuti- 
cal and food-stuff industry; 

• processing of food-stuff and agricultural products. 

In conclusion it is necessary to note that antibacterial 
processing efficiency can be increased by the designing 
of combined UV and microwave radiation source. It 
was shown that simultaneous action of pulse UV radia- 
tion and pulse nanosec microwave radiation at 
600 MHz and 1200 MHz allow to increase the effi- 
ciency of antibacterial processing. 
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Now microwave energy is widely used for technological 
purposes - drying of vegetables, fruits, preparation of 
food, welding of dielectric materials, etc. The broad 
spectrum of experimental and plant installations real- 
izing microwaves technological processes [1] is devel- 
oped. Their wider spreading is stipulated by a possibil- 
ity of deriving high quality final product with essential 
saving of power consumption. 

To derive a high level of electromagnetic field intensity 
in the camera of technological heating the cavity reso- 
nators, through which treated materials are transported, 
are used. However, variable character of resonator load 
infringes matching of microwave generator with cavity 
resonator, reducing power saving of technological device. 

The following methods to ensure the maximum inten- 
sity in a cavity resonator are known now: 

- a three probes system to measure the electrical field 
heterogeneity along microwave tract and its alignment 
with the help of regulating device, for example, such as 
step drives ensuring [2] step by step immersing of a 
probe in a waveguide, achieving required compensatory 
phase and amplitude for a reflected wave; 

- regulating system of a rotated slice transversally in- 
stalled in a over-size waveguide of the IT-cross-section 
to align phase and amplitude of reflected wave from 
cavity resonator, which smoothly realizes compensation 
for large reflections; 

- systems of three-probes section placed on a distance 
of X/2 from each other with three probes located from 
each other on a distance of X/6 and being immersed in 
a waveguide by means of a controlling drives [3]; 

- using as the detector of a reflected wave a galvano- 
magnetic converter, analog signal of which, is used for 
operation of executive compensatory device. 

These devices are not only the equalizers of the 
matching load and generator, but also serve to protect a 
high power microwave generator from overloads. 

Fig. 1 represents the block diagram of system of auto- 
matic frequency control (AFC) of microwave generator 
on resonance frequency of cavity resonator promoting a 
maximum microwave power take off for technological 
purposes, realizing advantages of power saving. 

The AFC system contains a microwave generator 1 
with the block of frequency control 2, to the output of 

which through the first quadrature phase shifter 3 the 
balance modulators of co-phase 4 and quadrature 5 
signals are connected. The outputs of modulators are 
connected to arms of double waveguide T-junction 6, 
one outputs of which through a circulator 7 is con- 
nected to cavity resonator 8, containing a load 9 and a 
balance mixer 10, the second input of which is con- 
nected to the second output of double waveguide T- 
junction 6. To the output of the balance mixer 10 joint 
selective amplifier 11, peak detector 12, low frequency 
amplifier 13, phase detector 14 and integrator 15, 
which output is connected to the block 2 of frequency 
control of the microwave generator / are connected in 
series. The low frequency generator 16 through the 
second quadrature phase shifter 17 is connected to the 
biport switch 18, controlling input of which is con- 
nected to an output of the generator 16 through a fre- 
quency divider 19. The outputs of the biport switch 18 
are connected to controlling inputs of balance modula- 
tors of co-phase 4 and quadrature 5 signals, and the 
controlling input of the phase detector 14 is connected 
to an output of frequency divider 19. 

The operation of the AFC system is as follows. 

A microwave signal Ux (t) = Uml cos(cor + cp) is modula- 

ted on amplitude by a low frequency harmonic signal 
U2(t) = Um2cos(Qt + B).  Simultaneously  microwave 

signal is shifted on phase on 90° U3(t) = Um3. 

•sin(oa/ + S), and modulated on amplitude by shifted 

on 90° low frequency signal C/4(f) = Um4 sin(Ql + S). 

The low frequency is selected equal to an approxi- 
mately half of passband Aco of the loaded cavity reso- 
nator, that is Q » Aco/2. 

So two amplitude-modulated signals are derived 

U5 = £/mjcos(cor + <Pi) + jcos[(co + 0)/ + cp + 9]j, (1) 

U6 (0 = Um \ sin(co/ + cpi) + ycos[(co + Q)t + cp + ■&] L(2) 

where Um - voltage of carrier oscillations; m - factor of 

depth of peak modulation. 

The component of difference frequency co^co-ft 

with phase cpj = cp - 3 represents a signal of the lower 
side band frequency of a resonator on characteristic 
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frequency ©0 = © and component of sum frequency 

©2=© + Q and phase cp2=cp + S - signal of the 
upper side band frequency. The modulated signals (1) 
and (2) are being summarized and subtracted each 
other. As a result the signals with suppressed one of the 
side frequencies are derived 

f/7(0 = ^lcos(<ar+93)+yCOs(oV + cp1)],   (3) 

uz(t) = ^'m[cos(at + q>4) + ~cos(a2t + (p2)],  (4) 

where   Um,Um- amplitudes of carrier oscillations 

voltages; 93, cp4 -initial phases of carrier oscillations. 

Fig. 1. A block diagram of the system of automatic 
frequency control 

The depth of peak modulation of microwave oscilla- 
tions is chosen in limits of m = 0.05...0.1, in this case 
the main power of microwave signal is concentrated in 
carrier oscillations of frequency ©. 

At first the cavity resonator is being excited by sum 
signal (3), and reflected signal is being selected 

U9(t) = Um [pcos(cor +cp3+A(p3) + 

+ Pi yCOsCcoj/ + cpj + Acpj)], (5) 

where p, pi - modules of reflectivity for frequencies © 

and ©! correspondingly; Acp1,A93- additional phase 

shifts of signals for their reflection from cavity resona- 
tor frequencies co and ©j correspondingly. 

The reflectivity module depends on cavity resonator 
mistuning on frequency ©and ©j 

V4Po+(l + P0)
2a2 ^pg+Cl + po)2^2 

/ ,   „    »Pi =     1 —-—   ,(6) 
V4 + (l + p0)V ^4 + (l + p0)V 

wherep0 - reflectivity for a resonance (© = ©0); 

a = 2<2A©/©0 and A© = ©-©0 - generalized and 

absolute cavity resonator mistuning on frequency ©j; 

Q - quality factor of a cavity resonator; 
ai =2QAal/a0 and A©j -ax -©0- generalized and 

absolute cavity resonator mistuning on frequency ©j. 

Further the microwave signal (5) reflected from the 
cavity resonator is mixed with the difference signal (4), 
and from resulting signal low frequency oscillations of 
the double modulation frequency are selected 

U10  = Sl/4-PlKlmUmu'mcos(2CU + (p5),      (7) 

where Si - performance rate of change of the mixer; Kx 

- factor of filtration by low frequency selective ampli- 
fier; cp5 - resulting phase of low frequency signal. 

Then the low-frequency signal (7) is detected and its 
voltage is measured 

Un=SiS2IA.PlKlmUmUm, (8) 

where S2 - transformation rate of change of the peak 
detector. 

Then cavity resonator is excited by the difference signal 
(4), and the reflected signal is selected 

^12 =Um[pcos(at+ cp, +Acp4) + 
m 

+ p2 — cos(©2r + cp4 +Acp4)], (9) 

where p1} p2 - reflectivity on frequencies and ©2 

correspondingly; A92, A94 - additional phase shifts 

for the reflections on frequencies © and ©2 corre- 

spondingly. The reflectivity for frequency ©2 is 

<j4p2o+(l + p0)
2al 

^4 + d + Po)2^,   ' 
P2 (10) 

where a2 = 2QAa>2 /©o an^ A©2 = ©2 -©Q- generali- 
zed and absolute of cavity resonator mistuning on fre- 
quency ©2 . Further the microwave signal (9) reflected 
from the cavity resonator is mixed sum signal (3), and 
from resulting signal low frequency oscillations of 
double modulation frequency are selected 

t/13 = 5,
1/4-p2^iw£/^cos(2Qr + 96) ,    (11) 

where 96 = 92
-cPi + A92- resulting phase of low 

frequency signal. Low frequency signal (11) is detected, 
and its voltage is measured 

C/14=S1S2/4.p2^1/MC/W)C/„ (12) 

Voltages of the low frequency signals (8) and (12) are 
compared, and a difference signal is formed 
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Ul5 = SXS2 /4 • KfamUJjl (Pi - p2),     (13) 

where K2 - conversion (amplification) coefficient of 

resonance signal. 

Changing the microwave generator frequency by differ- 
ence signal up to the equality of voltages (8) and (12) 
being compared is reached, that is achieved for the 
equality reflectivities on side frequencies p\ = p2, or 
taking account cavity resonators reflectivities (6) and 
(10) on frequencies ©i and co2, we obtain 

^4pg+a+Po)v _ Jipl +_a+Pg>!fi. 

A/4 + (l + p0)
2a? V^+(1 + P0)

2ß2l 
• (14) 

From (14) it follows that the absolute values of gener- 
alized mistuning are equal to |ax | = I a2 I or 

ffil ~m0 =lm2 -ffi0|- (15) 

As the side frequencies (c^and co2) are changed syn- 
chronously with a changing of the microwave generator 
frequency, the last equality is satisfied under condition 

|e»-n-tD0| = |(ü+Q-©o|»ie- when the frequency of 
microwave generator co coincides with characteristic 
frequency of cavity resonator co0 . 

Thus, frequency of microwave generator unequivocally 
follows the characteristic frequency of cavity resonator 
according to equality of products of two side frequen- 
cies microwaves signals, in which one of the signals is 
a reflected one from cavity resonator of one side fre- 
quency, the other - is a symmetrical one on frequency 
of the other side frequency. The inconstancy of absolute 
values of loaded cavity resonator reflectivities p! and 

p2, and as well as inequality of amplitudes of mixed 

signalsc4 and Um, instability of mix (SI) and de- 
tecting (S2) performances and filtration factor (Kl) do 
not influence to microwave generator tuning accuracy 
because the mentioned signals alternately are being 
processed by the same channel and amplifier. 

The device operates as follows. 

The microwave signal of the generator 1 is divided by 
90° direct coupler 3 into two quadrature signals. Simi- 
larly low frequency signal of the generator 16 is divided 
by splitter 17 into two quadrature-modulating signals. 
In modulators 4 and 5 the peak modulation of micro- 
wave signals shifted on phase 90° by low frequency 
signals shifted, in its turn, also on 90° are carried out. 
As a result of summing of the modulated microwave 
signals in the double waveguide T-junction 6 signals 
with suppressed one-side frequencies will be derived. 
At one of the outputs of waveguide T-junction 6 sum 
signal with the lower side frequency will be derived, 
and at the other one - difference signal with the upper 

side frequency. The microwave signal modulated by 
such way, with one suppressed side frequency excites 
cavity resonator 8 with load 9. Reflected microwave 
signal selected by circulator 7 is mixed up in the bal- 
ance mixer (BM) 10 by microwave signal in which 
signal of other side frequency is suppressed. 

With the help of automatic switch 18, periodically, with 
a frequency of output voltage of frequency divider (FD) 
19 the mutual substitution of modulating signals on the 
controlling inputs of modulators 4 and 5 is taken place. 
The mutual substitution of sum and difference micro- 
wave signals at the outputs of double waveguide T- 
junction 6 is occurred. As a results at FD output the 
packages of low frequency oscillations of the double 
modulation frequency will be derived, which ampli- 
tudes are proportional to reflectivity of cavity resonator 
8 on different side frequencies. The packages of low 
frequency oscillations are selected and amplified by the 
selective amplifier 11, adjusted on the double f modu- 
lation frequency. A series of oscillation packages with 
different amplitudes are detected by the peak detector 
12. The low frequency voltage with switching fre- 
quency of the switch 18 is amplified by the low fre- 
quency amplifier 13 and is compared on a phase with 
output voltage FD 19 by phase detector 14. 

Depending on a sign of cavity resonator 8 mistuning 
the envelope phase of the modulated signal selected by 
the selective amplifier 11 is changed. Therefore the 
polarity of output voltage of FD14, charging the inte- 
grator 15, is determined by a sign of the loaded cavity 
resonator mistuning. The output voltage of the inte- 
grator influences to the frequency device controlling 2 
of the microwave generator 1. 

As the frequency of the generator 1 coincides with the 
characteristic frequency of cavity resonator 8 (for ex- 
ample, resonance chamber for microwave heating) the 
peak modulation in signal of double frequency modula- 
tion is disappeared, and the charge of the integrator 15 
by the voltage of this or that polarity is stopped, maxi- 
mum microwave power take off from microwave gen- 
erator for the technological purposes is ensured. For 
example, for microwave drying of fruits on average 
frequency 2.45 GHz with automatic frequency control 
the duration of process and, therefore, power savings 
were reduced in 2.7 times. 
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INTRODUCTION 

Now our daily life is characterized by wide application 
of modern means of telecommunications. First of all 
satellite television and mobile communication means, 
including cellular ones, must be mentioned. The feature 
of this means is a wide usage of microwave electro- 
magnetic waves especially of the range 11-12 GHz, 
which has elements with properties and construction 
distinct from more low frequencies ones in many re- 
spects. First of all, this fact concerns antenna devices. 
The pointed circumstances stipulate necessity of per- 
fection of training the students of radiophysical spe- 
cialty in the microwave antenna engineering. The 
learning of antenna engineering can not be restricted by 
only lecture course and requires such educational com- 
ponent as a laboratory experimental work. This situa- 
tion is coursed by the following fact that the theoretical 
approaches allow only common tendencies of antenna 
devices behavior to be considered, but the problems of 
their practical tuning and application require experi- 
mental skills. In the paper the review of the contents of 
laboratory exercises with microwave antennas which 
have received implantation in educational process at a 
chair of microwave physics of Dnepropetrovsk State 
University is displayed. 

LABORATORY EXERCISES DESCRIPTION 

The laboratory practical work contains the following 
components under investigation: hom antennas, open- 
ended rectangular and circular waveguides, horn an- 
tennas with lenses, dielectric rod antennas, linear an- 
tenna arrays, reflector antennas, slotted waveguide 
antennas, transformers for matching of feeders. Total 
amount of a laboratory practical work makes 36 hours. 

The first laboratory task is devoted to problems of study 
of both parameters and characteristics of antennas and 
methods of their measurements, requirements to an- 
tenna range, calculation of electromagnetic interference 
of reflections from range obstacles in geometrical optics 
approximation and optimal choice of antenna positions 
with the purpose of antenna range reflections influence 
reduction, estimation of a far-field region. The students 
should perform the relevant estimates for each concrete 
type of antennas under test. Such estimates form the 
basis for interpreting results of laboratory experimental 
results since the laboratory antenna range does not 
satisfy completely to all requirements for all types of 

antennas under test. The choice of a source antenna, its 
polarization in accordance with the type of the antenna 
under test is very important. The pyramidal horn an- 
tenna P6-23A was used as a source antenna. The meas- 
uring bench is founded on a scalar network analyzer 
R2-54, having microwave coaxial output. Traditionally, 
the scalar network analyzer has two directional cou- 
plers. The signal from the fundamental output of the 
directional coupler for an incident wave moves to the 
source antenna. The signal received by a receiving 
antenna under test is detected with the help of a detec- 
tor waveguide section, the signal from which output on 
a low frequency cable moves to the second input of the 
analyzer, thus the second directional coupler is not 
used. It has allowed to boost processing signal power. 
The useful effect reaches due to low frequency modula- 
tion of microwave signal and usage of a synchronous 
detection in analyzer. 

Studying an open-ended waveguide is represented by 
measurements of antenna pattern for a standard rectan- 
gular open-ended waveguide with cross-section 23x10 
mm with a flange and without a flange. Supplementary 
to traditional antennas an open-ended waveguide with 
additional scatter in the form of vertical vibrator are 
considered. The open-ended waveguide is used as a 
power gain standard. A particular interest represents 
comparison of antenna patterns of open-ended 
waveguide and 2?-sectorial horn, for their sizes in the 
relevant plane are identical. The study of the open- 
ended waveguide with additional scatter is basis for 
study of a linear antenna array, since the antenna of 
that type is a feeding antenna for array. The necessity 
of experimental study of the open-ended waveguide 
with a flange and without a flange is stipulated by the 
application of this antenna in probing of dielectric 
structures. The antenna without a flange is more typi- 
cal, however the open-ended waveguide with a flange 
ensures more short synthesized time pulses without 
additional oscillations apart from the main peak. 

The set of horn antennas consists of a is-sectorial horn 
with section of feed waveguide of 23x10 mm and the 
set of H-sectorial horns with the dimensions 
200x40x200 (horn 1), 200x23x375 (horn 2), 
200x23x545 (horn 3), 260x10x310 (horn 4) mm. The 
presence of such number of horns allows one to test a 
requirement for optimal horn length by calculating and 
experimental way. 
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On the basis of horn antennas (1) - (4) a study of lens 
antennas is performed. The horn antenna (4) has two 
lenses of two types: dielectric and metal-plate. It allows 
ones to compare variation of directivity, width of a 
main beam antenna pattern and gain of antennas. For 
the antennas (2), (3) there is a dielectric lens, and for 
the antenna (1) - a metal-plate one with an additional 
metal plate in a //-plane. It allows students to study 
experimentally an influence of a polarization of elec- 
tromagnetic wave reflection against orientation of a 
metal plate and necessity of reduction of vertical di- 
mensions of a cell with the purpose of preventing origi- 
nating of parasitic wave types. For horn antennas with 
lenses matching becomes very important, therefore 
measurements of reflectivity against frequency and 
choice of optimum frequencies must be performed. The 
calculation task is to determine the geometrical profile 
of dielectric and metal-plate lenses. 

The dielectric rod antennas are represented by antennas 
on the basis of a circular waveguide with radius equals 
to 25 mm. The length of a dielectric rod was 75 mm 
and radius of the least section was 8 mm. The special 
interest represents measurement of antenna pattern 
with consequent calculation directivity factor and com- 
parison of calculated value with a value obtained ac- 
cording to 

D = 33000 /6xQy, 

where Bx and 6^ are the width of main beam at 3 dB 
level in two orthogonal planes (in degrees). The con- 
siderable notice is given to testing a linear antenna 
array, which consists of nine open-ended waveguides. 
A sliding short-circuit plunger is disposed in each of 
waveguides. The construction provides a presence of 
relevant holders for each of the plungers. The open- 
ended waveguide with scatter, having very wide an- 
tenna pattern, is used as a feeding antenna. Thus, there 
is a reflective array with supply of an optical type. The 
students should calculate positions of plungers in each 
of the waveguides to scan of the main beam on a given 
angle. The calculation of a position of the plungers is 
carried out for several distances of the feed antenna up 
to the aperture plane. Thus the students should watch 
the profile of the plungers, which is close to parabolic. 
For observation and installation of plungers the 
waveguides have longitudinal slots and rulers. The 
evolution of the profile of plungers allows students to 
make the conclusion about displacement of a feed an- 
tenna from focus of a reflector antenna to provide of a 
main beam orientation in a desirable direction, which is 
distinct from normal to the aperture plane. Students can 
watch the decreasing gain and growing of the main 
beam width with increasing of scanning angle. The 
pointed effect is easily watched on a background of side 
lobes of the array stipulated by immediate direct recep- 
tion by a feed antenna. The calculated and experimen- 
tal task can be complicated by displacement of the feed 

antenna from center of the array. Students examine 
experimentally also antenna pattern versa variation of 
distance between the feed antenna and the aperture 
plane with the purpose of a choice of optimum distance. 

A development of a satellite television and microwave 
relay communication lines requires study of reflector 
antennas. The paraboloid with a focal distance 13.8 see 
is used. A feed antenna is //-sectorial horn. This an- 
tenna is investigated under an electromagnetic radia- 
tion of both polarizations. The focal distance is calcu- 
lated by students due geometrical measurements of the 
antenna sizes. The experimental tasks are measure- 
ments of antenna pattern and gain if feed antenna dis- 
places from focus. For extremely small distance be- 
tween the feed antenna and reflector the width of a 
main beam antenna pattern increases and beam splits 
itself. For distances more than focus one the reduction 
gain is displayed. Further subject of measurements of 
antenna pattern is measurements under displacement of 
the feed antenna from focus in the side. Thus the stu- 
dents should be convinced, that the main beam of an- 
tenna pattern is scan in the opposite side. The similar 
measurements have to be carried out for a reflector with 
larger sizes and with the same focal distance. The pur- 
pose of such experiment is to be convinced, that in- 
creasing the reflector sizes courses growing power gain. 

Naturally the slotted waveguide antenna can be consid- 
ered as an array of discrete radiators. The beam scan- 
ning is ensured by frequency sweeping. Measurement 
of VSWR versa frequency is important for such an- 
tenna. 

The laboratory exercises are completed by study of the 
matching with the help of 4-element waveguide and 
strip transformers. The capacitive elements are used as 
discontinuities. 

CONCLUSIONS 

The generated laboratory practical work on microwave 
antennas allows the students to familiarize with the 
fundamental types of antennas, methods of their ex- 
perimental investigation, to study the requirements to 
antenna ranges, to receive skills of operation with mi- 
crowave equipment. To fix the material the testing 
questions are appeared at the end of each instruction. 
Feature of an arrangement of testing questions is their 
accidental order in comparison with presentation in 
theoretical part that induces the student more carefully 
to study a theoretical material. 
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ARCHITECTURE OF THE TEXTBOOK "ANTENNAS " 

L. Y. Dnitskiy, L. V. Sibruk, M. L Fuzik 

Kyiv international university of civil aviation. Kyiv-58, str. Komarova 1. 484-97-45 

Learning antenna and feeder devices it is necessary to 
come from with certain classification. It is caused by 
that variety of construction aeriales devices is so great, 
that the learning of all existing aerials within the pe- 
riod of time, limited for educational discipline, simply 
is impossible. Besides it is not so necessarily, because 
for the certain groups of aerials by their correct selec- 
tion it is possible to select general electrodynamic prop- 
erties, principle of operation, characteristic design 
features, that enables to be limited to learning the sepa- 
rate specimens of a group. 

The definition of such groups and detection of belong- 
ing of this or that aerial to a group, that is considered, 
depends on classification principles. A classification for 
a principle of operation now is widly used which in 
matching with other kinds of classifications allows 
precisely to relate aerials to various kinds and unambi- 
guously define qualifying tags. Besides in such a system 
the qualifying tags are more homogeneous, than on the 
other principles of a classification. So for example, 
fulfilment of the qualifying system, which bases on 
division of aerials on ranges of waves causes misappre- 
hend definitions which are stipulated by a working rang 
of waves, principle of operation, design features, by 
functional belonging and so on. 

For much attention in this textbook is drawn to passive 
antennas so in a futher passive antennas radiating sys- 
tems are considered. The readers inerested in active 
antennas, can acquaintance with the more complete 
classifications, which are resulted in the appropriate 
monographies. 

The figure showes a classification, in which a principle 
of operation and design feature is the main tags. 

According to this figure the contents of the textbook is 
offered: 

Definition of a radiation field on the given sources; 

Parameters and characteristics of aerials; 

Elementary radiators; 

Dipole antenna; 

Antenna system; 

Theory of aperture antennas; 

Influence of reflecting surfaces on antennas radia- 
tion; 

Theory of receiving antennas; 

Antennas synthesis; 

Linearly polarized linear antennas; 

Horn antennas; 

Lens antennas; 

Reflector antennas; 

Surface waves antennas; 

Circular polarization antennas; 

Antenna with statistical amplitued - phase distri- 
bution (APD); 

Scanning arrays; 

Antennas with signal processing ; 

Aircraft antennas characteristics. 

The textbook is base on the textbook by the authors of 
the theses "The theory of antennas".K.:KIUCA, 1996 
and textbook by Ilnitskiy L.Y., Sibruk L.V. "Anten- 
nas".-K.:KIUCA, 1998. and is used for the students of 
radio engineering faculties of institutions, but will be 
useful to the scientists, post-graduate students and ex- 
perts, which solve for problems aerial devices. 
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