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1 Project Objective 

The objective of the effort was to develop a unifying framework for change management and 

automatic change notification suitable for diverse heterogeneous information sources, and to 

demonstrate that the framework can be realized in a flexible, efficient, and scalable manner. 

2 Results Summary 

• We designed and implemented a model for change management in heterogeneous in- 

formation sources. The model, called DOEM (for Delta-OEM), is based on a simple 

semistructured object model called OEM developed within the companion DARPA- 

funded Tsimmis project. We leveraged wrapper and mediator technology from the 

Tsimmis project so that diverse information sources can encapsulate their changes in 

our DOEM model. 

• In order to exploit Tsimmis wrapper and mediator technology we developed sophisti- 

cated algorithms for detecting changes in semistructured data. Historical information 

produced by our change detection algorithms is stored in our Lore system (Lightweight 

Object Repository). Lore is a DBMS suitable for DOEM and OEM data, and was 

developed in part within the C3 project. 

• We designed and implemented a query language, called Chorel (for Change-Lorel). 

which is based on Lorel the query language of Lore. Chorel allows users to easily and 

efficiently query over changes together with data. 

• Using our DOEM model, change detection algorithms, and Chorel query language 

as basic building blocks, we designed and implemented a Query Subscription Service 

[QSS). which allows users to subscribe to changes of interest in heterogeneous, dis- 

tributed information sources, and be notified automatically when the changes of inter- 

est occur. QSS provides a number of useful parameters for flexibility in subscriptions. 

Sections 4-6 of this report provide accessible but cursory coverage of the results of the 

project. These sections include motivation and background material, an overview of the C 

system architecture and its individual components, and a demonstration "walk-through". 

Section 7 then provides considerable additional details, including theoretical and algorithmic 

results of the effort as well as further discussion of the implementation of the C3 prototype. 

3    Web Pages and Publications 

The project Web page is located at the URL: 

http: //www-db. Stanford. edu/c3/c3. html 



A selected set of the most relevant publications partially or entirely funded by this project 

is listed below. All publications also are available by navigating from the Stanford Database 

Group's WWW home page: http://www-db.stanford.edu. Please note that excerpts of 
publication 4 appear in Section 7 of this report. 

1. S. Chawathe, A. Rajaraman, H. Garcia-Molina, and J. Widom. Change Detection 

in Hierarchically Structured Information. Proceedings of the ACM SIGMOD Interna- 

tional Conference on Management of Data, pages 493-504, Montreal, Canada. June 
1996. 

2. S. Abiteboul, D. Quass, J. McHugh, J. Widom. and J. Wiener. The Lorel Query Lan- 

guage for Semistructured Data. International Journal on Digital Libraries, 1(1):68-SS. 
April 1997. 

3. J. McHugh. S. Abiteboul, R. Goldman, D. Quass, and J. Widom. Lore: A Database 

Management System for Semistructured Data. ACM SIGMOD Record, 26(3):54-66. 
September 1997. 

4. S. Chawathe, S. Abiteboul, and J. Widom. Representing and Querying Changes in 

Semistructured Data. Proceedings of the Fourteenth International Conference on Data 
Engineering, pages 4-13, Orlando. Florida, February 1998. 

4    Background and Motivation 

The vast amount of information available on the World-Wide Web has sparked great interest 

in the subject of storing and querying heterogeneous and semistructured data. Heterogeneous 

data is characterized by a high degree of autonomy, an absence of a common data model, an 

absence of standard database control facilities (such as transactions), and differing modes of 

access. Heterogeneous and other Web-accessible data frequently is semistructured, meaning 

that the data may be irregular or incomplete. In addition to offering access to large amounts 

of heterogeneous and semistructured information, the Web allows this information to change 

at any time and in any way. These rapid and often unpredictable changes to the information 

create a new problem: one of detecting, representing, and querying these changes. 

As an example, consider a Web site offering weather information. Recent work on inte- 

gration of semistructured data allows us to construct a wrapper that presents the information 

at this site using a uniform graph-structured data model called OEM, and allows the data 

to be queried through the wrapper. For example, we can ask "find cities in the Bay Area 

that had more than half an inch of rain overnight." However, in general people are more 

interested in weather trends than in past weather data. If the overnight rainfall was half an 

inch yesterday but was three inches the day before, then chances are this storm is tapering 

off. However, if there was half an inch yesterday but no rain the day before, this storm 

may be building.  So, the query we would like to ask is "find cities in which the overnight 
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Figure 1: Components of our change management system 

rainfall has increased by half an inch over the past two days." This query requires access to 
previous states of the data, a feature that is not supported by most current semistructured 
and heterogeneous data management systems, nor by the Web itself. Similarly, perhaps we 
would like to be notified automatically every time the overnight snowfall in the Sierras has 
been at least six inches for three nights in a row. Such a "trigger" requires not only access 
to previous states of the data, but also a method to detect when the trigger should fire. 

In the C3 project at Stanford we have addressed the problem of change management in 
heterogeneous semistructured databases with a system consisting of three main components, 
supported by two other Stanford projects. See Figure 1. The TDIFF component uses tree 
differencing algorithms to detect changes between snapshots of semistructured data. The 
CORE component allows clients to store and query semistructured data and their changes. 
CORE uses another Stanford database project, Lore, to store the data and changes. The QSS 
component supports powerful and flexible subscriptions over heterogeneous data sources, 
notifying subscribers of changes of interest. QSS exploits the Tsimmis project at Stanford, 
which gives us the ability to wrap and integrate diverse heterogeneous sources. 

Now we use our weather scenario to roughly illustrate how the components work together. 
The TDIFF component is used to detect relevant changes (such as changes in rainfall measure). 
CORE can store these changes and clients can query the history, including asking questions 
of the form: "has the overnight rainfall changed in the past week?" Clients wishing to be 
notified automatically of certain changes, such as trends in overnight snowfall, may do so 
by registering a subscription with the QSS component. QSS automatically polls the source 
data using Tsimmis, detects changes using TDIFF, and stores and queries these changes 

appropriately using CORE. 

5    Overview of System Infrastructure and Components 

The supporting Tsimmis project focuses on the integration of heterogeneous data and the 
use of a standard data model and query language over many different types of sources. A 
Tsimmis wrapper presents the data from a source in a uniform graph-based data model called 
the Object Exchange Model (OEM). Queries posed over the (virtual) OEM representation of 



the source data are translated to native source-specific queries, and the results of these 

queries are translated back to an OEM representation before being returned to the wrapper 

client. Wrappers for a variety of data sources can be built quickly using template-based 

wrapper-generators. In addition, Tsimmis allows clients to access (virtually) integrated data 

from multiple heterogeneous data sources through its mediators. Wrappers and mediators 

provide identical interfaces to clients. 

Lore (for Lightweight Object Repository) is a database system designed to store and query 

semistructured data in OEM. The Lore system offers the functionality of a traditional DBMS 

including OQL-like queries, multi-user support and recovery, as well as non-traditional func- 

tionality such as path expression matching and extensive type coercion. The Lorel query 

language is used to query Lore data, and can be viewed as an extension to OQL. 

5.1 TDIFF: Detecting Changes 

The TDIFF module is used to detect changes in the heterogeneous semistructured databases 

being monitored by our system. In conventional databases, detecting changes to data is 

made easier by the availability of facilities such as transaction logs, triggers, etc. However. 

in heterogeneous data sources, such as Web sites, such facilities often are absent. Even in 

cases where these facilities are available, they may not be accessible. Therefore, in practice, 

we often need to detect changes by comparing two or more snapshots of the database (or 

a portion thereof) using differencing algorithms. Here, the semistructured nature of the 

data causes problems, since finding and representing changes in semistructured data is much 

harder than in, say, structured relational tables. We have developed algorithms to detect 

changes between snapshots of tree-structured data, and the TDIFF component is an imple- 

mentation of these algorithms. . Since the results of Tsimmis queries over wrapped sources 

are tree-structured, TDIFF is well-suited for detecting changes in any wrapped (or mediated) 
source. 

5.2 CORE: Change Object Repository 

While TDIFF gives us the ability to detect changes between two snapshots of a semistructured 

data source, we would also like the ability to store, browse, and query this temporal data. 

Existing temporal models do not support the irregularity and incompleteness of semistruc- 

tured data, so we have developed the Delta-OEM (DOEM) data model. DOEM extends OEM 

by allowing annotations on the nodes and edges in the graph representation of OEM. These 

annotations represent the history of the node or edge, and collectively represent the com- 

plete history of the database. Nodes can have create and update annotations, storing the 

time of the modification and, for updates, the old and new values of the object. Edges can 

have add and remove annotations, storing the time of the modification. The Chorel (Change 

Lorel) query language extends the functionality of Lorel, allowing a user to query DOEM 

data, accessing both historical and current data. 



The CORE component is our implementation of the DOEM data model and the Chorel 
query language. We have implemented them as an extension to Lore. DOEM data is encoded 
as OEM data (by representing annotations as special OEM objects) and is stored in a Lore 
database. Chorel queries are then translated to Lorel queries over the OEM-encoded DOEM 
database. Finally, the encoded results of the Lorel query are translated back into their DOEM 
representation before being returned to the user. CORE offers a graphical user interface that 
allows users to issue Chorel queries and browse query results and their histories. 

5.3 QSS: Query Subscription Service 

A flexible system for detecting and reporting changes must offer a number of options and 
parameters. For example, one can detect changes to Web sites in a number of ways. Some 
Web sites offer users the option of receiving e-mail when significant changes are made. Others 

may need to be polled, and the polling interval may depend on the context. For example, a 
traffic site is best polled every few minutes, while a site with daily ski reports is best polled 
once every morning. For sites that change infrequently, the changes may best be detected 
by user request. Users may also wish to learn about changes in a number of ways. Some 
users may wish to be notified whenever changes of a certain kind occur. Others may wish 
to receive a daily or weekly report of changes of interest. Still others may wish to receive a 
report at their explicit request only. Our QSS component ties together these diverse options 
in a general-purpose subscription framework. 

Each QSS subscription consists of three main components. The first component, the 
polling query, is the query that is executed over the information source to gather data of 
interest. We use Tsimmis queries as polling queries. The second component, the filter 
query, is executed over the history of the data gathered from the source and the results are 
returned to the subscriber. We use Chorel queries as the filter queries. The third component 
is a frequency specification that determines when and how the polling and filter queries are 

executed. 

5.4 System Architecture 

Figure 2 depicts the architecture of our change management system. The QSS component has 
a client-server architecture, with one or more client processes (Query Subscription Clients 
or QSCs) connected to the server process (QSS). Users interact with the QSC through a 
graphical user interface, creating subscriptions, issuing probes, and receiving results. The 
QSS component issues polling queries over information sources (via Tsimmis wrappers or 
mediators) and the result of each query is stored by QSS as the current snapshot for this 
query. 'This snapshot and the previous snapshot are sent to the TDIFF component, which 
identifies the changes to the data and stores them within CORE. QSS issues filter queries 
to the CORE database and the result of each query, if non-empty, is returned to the QSS 
component. QSS then sends the changes to the appropriate QSC clients, which notify their 

6 
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Figure 2: System Architecture 

subscribers about the fresh results of their subscriptions. Users can view subscription results 

using the QSC user interface. In addition to the subscription service, our change management 

system offers users the ability to interact directly with TDIFF or with CORE, which is useful 

for independently exploiting their functionality. 

6    Demonstration Walk-Through 

Our change management system is fully implemented, and a system demonstration "walk- 

through1" is now provided. We will continue with our running example of a Web-based 

weather site that offers information such as temperature, precipitation, weather advisories, 

and road conditions for many cities. This site is updated frequently as weather conditions 

change. 

The first part of our demonstration shows the detection of changes in the data source by 

the TDIFF component. For example, we can load two snapshots of the weather source into 

TDIFF and it will tell us, e.g., whether the snowfall for an area has increased or decreased 

and if so, what the old and new values are. Using the TDIFF graphical user interface, we 

can browse these changes and observe that the overnight snowfall of a city has gone from 3 

inches to 0 inches, probably indicating the end of a storm. Further examples of TDIFF can 

be found at http://www-db.stanford.edu/c3/. 

In the next part of our demo, we illustrate how CORE is used to browse and query the 

history of the weather site. In particular, we run TDIFF on a series of snapshots of the Web 

site and load the detected changes into a CORE database. The CORE user interface allows us 



to browse the complete history of the data, including updates that were made months ago. 

For example, we may observe that Tahoe City went through a major heat-wave last summer, 

with temperatures ranging from 90 to 100 degrees during August. In addition to browsing 

the data's history, we can also pose expressive Chorel queries over the data through the CORE 

user interface. For example, we can submit a query asking for "all California cities where the 

overnight snowfall has decreased by at least 6 inches" to determine if a storm is subsiding 

or not. This query would be expressed in Chorel as follows. (Like other database query- 

languages, we expect Chorel queries to be issued primarily by client software interfacing 

with user-friendly GUI tools.) 

select C 

from Weather.CA.city C 
where exists S in C. snowfalKupd at T from OldVal to NewVal>  : 

(OldVal - NewVal)  > 6 

We can then use the CORE interface to browse the results. The interface displays the cities 

and their subobjects (temperature, snowfall, etc.) in a graphical format, and we can expand 

the history of any edge or node in the display (e.g., the snowfall value for each city). This 

expansion shows all updates to this value, and we can determine if the decline in snowfall is 

a continuing trend. 
The final part of the demonstration shows how the results of the above query can be 

monitored automatically using QSS. Avid skiers can create a subscription and be notified 

automatically anytime there has been a good snow-storm that seems to be clearing up. 

suggesting good skiing conditions. Using the QSS user interface, we create a subscription 

over the weather source. The polling query retrieves all information about California cities: 

select C 

from Weather.CA.city C 

The filter query is the Chorel query shown earlier. We set the frequencies to poll and filter 

once a day. Whenever the snowfall of a city in California decreases by six inches, QSS will 

notify us. When we are notified of the update, we can log into the QSS interface and see the 

result of the filter query, which tells us which cities have had large snow-storms subside. 

7    Further Details 

In the remainder of the report we provide additional examples and more in-depth coverage 

of the C3 data model, query language, and system implementation. 

7.1    Additional Motivating Examples 

The Palo Alto Weekly, a local newspaper, maintains a Web site providing information about 

restaurants in the Bay Area. Most of the data in the restaurant guide is relatively static. But 



as often happens in database applications, we are particularly interested in the dynamic part 

of the data. For example, we are interested in finding out which restaurants were recently 

added, which restaurants were seen as improving, degrading, etc. These changes can be 

captured by a tool that we have implemented, called TDIFF. The TDIFF program takes 

two versions of a web page as input, and produces as output a marked-up copy of the web 

page that highlights the differences between the two versions based on their semistructured 

contents. Our TDIFF system allows users to browse the marked-up web page to view the 

changes, and to travel back and forth between the old and new versions of the document. 

For reasonably small documents, browsing the marked-up HTML files produced by TDIFF 

to view the changes of interest is a feasible option. However, as documents get larger and 

changes become more prevalent and varied, one soon feels the need to use queries to directly 

find changes of interest instead of simply browsing. (For example, the restaurant guide page 

is currently more than 20,000 lines long, making browsing very inconvenient.) An example of 

a simple change query over the restaurant data is "find all new restaurant entries." Another 

example is "find all restaurants whose average entree price changed." Just as browsing 

databases is often an ineffective way to retrieve information, the same holds for browsing 

data representing changes. Thus, for this example, what we need is a query language that 

allows queries over changes to (semistructured) HTML pages. 

As another motivating example, consider a typical information library system that con- 

tains book circulation information. Suppose we wish to be notified whenever any "popular" 

book becomes available where, say, we define a book as popular if it has been checked out 

two or more times in the past month. We could partially achieve this goal by setting a trigger 

on the circulation database that notifies us whenever a book is returned. However, there are 

two problems with this approach. First, many library information systems are legacy main- 

frame applications on which triggers are not available. Furthermore, even in cases where the 

library information systemjis implemented using a database system that supports triggers, 

a user often lacks the access rights required to set triggers on the database. Second, there is 

often no way to access historical circulation information, so that we cannot check whether 

the book being returned was checked out two or more times recently. In this application too, 

the data may be semistructured, especially if the library system merges information from 

multiple sources. Thus, we again need a method to compute, represent, and query changes 
in the context of semistructured data. 

7.2    The Object Exchange Model 

The Object Exchange Model (OEM) is a simple, flexible model for representing heterogeneous, 

semistructured data. (Recall that semistructured data is data that may be irregular or 

incomplete, and that does not necessarily conform to a fixed schema, e.g., HTML documents 

describing restaurants.) In this subsection, we begin by briefly describing OEM. Next, we 

define the basic change operations used to modify an OEM database. Finally, we introduce the 

concept of an OEM history that describes a collection of basic change operations. Histories 
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Figure 3: The OEM database in Examples 7.1 and 7.2 

form the basis of our change representation model described in Subsection 7.3. 
Intuitively, one can think of an OEM database as a graph in which nodes correspond to 

objects and arcs correspond to relationships. Each arc has a label that describes the nature 
of the relationship. (Note that the graph can have cycles, and that an object may be a 
subobject of multiple objects via different relationships. Example 7.1 below illustrates these 
points.) Nodes without outgoing arcs are called atomic objects; the rest of the nodes are 
called complex objects. Atomic objects have a value of type integer, real, string, etc. An arc 
(p. I, c) in the graph signifies that the object with identifier c is an /-labeled subobject (child) 
of the complex object with identifier p. Each OEM database has a distinguished node called 
the root of the database. The root is the implicit starting point of path expressions in the 
Lorel query language (described in Subsection 7.4.1). Formally, we define an OEM database 

as follows: 

Definition 7.1 An OEM database is a 4-tuple O = (N,A,v,r), where JV is a set of object 
identifiers; A is a set of labeled, directed arcs (p,/,c) where p,c € N and / is a string; v 
is a function that maps each node n € N to a value that is an integer, string, etc., or the 
reserved value C (for complex); and r is a distinguished node in N called the root of the 
database. A node is a complex object if its value is C and otherwise it is an atomic object. 
Only complex objects have outgoing arcs. We also require that every node be reachable from 

the root using a directed path. D 

Example 7.1 We will use as our running example an OEM database describing the restau- 
rant guide subsection of the Palo Alto Weekly, introduced earlier. Figure 3 shows a small 
portion of the data. (For this example, ignore items depicted using dashed lines.) Note 
that although the restaurant entries are quite similar to each other in structure, there are 
important differences that require the use of a semistructured data model such as OEM. In 
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particular, we see that the price rating for a restaurant may be either an integer (10) or a 

string ("moderate"). The address may be either a simple string ("120 Lytton") or a complex 

object with subobjects listing the street, city, etc. Note also that although the data has a 

natural hierarchical structure, nodes may have multiple incoming arcs (e.g., node n7), and 

there are cycles (e.g., the cycle formed by the arcs "parking" and "nearby-eats"). In the 
sequel, we refer to this database as Guide. D 

7.2.1     Changes in OEM 

We now describe how an OEM database is modified. Let 0 = (N, A, v, r) be an OEM database. 

The four basic change operations are the following: 

Create Node: The operation creNode[n,v) creates a new object. The identifier n must be 

new. i.e.. n must not occur in 0. The initial value v must be an atomic value (integer, real. 

string, etc.) or the special symbol C (for complex). 

Update Node: The operation updNode(n,v) changes the value of object n, where v is an 

atomic value or the special symbol C. Object n must be either an atomic object or a complex 

object without subobjects.   (The model requires us to remove all subobjects of a complex 

object n before transforming it into an atomic object.) The value v becomes the new value 
of n. 

Add Arc:  The operation addArc(p,Lc) adds an arc labeled / from object p (the parent) 

to object c (the child).  Objects p and c must exist in 0, p must be complex, and the arc 
{p.l.c) must not already exist in O. 

Remove Arc: The operation remArc(p,Lc) removes an arc. Objects p and c must exist in 

0. and 0 must contain the arc (p, /,c), which is removed. 

If u is a basic change operation that can be applied to O, we say u is valid for 0, and 

we use u(O) to denote the result of applying u to O. Note that there is no explicit object 

deletion operation. In OEM, persistence is by reachability from the distinguished root node. 

Thus, to delete an object it suffices to remove all arcs leading to it. A subtlety is that 

sometimes we need to allow objects to be "temporarily" unreachable. In particular, when 

we create a new object, it remains unreachable until we create an arc that links it to the rest 

of the database. Thus, when we consider sequences of changes in Subsection 7.2.2, we want 

to permit the result of atomic changes to (temporarily) contain unreachable objects. The 

issue is discussed further in Subsection 7.2.2 below. Note that users will typically request 

"higher-level" changes based on the Lorel update language; the basic change operations 
defined here reflect the actual changes at the database level. 

Example 7.2 Let us consider some modifications to the OEM database in Example 7.1. 

We will use these modifications as a running example in the rest of this section. First, on 

January 1st, 1997, the price rating for "Bangkok Cuisine" is changed from 10 to 20. This 

modification corresponds to an updNode operation. On the same day, a new restaurant 

with name "Hakata" is added (with no other data). This modification corresponds to two 
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creNode operations for the restaurant node and its subobject, and two addArc operations to 
add arcs labeled "restaurant" and "name." Next, on January 5th, a subobject with value 
"need info" is added to the "Hakata" restaurant object via an arc labeled "comment." This 
corresponds to one creNode operation and one addArc operation. Finally, on January 8th 
the parking at "Lytton lot 2" is no longer considered suitable for the restaurant "Janta." 
and the corresponding arc is removed; this modification corresponds to a remArc operation. 

These changes are depicted in Figure 3 using dashed lines. 

7.2.2    OEM Histories 

We are typically interested in collections of basic change operations, which describe successive 
modifications to the database. We say that a sequence L = m, u2,... ,u„ of basic change 
operations is valid for an OEM database 0 if w is valid for Oi-i for all % = 1... n, where 
O0 = 0, and 0{ = tü(Oi-i), for i = l...n. We use L{0) to denote the OEM database 
obtained by applying the entire sequence L to 0. Also, we say that a set U = {uu u2, • ■ • • «n} 
of basic change operations is valid for an OEM database 0 if (1) for some ordering L of the 
changes in U, I is a valid sequence of changes, (2) for any two such valid sequences L and V. 
L(0) = L'(0), and (3) U does not contain both addArc(p,l,c) and remArc(p,l,c) for any p. 
I. and c. We use U{0) to denote the OEM database obtained by applying the operations in 

the set U (in any valid order) to 0. 
We are now ready to define an OEM history. Assume we are given some time domain 

time that is discrete and totally ordered; elements of time are called timestamps. Intuitively, 
consider an OEM database to which, at some time tu a set Ux of basic change operations is 
applied, then at a later time i2, another set U2 is applied, and so on. A history represents 

such a sequence of sets of modifications. 

Definition 7.2 An OEM history is a sequence H = (tu Ui),..., {tn, */„), where £/,- is a set of 
basic change operations and f,- is a timestamp, for i - 1... n, and U < U+i for i = 1... n - 1. 
We say H is valid for an OEM database 0 if, for all i = 1.. .n, Ut is valid for 0t_i, where 
0o = O,andO,- = l/i(0i_i)fori = l...n. D 

We now return to the requirement that all objects in an OEM database must be reachable 
from the root. An OEM history can be viewed as a sequence Lu ..., Ln of sequences of atomic 
changes. Within one sequence Li of changes, we relax the requirement that all objects are 
reachable from the root so that we can, e.g., create a node and then create arcs leading to it. 
as discussed earlier. However, immediately after each sequence L,- has been applied, nodes 
that are unreachable are considered as deleted, and the remainder of the history should not 
operate on these objects. To simplify presentation, we also assume that object identifiers of 

deleted nodes are not reused. 

Example 7.3 The history for the modifications described in Example 7.2 consists of three 

sets of basic change operations.   It is given by H = ((*i, f/i), (*2, ^2), (*3i ^3)), where U - 
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Uan97, t2 = 5Jan97, t3 = 8Jan97, and: 

L\ = { updNode(ni,20), creNode(n2,C), 

creNode(n3, "Hakata"), addArc(n4, "restaurant" ,n2), 

addArc(ri2, "name",«3) } 

U2 = { creNode(n5, "need info'"'') 

addArc(n,2, "comment", ns) } 

t/3 = { remArc(n6,"parking",n7) }. 

This is a valid history for the original OEM database in Figure 3. D 

7.3    Representation of Changes 

In this subsection, we describe how changes to an OEM database are represented by attaching 

annotations to the OEM graph, thereby turning it into a DOEM (Delta OEM) graph. Intu- 

itively, annotations are tags attached to the nodes and arcs of an OEM graph that encode 

the history of basic change operations on those nodes and arcs. There is a one-to-one cor- 

respondence between annotations and the basic change operations. Thus, nodes and arcs 

may have the following four types of annotations: (1) cre(t): the node was created at time 

t. (2) upd(t,ov): the node was updated at time t; ov is the old value. (3) add(i): the arc 

was added at time t. (4) rem(t): the arc was removed at time t. The set of all possible 

node annotations is denoted by node-annot, and the set of all possible arc annotations is 
denoted by arc-annot. 

Using the above definitions of node and arc annotations, we now define a DOEM database. 

In the following definition, the function //v(n) maps a node n to a set of annotations on that 

node and the function /4(a) maps an arc a to a set of annotations on that arc. 

Definition 7.3 A DOEM database is a triple D = (0,fN,fA), where 0 = (N.A.v.r) is an 

OEM database, fN maps each node in N to a finite subset of node-annot, and fA maps 
each arc in A to a finite subset of arc-annot. D 

7.3.1    DOEM Representation of an OEM History 

Given an OEM database 0 and a history H = (ti,Ui),...,(tn,Un) that is valid for 0, we 

would like to construct the DOEM database representing O and H, denoted by D{0,H). 

D(0, H) is constructed inductively as follows. We start with a DOEM database D0 that 

consists of the OEM database 0 with empty sets of annotations for the nodes and the arcs of 

0. Suppose Di-i is the DOEM database representing O and (<i,£/i),...,(<,-_i,£/r,-_i), for some 

1 < i < n. The DOEM database £>,- is constructed by considering the basic change operations 

in U{. Since the history is valid, we can assume some ordering L, of the operations in l\ 

(Definition 7.2). Starting with £>,_i, we process the operations in I,- in order. Whenever 

the value of an object is updated, in addition to performing the update we attach an upd 
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Figure 4: The DOEM database in Example 7.4. 

annotation to the node. This annotation contains the timestamp U and the old value of 
the object. When a new object is created or an arc added, in addition to performing the 
modification, we attach a ere or add annotation with the timestamp *,-. When an existing 
arc is removed, we do not actually remove the arc from the graph; instead, we simply attach 

a rem annotation to the affected arc with the timestamp U. 

Example 7.4 Consider the history described in Example 7.3, which transforms the OEM 
database of Figure 3 as depicted there using dashed lines. The corresponding DOEM database 
is shown in Figure 4. We see that the DOEM database contains several annotations, depicted 
as boxes in the figure. For example, the annotations with timestamp "lJan97■, correspond 
to the first set of updates. Note that the ere. add, and rem annotations contain only the 
timestamp, while the upd annotation also contains the old value of the updated node (10. in 
our example). Also note that the removed "parking" arc from the "Janta" restaurant object 
to the "Lytton lot 2" parking object is not actually removed from the DOEM database: 

instead it bears a rem annotation. 

7.3.2    Properties of DOEM Databases 

We now summarize the desirable properties of the DOEM representation of OEM database 
histories. Given a DOEM database D, it is easy to obtain the original snapshot, 00{D), the 
snapshot at time t, Ot(D), and, the current snapshot, Oc(D). It is also easy to obtain the 
encoded history H(D) from a DOEM database D. We say that a DOEM database D is feasible 
if there exists some OEM database 0 and valid history H such that D = D(0, H). Note that 
we do not require DOEM databases to record all changes since creation, i.e., OEM database 
0 need not be empty.   It is relatively easy to determine if a given DOEM database D is 

14 



feasible. Given a feasible DOEM database D, we can show that the OEM database OQ{D) and 

the history H(D) encoded by D are unique. Thus, a DOEM database faithfully captures all 

the information about the history of the corresponding OEM database. Finally, as we will 

see in the next subsection, it is easy and intuitive to query the history encoded in a DOEM 

database. 

7.4    Querying Over Changes 

In Subsection 7.3, we have seen how the history of an OEM database is represented by the 

corresponding DOEM database. In this subsection, we describe how DOEM databases are 

queried. We introduce a query language called Chord for this purpose. Chorel is similar to 

the Lorel language used to query OEM databases. We begin with a brief overview of Lorel. 

followed by a description of the syntax and semantics of Chorel. 

7.4.1    Lorel Overview 

Lorel uses the familiar select-from-where syntax, and can be thought of as an extension of 

OQL in two major ways. First, Lorel encourages the use of path expressions. For instance, 

one can use the path expression guide.restaurant.address.street to specify the streets of all 

addresses of restaurant entries in the Guide database. Second, in contrast to OQL, Lorel 

has a very "forgiving" type system. When faced with the task of comparing different types. 

Lorel first tries to coerce them to a common type. When such coercions fail, the comparison 

simply returns false instead of raising an error. This behavior, while it may be unsuitable 

for traditional databases, is exactly what a user expects when querying semistructured data. 

Lorel also provides a number of syntactic conveniences such as the possibility of omitting 

the from clause. We do not describe Lorel in detail here, but only present through a simple 

example those features that are needed to understand Chorel. 

Example 7.5 Consider again the (modified) OEM database depicted in Figure 3. To find all 

restaurants that have a price rating of less than 20.5, we can use the following Lorel query: 

select guide.restaurant 

where guide.restaurant.price < 20.5 

Note that the query expresses the price rating as a real number whereas the restaurant 

entries for "Bangkok Cuisine" and "Janta" in the modified OEM database shown in Figure 3 

use an integer and a string, respectively. Furthermore, the third restaurant entry does not 

have a price subobject at all. Lorel successfully coerces the integer price 10 to real, and the 

comparison succeeds. For the string encoding of the price ("moderate"), Lorel tries to coerce, 

but fails, returning false as the result of the comparison. Finally, for the third restaurant, 

the missing price subobject simply causes the comparison to return false. Thus, the result of 

the above query is a singleton set containing the restaurant object for "Bangkok Cuisine." 
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Note that this is an intuitively reasonable response to the original query, despite the typing 

difficulties and the missing data. D 

7.4.2    Chorel 

In Chorel, path expressions may contain annotation expressions, which allow us to refer 
to the node and arc annotations in a DOEM database. Informally, Lorel path expressions 
can be thought of as being matched to paths in the OEM database during query execution. 
Analogously, the annotation expressions in Chorel path expressions can be thought of as 
being matched to annotations on the corresponding paths in the DOEM database. 

Example 7.6 Consider the DOEM database depicted in Figure 4. To find all newly added 

restaurant entries only, we can use the following Chorel query: 

select guide.<add>restaurant 

The annotation expression •'/add,;" specifies that only those objects connected to the "guide" 
object by a "restaurants-labeled arc having an add annotation should be retrieved. For the 
database depicted in Figure 4, this Chorel query returns the restaurant object with name 

"Hakata." D 

Not surprisingly, we use four kinds of annotation expressions in Chorel path expressions: 
node annotation expressions "ere" and "upd" and arc annotation expressions "add" and 
"rem." Recall that a path expression, e.g., guide.restaurant.price, consists of a sequence of 
labels. Arc annotation expressions must occur immediately before a label, whereas node 
annotation expressions must occur immediately after one. (Note that since node and arc 
annotations use different keywords, no confusion can arise.) Path expressions containing 
node or arc annotation expressions are called annotated path expressions. For instance. 
guide.iaddirestaurant.priceiupdl is a correct annotated path expression. It requires an add 
annotation to be present on the arc labeled "restaurant," and an upd annotation on the 
"price" node (i.e., on the node at the destination of the arc labeled "price"). For simplicity, 
we do not consider path expressions that have annotation expressions attached to wildcards 
or regular expressions, however generalizing to allow such annotation expressions is not 

difficult. 
Annotation expressions may also introduce time variables to refer to the timestamps 

stored in matching annotations, and data variables to refer to the modified values in matching 
upd annotations. More precisely, the syntax of annotation expressions is as follows: 

\Annot [at timeV\i if Annot is in { add, rem, ere } 
;upd [at timeV\ [from oldV\ [to newl^i for upd 

where timeV, oldV, and newVare variables. Note that a DOEM database does not explicitly 
store the new value of an updated object, however this information is available implicitly, 

and can be determined easily. 
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Example 7.7 Consider the DOEM database in Figure 4. To find all restaurant entries that 

were added before January 4th, 1997, we can use the following Chorel query: 

select guide.<add at T>restaurant 

where T < 4Jan97 

The Chorel preprocessor will rewrite this query to obtain the following. (We will explain 

this rewriting shortly.) 

select R 

from guide.<add at T>restaurant R 

where T < 4Jan97 

The introduced from clause will bind R to all "restaurant" objects that are connected to the 

"guide" object via an arc with an add annotation, and will provide corresponding bindings 

for T. More precisely, the evaluation of the from clause will yield the set of pairs (#, T) such 

that there is a restaurant arc from the guide object to R that has an add annotation with 

timestamp T. The where clause will filter out the (R, T) pairs for which T does not satisfy 

the condition. For the DOEM database in Figure 4, this query returns the restaurant object 

for "Hakata." D 

Once time and data variables have been bound using annotations, they can be used just 

like other variables in Lorel or OQL. This is illustrated by the following query, which uses 

time and data variables in the select clause. 

Example 7.8 Referring again to the DOEM database in Figure 4. suppose we want to find 

the names of all restaurants whose price ratings were updated on or after January 1st. 1997 

to a value greater than 15, together with the time of the update and the new price. We can 

use the following query: 

select N,  T, NV 
from guide.restaurant.price<upd at T to NV>, 

guide.restaurant.name N 

where T >= Uan97 and NV > 15 

answer 

name "Bangkok Cuisine" 

new-value 20 

update-time Uan97 

The result of the above query is a single complex object with three components, as shown 

above. The label name is chosen by Chorel. For time and data variables whose labels are not 

specified by the query, Chorel chooses the default labels create-time, add-time, remove-time, 

update-time, new-value, and old-value. D 
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7.4.3    Chorel Semantics 

We now make the semantics of Chorel queries more precise. As is done for Lorel, the se- 
mantics is described by specifying the rewriting of Chorel queries into OQL-like queries. 
However, we need to introduce some additional machinery to handle the annotation expres- 
sions in Chorel queries. 

First, the annotation expressions in a Chorel query are transformed into a canonical form 
that includes all variables. For example, "/add,;" is rewritten to "/add at Til" and "/"pd 
from Xl" is rewritten to ujupd at T2 from X to NV2l," where Tl. T2, and NV2 are fresh 
variables. Next, as in Lorel, we eliminate path expressions by introducing variables for the 
objects "inside" the path expressions. For example, the path expression "a.b.c" in a from 

clause is converted to "a.b X, X.c Y," where X and Y are new range variables. 
At this stage, we have to give a semantics to range variable definitions that may include 

annotation expressions (e.g., "X.iab Y," "X./add at T^iab Y') in the context of a DOEM 
database. In the absence of an annotation expression, the semantics of an expression "X.lab 
Y' is that for a binding ox of A', Y is bound to all objects Oy such that there is an arc 
labeled lab from ox to oy in the current snapshot. Note that by this semantics, a standard 
Lorel query (without annotations) over a DOEM database has exactly the semantics of the 
same query asked over the current snapshot for that DOEM database. In the presence of 
annotation expressions, the semantics requires the existence of the specified annotation, and 
also provides bindings for the variables in the annotation expression. The bindings are also 
specified by a special rewriting. As an example, the query in Example 7.8 is rewritten to: 

select N, T,  NV 
from guide.restaurant R,  R.price P,  R.name N, 

(T,  OV,  NV)   in updFun(P) 
where T >=  Uan97 and NV >  15 

Our rewriting uses the following functions, which extract the information stored in an- 
notations: 

creFun(node) —> {time} 
updFun(node) —> {(time, old-value, new-value)} 
addFun(source, label) —>■ {(time, target)} 
remFun(source, label) —> {(time, target)} 

The function creFun(n) returns the set of timestamps found in ere annotations on node 
n. (Note that by our definition of change operations in Subsection 7.2.1, this set is either 
empty or a singleton.) The function updFun(n) returns a set of triples corresponding to 
the timestamp, the old value, and the new value in upd annotations on n. The function 
addFun(n,l) returns a set of (t,c) pairs such that c is an /-labeled subobject of n via an arc 
that has an add(t) annotation. The remFun function is analogous to addFun. Once this 
rewriting has been performed, the from, where, and select clauses of the resulting query are 
processed in a standard manner. 
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Above, we have illustrated how variables introduced in the from clause are interpreted. 

Variables may be introduced in the where clause as well. They are treated by introducing 

existential quantification in the where clause, extending the treatment of such variables in 

Lorel. Consider the following example: 

Example 7.9 Consider again the DOEM database of Figure 4. Suppose we want the names 

of restaurants to which a "moderate" price subobject was added since January 1st, 1997. 

We can write the following Chorel query: 

select N 

from guide.restaurant R, R.name N 

where R.<add at T>price = "moderate" and T >= Uan97 

The variable T is introduced in the where clause. Therefore, the rewritten where clause is: 

where exists  (T,  P)  in addFun(R,"price")   : 

(P = '"moderate" and T >= Uan97) 

7.5    Implementing DOEM and Chorel 

In this subsection, we describe how we implement DOEM databases and Chorel queries. 

We encode DOEM databases as OEM databases, and we implement Chorel by translating 

Chorel queries to equivalent Lorel queries over the OEM encoding of the DOEM database. In 

addition to being more modular than a direct implementation approach that builds a Chorel 

database engine from scratch, this approach can also be adapted easily to other graph-based 

data models. 

7.5.1    Encoding DOEM in OEM 

Let D be a DOEM database. We encode D as an OEM database OD defined as follows. For 

each object o in D, there is a corresponding object d in OD- An atomic object is encoded 

as a complex object so that we can record its history. Special labels used by the encoding 

start with the special character "&" to distinguish them from standard labels occuring in 

O. The encoding object d has the following subobjects, listed by their labels. 

• icval: If o is atomic with current value u, there is a "&vai"-labeled arc from d to an 

atomic object with value v. If o is complex, there is a "&vaf'-labeled arc from d to 

itself. (This extra edge simplifies the translation of Chorel queries to equivalent Lorel 

queries over the encoding.) 

• kcre: If o has a create annotation cre(t), then d has a "&cre"-labeled atomic subobject 

with value t. 
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• &:upd: For each update annotation upd(t,ov) attached to o, d has an "«feupcT-labeled 
complex subobject with the following structure: a "&time"-labeled subobject with 
value t, an "&ov"-labeled subobject with the value before the update (of), and a 
"cL-nv"-labeled subobject with the value after the update. 

• /: If the current snapshot for D contains an arc (o,/,jo), then Op contains an arc 
labeled / from d to the object p' that encodes p. 

• M-history: If D contains an arc (o,/,p), then OD contains an arc [d,M-histor\\dt) 
where o't is a complex object that contains the history of the / arcs from o to p. The 
object dt has the following structure: (1) Sztarget: There is an arc (oj, &:target, p'). 

wherep' is the object encoding p. (2) Siadd, krem: For each annotation add(t) (rem(t)) 
attached to (o,/,p), there is an "kadd"-labeled (respectively, "&rem"-labeled) atomic 

subobject with value t. 

It can be shown that all the information in a DOEM database D is fully represented in D's 
OEM encoding using the above scheme. 

7.5.2    Translating Chorel to Lorel 

Given the above encoding of a DOEM database as an OEM database, we now describe how a 
Chorel query over a (conceptual) DOEM database is translated into an equivalent Lorel query 
over an OEM encoding of the DOEM database. The following example intuitively presents 
the basis of the translation scheme. 

Example 7.10 Consider the Chorel query in Example 7.9. In Subsection 7.4.3, we con- 
sidered the OQL-like rewriting of this query. We now complete this rewriting by using the 
information encoded in the &-arcs to yield the following Lorel query over the OEM encoding 
of the DOEM database in Figure 4: 

select N 
from guide.restaurant R,  R.name N 
where exists H in R.&price-history : 

exists P in H.&target  : 
exists T in H.&add  :    T >= Uan97 and 

P.&val = "moderate" 

Note that we simulate the range specification add Fun (R, "price") using the "&"-prefixed 
subobjects. Further, we use P.&val to access the actual price value (and not the complex 
object packaging it with its history). □ 

Note that the previous query returns a set of DOEM objects that represent restaurant 
names. That is, it returns not only the names of the restaurants, but also the history of 
these names, if they changed. Returning the DOEM object enables a user interface to access 
both the value and the history of an object. We have implemented a DOEM database system, 
called CORE, based on the above ideas. 
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7.6    A Query Subscription Service 

Earlier we mentioned an important application of change management: being able to notify 
"subscribers" of changes in (semistructured) information sources of interest to them. In this 
subsection, we describe the design and implementation of such an application, called a Query 

Subscription Service (QSS), using DOEM and Chorel. 
An ordinary query is evaluated over the current state of the database, the results passed 

to the client and then discarded. An example of an ordinary query is "find all restaurants 
with Lytton in their address." In contrast, a subscription query is a query that repeatedly 
scans the database for new results based on some given criteria and returns the changes of 
interest. An example of a subscription query is "every week, notify me of all new restaurants 
with Lytton in their address." Below, we describe how subscription queries are specified and 

implemented in our system. 
Supporting subscription queries introduces the following challenges. First, as discussed 

earlier, many information sources that we are interested in (e.g.. library information sys- 
tems, Web sites, etc.) are autonomous and typical database approaches based on triggering 
mechanisms are not usable. Second, these information sources typically do not keep track of 
historical information in a format that is accessible to the outside user. Thus, a subscription 
service based on changes must monitor and keep track of the changes on its own. and often 
must do so based only on sequences of snapshots of the database states. 

Briefly, our approach to constructing a query subscription service over semistructured, 
possibly legacy information sources is as follows: We access the information sources using 
Tsimmis wrappers or mediators, which present a uniform OEM view of one or more data 
sources. We obtain snapshots of relevant portions of the data, and use differencing techniques 
to infer changes based on these snapshots. Finally, we use DOEM to represent the changes, 
and Chorel to specify the changes of interest. We describe our approach in more detail next. 

A subscription consists of three main components. The first component is a frequency 
specification f that specifies how often QSS should check the information source for data 
and changes of interest. Examples of frequency specifications are "every Friday at 5:00pm*' 
and "every 10 minutes." The frequency specification implies a sequence of time instants 
(tfi,<2i*3i •'■ •)■> which we call polling times. These times are the times when we obtain a new 
snapshot of the data. (In the actual system we also consider two other modes: one in which 
the snapshots are obtained following explicit user requests, and the other in which snapshots 
are obtained as a result of a trigger on the source database firing, if the source provides 
such a triggering mechanism. To simplify the presentation, we will not consider these modes 
further here. 

The second component of a subscription is a Lorel query Q/, which we call the polling 
query. QSS sends the polling (Lorel) query to the wrapper or mediator at the polling times 
(*i,*2,*3, •••) to obtain results (Ry, ß2, i?3,...). An example polling query is the following. 
(In Lorel, "#" is a special character that matches any sequence of zero or more labels in a 
path, and the operator like performs string matching.) 
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define polling query LyttonRestaurants as 

select guide.restaurant 

where guide.restaurant .address.« like '"/.Lyttony," 

Let #o be the empty OEM database, and let /?, be the result of the polling query on 

the source at time t{ for i = 1,2,— Each i?, (a Tsimmis query result) is a tree-structured 

OEM database. Using differencing techniques, QSS obtains a history H = (ti, L'i), [t2, U2)  

corresponding to the sequence of OEM databases (RQ. Rt, R2,...). That is, €:,-(/?,-_l) = Rt 

for all i > 0. Then, QSS constructs a DOEM database D(Ro,H) corresponding to this history 

H and the initial snapshot Ro, as described in Subsection 7.3. Thus, intuitively, in the 

first timestep the results of the polling query are all "created." Thereafter, each subsequent 

timestep annotates the DOEM database with the changes to the result of the polling query 

since the previous timestep. We identify the DOEM database corresponding to a polling query 

using the name of the polling query. Thus the name of the DOEM database corresponding 

to the above polling query is "LyttonRestaurants."1 

The third component of a subscription is a Chorel query Qc, called the filter query, over 

the above DOEM database. In Qc, we can use a special time variable "i/0/" to refer to the 

current polling time4. Similarly, we can use *t[-l]" "t[-2].v etc., to refer to the past polling 

times tk-i, tk-2, etc., respectively. (If the current polling time is tk, we define t[-i] to be tk-i 

if i < k, and negative infinity otherwise.) The filter query describes the data and changes of 

interest to the user. An example of an filter query is the following: 

define filter query NewOnLytton as 

select LyttonRestaurants.restaurant<cre at T> 
where T > t[-l] 

Given our definition of the DOEM database "LyttonRestaurants" this query indicates that 

the user should be notifed of new restaurants that have Lytton in their address since the 

last polling time. At each time instant tk (k > 0) specified by the frequency specification, 

QSS evaluates Qc over the DOEM database D(RQ, Hk). where Hk = (ti,Ui),.... (tk, Uk). and 
returns the results to the user. 

Example 7.11 Consider again the changes to the Guide data described in Example 7.2. 

Suppose we are interested in being notified every night of new restaurants created in the 

Guide database since the previous night. We issue the subscription S = (f,Qi,Qc): where 

the frequency specification / is "every night at 11:30pm," and the polling query Qi and filter 

query Qc are Restaurants and NewRestaurants (respectively) as defined below: 

define polling query Restaurants as 

select guide.restaurant 

define filter query NewRestaurants as 

select Restaurants.restaurant<cre at T> 

where T > t[-l] 
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Suppose we create this subscription S on December 30th, 1996, at 10:00am. The polling 

times given by our frequency specification are ti = 30Dec96. t2 = 31Dec96, £3 = Man97, 

and so on (all at 11:30pm). At polling time t\, QSS sends the polling query Qi to the Guide 

OEM database, to obtain the result JRI consisting of the two original restaurant objects in 

Figure 3. Since Ro is the empty OEM database by definition, both restaurant objects will 

have a ere annotation in the DOEM database built by QSS. These annotations all have 

a timestamp ti, while the variable t[-l] in the query Qc has value negative infinity at t\. 

Therefore, evaluating the filter query Qc on this DOEM database returns the two restaurant 

objects as the initial results to the user. 

At polling time t2. the Guide database is unchanged, so the result R2 of the polling query 

is identical to R\. Consequently, no changes are made to the DOEM database maintained by 

QSS. Note also that at time t2, t[-l] = £1, so that the create annotations on the restaurant 

objects in the DOEM database no longer satisfy the predicate T > t[-l] in the where clause 

of Qc. Therefore, the result of Qc is empty, and the user does not receive any notification. 

Before polling time t3, the Guide database is modified by the addition of a new restaurant 

object, with name "Hakata," as described in Example 7.2. Therefore, at £3, the result R3 of 

the polling query contains the new restaurant object in addition to the two old restaurant 

objects. The new restaurant object is detected by the differencing algorithm. Accordingly, 

the DOEM database maintained by QSS now includes the new restaurant object, with a create 

annotation cre(t3) on it. Note also that at this time, t[-l] = t2. so that this create annotation 

satisfies the predicate in the where clause of Qc. Therefore the result of the query Qc over 

the modified DOEM database contains the new restaurant object "Hakata," and the user is 

notified of this result. D 
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