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ABSTRACT 

This report presents the results of a study conducted under tasks ADL 94/373 and ADA 96/005 
into the effects of the ionosphere on Global Positioning System (GPS) receivers. The report 
focuses on the effects of the disturbed ionosphere on GPS as this phenomenon has the capacity 
to degrade the accuracy and reliability of both civilian and military GPS receivers. The impact of 
ionospheric disturbances on the susceptibility of GPS in a potentially hostile electromagnetic 
environment is also discussed. 
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Ionospheric Effects on Global Positioning 
System Receivers 

Executive Summary (U) 

This report presents the results of research conducted under tasks ADL 94/373 and 
ADA 96/005 into the effects of the ionosphere on NAVSTAR Global Positioning 
System (GPS) receivers in the Australian area of interest. 

GPS will become the primary navigation system for the Australian Defence 
Organisation (ADO) providing accurate position, velocity and time information 
globally and continuously. The accuracy available from GPS affords the possibility of 
enhancing many military operations including enroute navigation, target acquisition, 
weapons delivery, mine warfare, arms caching, channel navigation and coordinated 
operations etc. GPS acts as a force multiplier by allowing combined operations to be 
executed with flexibility and precision through the use of a common reference grid 
and precise position, velocity and time information. The cost effectiveness, accuracy 
and reliability of GPS will ensure that it eventually becomes an essential part of most 
military systems, replacing existing, more costly navigation systems. 

A factor which has the potential to significantly degrade the accuracy and reliability of 
GPS is the distortion of the satellite signals as they propagate through the ionosphere. 
The effects of ionospheric distortion include the introduction of biases and additional 
noise into measurements of satellite range as well as difficulties in acquiring and 
maintaining lock on the GPS signals. All of these effects translate into poorer 
navigational accuracy for the GPS user. 

Ionospheric effects can be broadly divided into benign effects and disturbed effects. 
Benign effects are associated with the undisturbed or background ionosphere and 
result in errors in the measurement of satellite range. Historically, the benign 
ionosphere has only been of concern to stand alone, single frequency GPS users. The 
residual bias after application of the GPS ionospheric delay model was often the 
largest source of range error for such users. However, with the advent of continuous 
Selective Availability errors (SA1) in the early 1990s, the importance of the residual 
ionospheric bias for single frequency users has been substantially reduced. In addition, 
techniques such as Differential GPS (DGPS) and Wide Area DGPS have allowed 
appropriately equipped single frequency users to significantly reduce the ionospheric 
range bias. Authorised military users, including the ADO, have access to a second GPS 
frequency (L2) which allows them to virtually eliminate the ionospheric range error 
without the need for modelling or differential techniques. Consequently, research into 
the effects of the benign ionosphere on GPS is considered to be of little value to the 
ADO, apart from the insight it provides into the large scale behaviour of the disturbed 
ionosphere. Moreover, with the probable advent of a second civilian frequency (L5), 
the issue will become of little interest to civilian users also. 

1 SA - Intentional degradation in the accuracy of the civilian service to protect against the hostile 
use of GPS. 



Disturbed ionospheric effects are associated with irregularities in the density of the 
ionosphere. These irregularities produce fluctuations in the amplitude and phase of 
the GPS signals as they propagate towards the ground. The fluctuations, also referred 
to as scintillations, introduce noise into the carrier tracking loops of a receiver resulting 
in degraded carrier phase DGPS performance and noisier velocity estimates. Under 
extreme conditions, scintillations can also lead to difficulties in acquiring and tracking 
the GPS signal, particularly for the carrier tracking loop. As scintillations disrupt GPS 
receivers at the tracking loop level, they cannot be mitigated through the use of 
multiple frequencies or by differential techniques. The most effective and 
straightforward mitigation strategy involves simply avoiding the times and locations 
for which scintillation activity are most likely to be a problem. Scintillation models 
such as WBMOD (described below) provide predictions of the occurrence and severity 
of scintillation activity and are therefore very useful for planning operations in areas 
which may be affected by scintillations. Another mitigation technique involves the 
automatic detection of scintillation activity on satellite links and, if appropriate, either 
ignoring or filtering the measurements derived from those links. Alternatively, if the 
statistical characteristics of the scintillations can be measured by the receiver, it is 
possible to optimise the bandwidth and order of the tracking loops to minimise the 
probability of losing lock. This report, and subsequent research, will look mainly at the 
first mitigation option involving the prediction of scintillation activity using the 
WBMOD model. The automatic detection of scintillation activity is being investigated 
by the University of New South Wales, School of Geodesy under a broader project 
dealing with quality control of GPS measurements. 

Scintillation activity cannot be predicted with certainty. However, it is known to occur 
predominantly within a band from about 20° South to 20° North of the geomagnetic 
equator. In the Australian longitude sector, this region extends from about 10° South to 
30° North of the geographic equator, and so encompasses most of South East Asia. 
Scintillations show a strong diurnal dependence, being strongest from sunset to local 
midnight and virtually absent during daylight hours. They are also heavily dependent 
on the 11 year sunspot cycle and are likely to be at their worst during the next Solar 
cycle peak near the year 2000. Predictive scintillation models such as the Wide Band 
scintillation MODel (WBMOD) make use of information about location, local time, 
solar activity and geomagnetic activity to model ionospheric irregularities and 
determine the effects on individual satellite links. One of the activities being carried 
out under the ionospheric component of the GPS task is the validation, and (if 
necessary) modification of the WBMOD model for the South East Asian region. This 
will involve collecting scintillation data from countries such as Indonesia, Malaysia 
and Papua New Guinea, which are within the equatorial band. 

Scintillations are unlikely to affect all of the satellites in a receiver's field of view 
simultaneously. They will, however, impact on the accuracy of the resulting 
navigation solution by degrading the geometry of the available constellation. 
Consequently, the coverage of both the satellites and the irregularities, as well as the 
intensity of scintillation activity will all contribute to the accuracy of the final solution. 
Scintillations models such as WBMOD provide predictions of the performance of the 
individual satellite links allowing the accuracy of the navigation solution to be 
determined in advance. Preliminary investigations into the probability of complete 



outages (ie when there are insufficient satellites to form a navigation solution) suggest 
that such events are unlikely within the Australian Area of Interest (AAI), except 
under extreme conditions. 

In this report, the results of tests on a tracking loop simulator using simulated 
scintillation data are discussed. These tests are designed to determine the effects of 
different levels of scintillation activity on the performance of a single GPS satellite- 
receiver link. The scintillation models which produce the simulated data are based on 
parameters provided by the WBMOD model so the data can be assigned specific 
probabilities of occurrence based on WBMOD. Simulation results suggest that 
amplitude scintillations generally have less effect than phase scintillations on the 
carrier tracking loop, but more effect on the code loop. They also show that the carrier 
loop is the weakest link in a channel which is affected by scintillations. These results 
suggest that an increase in the bandwidth of the carrier tracking loop in the presence 
of strong scintillation activity may help to maintain lock on the GPS signal. 
Conversely, under medium to weak scintillation activity when the receiver is at low 
risk of losing lock, carrier phase DGPS may gain an advantage by narrowing its 
tracking loop bandwidth. This will filter the high frequency fluctuations associated 
with both the phase scintillations and thermal noise. The code loop, on the other hand, 
is more susceptible to amplitude scintillations and should maintain a narrow 
bandwidth under all scintillation conditions. Analytical studies of the performance of 
tracking loops under phase scintillation conditions also show the relationship between 
the spectral parameters of the scintillations (which can be linked to the WBMOD 
model) and the loop's susceptibility to loss of lock. 

Another effect of scintillations which is considered to be of significant operational 
interest to the ADO is the possibility that scintillation activity may increase a receiver's 
susceptibility to jamming. In an environment in which several satellite links have been 
weakened by scintillation activity, the jammer power needed to force these links to 
lose lock will be much less. In the report, equations are developed which associate the 
levels of scintillation activity in terms of the scintillation spectral parameters with the 
reduced jamming threshold for a GPS receiver carrier tracking loop. 
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1. Introduction 

The 1994 White Paper "Defending Australia" stresses the importance of surveillance 
to the defence of Australia. An accurate knowledge of the position of military 

assets is essential for effective surveillance and navigation, as well as many other 
Australian Defence Organisation (ADO) operations. The NAVSTAR Global 
Positioning System (GPS) will be the primary navigation system for the ADO 
providing users with Position, Velocity and Time (PVT), globally and continuously. 
The positional accuracy of GPS affords the possibility of enhancing many ADO 
operations, including navigation, surveillance, logistic support, asset management and 
the targeting and guidance of weapons. 

Two positioning services are available from GPS, the Precise Positioning Service (PPS) 
and the Standard Positioning Service (SPS). The PPS offers an accuracy of 22m (2a 
horizontal error) and is available to authorised users only. Access to the PPS is 
controlled by the United States Department of Defence (US DoD) through a code 
encryption process known as Anti-Spoofing (AS). Australia has an agreement with the 
US which allows the ADO access to the PPS. The SPS is available to all users, civilian 
and military, who have GPS User Equipment (UE). The accuracy available from the 
SPS is also controlled by the US DoD and can be varied by a process known as 
Selective Availability (SA). US DoD policy is to maintain the accuracy of the SPS at no 
worse than 100m (2c horizontal error) for the next 5 to 10 years unless the strategic 
situation dictates otherwise. After this period, SA will be turned off and an SPS 
accuracy of approximately 42m (2a horizontal) is anticipated. 

A factor that can significantly influence the performance of GPS is the distortion of the 
satellite signals as they propagate through the ionosphere. The effects of ionospheric 
distortion include the introduction of biases and additional noise into satellite range 
measurements as well as difficulties in acquiring and maintaining lock on GPS signals. 
All of these effects translate into a poorer PVT solution for the GPS user. 

PPS receivers are capable of removing the bias component of the ionospheric error by 
forming a linear combination of the satellite range measurements at the two GPS 
carrier frequencies. The residual error after application of the dual frequency 
correction is typically well below errors resulting from other sources (eg the Control 
segment). SPS receivers, on the other hand, have access to only one frequency and are 
therefore unable to remove ionospheric biases in this way. Such receivers must rely on 
a model of the ionosphere which is broadcast as part of the GPS Navigation message in 
order to reduce the ionospheric bias. However, this single frequency model is only 
capable of reducing the ionospheric bias by 50% RMS, and can at times leave a large 
residual error. Both PPS and SPS receivers are, however, susceptible to the additional 
range measurement noise and tracking difficulties associated with disturbed 
ionospheric conditions. Problems associated with the disturbed ionosphere are 
inherent within the GPS receiver tracking loops and cannot be eliminated by either 
modelling or the use of multiple carrier frequencies. 
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The purpose of this report is two-fold: (i) to provide an overview of the effects of the 
benign ionosphere on GPS and, (ii) to provide an understanding of the effects of 
disturbed ionospheric conditions on GPS performance. A follow-on report to be 
provided by Wide Area Surveillance Division (WASD) will cover the nature, temporal 
and spatial distribution of ionospheric disturbances and their impact on the GPS 
signal. In this report, particular emphasis is given to the equatorial ionosphere over the 
regions of Northern Australia and South East Asia. This is an area of significant 
operational interest to the ADO as well as an area where ionospheric disturbances and 
large electron density gradients are most likely to occur. 

2. Overview of GPS 

GPS is a satellite based navigation system that is capable of providing 24 hour 
worldwide coverage under all weather conditions. 3D position, velocity and time 
estimates are obtained from four independent time delay range and delta-range 
measurements to four satellites in view. The four range measurement equations can be 
represented as follows: 

|[xsi>ysi>Zsi]-[xR'yR'zR]| = Pi+cb       fori=lto4, 

where [xSi,ysi/Zsi] is the 3 dimensional position vector of satellite i with respect to the 

centre of the Earth, [xR,yR,zR]is the position vector of the GPS receiver, Pj is the 

range measurement to satellite i and Cb is the common receiver clock bias. The p{ 's 
are also referred to as "pseudorange measurements" because of the large error 
associated with the clock bias term. The four unknowns in the range measurement 
equations are the x, y and z components of the GPS receiver position vector (ie. the 
receiver's location) and the receiver clock bias. The four pseudorange measurements 
are found by measuring the delay in the propagation of the GPS signal from the 
satellite to the receiver. The satellite position vectors [xSi,ysi/ZSi] are obtained from 

satellite ephemeris information that is contained within the GPS navigation message. 
The navigation message is a 50 bit per second data bit stream that is modulated onto 
both GPS carriers and includes information about the system time, clock correction 
factors, satellite health and hand over information from the C/A-Code to the P(Y)- 
Code. The receiver position vector produced by these equations is tied to the WGS 841 

reference ellipsoid via the satellite ephemeris information. Most GPS receivers will 
allow their position solutions to be referenced to other reference ellipsoids (eg the 
Australian National Spheroid) by applying an appropriate coordinate transformation. 

The GPS pseudorange measurements are obtained by correlation of the Pseudorandom 
Noise (PRN) ranging codes transmitted by the GPS satellites with a replica code 

1 WGS 84: World Geodetic System of 1984. A geocentric reference ellipsoid to which the GPS 
satellite positions are refrenced. 
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generated within the receiver. A second estimate of satellite range can be obtained by 
integrating the carrier Doppler beat frequency which is produced by the carrier 
tracking loops. The pseudorange measurements derived by code correlation are 
absolute but suffer from high levels of thermal and multipath noise, while those 
derived from the carrier tracking loops are relatively noise free but subject to an 
unknown integer cycle ambiguity. A combination of these two measurements is 
required in order to derive low noise estimates of the satellite pseudorange. 

The GPS signals consist of two carrier frequencies (Ll=1575.42MHz and 
L2=1227.6MHz) each of which are bi-phase modulated by PRN ranging codes and GPS 
navigation data. The PRN codes serve two purposes; (i) to create a direct sequence 
spread spectrum signal with good multiple access rejection and jamming immunity, 
and (ii) to enable the GPS receiver to measure satellite ranges by code correlation. Two 
PRN codes are provided for this purpose, the Precise code or P-Code at 10.23Mbits/s 
which is modulated onto both GPS carriers, and the Coarse/Acquisition code or C/A- 
Code at 1.023Mbit/s which is modulated onto the LI carrier only. The US Department 
of Defence (DoD) reserves the right to deny access to the higher accuracy available 
from the P-Code by encrypting it with a second code, the W-Code. The resulting P(Y)- 
Code is then available to authorised users only who are equipped with the appropriate 
code decryption keys. This process is known as Anti-Spoofing (AS) as its principal 
function is to protect authorised users from deceptive jamming (or spoofing) by hostile 
forces. In addition to AS, the US DoD degrade the accuracy available to unauthorised 
users by dithering the satellite clock and introducing small errors into the ephemeris 
parameters. This process is referred to as Selective Availability (SA) and can only be 
removed by users who are equipped with the appropriate decryption keys. It is 
expected that SA will be turned off over the coming years which will reduce the RMS 
error for SPS users by at least a factor of two. 

The P(Y)-Code is modulated onto both GPS carriers allowing authorised users to 
measure and therefore remove ionospheric delays directly (see Appendix A). The 
C/A-Code is modulated onto the GPS LI carrier only, and so unauthorised users are 
unable to directly measure ionospheric delays and must apply a correction derived 
from a broadcast ionospheric model (see Appendix C and [1]). Despite this, several 
techniques have been developed since the introduction of GPS which enable 
unauthorised users to measure ionospheric delays directly. These include squaring 
techniques for the measurement of the L2 carrier phase [2], cross-correlation 
techniques for the measurement of the code delay difference between the LI and L2 
P(Y)-Codes and indirect P(Y)-Code tracking by correlation of the satellite P(Y)-Codes 
with a locally generated P-Code (the Ashtech P-W tracking technique [3]). All of these 
techniques suffer from a significant degradation in the signal to noise ratio relative to 
full correlation. Consequently, noise on the pseudorange measurements obtained 
through these techniques is much larger than on the corresponding direct P(Y)-Code 
measurements. 

In addition to ionospheric delays, GPS pseudorange measurements are affected by SA, 
ephemeris errors, tropospheric delays, RF channel biases, multipath and thermal noise. 
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Expressions for code and carrier phase pseudorange which include these errors are as 
follows: 

Code Pseudorange:    p = R+c(dt - dT) + d-j^po + dIONO + bs + bR + nTp + nMp, 

Carrier Pseudorange: § = R + c(dt - dT) + d^opo - dIONO + bs + bR + nT(() + nM()) + NX., 

where R is the true range to the satellite, c is the speed of light, dt is the satellite clock 
error (including SA), dT is the receiver clock error, d^opois ^e tropospheric delay, 
dIONO is the ionospheric delay, bs and bR are the satellite and receiver inter-channel 
biases (hardware biases), nT and nM are the thermal and multipath errors and NX. is 
the cycle ambiguity in the carrier phase measurement. 

The User Equivalent Range Error (UERE) is the RMS or la pseudorange error which 
results from a combination of all of these error sources. UERE may be converted into 
an equivalent position and/or time error by multiplying by a factor referred to as the 
Dilution of Precision (DOP) [4]. The DOP is a geometrical factor which takes into 
account the 3 dimensional position of all satellites in relation to the receiver and 
translates line of sight range errors into equivalent position and time errors. Most 
receivers will choose the four satellites from the available constellation which 
minimise the DOP in order to derive the best PVT solution. DOP values can be defined 
for three dimensional position and time (GDOP), three dimensional position only 
(PDOP), horizontal position (HDOP), vertical position (VDOP) and time (TDOP). 
Table 1 below gives the error budget for both SPS and PPS receivers as well as typical 
horizontal and vertical position errors at the la and 2a levels obtained by applying 
typical DOP values [5]. 

Also shown in Table 1 are the position errors expected from Differential GPS over both 
short ranges (where the ionosphere and troposphere are correlated), and long ranges 
(where they are assumed to be uncorrelated). 

Differential GPS (DGPS) is a technique designed to remove many of the correlated 
error sources associated with stand alone GPS. A number of DGPS techniques are 
available, including code DGPS, carrier phase DGPS and Wide Area DGPS 
(WADGPS). The errors removed in a DGPS system are those which are correlated 
between the base station and remote receiver and include ionospheric biases, 
tropospheric biases, ephemeris errors and satellite clock errors. The improvements in 
accuracy obtained through the use of DGPS will depend on the separation between the 
base station and remote receiver and the degree to which the error sources de-correlate 
with distance. In table 1, it is assumed that the tropospheric and ionospheric errors are 
highly correlated over short range, but completely uncorrelated over long range. The 
distances over which atmospheric errors become uncorrelated will depend very much 
on factors such as the geographic location, time of day and season etc. WADGPS is a 
technique which has been developed to overcome the problem of the decorrelation of 
errors by modelling many of the error sources over a region using data obtained from 
a network of base stations. The performance of WADGPS is therefore dependant on 
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the number and location of base stations and the complexity and accuracy of the error 
models. 

Table 1:   PPS and SPS pseudorange error budgets and typical position errors for both stand- 
alone and Differential GPS receivers. 

Error Sources PPS 
P-Code 

SPS 
C/A-code 
(with SA) 

PPS 
DGPS 
(short) 

SPS 
DGPS 
(short) 

PPS 
DGPS 
(long) 

SPS 
DGPS 
(long) 

RMS (la) pseudorange errors (m) 
Space Segment 
(including SA) 3.2 33 0 0 0 0 
Control Segment 
(eg ephemeris errors) 4.3 4.3 0 0 0 0 
Ionospheric error 
(after correction) 2.3 5.0 0 0 2.3 5.0 
Tropospheric error 2.0 2.0 0 0 2.0 2.0 
Multipath error 1.2 2.5 1.2 2.5 1.2 2.5 
Receiver thermal noise 1.1 2.2 1.1 2.2 1.1 2.2 
Other user errors 
(eg channel biases) 0.5 0.5 0.5 0.5 0.5 0.5 
UERE (la) 6.4 33 1.7 3.8 3.5 6.4 

Equiva ent position errors (nY 
la Horizontal error 
(HDOP = 1.5) 9.6 50 2.6 5.7 5.3 9.6 
2a Horizontal error 
(HDOP = 1.5) 19 100 5 11 11 19 
la Vertical error 
(VDOP = 2.5) 16 83 4.3 9.5 8.8 16 
2a Vertical error 
(VDOP = 2.5) 32 166 8.5 19 18 32 
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3. Overview of the Ionosphere 

The ionosphere is a region of the upper atmosphere in which the density of free 
electrons is large enough to have an appreciable effect on the propagation of radio 
waves [6]. Although both the upper and lower boundaries of the ionosphere are not 
precisely defined, for our purposes it can be considered to extend in height from about 
50km to 1000km. Below this is the neutral atmosphere (the troposphere and 
stratosphere) and above is the protonosphere which tends to have a smaller effect on 
transionospheric radio waves. 

The ionospheric plasma is formed by the ionising effects of Solar X-ray and ultraviolet 
radiation on (mostly) atomic oxygen in the upper atmosphere. As solar radiation 
penetrates the atmosphere, its intensity decreases due to absorption, while at the same 
time the density of the atmosphere increases. This tends to result in the formation of a 
region of maximum electron density (referred to as the F2 layer peak) which resides at 
an altitude of between 250km and 400km. A typical daytime electron density profile 
for a mid-latitude location is given in Figure 1 below. In this figure, it can be seen that 
the plasma forms into layers or regions, the principal of these being the D-region (50 - 
90 km), the E-region (90 - 140 km), the Fl-region (140 - 210 km) and the F2-region (210 - 
1000 km). At altitudes between about 1000km and the orbital height of the GPS 
satellites is a region of very low density hydrogen plasma which is referred to as the 
protonosphere. This region has a much smaller effect on radio waves during daylight 
hours, although its contribution at night can become significant (as the density of the 
lower layers is diminished). The heights and peak densities of the ionospheric layers 
vary with the time of day, season, geographic location, Solar and geomagnetic activity. 

600 

1010 10" 10" 10" 

Electron Density (e"/m3) 

Figure 1: Typical daytime electron density profile for a mid-latitude location. 
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The ionospheric parameter of principle interest to GPS users is the Total Electron 
Content (TEC). TEC is defined as the number density of free electrons in a column of 
lm2 cross-sectional area which passes vertically through the ionosphere. With 
reference to Figure 1, TEC is therefore the integral of the electron density profile from 
the ground to an infinite height (in practice, the satellite height). In Appendix B, a 
simple expression is derived from the Appleton-Hartree formula2 that relates TEC to 
the ionospheric refractive index and carrier frequency. It shows that for a modulated 
waveform at GPS frequencies, the carrier phase is advanced and the code phase 
delayed by equal amounts which are proportional to the TEC. As most satellites are 
unlikely to be directly overhead, this delay is in fact proportional to the slant TEC 
which is the integrated electron density along the line of sight path to the satellite. 

The simplification of the refractive index expression given in Appendix B ignores the 
higher order terms which result from a full expansion of the expression. In addition 
refractive bending effects which are a function of the angle of incidence, TEC and 
ionospheric height are also ignored. Both of these effects, however, are negligible when 
compared to the principal term, except at very low elevation angles. 

As TEC is related to the electron density profile, it is also a function of the time of day, 
season, geographic location, Solar and geomagnetic activity. Both TEC and the peak F2 
layer density (NmF2) show large diurnal variations, reaching a maximum at 
approximately 1400hrs local time and a minimum just before dawn. The GPS single 
frequency model (appendix C and Figure 4) employs a half cosinusoid to model mis 
variation, with a constant value of about 9 TECu for the nocturnal TEC. Diurnal 
variations are particularly large in the lower regions of the ionosphere where the D, E 
and Fl layers will actually disappear at night. The height of the F2 layer peak (hmF2) 
also shows a diurnal dependence, tending to fall at dawn and rise during the evening. 
In low geomagnetic latitudes, hmF2 continues to rise during the evening hours 
reaching a maximum height of about 500km at approximately 1900hrs local time. This 
effect is due to an upward ExB force caused by an Eastward electric field in the E 
region which becomes enhanced after sunset. At these altitudes, free ions recombine 
very slowly after dusk and so the plasma density remains high. Under the influence of 
pressure gradients and gravity, the equatorial plasma in the heightened F2 layer is 
forced downwards along the magnetic field lines, creating regions of enhanced 
electron density approximately 20° either side of the geomagnetic equator. These 
enhanced regions are referred to as the equatorial anomaly and the process by which 
they are created is known as the Fountain effect [7], [8] (Figure 2 below). 

2 The Appleton-Hartree formula is a general expression for the phase refractive index of the 
ionosphere. 
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ExB 

Figure 2: Illustration of the Fountain effect at equatorial latitudes. 

In general, the peak electron density of the night-time F region (NmF2) is greater in 
summer than in winter. This result is consistent with the higher levels of Solar 
radiation and longer daylight hours experienced during the summer months. 
However, during daylight hours in the mid-latitudes, NmF2 is smaller in summer than 
in winter. This occurs because the F layer splits into an Fl layer and an F2 layer during 
summer months, and so the F layer thickness becomes larger. In both cases, however, 
TEC in the summer months is larger than in the winter. 

NmF2 and TEC are also influenced by the 11 year Solar sunspot cycle (Figure 3). 
During periods of high Solar activity, NmF2, hmF2 and TEC are all larger, particularly 
at the equatorial anomaly. The higher levels of electron density during Solar active 
years are the result of an increase in the intensity of the Solar winds caused by sunspot 
activity. 
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Figure 3. Solar sunspot cycle since 1950 including the predicted peak near the year 2000. 
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An aspect of importance to GPS users is the existence of irregularities in the density of 
the ionosphere. Such irregularities are responsible for creating rapid variations in the 
amplitude and phase of radio signals as they propagate towards the ground. These 
fluctuations have the potential to disrupt both the tracking and acquisition of GPS 
signals within a GPS receiver. Significant scintillations are most likely to occur in the 
region of the equatorial anomaly and in auroral and polar cap areas during periods of 
high solar activity. The nature of scintillation activity and the morphology of 
ionospheric disturbances will be discussed in more detail in section 5. 

4. Benign Ionospheric Effects on GPS 

4.1 Introduction 

The effects of the ionosphere can be described in terms of two components; (i) a benign 
or background component, and (ii) a disturbed component. 

The benign component represents the average or background level of the ionosphere 
and is responsible for biases in the measurement of satellite pseudorange. These biases 
are substantially reduced in dual frequency GPS receivers which form an ionospheric 
free pseudorange observable from the LI and L2 P-Code observables (see Appendix 
A). This is accomplished by taking advantage of the simple inverse square relationship 
between the carrier frequency of the GPS signal and the ionospheric delay (see 
Appendix B). Single frequency receivers, on the other hand, have access to only one 
carrier frequency and so are unable to measure ionospheric delays directly. Such 
receivers must rely on a relatively crude ionospheric model which is broadcast as part 
of the GPS navigation message in order to reduce delays (see Appendix C). This single 
frequency model is a function of only a few parameters and as such cannot take into 
account the large semi-permanent structures which exist in the ionosphere such as the 
equatorial anomaly and mid-latitude troughs. The model is also particularly 
unsuitable for the Australian region as it is derived entirely from data obtained in the 
Northern hemisphere (it is known that the ionosphere in the Northern hemisphere 
does not accurately mirror that of the Southern hemisphere). The benign ionosphere 
can also introduce errors into DGPS systems if the separation between the base station 
and remote receivers is large enough for the ionosphere to become de-correlated 
between the two sites. This is most likely in the equatorial region where the 
ionospheric plasma can contain large horizontal gradients. For this reason, systems 
such as WADGPS include an ionospheric model which is updated in real time by 
ionospheric measurements taken from a network of monitor stations. Such a model is 
usually based on a second model which contains a priori information about the 
behaviour of the benign ionosphere. 

More recently [9], [10], a second civilian frequency (L5) has been proposed which will 
enable suitably equipped, stand alone SPS receivers to remove the majority of the 
ionospheric  delay.  An L5  frequency would  make  the  single  frequency  model 
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redundant and would eliminate the need for an ionospheric model for WADGPS. It 
was intended that L5 be incorporated into the new generation block IIF satellites, but 
as yet it is not clear whether this will take place (launches of block IIF satellites are to 
begin in 2001). 

The disturbed component of the ionosphere introduces rapid variations in both the 
amplitude and phase of the GPS signal (usually referred to as scintillations). These 
variations can result in loss of signal lock if either the rate of change of carrier phase 
exceeds the carrier tracking loop bandwidth, or the amplitude of the GPS signal falls 
below the tracking loop threshold (amplitude fading). Scintillations also have the 
capacity to impair a receiver's ability to acquire or re-acquire the GPS signal. As 
scintillations affect GPS receivers at the tracking loop level, both single and dual 
frequency SPS and PPS receivers are susceptible to their effects. At present, the only 
strategy available to deal with scintillations is to avoid the locations and times for 
which they are likely to be most severe, or to make use of other navigation aids such as 
INS. 

4.2 Single Frequency GPS 

As already discussed, the propagation delays experienced by GPS signals in the 
ionosphere are a function of both TEC and the frequency of the GPS carrier (Appendix 
A). Dual frequency receivers exploit this relationship in order to measure and thus 
remove ionospheric delays directly. This is accomplished by creating an ionospheric 
free pseudorange observable by forming a linear combination of the two pseudorange 
measurements at the GPS LI and L2 frequencies (Appendix B). However, single 
frequency C/A-Code receivers obtain only one pseudorange estimate at the LI 
frequency which precludes the direct measurement of ionospheric delay. To 
compensate, single frequency receivers apply an ionospheric model [1] in order to 
estimate these delays. 

The single frequency model has a relatively simple structure consisting of eight 
parameters which are broadcast as part of the GPS navigation message. These 
parameters are the coefficients of two polynomials which define the phase and 
amplitude of a half cosinusoid describing the daily variation of ionospheric TEC 
(Appendix C and Figure 4). The parameters are updated once every few days to 
account for changes in TEC resulting from variations in solar activity and season. 
Because the model is based on the Bent ionospheric model [11] which was derived 
almost exclusively from Northern hemisphere measurements obtained during a 
notoriously depressed solar maximum, its applicability to the Australian region 
and/or high solar activity is not well known. 
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Figure 4: Zenith TEC derived from the GPS Single Frequency model for Darwin, September 
1994. Units are 10™ e-/m2 (1 TECu). 

The simple form of the single frequency model prevents it from including large 
ionospheric structures such as mid-latitude troughs and the Equatorial Anomaly. This 
is a significant limitation for users of single frequency GPS in the regions of Northern 
Australia and South East Asia where the satellite signal paths will occasionally 
penetrate the anomaly. In Figure 5, it can be seen that the Southern crest of the 
Equatorial Anomaly (where model errors are likely to be greatest) lies approximately 5 
degrees South of the geographic equator at longitudes within the AAI. The northern 
anomaly crest, on the other hand, lies approximately 25 degrees North of the 
geographic equator at these longitudes. The exact position of the anomaly can vary by 
a few degrees from day to day. 
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Figure 5: 24 hr coverage of ionospheric pierce points for GPS satellite ray paths at Darwin. 
An ionospheric height of 600km is assumed. The Southern extent of the anomaly and the 
anomaly crest are shown. 
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A number of Northern hemisphere studies have been performed to quantify the 
performance of the GPS single frequency model. Feess and Stephens [12] compared 
dual frequency GPS estimates of the RMS delay with GPS Single Frequency model 
estimates at four stations3 between the years 1980 to 1983. The studies demonstrated 
that the Klobuchar model [1] reduced RMS error by between 57% and 69% during 
daylight hours which exceeded the specified levels of performance. Night time errors, 
however, were reduced by less than 50%. In addition, the RMS errors remaining after 
correction at near equatorial stations (Guam and Hawaii) were much larger than at the 
other two stations (Vandenberg and Alaska) as absolute TEC was much greater at the 
equatorial stations. It was also noted that the model performed particularly well over 
the Continental United States, a region for which it has been optimised. To date there 
have been no thorough studies of the accuracy of the single frequency model in the 
Australian region and the lack of suitable GPS data during the last solar maximum 
(1990) would make such a study difficult to achieve in the short term. 

An example illustrating the performance of the GPS Single Frequency model in low 
latitude regions in the Southern hemisphere can be obtained by comparing Figures 6, 7 
& 8. Figure 6 represents vertical TEC over the Cocos Islands region obtained from the 
Single Frequency model for days 100 and 101 of 1995 (near Solar minimum). The 
simple sinusoidal nature of the Klobuchar model and the constant nocturnal value of 
10 TECu4 is apparent from this figure. Another feature is the gradual increase in both 
the amplitude and period of the cosinusoid with latitude (approximately 5 TECu 
between 20° S and 3°S). Figures 7 & 8 represent approximately 14 hours of GPS TEC 
measurements for the same two days in 1995. This data was obtained from the 
AUSLIG5 GPS monitor station on Cocos Islands (12.18° S, 96.83° E) and processed 
using the TEC estimation technique outlined in Appendix D. The x-axis on these plots 
is local time which was obtained by combining the longitude of the ionospheric 
intercept point with Universal time (i.e. tLOCAL = tm +12* A,°/180). The y-axis is the 

latitude of the ionospheric intercept point. The ionospheric intercept point is defined 
as the equivalent latitude and longitude of the intercept point between the signal ray 
path and the centroid height of the ionosphere. By comparing Figure 6 (model) to 
Figures 7 & 8 (measurements) it is apparent that the phase and period of the model is 
approximately correct, but the magnitude of the vertical TEC is significantly different 
at low latitudes. At a latitude of 20° S, the model and measurements vary by less than a 
few TECu (corresponding to less than a metre of range error). The reduction in 
ionospheric error will therefore be of the order of 90% or so during daylight hours (in 
this particular case). However, at a latitude of 5° S the model is approximately 33 TECu 
below measurement on both days, and so the reduction in error will only be 
approximately 43%. 33 TECu of vertical delay corresponds to approximately 90 TECu 
of slant delay     (assuming an elevation angle of 10°)  which corresponds to a 

3 Vandenberg, Guam, Hawaii and Alaska. 
4 TECu is a measure of Total Electron Content: 1 TECu = 1016 electrons/m2 which is 

equivalent to a delay of 0.542ns at LI or a range error of 0.163m. 
5 AUSLIG - Australian Surveying and Land Information Group. 
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pseudorange error of about 15m at LI. Clearly, this is not a rigorous assessment of the 
model's performance in this region, but it does demonstrate that at low latitudes 
where the magnitude of TEC is particularly large, the reduction in error can be less 
than 50% leaving a significant residual error term. Model performance during the 
nocturnal hours is generally of less importance because of the much lower levels of 
TEC. However, it has been shown [14] that during these times, the application of a 
model can result in poorer performance than simply ignoring the effect. During a solar 
maximum, this analysis would be expected to reveal much larger errors. 

Ionospheric models such as the broadcast single frequency model indicate that vertical 
position errors and time errors are much greater than horizontal position errors. 
Studies by Jorgensen [15] based on the GPS model suggest that vertical errors are 
approximately 6 times greater than horizontal position errors, while time errors (when 
converted to distance) are approximately 8.5 times greater. This situation arises 
because the ionospheric errors are highly correlated between satellites in such a model, 
and so are substantially absorbed into the receiver clock bias term (ie. N-S and E-W 
errors cancel, but because there are no satellites below the receiver, height errors do 
not). The implication of this result is that the ionosphere is not a significant source of 
error for users requiring horizontal accuracy only (i.e. ships). Although this may be 
true at mid-latitudes, it is not necessarily the case at equatorial latitudes or at dawn 
and dusk when large horizontal gradients can exist. 

UNCLASSIFIED 
13 



DSTO-RR-0121 
UNCLASSIFIED 

latitude (degrees) Local Time (hours) 

_40 

10 12 14 16 
Local Time {hours) 

b 
ü 
U30 

-10        -12        -14 
Mud« (degrees) 

-16        -18       -20 

Figure 6: Surface plot of Vertical Ionospheric Total Electron Content over the Cocos Islands 
region from the Klobuchar single frequency model (days 100 and 101 of 1995). 
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Figure 7: Surface plot of Vertical Ionospheric Total Electron Content (TEC) from Cocos 
Islands (12.18" S, 96.83° E) on day 100 of 1995 (data period 00:00 to 14:00 UT). An Elevation 
mask angle of 15° and an Ionospheric Pierce Point height of 350km has been chosen. 
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Figure 8: Surface plot of Vertical Ionospheric Total Electron Content from Cocos Islands on 
day 101 of 1995 (data period 00:00 to 14:00 UT). An Elevation mask angle of 15° and an 
Ionospheric Pierce Point height of 350km has been chosen. 
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4.3 Wide Area Differential GPS 

Differential GPS (DGPS) is limited somewhat by the de-correlation of various error 
sources with increasing distance from the reference station. Such errors include 
ephemeris errors, tropospheric delay errors, and ionospheric delay errors. Of these, 
the most significant for single frequency users is the ionospheric delay error. 
WADGPS is designed to overcome these limitations without the need to install a large 
number of monitor stations by modelling the three error sources in real time. Model 
parameters are then broadcast to all users within the area of interest via, typically, a 
communications satellite. 

Several WADGPS systems are currently being developed including the United States 
Federal Aviation Administration (FAA) system designed to cover the Continental 
United States (CONUS) for precision aircraft approach ([16] & [17]), a European 
system being developed by Racal Research and others ([18] & [19]) and a system 
proposed by the Ionospheric Prediction Service (IPS) for the Australian region. The 
proposed FAA system uses the Klobuchar model and an inverse distance weighted 
scheme to convert station measurements of slant TEC into vertical TEC estimates at the 
nodes of an imaginary grid. This grid covers the region of interest (in this case the 
CONUS) with a spacing of 10 degrees in latitude and longitude. Vertical TEC estimates 
at each grid node along with the corresponding latitudes and longitudes are then 
broadcast to all users via a geostationary INMARSAT communications satellite. Users 
of the system then estimate vertical TEC at the ionospheric intercept points for each 
satellite by interpolating from the grid using the four enclosing nodes. The vertical 
TEC estimates are then converted back to slant TEC through an appropriate obliquity 
factor and applied directly to the pseudorange measurements. The European system 
employs an ionospheric model which is based on two existing empirical ionospheric 
models; the Boston University Slab Thickness Model and the URSI 1988 foF2 model. 
This combined model has the added advantage of permitting HF sounder 
measurements of foF2 to be incorporated into the model along with GPS TEC 
measurements. Consequently, a denser network of monitor stations is available for the 
ionospheric modelling component of the system. The IPS system employs an inverse 
distance weighted scheme similar to that used by the FAA (without Klobuchar model 
weighting) to create a real time map of TEC from the AUSLIG network of GPS stations. 
At present, such a system is intended primarily for use by the CAA. 

In all the proposed WADGPS architectures, ionospheric TEC is modelled over a region 
using data obtained from a network of GPS monitor stations separated by several 
thousand kilometres or so. User estimates of vertical TEC at each ionospheric intercept 
point are obtained from a broadcast WADGPS ionospheric model and converted back 
to slant TEC by applying an obliquity factor. Obvious sources of error in this process 
are in the conversion from slant TEC to vertical TEC (for the creation of the 
ionospheric model), the conversion of vertical TEC back to slant TEC by the user, and 
interpolation errors. Conversions such as these which involve an obliquity factor make 
assumptions about the vertical structure of the ionosphere which may not always be 
correct. Models incorporating vertical structure such as the Bent ionospheric model 
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may help in this respect, particularly if supplemented by HF sounder measurements of 
ionospheric peak height (hmF2), critical frequency (foF2) and M(3000). Local 
ionospheric disturbances (so called Travelling Ionospheric Disturbances or TIDS) and 
large horizontal gradients will also reduce the accuracy of WADGPS by preventing the 
horizontal structure from being correctly modelled. Again, the equatorial regions are 
likely to be affected more in this respect. Also, GPS monitoring networks such as the 
AUSLIG Fiducial Network were not originally designed for WADGPS and may 
require supplementary stations in order to achieve a satisfactory level of accuracy 
(particularly during solar maxima). To date, issues relating to the decorrelation of the 
ionosphere with distance in the Australian region have not been adequately 
addressed. 
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5. Disturbed Ionospheric Effects on GPS 

5.1 Introduction 

Although the effect of the benign ionosphere on single frequency GPS and DGPS 
systems is of interest, it is not considered to be of crucial importance as the ADO have 
access to dual frequency P(Y)-Code receivers which can be used when high levels of 
accuracy are required. In addition, techniques such as Cross-Correlation and P-W 
tracking [3] as well as WADGPS can be used to substantially reduce ionospheric delays 
without requiring access to the P(Y)-code6. The benign ionosphere is, however, closely 
linked to the disturbed ionosphere, and as such an understanding of its morphology is 
essential to the study of ionospheric disturbance behaviour. For microwave frequency 
satellite based systems such as GPS, the principal manifestation of a disturbed 
ionosphere is scintillations in the received signals. 

Ionospheric scintillations are rapid variations in the amplitude, phase, angle of arrival 
and polarisation of radio signals resulting from electron density irregularities in the 
ionosphere. For GPS, only the variations in amplitude and phase are important, as 
refractive bending by the ionosphere at L-band is negligible, and polarisation rotation 
has no effect on the circularly polarised GPS carriers. Scintillations lead to an increase 
in the noise on GPS pseudorange and range rate measurements, as well as an increase 
in the probability of losing signal lock. These effects will occur in all types of GPS 
systems, including single frequency receivers, dual frequency receivers, DGPS and 
WADGPS systems. Although scintillations are unlikely to affect all of the satellites in a 
receiver's field of view, they will, impact on the accuracy of the resulting navigation 
solution by degrading the geometry of the available constellation. Consequently, the 
coverage of both the satellites and the irregularities, as well as the intensity of 
scintillation activity will all contribute to the accuracy of the final solution. Also, in 
hostile electromagnetic environments, tracking loops which have been weakened by 
scintillation activity will become more susceptible to the effects of jamming. 
Quantifying the increase in the jamming susceptibility of receivers affected by 
scintillations is an important direction for future research in this area. 

5.2 Morphology of Scintillations 

Scintillations occur predominantly in the equatorial band which extends from about 
20°S to 20°N of the magnetic equator, and in the auroral and polar cap regions. The 
processes which produce scintillations in these two regions are quite different, leading 
to significant differences in the characteristics of the resulting scintillations. Auroral 
and polar cap scintillations are mainly the result of geomagnetic storms7 which are 

6 However, for Cross-Correlation and P-W tracking receivers, Selective Availability errors will 
still be present. 
7 Variations in the strength and direction of the Earth's magnetic field. 
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associated with solar flares8 and coronal holes9. Unlike equatorial scintillations, they 
show little diurnal variation in their rate of occurrence, and can last from a few hours 
to many days, beginning at any time during the day [25]. Large and rapid variations in 
TEC are often associated with auroral and polar cap scintillations [26] and can lead to 
significant errors in DGPS systems as well as rapid changes in the apparent range and 
range rate [27], [25]. Auroral scintillation activity also shows a seasonal dependence 
which is the reverse of that observed at low latitudes, being greatest from the autumn 
equinox through winter to the spring equinox, and a minimum during the summer 
months [28]. Indeed, the geomagnetic disturbances which excite auroral and polar cap 
scintillations tend to suppress the onset of equatorial scintillations during solar 
maximum [8], [27], [29]. However, because geomagnetic storm activity is associated 
with solar activity (through solar flares and coronal holes), auroral and polar cap 
scintillations do show a strong dependence on the solar cycle, being most intense 
during solar maximum, but almost non-existent during minimum. 

Equatorial scintillations, on the other hand, are produced by the collapse of the E-layer 
and the subsequent rise of the F-layer in equatorial regions after the passage of the 
evening terminator, and tend to disappear soon after midnight. As equatorial 
scintillations are coupled to the anomaly, they tend to be worse during the years of 
solar maximum when the anomaly is at its greatest, and tend to show the same 
seasonal dependence as the anomaly. Consequently, the next peak in equatorial 
scintillation activity is expected to coincide with the forthcoming solar cycle maximum 
in the year 2000 (see Figure 3). In the discussions which follow, only equatorial 
scintillations will be considered as they are of the greatest operational interest to the 
ADO and also tend to be more severe than their auroral counterparts [27]. In addition, 
the latitude band which is affected by equatorial scintillations covers approximately 
50% of the Earth's surface as compared to only 7% for the auroral and polar cap 
regions. However, it should be mentioned that during intense magnetic storms, 
auroral disturbances can extend well into the mid-latitudes, disrupting GPS through 
both scintillation activity and large density gradients. An example of this was the 
magnetic storm of March 1989 during which auroral scintillation effects were felt over 
most of the continental United States causing narrow bandwidth (1Hz) receivers to 
frequently lose signal lock [25]. However, such events are uncommon. 

The most severe scintillation activity appears to be associated with the crests of the 
equatorial anomaly which are centred approximately 15° either side of the magnetic 
equator. For example, observations of scintillation activity at 1.5GHz using the Marisat 
geostationary satellite show fading depths greater than 20dB occurring up to 30% of 
the time beneath the anomaly crest at Ascension Island (350km ionospheric 
intersection dip latitude of 17°S). However, fades rarely greater than 3dB occurred near 
the magnetic equator at Huancayo, Peru. These measurements were taken during the 

8 Sudden increases in the intensity of solar electromagnetic radiation associated with sunspot 
activity. Hares cover the frequency band from radio to X-ray. 
9 Low density regions of the solar corona which are associated with solar winds (high energy 
charged particles from the sun). 
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high sun-spot period of 1980-1981 [30]. Similar measurements made during a solar 
minimum at the same locations showed virtually no scintillation activity at 1.5GHz. 
Equatorial scintillations also show a strong seasonal dependence, being greatest 
during the months of April to August10 in the Pacific longitude sector, but a minimum 
in the American, African and Indian sectors. This situation is reversed during the 
months of October to March11 [27]. During the seasons of high scintillation activity, the 
equinoctial months of March and September tend to suffer the highest levels of 
activity, although this does not appear to be true at all longitudes [31]. The reason for 
this complex association between longitude and season at equatorial latitudes is not 
well understood [30], and is therefore not predictable in a reliable way at this stage. 
The diurnal, latitudinal and solar cycle variations are, however, quite well understood 
and are therefore relatively predictable, at least in a statistical sense. 

Equatorial scintillations are mainly caused by irregularities formed during the collapse 
of the lower regions of the ionosphere during the evening hours. After sunset, the E- 
layer and the lower regions of the F-layer recombine more rapidly than the upper 
regions, leading to an unstable situation akin to a heavy fluid being supported on a 
lighter fluid12. This situation eventually leads to the formation of bubbles of low 
density plasma which are forced upwards through the denser upper regions. As the 
bubbles grow, steep density gradients at the walls cause smaller irregularities to form 
[32]. At GPS frequencies, these smaller irregularities, which can be of the order of the 
Fresnel zone radius (300m) and less, are responsible for scintillation effects [29]. The 
bubbles eventually form into irregularity patches, often called 'plumes', which can 
reach heights of up to 1500km at the magnetic equator. These patches extend along the 
magnetic field lines in a North-South direction for over 2000km, leading to an 
accumulation of irregularities in the Northern and Southern anomaly regions (+-15° 
DIP latitudes - see Figure 9). The East-West extent of these patches is typically 100 to 
200km, and they move in an Easterly direction with velocities of the order of 50 to 200 
m/s [33]. This causes scintillations to occur in patches which can last for an hour or so, 
with periods of little or no scintillation activity in between [29]. Eventually, in the 
absence of solar radiation, recombination causes the irregularity patches to fade, along 
with the associated scintillation activity. This usually occurs around local midnight, 
although scintillations can occasionally persist until early morning. Scintillations can 
also occur during daylight hours when Sporadic-E is present in the E-layer. Sporadic- 
E is a region of highly dense plasma at heights of about 100km in which large density 
gradients can exist. However, scintillations produced by Sporadic-E are less common 
than those produced by the F-layer processes described above. 

10 Centred on the June Solstice. 
11 Centred on the December Solstice. 
12 This is referred to as a Rayleigh-Taylor instability. 
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Figure 9: A three dimensional model showing how an irregularity patch maps along the field 
lines from the geomagnetic equator to the anomaly regions. 

To date there have been few measurements of equatorial L-band scintillations during 
solar maximum, particularly in the Australian and South-East Asian regions. Much of 
the GPS data which has been collected so far has been for reasons other than 
scintillation studies13 and tends to be at sampling rates which are much less than the 
bandwidth of the scintillations. Consequently, such data is often heavily aliased and 
cannot provide useful spectral information. In addition, amplitude information is often 
either missing or is in a form which is unsuitable for amplitude scintillation studies. 
For example, data is frequently recorded in the internationally recognised RINEX data 
format which scales the signal to noise ratio into the integer range of 1 to 10. For these 
reasons, the majority of useful data on equatorial L-band scintillations has been 
obtained from experiments specifically designed to observe these effects. These include 
the observations made by Aarons [34] during the 1979-1980 solar maximum, and those 
by Wanninger [35] in Hawaii during the 1990 solar maximum. A campaign of 
measurements involving TEC and scintillation monitoring GPS receivers is to begin 
shortly in the South-East Asia region. This will aim to measure the effects of 
scintillations on GPS and to verify existing scintillation models leading up to the year 
2000 solar maximum. Wide Area Surveillance Division (WASD) will report on the 
results of this study in due course. 

5.3 Scintillation Models 

Scintillations result from changes in the phase velocity of sections of a satellite signal 
wavefront as it propagates through density irregularities in the ionosphere. The 
amplitude of the emergent wave is unaffected by the irregularities as absorption by the 
ionosphere at L-band frequencies is usually negligible. As the wave propagates 
towards the ground, mutual interference across the wavefront creates complex 
patterns of amplitude and phase variations which are a function of both the range to 

13 Data recorded for DGPS and Integrity monitoring purposes etc. 
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the irregularities and the cross-range position. Scintillations are produced when these 
spatial diffraction patterns are converted into temporal ones, either through relative 
motion between the receiver and the patterns, or by changes in the structure of the 
irregularities with time. 

5.3.1 Fresnel-Kirchoff Diffraction model 

A simple model, based on Fresnel-Kirchoff diffraction theory, which demonstrates the 
effects of a collection of Gaussian shaped irregularities on a vertically propagating 
plane wave is given in Appendix F. This model assumes that the density irregularities 
are concentrated within a thin layer at a height which is typical of the F2 layer peak 
height. The resulting patterns of amplitude and phase variations on the ground are 
then derived using simple diffraction theory. The model provides an insight into the 
types of irregularities which are likely to produce scintillations at L-band, as well as 
the characteristics of the resulting signals. At GPS frequencies, irregularities with scale 
sizes of the order of the first Fresnel Zone radius14 or smaller are likely to produce the 
most significant scintillation effects. Larger irregularities produce very little amplitude 
variation and only gradual phase variation, unless the density gradients are extremely 
large. Very small irregularities (tens of metres or less) produce quite complex 
diffraction patterns, but at an intensity which is too low to have a significant effect on 
GPS. In Figure 10, three examples are given of the diffraction patterns produced by an 
isolated irregularity using the model in Appendix F. From this figure, it is apparent 
that the 100m irregularity, which is approximately one third the size of the Fresnel 
zone radius, produces the most significant amplitude variations (centre plate). For the 
case of three equally spaced irregularities of the same size, the diffraction patterns 
become very complex and contains many deep null's (Figure 11). In general, because 
the Fresnel zone radius at L-band frequencies is so small, large density gradients are 
required in order to produce significant scintillation effects. This tends to restrict the 
majority of scintillation activity to the equatorial anomaly and polar regions where 
large TEC and density gradients are known to exist. 

14 The Fresnel zone radius is approximately 276m at GPS LI and 312m at GPS L2. This assumes 
an irregularity height of 400km which is typical of the height of the F2-layer peak. 
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Figure 10: Modelled diffraction patterns based on a thin screen diffraction model and an 
isolated Gaussian shaped irregularity (see Appendix F). Scale sizes of the irregularities are lkm 
(a), 100m (b) and 10m (c). The irregularities were centred at a height of 400km with a peak 
density variation of 500% over background. 
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Figure 11: Modelled diffraction patterns for a collection of three 100m Gaussian shaped 
irregularities separated by 400m. The irregularities were all centred at a height of 400km with a 
peak density variation of 500% over background. 

For an isolated irregularity which is smaller than the first Fresnel Zone radius, the thin 
screen diffraction model of Appendix F produces an amplitude diffraction pattern 
consisting of regular oscillations with wavelengths equal to twice the separation of the 
Fresnel zones. These oscillations die out when the separation of the respective Fresnel 
zones becomes less than the size of the irregularity [36]. Consequently, the scale size of 
an irregularity determines the rate of decay of the diffraction pattern envelope, but 
does not influence the wavelength of the oscillations. The absence of significant 
oscillations with wavelengths greater than the first Fresnel zone radius leads to a low 
frequency cutoff in the amplitude scintillation spectrum15. This cutoff is at a frequency 
vF which is proportional to the relative velocity between the propagation path and the 

15 A phenomenon known as Fresnel Filtering. 

UNCLASSIFIED 
24 



UNCLASSIFIED 
DSTO-RR-0121 

irregularities (VR), and inversely proportional to the Fresnel zone radius (ZF), assuming 
a frozen flow model for the irregularities16; 

vF=-^-   Hz 
zF 

where  zp = j    and zi and Z2 are the distances between the ionospheric 
Vzl+Z2 

irregularity layer and the satellite and receiver. Weak focusing and de-focusing caused 
by refraction creates energy at frequencies below vF, but unless density gradients are 
extremely large, these fluctuations tend to be at a low level (top panel in Figure 10a). 
Although phase diffraction patterns also consist of regular oscillations with 
wavelengths related to the Fresnel zone radius, the phase scintillation spectrum does 
not have a well defined low frequency cutoff. This is because, unlike the amplitude 
patterns, the phase patterns are a mixture of both diffraction effects and the original 
phase perturbations which were imposed onto the emergent wave. Consequently, 
irregularities larger than the Fresnel zone radius are capable of producing long 
wavelength phase variations which contribute significantly to the low frequency end 
of the phase scintillation spectrum (bottom panel in Figure 10a). 

For frequencies greater than the low frequency cutoff, both the amplitude and phase 
scintillation spectra follow an inverse power law relationship of the form T.v"p, where 
T is the spectral strength at 1Hz, v is the fluctuation frequency and p is the spectral 
index17 (see Figure 12) [8, 38]. For the phase scintillation spectrum, T is of the form: 

T = NX,2CkLsec(6)GVR
p_1) 

where N is a normalisation factor, X is the carrier wavelength, CkL is a measure of the 
density and thickness of the irregularity layer (the height integrated irregularity 
strength), G is a factor which accounts for the geometry and orientation of the 
irregularities, 8 is the off-vertical incidence angle of the propagation path at the 
irregularity layer and VR is the relative velocity. For GPS, the relative velocity VR is 
strongly dependant on the irregularity drift velocity and the receiver velocity, but only 
weakly dependant on satellite motion18. By changing VR through receiver motion, the 
scintillation spectra will be translated either to the left or right, depending on the 
direction of motion of the receiver in relation to the direction of drift of the 
irregularities (i.e. both T and vF will change) This effect, in conjunction with the higher 
levels of loop stress experienced during motion, has the potential to significantly alter 
a receiver's tolerance to scintillation activity. This will be discussed further in the next 
section. Under weak scintillation conditions, the spectral index p is related to the slope 

16 In a Frozen Flow model, the structure of an irregularity patch remains fixed as the patch 
moves relative to the ground. 
17 p is typically in the range 1 to 4. 
18 In other satellite based systems such as TRANSIT where the orbital heights and orbital 
periods are much less than those of GPS, satellite motion can contribute significantly to VR. 

UNCLASSIFIED 
25 



UNCLASSIFIED 
DSTO-RR-0121 

of the three dimensional irregularity spatial power spectrum q by p=q-l. The spatial 

power spectrum is therefore of the form k"q, where k is the three dimensional spatial 
wavenumber of the irregularities. Consequently, for weak scattering at least, a simple 
link exists between the spatial spectrum of irregularities in the ionosphere and the 
observed scintillation spectra on the ground. At equatorial latitudes, measurements 
have shown that the in-situ spectral slope q is typically about 3.5. Consequently, the 
spectral index p is about 2.5 and is independent of motion. Thus, receiver motion may 
change the horizontal position of both scintillation spectra, but will not alter the 
spectral slope. 

Intensity Phase 

Figure 12: Cartoon of typical intensity and phase scintillation power spectra. 

By providing a more realistic in-situ density profile for the irregularity layer, the 
Fresnel-Kirchoff diffraction model will produce time series amplitude and phase 
scintillation data which has more realistic statistics. In Figure 13 a realisation of a 
random, Gaussian distributed density layer with an in-situ spectral slope19 of 2 was 
used in place of the individual Gaussian shaped irregularities described earlier. The 
wavenumber power spectrum of the vertically integrated density profile is given in 
panel (a) along with a straight line representing a slope of -2. The low frequency cutoff 
at a wavenumber of approximately -31 dBmetres-1 is produced by assuming an outer 
scale size of about 1.3km for the irregularities. The power spectra of the resulting 
amplitude and phase scintillation data (panels (b) and (c)) also have a spectral slope of 
2, with the amplitude scintillations displaying a low frequency cutoff at a wavenumber 
which corresponds to the first Fresnel zone radius (about ^ödBmetres1 for an 
irregularity layer height of 400km). In addition, the phase scintillation spectrum shows 
evidence of Fresnel oscillations which also begin at a wavenumber of -26dBmetres-a. 
The measured Probability Density Functions (PDF's) of both amplitude and phase are 
consistent with the expected PDF's for scintillations (Gaussian for phase and 
Nakagami-m for amplitude [39] and Appendix G). As shown in panel (d), the phase 
scintillations appear to be Gaussian distributed, while in panel (e) the amplitude 
scintillations appear to be Nakagami-m20 distributed. The smooth curves overlying 

19 For the integrated density profile. 
20 The Nakagami-m distribution is a semi-empirical probability distribution function which has 
been shown to provide the best fit to amplitude scintillation data [39]. 
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both of these plots are the theoretical distribution functions derived from the 
appropriate PDF equations given in Appendix F. More rigorous statistical tests would 
need to be applied in order to confirm that the data does follows the assumed 
distribution functions. 

PSD of in-situ Phase, S4=0.4034, phasevar=0.2072 PSD of Phase, S4=0.4034, phasevar=0.2072 
40r 

PSD of Amplitude, S4=0.4034, phasevar=0.2072 
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Figure 13: Statistics resulting from a random, Gaussian distributed density layer with an in- 
situ spectral slope for the integrated density of 2. Shown are the in-situ spectrum (a), the phase 
scintillation power spectrum (b), the amplitude scintillation power spectrum (c), the phase 
PDF (d) and the Intensity PDF (e). 

5.3.2 Wide Band Scintillation Model (WBMOD) 

The WideBand ionospheric scintillation MODel (WBMOD [40]) is a global model of 
ionospheric scintillation activity which enables users to predict the levels of 
scintillation activity at a given time and location. The equatorial portion of the current 
version of WBMOD is based on data from widely separated longitude sectors 
including Huancayo in Peru (12°S, 75°W), Kwajalein Island (9°N, 167°E), Ascension 
Island (7.6°S, 14.2°W ) and Manila (14.4°N, 121°E). The parameters provided by 
WBMOD are the spectral index p, the spectral strength T, occurrence statistics and 
estimates of the rms phase and intensity scintillation levels. WBMOD consists of two 
parts; a collection of empirically derived models of the global distribution and 
characteristics of F-layer irregularities, and a power law phase screen propagation 
model to calculate the levels of scintillation activity in a user defined system. The 
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propagation model assumes a spectral index value of 2.5 at equatorial latitudes, and 
calculates T from a series of eight parameters provided by the irregularity models. 
These parameters include the in-situ spectral slope (q = p-l), the height integrated 
irregularity strength (CkL) , the in-situ drift velocity of the irregularities, the phase 
screen height, three parameters describing the geometry and orientation of the 
irregularities and an outer scale size. The only external inputs required are the carrier 
frequency, the transmitter and receiver locations, local time, sunspot number, and the 
planetary magnetic activity index. In addition to T, p and the occurrence statistics, 
WBMOD also provides measures of the rms levels of phase scintillation (a^) and the 

normalised (by the mean) rms intensity scintillation (S4). Integrating the power 
spectral density of phase scintillations over a band of phase fluctuation frequencies 
(v2 - vl) gives the mean square phase: 

q?=2t2   T2,p/2-dv = E{4>2}-E{(fr}2 

vl(v2-V2)K 

where <j) is the carrier phase and E{} is the expectation operator. Consequently, o^ is a 

function of T, p, bandwidth and a low frequency limit v0 which is based on the outer 
scale size of the irregularities. S4 is also a function of T and p, but contains a Fresnel 
filter factor (F) and the Fresnel zone radius (ZF) which together account for the low 
frequency cutoff in the intensity scintillation spectrum; 

Mct vEo»-"   W 

where M is a normalisation factor and I is the signal intensity. Both c^ and S4 are 

commonly used measures of scintillation activity and show a simple dependence on 
the carrier frequency [8,38,41]. For low to moderate levels of scintillation activity (S4 < 

0.5), S4 scales with carrier frequency as f~(P+3)/4. Under strong scintillation 
conditions, S4 is approximately 1 at all frequencies. The rms phase, on the other hand, 
shows an f_1 dependence for both weak and strong scattering, unless scattering is 
exceptionally strong. Consequently, the L2 frequency will be affected slightly more by 
scintillation activity than LI (by a factor of about 1.4 for S4 and 1.3 for rms phase). 
This adds to the problem of an inherently higher level of susceptibility at L2 as a result 
of the reduced SNR on the L2 P-Code (rms phase jitter due to thermal noise on the L2 
P-Code is -Jl times greater than jitter on the LI P-Code, and twice as large as jitter on 
the C/A-Code). 

An example of the output provided by WBMOD is given in Figure 14. The scintillation 
indices S4 and o^ are provided in the top panel, the Spectral Strength parameter T is 

in the centre panel and the Spectral Slope p is in the lower panel. All plots are a 
function of latitude at a longitude of 120°E and are at the 70th percentile (ie. The 
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activity is stronger than the specified level for only 30% of the time). This example 
represents a period of high Solar activity during the evening hours when scintillations 
are expected to be at their strongest. The two humps at approximately 25°N and 5°S 
correspond to the Northern and Southern equatorial anomaly crests. 

Solid - S4 

''     x \   Dashed - o, (rads) 
j       ^ 1 ♦ 

-10 0 10 20 
Geographic Latitude (degrees) 

30 40 

Figure 14: An example of the scintillation indices provided by WBMOD (April 10, 21:00hrs 
local time, Longitude 120°E, Receiver altitude 0km, Satellite altitude 20,000km, 70th 
percentile,  Frequency=1227.6GHz, R12=150, Kp=2, Phase stability of receiver 10s). 

The statistical parameters provided by WBMOD can be used to determine the 
performance of a GPS receiver tracking loop in a scintillation environment. By 
combining this knowledge with occurrence statistics (also provided by WBMOD), 
predictions can be made about the likely performance of a receiver at a given time and 
location. Sections 5.5 and 5.6 describe the links between the statistical parameters 
provided by WBMOD and the expected performance of a single code/carrier tracking 
loop. 

5.3.3 Synthetic Scintillation Time Series Model (SSTS) 

The objective of the SSTS model is to generate scintillation time series with specific 
amplitude and phase statistics for testing against a GPS receiver tracking loop 
simulator (described later). The SSTS model is essentially a more sophisticated version 
of the Fresnel-Kirchoff diffraction model which has the advantage of being linked to 
the WBMOD scintillation model. The SSTS model generates amplitude and phase 
scintillation data which have power spectra and PDF's which are consistent with both 
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measured scintillation data (eg [39]) and the statistical parameters provided by 
WBMOD (S4 and o^ etc.)- Consequently, phase scintillation data is Gaussian 

distributed with an inverse power law power spectrum, whereas amplitude 
scintillations are Nakagami-m distributed and have a low frequency cutoff in the 
power spectrum. A more detailed description of the SSTS model is given in Appendix 
G. 

Figure 15 displays an example of the output produced by the SSTS model with 
intensity scintillation shown in the top panel and phase scintillation bottom. The input 
S4 and OQ were 0.90 and % radians respectively, the spectral slope (for both intensity 

and phase) was 2.30, and the time resolution was 0.01 s. 

Figure 15: Example of the SSTS model output showing intensity and phase scintillations (top 
and bottom respectively). 

Statistical analysis of the resultant model data shows that the output S4 has a value of 
0.89 and a spectral slope of 2.32 which are in good agreement with the input values. 
The output o^ is exactly % as the phase scintillation data is renormalised to the desired 

level. 

It is important to verify that the model data PDF's and power spectral densities are that 
which is required. Figure 16 shows the PDFs of the modelled intensity (top) and phase 
(bottom) scintillation data. In both cases the dashed line is the expected PDF 
(Nakagami-m with m = 1.23 and Gaussian with G$ = n respectively). For both intensity 

and phase the PDF's are in good agreement with the expected distributions. Figure 17 
displays the power spectra of the modelled scintillation data and again it is clear that it 
is in good agreement with the desired spectra. 
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Figure 16: Probability density functions for the modelled intensity (a) and phase (b) 
scintillation data of Figure 15. 
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Figure 17: Power spectra of the modelled intensity (a) and phase (b) scintillation data from 
Figure 15 (dotted lines) with the desired power spectra overlaid (solid lines). 
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Although it is intended that the SSTS model will replace the less sophisticated Fresnel- 
Kirchoff diffraction model, at present only preliminary tests have been conducted 
using this model. Some results from these tests on a Costas carrier tracking loop are 
given in section 5.4.3. The results of a more thorough series of tests based on the SSTS 
model and the GPS System Simulator will be provided in a subsequent report. 

5.4 Impact of Scintillations on GPS 

The impact of scintillations on GPS is being investigated by a combination of 
numerical simulation and signal processing modelling. The numerical simulation 
technique has the advantage of accounting for the inherent non-linearities which exist 
in both the code and carrier tracking loops, whereas the signal processing model has 
the potential to offer a deeper insight into the reasons for the observed behaviour. Both 
techniques have been applied to the combined code and carrier tracking loops of a 
single receiver channel. 

The response of a GPS receiver's tracking loops to perturbations in the incident signal 
is dependent upon a number of factors. These include: 

1. The type of code and carrier tracking loop. 
2. The bandwidth and order of the loop filters. 
3. Input from external sensors such as INU's. 
4. The type of the loop discriminators. 
5. The ambient Carrier-to-Noise density ratio (C/No). 
6. The magnitude and type of external interference. 
7. The response of the AGC and antenna electronics. 
8. The number of channels and their tracking strategy (i.e. parallel, sequential, 

etc.). 
9. The nature and sophistication of the tracking algorithms (i.e. Kaiman Filters). 

In the analysis presented here, however, it is assumed that the receiver consists of a 
standard Phase Locked Loop (PLL)/Delay Locked Loop (DLL) design of the type 
described below. Consequently, no account is taken of the potential impact of AGC, 
front-end limiting, tracking algorithms, or the impact scintillation activity may have on 
the receiver's capacity to track and decode the navigation message. Also, no account is 
taken of the effects of multiple receiver channels (other channels will assist with re- 
acquisition if they have not already been affected by scintillations). 

5.4.1 GPS System Simulator 

Time domain simulations of the response of a GPS receiver tracking loop to 
scintillations have been conducted using a GPS receiver tracking loop simulator and 
the scintillation model based on Fresnel-Kirchoff diffraction theory (described in 
section 5.3.1 and Appendix F). The scintillation model assumes that density 
irregularities are concentrated within a thin, time-invariant diffraction screen which is 
frozen within the background plasma and moving at a constant velocity relative to the 
Earth. Relative motion between the irregularities and the receiver is assumed to be 
responsible for translating the spatial diffraction patterns into scintillations. The effects 
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of satellite motion and time variations in the structure of the irregularities are ignored. 
The GPS simulator has been designed to replicate the functions of a GPS receiver's 
tracking loops as closely as possible, including all non-linearities introduced by the 
correlators and the tracking loop discriminators. Consequently, tracking loop 
performance is simulated in both the quasi-linear region where phase errors are small, 
and in the non-linear region near the tracking loop thresholds. 

The simulator consists of three principal blocks: a satellite simulator, an environment 
simulator, and a receiver simulator (Figure 18). At present, the satellite simulator 
generates an LI and L2 carrier signal which is bi-phase modulated by the appropriate 
PRN timing codes. The environment simulator then introduces additive, Gaussian 
white noise (thermal noise), interference, ionospheric effects (including delays and 
scintillation effects), platform and satellite dynamics. In the absence of any external 
interference or scintillation attenuation, the carrier-to-noise density ratio (C/No) of the 
incident signal is approximately 45 dB-Hz, corresponding to a signal level of -160 dBW 
and a noise power density of -205 dBW-Hz. From the environment simulator, the 
satellite signal is passed into the receiver simulator, where it is processed by the code 
and carrier tracking loops. 

Satellite 

PRN 
Code 

Environment 
• Ionosphere 

• Scintillations 
- Code delay 
- Carrier advance 

• Dynamics 
• Thermal noise 

Receiver 

PLL 

DLL 

Scintillation 
Model 

Performance 
Assessment 

Figure 18: Block diagram representation of the GPS system simulator. 

At present, a delay locked loop (DLL) is used with an early minus late envelope 
discriminator for code tracking, and a Phase Locked Loop (PLL) with a four quadrant 
arctangent phase discriminator for carrier tracking. In addition, the DLL is carrier- 
aided by the PLL which has the effect of eliminating virtually all of the platform and 
satellite dynamics from the DLL as long as carrier lock is maintained. Consequently, 
the DLL will remain in lock whenever the PLL is tracking. The loop orders of both the 
code and carrier tracking loops can be chosen to be either 1, 2 or 3. For an un-aided 
receiver, typical loop orders are 2nd order for the code tracking loop, and 3rd order for 
the carrier tracking loop. 
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The coefficients of the code and carrier loop filters were chosen for minimum mean 
square error. This ensures that transient overshoot is kept to a minimum in response to 
rapid changes in phase. Carrier phase lock information is derived from the punctual I 
and Q signals (Ip & QP) using the following lock state indicator [42, pp 393] 

((EIP)2-(IQP)2)/((EIP)2
+(5:QP)2) 

In this method, the carrier loop is assumed to be tracking the incoming signal if the 
above ratio exceeds a threshold value of 0.4. This indicator, however, should be used in 
conjunction with the known code and carrier phase range information to assess the 
extent of code and carrier lock. Notice also that because code lock is required in order 
to remove the code from the underlying carrier, carrier phase lock implies that the 
code loop is tracking. 

5.4.2 Simulation Results 

A large number of simulations have been conducted in which the characteristics of 
both the irregularities and the receiver were varied. Some preliminary results from 
these simulations using the Fresnel-Kirchoff diffraction model and a series of discrete 
Gaussian shaped lenses are given below (see [43] for more detail). Future work will 
concentrate on the application of the more sophisticated SSTS scintillation model to the 
receiver simulator. 

1) Both the transient response and the steady state errors of a narrow bandwidth 
receiver are worse than those of a wide bandwidth receiver. Consequently, the rapid 
variations in carrier phase caused by scintillation activity stress the carrier tracking 
loops of a narrow bandwidth receiver more than those of a wide bandwidth receiver. 
As a result, narrow bandwidth receivers are more likely to lose lock on an incoming 
signal. Figure 19 shows the lock state indicators for three receivers employing 3rd order 
carrier tracking loops and 2nd order code tracking loops. The carrier and code loop 
bandwidth's for these receivers are 2Hz & 0.8Hz, 5Hz & 1Hz, and 10Hz & 2Hz, 
respectively. The rate of change of Doppler on the incoming GPS signal was typical of 
a stationary receiver and a satellite relatively low on the horizon (i.e. approximately 
constant Doppler and a zero steady state tracking error). The scintillation patterns 
were obtained using Fresnel-Kirchoff diffraction theory (Appendix F) with an 
assembly of moderately dense ionospheric irregularities at a height of 400km all 
travelling at 100m/s. The narrow bandwidth receiver (upper panel) lost lock on 
several occasions, whereas the wide bandwidth receiver (lower panel) did not, 
although it was significantly stressed by the scintillations. In all cases, because the 
Doppler shift on the incoming signals was approximately constant, the receivers 
returned to their normal tracking states with zero mean tracking error once the 
disturbance had passed. 
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Figure 19: Carrier phase lock states for 2Hz/0.8Hz, 5Hz/lHz, & 10Hz/2Hz bandwidth 
receivers in the presence of moderate simulated scintillation activity. The line at 0.4 represents 
the approximate threshold level for carrier phase lock. 

2) Phase scintillations appear to have a more significant impact on a receiver's 
tracking loops than amplitude scintillations. Figure 20 compares the carrier phase lock 
indicators of 10Hz/2Hz and 2Hz/0.8Hz receivers in response to combined phase and 
amplitude scintillations, and the same scintillations with first the phase and then the 
amplitude scintillations suppressed. By comparing these figures it can be seen that the 
wide bandwidth receiver generally performs better than the narrow bandwidth 
receiver. This is mainly the result of the wide bandwidth receiver's superior capacity to 
track the rapid variations in phase which are associated with phase scintillations 
(central panel). Although the narrow bandwidth receiver copes with amplitude 
scintillations better than the wide bandwidth receiver, the improvement in 
performance is only marginal (lower panel). Other tests performed using irregularities 
of different sizes and separations produced similar results. It is, however, likely that 
the impact of amplitude scintillations will become more significant when the relative 
velocity between the irregularities and the receiver is small. Under these conditions the 
receiver is likely to dwell for longer periods in the troughs of the amplitude 
scintillation patterns, while at the same time experiencing reduced phase stresses as a 
result of the lower phase rates. 
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Figure 20: Carrier lock states for a 10Hz/2Hz receiver (left panels) and a 2Hz/0.8Hz receiver 
(right panels) in response to phase-amplitude scintillations (upper panels), phase-only 
scintillations (centre panels), and amplitude-only scintillations (lower panels) based on the 
Fresnel-Kirchoff diffraction model. 

3) As the relative velocities between the receiver and the ionosphere increase, the 
duration of amplitude fading events will decrease. Consequently, the impact of 
amplitude scintillations is likely to be reduced at high velocities (i.e. high frequency 
amplitude scintillations are likely to be removed by the pre-detection filters in the 
tracking loops). Conversely, an increase in velocity will increase the frequency of 
phase scintillations making them harder to track. Preliminary results suggest that at 
high velocities, the increased susceptibility from phase scintillations outweighs the 
reduced susceptibility from amplitude scintillations, making the receiver in general 
more vulnerable. When the velocity of the irregularities was increased to 600 m/s with 
the same Doppler conditions as those outlined under item 1, all of the receivers 
suffered from cycle slips and eventually lost lock. Once the disturbance had passed, 
however, all receivers were able to re-acquire the signal. 

4) Under the same ionospheric conditions, but with less favourable Doppler similar to 
that of a satellite at its point of closest approach, the narrow bandwidth receiver was 
unable to track the incoming signal or re-acquire it after the disturbance had passed. 
The wide bandwidth receiver, on the other hand, managed to track the signal through 
the activity, although it did suffer from cycle slips during the most severe parts of the 
disturbance (the upper panel of Figure 21 shows the difference between the actual and 
the observed phase ranges for this receiver). Subjecting the same receiver to a constant 
2g acceleration, such as might be experienced during flight, resulted in it losing lock 
and being unable to re-acquire, even after the irregularity had passed (Figure 21, lower 
panel). In the absence of any scintillation activity all of the receivers were capable of 
tracking the incoming signals correctly under the specified dynamic conditions. 
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Figure 21: Carrier phase range errors of a wide bandwidth receiver subject to scintillation 
activity from the Fresnel-Kirchojf diffraction model under both unfavourable satellite Dopplet 
conditions (upper panel), and a constant 2g platform acceleration (lower panel). 

Acceleration stresses will in general make tracking more difficult for both wide and 
narrow bandwidth receivers. This is the result of two effects: 
• Under acceleration conditions, a receiver suffers from additional tracking errors 

which add to the scintillation and thermal noise errors. 
• More importantly, once lock is lost, the PLL will have difficulty regaining lock on a 

carrier which is continually changing. In a real GPS receiver, the other channels 
and/or INS aiding will help the affected tracking loop to regain lock (unless all 
channels have been affected or there is no aiding). These effects have not yet been 
modelled. 

5) Carrier phase DGPS is likely to gain some benefit from the filtering effects of 
narrow bandwidth receivers. This will become more pronounced at high relative 
velocities as the power spectra of both the amplitude and phase scintillations are 
shifted to higher frequencies. This advantage will of course be negated if the receiver 
loses lock, which as explained earlier, is more likely for narrow-band receivers. 

6) The short wavelengths of the phase disturbance patterns produced by small 
irregularities (those with scale sizes less than the first Fresnel zone radius) means that 
the errors in the carrier loops will become de-correlated over very short baselines. 
Consequently, receivers that use carrier phase DGPS techniques to establish their 
positions (e.g. high precision navigation systems, attitude determination systems, etc.) 
are likely to be profoundly affected by these disturbances. Figure 22 shows the phase 
response of a wide bandwidth receiver to a number of small irregularities (scale size = 
30m) with peak TEC variations of about 0.25 TECu. In this case, the relative velocity 
between the ionosphere and the receiver is 200m/s. Although no cycle slips have 
occurred, the rms errors have increased from about 1mm prior to the scintillation 
activity to around  10mm at its  centre  (with peak errors  around 20mm).  The 
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wavelength of the central component of the disturbance pattern on the ground is 
approximately 290m, which is about the radius of the first Fresnel zone. Consequently, 
receivers would need to be separated by much less than this in order for the errors to 
be correlated. Figure 23 shows as a function of separation the difference in the phase 
errors between two GPS receivers subject to the above irregularity. Notice that the 
errors increase very rapidly as separation increases, reaching a maximum at about Vi 
the Fresnel zone radius. Small-scale irregularities of this sort are particularly important 
because they are likely to be far more common than the more dense ones. Moreover, 
they can also occur as a result of irregularities within the lower layers of the 
ionosphere and are therefore not restricted solely to the evening hours of solar 
maximum. 

0,025 

10 IS 
Time (■) 

Figure 22: RMS phase response of a 10Hz carrier tracking loop resulting from scintillations 
produced by an assembly of 30m ionospheric irregularities with peak TEC variations of 0.25 
TECu. The relative velocity between the irregularities and the receiver is 200m/s. 

Separation (m) 

Figure 23: Differential phase range errors as a function of time and antenna separation for the 
scintillation activity outlined in Figure 22. 
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5.4.3 Preliminary results from the SSTS model 

In Figure 24, the results of a test conducted on a second order Costas loop using SSTS 
simulated data are given. The loop bandwidth (5Hz) and order are typical of a stand 
alone GPS receiver. The SSTS simulated data was generated with an S4 of 0.6 and a* 

of 7t radians. 
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Figure 24: Results from inputting SSTS model data (S4 = 0.6 and a^ = it) into a second order 

Costas loop with a 5 Hz bandwidth. The top two panels show the input intensity and phase 
scintillation data respectively, the third panel displays the phase estimate of the Costas loop, 
and the bottom panel shows the phase error which (difference between the input phase and the 
phase estimate). Note the incidents of cycle slips in the phase error which are indicative of the 
Costas loop experiencing difficulties in maintaining signal lock. 

From examination of Figure 24 one can see that the Costas loop is stressed and 
experiences cycle slips at times of 36 and 73 seconds. The phase error (which is the 
difference between the input phase and the phase estimate of the Costas loop) at these 
times jumps by TC radians. It is interesting to note that at these times the signal power 
does not experience any significant fading, although an increase in the phase error 
noise is evident at a time of 32 seconds where a -10 dB fade is experienced. On the 
other hand, the input phase data does show large rates of change at the times of the 
cycle slips. Therefore, in this case it is the phase scintillation which is stressing the 
Costas loop. 

Other tests with different levels of S4 and o^ were also performed. The results of 

these tests are not displayed here; however, briefly, we found that the Costas loop was 
stressed to a greater degree by one type of scintillation (i.e. intensity or phase 
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scintillation) over the other under certain conditions. We found that when the relative 
speed of the ionospheric irregularities transverse to the propagation path was small, 
then intensity scintillation played a greater role in determining if the loop lost lock, 
while for large transverse speeds it was the phase scintillation that caused loss of lock. 
These results are expected; for large irregularity drift speeds transverse to the 
propagation path any fading in the signal power will be short in duration and the 
integrator in the Costas loop is able to average the signal over the fade. However, large 
drift speeds cause any changes in phase to be more rapid; thus, the loop will be 
stressed if there is any appreciable phase scintillation activity. The reverse is true for 
small irregularity drift speeds; now the phase changes will be slower but the fades in 
the signal power will be longer in duration. Thus, under this condition it is intensity 
scintillation which stresses the Costas loop. A following report will describe these 
observations and results in detail. 

5.4.4 Additional Comments 

1) Dual frequency receivers track both the LI and L2 carriers in order to remove the 
biases introduced into the receiver's position by the ionosphere. If the two 
measurements are assumed to be uncorrelated, then the variance of the corrected 

phase observable, 0"c, is derived from the individual variances of the LI and L2 

measurements, 0"LI and oL2 as follows [14]: 

ol = 6.48oij + 2.39o^2 = 10.4o ^ 

Consequently, any attempt to eliminate ionospheric delays from the LI phase 
observable using the L2 observable will increase the measurement variance of the 
corrected range estimate. 

2) A tightly integrated Inertial Navigation System (INS) can improve a GPS receivers 
tolerance to external interference by allowing the tracking loop bandwidth's to be 
significantly reduced (along with the order of the loop filter). Unfortunately, this 
means that the unit is now more susceptible to scintillation activity and has a higher 
probability of losing lock. Once the disturbance has passed, however, position 
estimates provided by the INS will allow the receiver to re-acquire the incoming signal 
much more rapidly. The effects of prolonged scintillation activity and INS drift upon 
GPS-INS systems have yet to be investigated. 

1   fini? 
3) The tracking threshold for a PLL is given by 3aT + < 45°, where Or is the 

co0 dt 

rms thermal noise, R is the line of sight range to the satellite, and n is the loop order. 
For a disturbance consisting of both high frequency, noise-like components and low 
frequency variations, the variance of the noise-like components will add to the thermal 
noise error, while the low frequency variations will add to the range component. By 
using a high loop order, the error resulting from the low frequency component can be 
reduced without adding to the noise. However, for a fixed loop order, a change in 
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bandwidth by a factor k will change the envelope error by k"n and the noise by 

Vk (assuming that the noise components of the irregularity are white over the 
bandwidth's of interest). 

4) For an ionospheric drift velocity of 100 m/s, the corner frequency for Fresnel 
oscillations is of the order of 0.3Hz. Consequently, for small irregularities which 
produce diffraction effects with minimal interference, the PLL filters will allow most of 
the irregularity power through, regardless of noise bandwidth (the carrier noise 
bandwidth's of GPS receivers are usually greater than 1Hz to accommodate the 
changing Doppler imparted by the satellites). In other words, such oscillations would 
be slow enough for stationary receivers to track. This may not be the case for high 
platform velocities and narrow bandwidth's (such as those encountered in INS-aided 
receivers), or when the electron density gradients are large enough to produce 
significant interference effects. In these cases, both amplitude and phase scintillation 
energy will be shifted to higher fluctuation frequencies. 

5) Cross-correlation and P-W tracking receivers [3] are more susceptible to loss of lock 
than direct correlation receivers because of the inherently lower SNR on the P2-P1 
channels (cross-correlation) and P2 & PI channels (P-W tracking). Under strong 
scintillation conditions, these receivers may only be capable of tracking the C/A-Code 
and the LI carrier phase which are obtained by direct code correlation. 

6) For scintillation activity levels below the lock limits for a PLL, frequent cycle slips 
may still occur which can complicate cycle slip repair and degrade the performance of 
carrier phase DGPS systems. This is particularly true for dynamic systems for which 
loop stresses may be higher and ambiguity resolution is more difficult. 

7) Finally, to compensate for the deviation from unity of the radio wave group and 
phase refractive indices, dual frequency GPS receivers use a linear approximation of 
the Appleton-Hartree equation [8]. Moreover, it is also assumed that both the LI and 
L2 GPS signals travel from the satellite to the receiver along the same geometric paths. 
The residual effect of combining these two approximations is about a 1% error in the 
total ionospheric correction [14]. In the presence of significant ionospheric gradients 
along the signal paths, however, the separation between the LI and L2 GPS signals 
will be considerably greater than in the case when the ionosphere is benign or 
homogeneous. This will again introduce errors into the navigation solution. 
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5.5 Signal Processing Model 

The signal processing model is a mathematical representation of the GPS receiver 
tracking loops which is based on a number of linearising approximations. The 
advantage of such a model over simulations is that it provides a deeper insight into the 
relationships between the parameters of both the scintillations and the tracking loops, 
and the expected loop performance. The principal disadvantage (and the reason for 
conducting simulations) is that it fails to take into account the non-linearities which are 
inherent in all tracking loops. Consequently, a combination of signal processing 
modelling and simulation is needed to provide a complete picture of receiver 
behaviour in a scintillation environment. 

Figure 25 is an illustration of a generic GPS receiver in which the code and carrier 
tracking loops are shown embedded between an antenna / down-conversion stage 
and the navigation processor. Each tracking loop channel consists of a Costas Phase 
Locked Loop (PLL) for carrier tracking linked to a non-coherent Delay Locked Loop 
(DLL) for code tracking. In addition, the code loop is aided with Doppler corrections 
provided by the carrier loop to improve its robustness to dynamics1. The mixer at the 
front of the code tracking loop is driven by a reference signal from the PLL and is 
responsible for down-converting the GPS Intermediate Frequency (IF) to a baseband 
digital signal. The mixer at the front of the carrier tracking loop is driven by the code 
estimate from the DLL and is responsible for stripping the PRN code from the IF 
carrier. The carrier signal produced at the output of the code mixer is modulated by 
navigation data and must be tracked with a suppressed carrier tracking loop such a 
Costas PLL rather than an ordinary PLL. 

Channel 1 

[x,y,z] 

•[vx,?y,vz] 

f 
Channel n 

Figure 25: Architecture of a generic GPS receiver. 

1 Carrier aiding of the code loop is present in all GPS receivers. 
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Both the code and carrier tracking loops can be represented by the signal processing 
model illustrated in Figure 26. Here x and O represent the phases of the code and 
carrier components of the IF signal at the input to the loop and t and 6 represent the 
loop phase estimates. The loop contains two filters, a pre-detection filter G(s) which 
reduces the levels of thermal noise prior to the non-linear phase discriminator, and a 
loop filter F(s) which controls the order and bandwidth of the loop. The loop outputs 

are Doppler estimates T and <f> which are integrated in the Navigation Processor to 
produce the code and carrier range estimates. 

Oorx—►(V)—► G(s) —*■ 
Nonlinear 

—*■ F(s) Discriminator 
i L 

Oorx 1/s 

"^Oorx 

Figure 26:  Signal processing model of a generic code or carrier tracking loop. 

The function of the tracking loop is to measure the desired input phase process while 
rejecting phase noise. For GPS, the desired phase process is the Doppler introduced by 
satellite and receiver motion, while the phase noise is generated by a combination of 
thermal noise, multipath and scintillations. Important design objectives for the 
tracking loops are to minimise phase noise on the Doppler estimates, and to minimise 
the error between the input phase and estimated phase processes (ie 
te = T-T andOe = <£-0). This second objective is associated with the ability of the 
loop to remain in lock and is probably the most important of the two under extreme 
scintillation conditions. 

The analysis which follows will concentrate on the effects of scintillations on the 
carrier tracking loop. It is assumed that delay jitter introduced by phase scintillations 
will have a more significant effect on the carrier tracking loop than the code tracking 
loop because of the much shorter wavelength on the carrier. In addition, the narrower 
bandwidth on the code tracking loop should improve its immunity to the SNR 
degradation's associated with amplitude scintillations. However, it is known that 
under conditions of very strong scintillation activity, frequency selective scintillation 
effects may cause distortion of the satellite PRN codes [44]. Such distortions would be 
likely to affect both the code and carrier tracking loops and will be the subject of future 
research. 

Figure 27 is a representation of a Costas suppressed carrier tracking loop for tracking a 
data modulated carrier. The Costas loop generates In-phase (I) and Quadrature (Q) 
signals by mixing the GPS IF with an in-phase and quadrature reference from a 
Voltage Controlled Oscillator (VCO). The I & Q signals are then filtered by pre- 

UNCLASSMED 
43 



UNCLASSIFIED 
DSTO-RR-0121 

detection integrate and dump filters2 and passed to a Costas phase discriminator to 
determine the phase errors. 

w-Hg>- n 

PRN 
Code 

®—H Jdt ru 

■8K jdt 

Phase 
r*-j Discrim F(s) 

90° 

vco h-®- 

-O 

CO 

Figure 27:  Representation of a generic Costas phase locked loop. 

The function of the discriminator is to determine the error between the IF carrier phase 
and the VCO carrier phase while simultaneously removing the navigation data from 
the carrier. A list of the common discriminator algorithms along with their 
corresponding phase errors (as a function of the true phase error 4>E) are given in 
Table 2 (a(t) is the signal amplitude). 

Table 2:  Common Phase Locked Loop Discriminators. 

Discriminator Phase Error 
Q.sign(I) a(t)sin(<DE) 

Q.I a(t)2sin(20e) 

Q/l tan(Oe) 
atan2(Q,I) <*>e 

Discriminator phase errors are then filtered by a loop filter F(s) and passed to the VCO 
as corrections to the reference frequency. The loop filter controls the bandwidth and 
order of the tracking loop and must be adjusted according to the dynamic conditions 
in order to maintain optimum loop performance (minimum phase error). 

In the following analysis, scintillations are modelled as a modulation of both the 
amplitude and phase of the GPS signal. Based on this model, the IF signal can be 
represented as follows: 

2 The integrate and dump filters are synchronised to the navigation data and have integration 
periods less than or equal to the length of a data bit. Without synchronisation, the SNR of the 
filtered I & Q signals would be significantly degraded. 
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IF = a(t)p(t - t)d(t - x) sin(wt + <D(t))+n(t), 
where: 

a(t) is the signal amplitude (corrupted by amplitude scintillations), 
p(t - x) is the satellite PRN code with a time delay of x seconds (±1 bit stream), 

d(t - T) is the navigation message with a delay of x seconds (±1 bit stream), 
co is the GPS IF carrier frequency, 

*(t) = *d (*)+*i (*) + *o (*)is me Phase of me GPS carrier, 
4>d(t) represents the effects of satellite and platform dynamics, 
Oj(t) represents the effects of phase scintillations, 
00(t) represents other effects (eg VCO phase noise), and 
n(t) = nc(t)cos(cot) + ns(t)sin(cot) is white Gaussian thermal noise 

The EF signal is mixed with a replica PRN code from the code tracking loop to 
eliminate the code modulation p(t - x) giving: 

x(t) = a(t)d(t - x)sin(cot + <E>(t)) + n'(t), 

where n'(t) = nc(t)cos(cot) + n;(t)sin(cot) and n£(t) and n^t) are uncorrelated, white 
Gaussian noise processes. Mixing with the I & Q references from the VCO and low- 
pass filtering through the pre-detection filters gives: 

I = a(t)d(t - T) cos(<De (t)) + n! (t), and 

Q = a(t)d(t - T) sin(Oe (t)) + nQ (t), 

where a(t) is a filtered version of the amplitude, 0E(t) = 0(t)-[Od(t) + 4>I(t) + 00(t)] is 

the phase error which is detected by the discriminator, and nz(t)  and nQ(t) are 

uncorrelated baseband Gaussian noise processes. The Costas discriminator operates on 
the resultant I & Q signals to eliminate the navigation data and produce phase errors 
according to Table 2. 

The Costas loop can be represented in an equivalent form in which the mixers and pre- 
detection filters are replaced by an adder and the phase discriminator is replaced by 
the equivalent phase error function. An example of this representation for the I.Q 
phase discriminator is given in Figure 28. 
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nd(t) 

F(s) 

Figure 28:  Non-linear model of an I.Q Costas Loop. 

nd(t)   Gain control g(t) 

±) -®^ F(s) 

1/s 

Figure 29: Linear model of an I.Q Costas Loop. 

For small phase errors, the non-linear sin( ) function can be ignored leading to an 
entirely linearised phase model (Figure 29). The noise term nd(t) represents the effects 
of additive thermal noise translated to the discriminator output, and includes products 
between the I and Q signals and the incident thermal noise which are created within 
the discriminator. For the I.Q discriminator, nd(t) is given by: 

nd(t) = ä(t)d(t-T)cos(Oe(t)).nQ(t) + a(t)d(t-T)sin(<De(t)>nI(t) + nQ(t).nI(t) 

The gain control g(t) is typically provided by a post-detection AGC [42] and is 
necessary to ensure that I.Q or sign(I).Q loops operate within their design parameters. 
Without such control, the bandwidth and damping factor of the loops would be 
heavily influenced by the signal amplitude. For an I.Q discriminator, the AGC gain 

factor is given by g(t) = l/(l2 + Q2] = l/a(t)2 . If a normalised discriminator is used 

(such as Q/I or atan(Q,I)), or the AGC is assumed to track the signal strength 
fluctuations accurately, the closed loop transfer function of the Costas loop is given by: 

H(s) = 
0(s)_   F(s) 
<D(s)    s + F(s) 

Typical loop transfer functions for 1st order, 2nd order and 3rd order tracking loops 
are: 
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1st Order Loop 2nd Order Loop 3rd Order Loop 

°>n XJ^_      
2fonS + COn „, v _      2(OnS2 + 2(D2 S + CO^ H(s) = —a-, H(s)=  , ^7"""" H(s) = 

SZ + 2£©nS + C0„ SJ + 2CDnS2 + 200ns + (0^ 

where con is the loop natural frequency (proportional to the loop noise bandwidth) 
and t, is the damping factor for a second order loop. The power spectra of the phase 
errors and phase estimates can be found by applying the closed loop transfer function 
to the power spectra of the input phase processes as follows: 

S(I)e(co) = |l-H(co)|2[S<I>(co)] + |H(<o)|2.Sn(co) 

S6((o) = |H(co)|2[S<1)(G))] + |H(Q))|2.Sn(a)) 

where S0((D) = S<i,d((ö) + Sa)i((ö) + S(i)o((ö) and S^co), S^co) =T.(co/27t)"p
/ S^CD) 

and Sn(co) are the power spectra of the dynamic phase process, ionospheric phase 
scintillations, other phase noise processes and thermal noise (nd(t)) respectively. The 
variance of the phase error is thus: 

1   °° 
27r-=o 

where cd, Oj, o0  and on are the variances of the phase errors associated with 
dynamics, ionospheric phase scintillations, other phase noise sources and thermal 
noise respectively. The phase error variance a|c is a measure of the error in the loop's 

estimate of the true carrier phase and is important for determining the probability of 
losing lock on the GPS signal. 

The variance of the error in the dynamic phase process (ie. the error in the loop's 
estimate of the desired phase process Od(t)) is given by: 

1   °° 
ade=to l[s*d(a>)-Si(a»\d(o 

This is a measure of the error introduced into measurements of carrier phase range by 
phase scintillations and other sources. This is important in determining the impact of 
scintillations on the accuracy of GPS systems which use carrier phase range (such as 
carrier phase Differential GPS) and those which require precise velocity estimates. 
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In both cases, the thermal noise variance of an I.Q Costas PLL is given by ([5] pp 158): 

ol=±)\H{a>fsn{(oUco^ 
C/N0 

1 + 
2TC/N0 

where: 
C/N0 = A /N0 is the Carrier to noise density ratio, 

A2/2 is the nominal signal power level, 

N0/2 is the power spectral density of the thermal noise nd(t), 

T is the period of the integrate and dump filters, 
"I    oo 

Bn = o| = — NH(CO)| .dco is the loop noise bandwidth. 
E    fto 

The bracketed part of the expression is the squaring loss associated with the cross- 
products created within the I.Q discriminator. A modification to this expression for the 
case where amplitude scintillations are present is given by: 

Bt /T2 _    "n 

C/N0 5(t)2      2TC/N0       a(tr 

where E{ } is the expectation operator. This assumes that the amplitude scintillations 
are uncorrelated with the thermal noise and a fast AGC is operating. As the level of 
amplitude scintillation activity increases, the two expectation terms also increase 
causing the thermal noise variance to increase. Although o2 is different for the other 
three Costas discriminators, it is never less than the thermal noise variance of a 
standard PLL (given by Bn/(C/N0)). 

The threshold for carrier tracking is based on the assumption that loss of lock will 
occur at a point near where the linearising approximations are significantly violated. If 
carrier phase noise is assumed to be Gaussian (as both the thermal noise and 
ionospheric phase scintillations are Gaussian), the probability of the phase error 
exceeding some threshold OT is given by the Q function as follows: 

Pr[|Oe(t)|>0T] = 2Q ̂ T' 

VG*C 

If it is  assumed  that the  loop  will  be  significantly  stressed  when  the  linear 
approximation is in error by more than 5%, a phase error threshold of 7t/6 can be used 
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(ie l-sin(0T)/0T =0.05). If it is also assumed that loss of lock will occur when the 

phase error threshold is exceeded more than 5% of the time, then the threshold phase 
error variance becomes 

^Threshold     \J2, 

This threshold allows T and p values for the phase scintillation power spectrum to be 
defined which will result in loss of carrier lock. Factors which must be considered in 
this analysis include the bandwidth and order of the tracking loop, satellite and 
receiver motion and the presence of other sources of phase noise such as oscillator 
phase noise. In order to proceed, the following assumptions are made: 

1. The satellite and receiver are stationary (ie Od = 0). 
2. Amplitude scintillations are assumed to have no effect on the loop transfer 

function (ie either the AGC is capable of tracking the amplitude variations or a 
normalised discriminator is being used). Amplitude scintillations are accounted 
for as a factor F which scales the thermal noise variance (ie a| =a4nominal*F 

where F > 1). 
3. No other phase noise sources are present. 
4. The noise bandwidth of the carrier tracking loop never falls below 1Hz (a 

typical lower limit for GPS). 
By equating the phase error threshold to the expression for phase error variance and 
taking account of the four assumptions above, an expression can be obtained which 
relates the phase scintillation parameters T and p to the scaling factor F and loop 
natural frequency oon. This can be represented as: 

<(T'P'F'W*> = <Lsho,d 

In order to determine the optimum loop performance for a given loop order, the 
expression for the phase error variance can be minimised with respect to con as 
follows: 

cd (T,p,F)|  .  =o%\      u]j VE
       

r       Imin ^Threshold 

For a specific loop order, a threshold scaling factor F can be found as a function of the 
phase scintillation parameters T and p. In Figure 30, the threshold is plotted against T 
and p for a second order PLL. Similar thresholds can be obtained for first order and 
third order PLL's, although for reasons of loop stability the additional restriction of an 
upper limit on the noise bandwidth of 18Hz for third order PLLs must be applied. The 
lower plateau, which corresponds to a threshold fading level of OdB, represents values 
of T and p for which the loop will be forced out of lock without amplitude 
scintillations. Scintillations in this region will therefore have very detrimental effects 
on loop performance, irrespective of the loop bandwidth. The upper plateau, 
corresponding to a threshold fading level of 32dB, represents the values of T and p for 
which an optimised loop will suffer negligible phase scintillation stress. 
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Threshold Scaling Factor, 2nd order PLL 

Spectral Strength T (dB) 
Spectral Index p 

Figure 30: Threshold noise scaling factor as a function of the spectral index p and spectral 
strength T for a second order PLL. The loop has been optimised for minimum phase error 
variance at each value of T and p. 

GPS receivers will in general choose the bandwidth and order of their tracking loops 
according to the actual or anticipated dynamic conditions, and not to the levels of 
phase and amplitude scintillation. Consequently, for typical GPS receiver tracking loop 
bandwidth's, the threshold curve is expected to be much worse. The next step in this 
analysis is to associate the threshold T & p values with probabilities of occurrence 
based on a scintillation model such as WBMOD. 

The analysis so far has only been at a preliminary level. Further investigation will be 
needed into the following areas: 

• An investigation into the errors associated with the linearising approximations. 
• An analysis of the acquisition performance of receivers in the presence of 

scintillation activity. 
• The impact of other non-linear elements such as the AGC. 
• The impact of non-stationary scintillation statistics on loop performance. 

5.6 Impact of Scintillations on Jamming Immunity 

Simple jamming signals such as single tone CW, FM CW, FM and AM noise raise the 
noise floor of the GPS signal at the input to the carrier tracking loop. Although pulse 
jamming behaves in a similar way, it tends to be less effective because of the AGC and 
peak clipping circuits employed in the front ends of GPS receivers. A more thorough 
analysis of the susceptibility of GPS to simple jamming waveforms is given in [45]. 
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A single tone CW jammer centred on the GPS carrier is spread to a wide-band signal 
after mixing with the receiver's locally generated replica PRN ranging code. The 
envelope of the resulting jammer power spectrum is given by the following expression 
[45]: 

f    'rc(f-fj)/^2 

Sj(f) = ^ 

sin '£ c; 

rc(f-fj), 

where: 
fc  = the chipping rate of the PRN code 

= 1.023X106 for the C/A-Code 
= 10.23xl06 for the P(Y)-Code, 

PJR = The jammer power level at the receiver, 
fj   = The frequency of the tone jammer, 
f    = Frequency, 

For a CW jammer centred on the GPS LI frequency, the power spectral density near LI 
is given by: 

SjLl(f) = PjR/fc 

For a thermal noise power spectral density of No/2 at the input to the carrier tracking 
loop, the total noise power spectral density from all additive noise sources at 
frequencies near to GPS LI is: 

No/2 + PjR/f, 

Consequently, the equivalent carrier to noise density ratio is given by (Ward, pp 220 
[5]): 

N0/2 + PJR/fc 1    , J/s / 

C/N0     fc 

where C/No is the un-jammed carrier to noise density ratio and J/S is the jammer to 
signal power ratio. The total variance from thermal noise and jamming sources is 
therefore (Ward, pp 158 [5]): 

<TJ+T=- 
Br 

C/NOJ 
1 + - 

2TC/N0J 

where Bn is the noise bandwidth of the carrier tracking loop. The total phase error 
variance resulting from all noise sources is thus: 

2 2 2 2 2 cz=0ä+of+a£+af+T 
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where a^, a2 and a0  are the phase error variances associated with dynamics, 
ionospheric phase scintillations and other phase noise sources (eg oscillator phase 

noise) respectively. If a threshold variance of (Tt/12)   is assumed (based on the analysis 

given earlier), then a threshold value for aJ+T can be defined as follows: 

°J+TL ={n/nf-o2
d-o2

1-o2
0 

If only jamming, thermal noise and ionospheric scintillation effects are considered, this 
expression reduces to: 

°J+TL=(V12)
2
-CT? 

Combining this with the expression for the thermal noise plus jammer variance gives: 

C/N0] 
Br 

J+ilTh 

1 + 
2a 

1 + - 
J+T Th 

TBr 

From the expression for the equivalent carrier to noise density ratio, the threshold 
jammer power level at the receiver is: 

PJRU-fc 
2C/N0] 

-No/2 
Th 

This can be converted into an equivalent transmitted jammer power level by applying 
the equation for the propagation of electromagnetic waves in free space [45]: 

P
JR 

=PJT-GJT-GjR-(/4JId) 
where: 

PJT  = Transmitted power level of the jammer, 
GJT = Gain of the transmitting antenna (jammer), 
GJR = Gain of the receiving antenna (GPS receiver), 
d    = the range to the jammer, 
A,    = Free space wavelength (0.190m: GPS LI, 0.244m: GPS L2). 

The threshold transmitted jammer power level is therefore: 
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Pi JTllh 

(47üd)2PJR Th 

X .GJJ.GJR 

(47id)2fc 
A2((rt/12)2-a2) 

X .GJT-GJR 
Bn l + jl + 2((V12)2-a2)/(TBn) 

■No/2 

The threshold jammer power level can be plotted as a function of the ionospheric 
phase scintillation parameters, T and p, for a specific range d if the following 
assumptions are made: 

1. fc is fixed (eg 1.023x10s for the C/A-Code), 
2. X is fixed (eg 0.190m for the C/A-Code), 
3. GJT and GJR are fixed (eg 1 for isotropic radiators), 
4. The GPS signal level is fixed (eg AV2 = -160dBW for the C/A-Code), 
5. Amplitude scintillation effects are ignored (a(t)=A which is a constant), 
6. No other sources of phase noise exist (o2 = 0), 

7. The receiver is stationary (<s\ = 0), 
8. The loop order is fixed (eg a 2nd order loop). 

The analysis would result in different threshold jammer power levels if any of these 
assumptions were changed. 

In Figure 31, the threshold transmitted jammer power level is plotted as a function of 
the scintillation spectral parameters T and p for a range of 50km (based on the 
assumptions listed above). In panel (a) a 10Hz noise bandwidth was used, in panel (b) 
a 2Hz noise bandwidth was used. It is apparent from Figure 31 that the wider 
bandwidth receiver is more tolerant to phase scintillations, but less tolerant to 
jamming (ie it can tolerate larger values of T representing stronger scintillation activity, 
but its threshold jammer power level in the absence of scintillations is much lower). 
Consequently, an optimum bandwidth will exist as a function of T, p and jammer 
strength which will minimise the combination of these two error sources. Panel (a) 
represents a bandwidth which is typical of an unaided GPS receiver, while panel (b) 
represents a bandwidth typical of an INS aided receiver. Consequently, although INS 
aiding minimises the effects of jamming by allowing a reduction in the tracking loop 
bandwidth, it has the reverse effect on phase scintillations. 
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Figure 31: Threshold transmitted jammer power level for a 2nd order Costas PLL at a range of 
50km as a function of the spectral strength (T) and spectral index (p) of phase scintillations. 
Panel (a) represents a bandwidth oflOHz, panel (b) represents a bandwidth of2Hz. 

5.7 Impact of Scintillations on Navigational Accuracy 

Although scintillations can have a significant impact on the performance of individual 
tracking loops, the overall navigational performance of a receiver will depend upon a 
number of factors, including: 

• The number of satellites affected by the large-scale structure of the irregularities. 
• The intensity and type of scintillation activity and their resultant effect on the 

individual tracking loops. 
• The geometry and density of the satellite constellation and the distribution of 

the affected versus unaffected satellites. 
• Masking angles and the gain pattern of the receiver antenna. 
• Aiding by secondary navigation systems such as INS. 
• The satellite selection algorithms used by the individual receivers. 

It has already been demonstrated that scintillation activity can introduce perturbations 
into the GPS signals at a level that results in a significant increase in the phase-noise 
and/or pseudorange errors observed by the receivers. Moreover, it has also been 
shown that severe scintillations can produce perturbations large enough to cause the 
carrier tracking loops of a receiver to lose lock. Depending upon the extent of the large- 
scale structure of the ionospheric irregularities, therefore, the navigational accuracy 
will be degraded in accordance with the poorer GDOP that results from the now 
degraded constellation geometry. 
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In the analysis that follows it was assumed that the scintillation activity extended in 
two bands centred on the anomaly crests3 and covering a region of about 1600 km 
North-South (approximately 15° in latitude). In addition, the region of scintillation 
activity was assumed to be confined to the height range of 300 km to 600 km at all 
latitudes within these bands. It was also assumed that the scintillation activity was 
such that any signals passing through these structures could not be tracked by the GPS 
receivers. Initially, this may seem a rather harsh assumption. However, once a receiver 
has lost lock on the incoming signal it generally struggles to re-acquire it, at least for 
the duration of the scintillation activity. 

Two scenarios were considered; i) a 100km wide irregularity in both the Northern and 
Southern latitude bands, and ii) a group of three 100km wide irregularities separated 
by about 400km in each band. These scenarios were based on observations of the 
width's of irregularity patches made by Ossakow etal [32] and of the separations of 
irregularity patches made by Tsunoda etal [47]. 

The effects of the irregularity patches on the available satellite geometry was found by 
cycling the constellation through 24 hours in 5 minute steps over a large number of 
geographic locations and determining the resultant Horizontal Dilution of Precision 
(HDOP). At each location, the centres of the irregularity patches were aligned with the 
longitude of the location. HDOP was then combined with a typical User Equivalent 
Range Error (UERE) to obtain 2a estimates of the horizontal accuracy. This procedure 
was repeated at locations separated by 0.5 degrees in both latitude and longitude over 
a region covering both Australia and South East Asia. 

Figure 32 is a plot of the 90th percentile4 of the 2o horizontal accuracy (in metres) for a 
C/A-code GPS receiver in the presence of a single, 100km wide irregularity patch in 
each anomaly band. A constellation of 24 satellites is assumed and the mask angle of 
the antenna is set to 0°. The figure is scaled such that a horizontal accuracy worse than 
approximately 1000m is considered to be equivalent to an outage (ie. less than 4 
satellites available). The dotted line in the centre of the page shows the approximate 
location of the geomagnetic equator and the two lines either side of the equator 
represent the extent of the anomaly region. 

3 The large-scale ionospheric irregularities often extend across the magnetic equator from one 
anomaly crest to the other (assumed to be located at ± 12.5° magnetic). However, the severest 
scintillation activity is usually confined to the regions around the anomaly peaks where the 
ionospheric gradients are greatest [34], [31]. 
4 The 90th percentile refers to the error which is exceeded only 10% of the time. 
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Figure 32: C/A-code navigational accuracy (m) at the 90th percentile in the presence of a pair 
of 1600km by 100km irregularities centred on the crests of the equatorial anomaly (24 satellites, 
0° elevation mask). 

It is clear from this figure that for an aircraft at moderate altitude (mask angle 0°), a 
fully operational GPS satellite constellation (24 satellites), and a single ionospheric 
disturbance of the type described above, that the overall impact on GPS navigation is 
relatively minor. In other words, the probability of outages is both small and restricted 
to specific regions of the world. If, however, the mask angle is increased (i.e. the 
aircraft is at a lower altitude or the receiver is ground based), the constellation is 
operating at less than its full compliment of satellites (eg. the minimum operational 
constellation of 21), or the local terrain obscures the antennas view of the constellation, 
the impact becomes much more pronounced and significant degradations in accuracy 
can occur in the regions of severest scintillation activity (Figure 33). This is particularly 
pronounced in areas where the crests of the equatorial anomaly are significantly 
removed from the geographic equator. This is because the satellite geometry and 
coverage provided by the GPS constellation degrades as the latitude increases. In the 
AAI, the Northern anomaly crest is approximately 20° further removed from the 
geographic equator than the Southern anomaly crest. Consequently, the impact of 
scintillations on navigational accuracy is expected to be worse in the Northern 
hemisphere than in the Southern hemisphere. This situation is reversed on the 
opposite side of the Earth (in the American/Atlantic sector). However, even under 
these conditions, the probability of an outage is extremely small. 
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Figure 33: C/A-code navigational accuracy (m) at the 90th percentile in the presence one 
1600km by 100km ionospheric irregularity centred on the crests of the equatorial anomaly (21 
satellites, 5° mask) 

The worst scintillation activity is typically confined to the hours following sunset and 
before midnight during the (local) winter months of the solar maximum. Considering 
the scintillation activity to occur at any time of the day, therefore, is equivalent to 
assuming that the scintillation activity can occur on any day of the year5. 
Consequently, the figures provide a measure of the accuracy levels that will be 
exceeded as a percentage of the time when the scintillation activity is present rather 
than as a percentage of the whole day. Again, however, the distribution is shown at 
the 90th percentile indicating that prudent mission planning may be sufficient to avoid 
significant impact on GPS dependent operations. 

The effect of increasing the number and/or large-scale structure of the ionospheric 
disturbances, however, has a very significant impact on the accuracy and potential for 
outages. Figure 34 (a) shows the navigational accuracy (at the 90th percentile) in the 
presence of three 1600km long, 100km wide irregularity patches, centred on the 
anomaly regions and separated by 400km. A mask angle of 5° (typical) and a 24 
satellite constellation is assumed. Figure 34 (b) shows the total time with less than 
four6 satellites over a 24 hr period under the same conditions. 

5 The difference between the length of a solar and a sidereal day means that the effective time at 
which the scintillation activity will occur in sidereal (i.e. satellite) time shifts by about 4 minutes 
each day. 
6 Four satellites are required for an accurate 3d position fix. 
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Clearly, the duration of the potential outages which are possible in the presence of this 
type of ionospheric activity merit more cautious mission planning, particularly if the 
constellation is not at its full strength, some of the satellites are obscured, or the mask 
angle is greater than 0°. 

Longhuda (dag) Longitude (d«g) 

(a) (b) 

Figure 34: C/A-code navigational accuracy at the 90th percentile (a) and the total time with less 
than 4 satellites (b) in the presence of three ionospheric irregularities at 400 km intervals (24 
satellites, 5° mask). 

Scintillation activity which is not severe enough to cause loss of lock but is still capable 
of introducing range measurement errors is also likely to degrade navigational 
accuracy. However, this will only become a problem when the magnitude of the 
additional range measurement error approaches the largest error source contributing 
to UERE. For example, for a stand alone SPS C/A-Code receiver, the rms range error 
resulting from scintillations would need to exceed 33m in order to have a significant 
effect on navigational accuracy (ie comparable to the SA range error - Table 1). 
However, for carrier phase DGPS systems, this error need only be at the mm level in 
order to exceed the thermal noise and multipath errors in the carrier tracking loop. 

This analysis represents a relatively crude attempt to determine the extent to which the 
large scale structure of the ionosphere effects navigational accuracy. The WBMOD 
model, when linked to an appropriate receiver model, has the capacity to provide 
information about the degradation in UERE and probability of loss of lock on each of a 
number of satellite links. By combining this information with the satellite geometry, 
more accurate predictions of the likely impact of scintillations on navigational 
accuracy can be made. Future research will be directed in this area. 
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6. Conclusions 

The impact of the benign ionosphere on GPS equipment owned and operated by the 
ADO is considered to be minimal because the positional accuracy of receivers will be 
driven by operational requirements. Consequently, in situations where high accuracy 
is not needed, a single frequency C/A-Code receiver can be used. However, if higher 
levels of accuracy are required, dual frequency P(Y)-Code or DGPS techniques can be 
used. The benign ionosphere will, however, have an impact on the accuracy of carrier 
phase DGPS systems over long baselines, particularly at equatorial latitudes where 
TEC gradients can be large. Equatorial gradients can also reduce the accuracy of 
WADGPS if the separation between reference stations is too large. 

With the probable introduction of an L5 channel for civilian users, suitably equipped 
stand-alone SPS receivers will be capable of removing the majority of the errors 
resulting from the benign ionosphere. Consequently, the effects of the benign 
ionosphere on GPS are likely to become even less important in the future. 

Unlike the benign ionosphere, the disturbed ionosphere is capable of affecting all GPS 
systems including stand-alone and differential systems, single frequency and dual 
frequency receivers. Scintillations act on the tracking loops of a GPS receiver directly, 
and so their effects cannot be eliminated by simply processing the pseudorange 
observables. Strategies for mitigating their effects might involve the use of alternative 
tracking loop architectures, loop optimisation techniques, and careful mission 
planning using scintillation forecasting tools. The effects of scintillations on GPS 
include an increase in carrier phase measurement noise, carrier cycle slips, and, under 
extreme conditions, a complete loss of signal lock. All of these effects translate into 
degraded navigational accuracy and an increase in the jamming susceptibility of 
receivers. 

The susceptibility of a receiver to scintillation activity is dependant on many factors, 
including the tracking loop bandwidth, the loop order, the characteristics of the 
scintillations, platform dynamics and the presence of INS aiding. Initial tests 
conducted on a GPS tracking loop simulator using scintillation data derived from a 
simple diffraction model suggests that wide bandwidth receivers are much more 
tolerant to scintillations than narrow bandwidth receivers. Also, the additional stresses 
experienced by tracking loops under dynamic conditions tend to increase a receiver's 
susceptibility to scintillations. However, in many cases a narrow bandwidth receiver in 
a highly dynamic environment is likely to be aided by INS. This will significantly 
reduce the dynamic stresses experienced by the receiver as well as allowing it to re- 
acquire very rapidly once the scintillation activity has passed. 

Analysis of receiver tracking loops using signal processing models have provided 
expressions which link the spectral characteristics of scintillations to the performance 
of the loop. These expressions allow scintillation models such as WBMOD to be used 
to provide predictions of the magnitude of errors and the probability of loss of lock for 
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a tracking loop. Expressions are also derived which relate the scintillation spectral 
parameters to the jammer power level required to force a loop out of lock. These 
expressions show that a reduction in tracking loop bandwidth will reduce the effects of 
jamming and amplitude scintillations, but will increase the effects of phase 
scintillations. Consequently, an optimum bandwidth will exist which minimises 
tracking loop errors and therefore minimises the probability of loss of lock. 

The overall impact on a receiver's navigational accuracy is highly dependent upon 
both the large scale and the small scale structure of the irregularities within the 
ionosphere. Initial results using a highly simplified model of the irregularity structures 
suggest that the presence of several large irregularities can cause outages in some 
regions of the world of up to 30-40% of the time that the phenomena are present. On 
the other hand, if the structures occur singly, are restricted primarily to the crests of 
the equatorial anomaly and the GPS constellation is operating with its full compliment 
of satellites, the impact on navigation appears to be relatively minor, even if the 
disturbances are relatively severe. 

The receivers which are most likely to be affected by scintillations are those that use 
carrier phase DGPS techniques. Many of these receivers may well become unusable in 
their most accurate positioning modes, even over extremely short baselines (100m or 
so) and in the presence of relatively minor scintillation activity. 

It is clearly important to develop an improved understanding of the temporal and 
spatial distributions of both the large scale and the small scale structure of ionospheric 
irregularities. The small scale structure will allow us to determine the extent to which 
individual receivers are susceptible to scintillation activity, while the large scale 
structure will provide information about coverage which will allow the overall impact 
on navigation to be assessed. 

7. Future Directions 

The main thrust of future research will be in the following areas: 
1. TSSD: Investigating the increased susceptibility of GPS receivers to electromagnetic 

interference in the presence of scintillations. The intention is to combine research 
into the impact of jamming on GPS with research into scintillation effects so that a 
unified picture of receiver susceptibility can be formed. The results of this work will 
be used to support operational studies into the performance of various GPS systems 
within the ATX). 

2. WASD: The development of predictive models of scintillation activity within the 
AAL These models will provide predictions of the occurrence and intensity of 
scintillation activity at a given geographic location and time. As part of this study, a 
number of GPS receivers are to be deployed in South East Asia to provide 
measurements of TEC and scintillation activity which can be used to validate and 
enhance existing scintillation models. These models will be useful in the evaluation 
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of scintillation effects on other spaced based assets such as communications systems 
and spaced based infrared systems. 

3. TSSD: Investigating techniques to mitigate or minimise the impact of scintillations 
on GPS should it prove necessary. This may involve the use of alternative, more 
resilient tracking loop techniques, optimising the performance of existing tracking 
loops, and perhaps filtering carrier phase range measurements to minimise errors 
for carrier phase DGPS. 

The flowchart in Figure 35 illustrates the relationship between the various research 
activities within DSTO which are associated with the study of scintillation effects on 
GPS. WASD are responsible for the development of suitable scintillation models which 
will provide statistics on the occurrence and intensity of scintillation activity in the 
region. Information from this model will be used to generate time domain data which, 
along with information on thermal noise and dynamics, will be passed to the GPS 
system simulator. Output from the simulator will include code and carrier phase 
pseudorange measurement errors and tracking state for a single satellite link. The 
impact of tracking loop bandwidth, loop order and alternative tracking loop 
techniques on the tolerance to scintillations can be readily tested on the simulator. A 
signal processing model of a generic tracking loop will be used to relate the statistical 
parameters of the scintillations with the expected range measurement errors and 
probabilities of loss of lock. Performance measures for a single receiver channel 
obtained through both simulation and modelling will be combined with information 
on the probability and distribution of scintillation activity and the geometry of the 
satellite constellation to determine the impact on navigational accuracy. All simulation 
data will be cross-compared with observations made using DSTO's new satellite 
navigation simulator. 

Scintillation Model 
(WBMOD) 

Time Domain Data 
• Simulated 

• HFRD measurements 

Component 
Scintillation 

Events 

GPS Simulator 
* Range errors 

• Loss of lock ind. 

Signal Processing Model 
• Range errors 

• Probability of loss of lock 

Single Link 
• Outages 

• Degraded UERE, 

Mission Planning 
• Navigational ace 

• Probability of outage 
• NAWVAR susceptibility 

Figure 35:    Flowchart illustrating the various activities associated with research into 
scintillation effects on GPS within TSSD/WASD. 
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Appendix A 
GPS Dual Frequency Ionospheric Correction 

Dual frequency GPS receivers remove ionospheric group delay errors by forming the 
following linear combination of the LI and L2 P(Y)-Code observables [46]: 

P2-YP1 

1-Y    ' 

where: 
P = pseudorange observable corrected for the ionosphere, 
PI = pseudorange measured at the GPS LI frequency, 
P2 = pseudorange measured at the GPS L2 frequency, 

'f" '   =1.647, Y = 
vfL2; 

fL1 = GPS Ll frequency (1575.42 MHz), 
fL2 = GPS L2 frequency (1227.6 MHz). 

The variances of the thermal noise and multipath errors on the resulting ionospheric 
free observable are much larger than on either of the two individual P(Y)-Code 
observables. The relationship between these variances is: 

4=| —I   Op2 + 
2 , N2 (      y      \ 

V 

„2 aP1 
1-Yj 

= 2.39op2 + 6.480-^ 

where aP1 and oP2 are the noise variances of the PI and P2 observables respectively 

and Op is the noise variance of the ionospheric free observable. Numerical values of 
these variances are given in Appendix D. 
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Appendix B 
Ionospheric delay at GPS Frequencies 

The ionosphere is a dispersive medium1 in which the refractive index n is defined by 
the following expression2 [8]: 

2X(1-X) 
n= II — - 

2(1 - X) - Y2 sin2 9 ± J(Y4sin4e + 4Y2cos26(l - X)2 ) 

is the Plasma frequency, 

is the Gyro frequency, 

N = the number density of free electrons in the ionosphere, 
f  = the carrier frequency, 
eand me = the electron charge and mass respectively, 
e0 and ^i0 = the free space permittivity and permeability, 
H = the Earth's magnetic field intensity, and 
0 = the angle between the Earth's magnetic field lines and the direction 

of propagation of the carrier. 

The plasma frequency, fp, is the frequency of simple harmonic motion of an electron 
in a plasma and is typically less than about 20MHz in the ionosphere. The gyro 
frequency, fH, is defined as the spiralling frequency of electrons in a magnetic field 
and is usually less than 1.4MHz in the Earth's magnetic field. As the carrier frequency, 
f, is much larger than either fp or fH at L-band frequencies, the X and Y terms become 

very small, and the Appleton-Hartree formula can be approximated as follows: 

1 In a dispersive medium, the refractive index is a function of frequency. 
2 The Appleton-Hartree formula for the ionospheric refractive index. 
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The phase and group velocities (Vp, Vg) of an electromagnetic wave propagating in a 

dispersive medium are given by: 

\7 ^ A \T dt0 

where co = 2jif is the angular carrier frequency, k = 2n/X = 27tnf/c is the wave number 
and c is the speed of light in a vacuum. Expanding these expressions by incorporating 
the L-band approximation for n gives: 

v = £ = £ - 
p       k       n 

V  = i® g       dk 

1- 
f 

= nc = c, 1- 

These expressions may be approximated by the first two terms of their Binomial series 
expansions to give: 

V   ~ c vp      <- W*/^ 
Vt-V-^A 

The total error in this approximation is less than about 1% at L-band frequencies. This 
result shows that at L-band, the phase velocity is increased and the group velocity 

reduced by equal amounts, given by 0.5c(fp/f) . 

The phase advance and group delay (dp,dg seconds) resulting from propagation 

through the ionosphere can be found by integrating the inverse of the velocities along 
the ray path: 

= f-U. 
JVP fr ■ & 

n-ii' ds, 
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VR-J^JTT .-i*^2 

=ds 

The square root terms may again be approximated by the first two terms of their 
respective Binomial series expansions to give: 

d   « -{ l-o/^l    ds = S/c ^-{fp2ds = R-dI0N0, p      cJ \i) 2cf2 

dB -lcj hir) >■ s/c+^lfp2ds ■ R = R + d IONO' 

where S is the distance to the satellite. These equations consist of a free space delay 
term R and an ionospheric delay term dIONO. The ionospheric delay term may be 
expanded by inserting the expression for fp to give: 

'IONO - =     fp2ds =  -    —^ ds = —r-^     Nds     (seconds), 
2cfl J 2cil J 47C2e0me 87tze0mecfL J 

where J Nds is the Total Electron Content (TEC) along the line of sight to the satellite. 

Multiplying by c to convert to distance, and substituting in the values of e, me and 
e0 gives the equivalent delay term in metres: 

40.3*TEC 

V 
dlONO =—"T2      (metres) 

This is the expression used in GPS pseudorange equations to define the range error 
resulting from the ionosphere and, although it is an approximation to the true delay, 
at L-band frequencies it is very accurate. 
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Appendix C 
GPS Single Frequency Ionospheric Model 

The GPS single frequency ionospheric model [1] provides single frequency users with 
a correction which reduces the RMS ionospheric delay error by approximately 50% [1], 
[12]. The model is broadcast to all users as a collection of eight parameters contained 
within the GPS navigation message. These parameters (a,, ß, for i=l to 4) are the 

coefficients of two third order polynomials in magnetic latitude which define the 
amplitude and period of a half co-sinusoid representing vertical ionospheric delay. 
This is then converted to slant delay by applying an appropriate obliquity factor which 
is a function of elevation. The model parameters are updated at least once every 6 days 
[1] by the GPS Master Control station from a set of 370 coefficients. The choice of 
coefficients depends on the day of year (ie seasonal dependence) and on solar activity. 
Consequently, the model is a function of the local time, latitude, solar activity and 
season. The set of 370 coefficients are derived from the Bent ionospheric model [11] 
which is based largely on data from the Northern hemisphere. The model is given by: 

TioNO=0(e)[A + B cos(x)] 

«O(e) 
( 
A + B 

r          2         4"fi 

2     241 
for|x| < 7t/2 

= 0(e).A for|x| > rc/2 

where: 

TJONO is me slant ionospheric delay at the LI frequency (s), 
27i(t-50400) 

x =  radians, 
P 

t = the Local Time (s), 
P = ß! + ß2<t)m + ßs^m2 + ß^m3   *s a polynomial representing the cosine period (s), 
B = 0Ci + a2<t>m + oc3<t>m

2 + a4<t>m
3 is a polynomial representing amplitude (s), 

O(e) = An obliquity factor (see later), 
A = 5*10"9   is a constant night time level (s), 

<(>m = geomagnetic latitude  (semi-circles) 

The geomagnetic latitude, (|>m, is the projection of the ionospheric intercept point3 onto 
the Earth's surface in geomagnetic coordinates (referenced to the Earth's magnetic 
pole). The transformation which relates geographic latitudes to geomagnetic latitudes 
is approximately given by: 

3 Assumed to be at a height of 350km [1]. 
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<))m = <t>i + 0.064cos(X,j -1.617)   (semi-circles), 

where <)), and X{ are the corresponding geographic latitude and longitude of the 
ionospheric intercept point. These are given by: 

<t>i=<l>u+¥cos(a) 

_      , ysin(a) 

COS^i) 

where: 
00137 \ir = — 0.022   is the Earth Centred angle (semi-circles), Y    e + 0.11 & 

a = Satellite Azimuth angle (semi-circles), 
e = Satellite Elevation angle (semi-circles), 

<()u = User's geographic latitude (semi-circles), 
A,u = User's geographic longitude (semi-circles) 

The obliquity factor is given by O(e) = 1 +16(0.53 - e) and converts the vertical 
ionospheric delay at the ionospheric intercept point to an equivalent slant delay. An 
obvious source of error lies in any mismatch between the uniform ionospheric model 
on which the obliquity factor is based and the actual ionosphere. This will lead to 
errors which grow as the elevation angle of the satellite decreases. 
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Appendix D 
TEC Estimation 

The accurate estimation of TEC using GPS is important for the following reasons: 
1. To improve the ability of both stand alone and long range differential GPS receivers 

to remove ionospheric delay errors. 
2. To provide data to validate and update ionospheric scintillation models. Such 

models can be used as mission planning tools to provide predictions of the locations 
and intensity of scintillation activity in a region. Predictive scintillation models have 
the potential to benefit both SPS and PPS users. 

3. To provide real-time updates for WADGPS ionospheric models. 

Independent estimates of TEC can be obtained from both the code and carrier phase 
pseudorange observables. Code TEC estimates suffer from high levels of thermal and 
multipath noise but are absolute (assuming hardware biases have been eliminated). 
Carrier phase TEC estimates are very low noise but are subject to an unknown initial 
cycle ambiguity and can suffer from cycle slips4. In general, both estimates are 
required in order to obtain a single, low noise and absolute measures of TEC. 

Expressions for the code and carrier phase pseudorange observables at the LI and L2 
frequencies are as follows: 

LI P(Y)-Code: PI = R + c(dt - dT) + d^po + diONo_Li + bsi + bRi + nTPi + %IPI 

L2 P(Y)-Code: P2 = R + c(dt - dT) + d^opo + dIONOL2 + bS2 + bR2 + nTP2 + n^, 

LI Phase:      <|>1 = R + c(dt - dT) + dra0PO " diONO_Li + bsi + bRi + nT<j>i + *M*I 
+ NiXi' 

L2 Phase:      f2 = R + c(dt - dT) + d^opo - dIONO_L2 + bS2 + bR2 + nT<(.2 + nM<t>2 + N2X.2 

where R is the true range to the satellite, c is the speed of light, dt is the satellite clock 
error (including SA), dT is the receiver clock error, d-^opo is the tropospheric delay, 
dIONO is the ionospheric delay, bs and bR are the satellite and receiver interchannel 
biases (hardware biases), nT and nM are the thermal an multipath errors and NX, is 
the cycle ambiguity in the carrier measurement. The ionospheric delay, dIONO, is 
proportional to TEC according to the following expression (Appendix B): 

,        _ 40.3* TEC 
dIONO 72  

By differencing and scaling the code and carrier phase pseudorange observables, two 
independent estimates of TEC can be obtained as follows: 

4 Steps of an integer number of cycles in the carrier phase caused by noise in the carrier tracking 
loops. 
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Code- TEC = (P2"P1 ~ Abs ~ AbR + nTAP + "MAP) 

40.3* 

(4>l-4>2 + Abs+AbR+nT^+nM^+ANX) 
Carner: TEC =    

40.3* 
J 1_ 
f 2    f 2 
r2      ii 

where AbR = b^ - bR1 and Abs = bS2 - bsi are the interchannel biases, nTA and nMA 

are the differenced thermal and multipath noises respectively and ANX = N^ - N2X2 

is the differenced carrier cycle ambiguity. By forming these linear combinations, the 
frequency independent terms including the true range R, the clock errors c(dt-dT) and 
the tropospheric delay are eliminated. However, the interchannel biases, cycle 
ambiguities, thermal and multipath noises persist. 

As the levels of thermal and multipath noise on the carrier are very much less than on 
the code (Appendix E), the code TEC is generally used only to obtain an estimate of the 
carrier cycle ambiguity, and then abandoned. The ambiguity estimate is obtained by 
fitting the carrier TEC to the code TEC over a segment of data for which carrier cycle 
slips have not occurred (ie the cycle ambiguity is constant over the segment). If a cycle 
slip occurs, a new ambiguity estimate must be obtained from data following the slip. 
In practice, the ambiguity estimate is obtained by simply averaging the double 
differenced carrier phase and the code phase observables as follows: 

ANX = ((4>1 - <t>2) - (P2 - PI)) 

The resulting ambiguity estimates are contaminated by both interchannel biases and 
residual multipath errors. Interchannel biases are caused by differences in propagation 
delay of RF signals through the satellite and receiver RF channels. It is possible to 
significantly reduce these biases by calibrating a receiver and by applying current 
estimates of the satellite biases. Alternatively, interchannel bias estimation techniques 
such as those suggested by Wilson [21] and Lanyi & Roth [23] can be applied if a 
network of receivers is available. Residual multipath biases are caused by long period 
multipath errors. Periods as long as 1 hour can occur depending on the position of the 
multipath reflector and the elevation angle and trajectory of the satellite. As indicated 
in Appendix E, multipath errors are generally not predictable in an absolute sense 
unless the multipath environment remains constant for at least one day. Under these 
circumstances, multipath template techniques can be applied [24]. When such 
techniques cannot be applied, data segments should be selected which are long 
enough to average the effects of long period multipath errors. 
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The resulting carrier phase based TEC estimate is found by adding the ambiguity 
estimate to the carrier phase difference as follows: 

TEC = 
((|)l-<t>2 + AlsR) 

40.3* 
U1 

An example of TEC data obtained from a GPS receiver at Cocos Islands is given in 
Figure 9. Notice that the thermal noise on the code is far greater than on the carrier and 
is highly dependant on the satellite elevation angle (given in the lower panel). The 
ambiguity resolution technique applied to the data in Figure 9 is based on Maximum 
Likelihood estimation [13]. This technique weights the data in an optimum fashion 
according to the variance of the code measurements. 

5 6 7 
UTC Time (hrs) 

Figure D.l: Example of code based TEC (dots) and carrier phase based TEC (lower solid line) 
from Cocos Islands (day 100 of 1995). Unambiguous carrier phase TEC (upper solid line) is 
found by adding the cycle ambiguity to the carrier phase TEC estimate. 

Two receiver types other than PPS P(Y)-Code receivers have been developed to 
directly measure TEC without access to the Y-Code. These are cross-correlation 
receiver (eg the Turbo Rogue ICS-4000Z) and the Ashtech P-W tracking receiver [3]. 
Cross-correlation receivers estimate the difference in pseudorange between the LI and 
L2 P(Y)-Codes by correlating one channel with the other. The technique relies on the 
fact that the encrypted P(Y)-Codes on the two carriers are the same, apart from a delay 
imposed by the ionosphere. P-W tracking receivers correlate the LI and L2 channels 
with a locally generated P-Code resulting in an LI and L2 W-Code signal (ie the P- 
Code is stripped from the underlying P(Y)-Code). The W-Code signals are then low 
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pass filtered5 and cross-correlated to determine the differential delay. The advantages 
of the P-W tracking technique over direct cross-correlation are an improvement in the 
signal to noise ratio (SNR) and access to the individual LI and L2 P-Code 
pseudoranges. 

Both the cross-correlation and P-W tracking receivers are SPS receivers. Consequently, 
they can be operated by civilian users and installed in unsecured, remote locations 
such as S.E. Asia (the region of the equatorial anomaly). The principal disadvantage of 
these receiver types is that the code TEC estimates are considerably noisier than those 
obtained by direct P(Y)-Code correlation. This additional noise is mainly thermal noise 
resulting from a lower SNR in the tracking loops. The reduced SNR can also leads to 
an increase in the probability of cycle slips within the carrier tracking loops. Both of 
these effects make the problem of resolving the carrier cycle ambiguity more difficult. 
An additional complication in equatorial regions is the possibility of amplitude and 
phase fluctuations caused by scintillations. Amplitude scintillations can lead to further 
reductions in the SNR of the tracking loops while phase scintillations can add phase 
noise directly to the carrier tracking loops. Both effects increase code noise and the 
probability of cycle slips. 

5 The W-Code bandwidth is 20 times smaller than the P-Code bandwidth. 
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Appendix E 
Error Sources in GPS TEC Estimates 

GPS based estimates of TEC are subject to a number of errors, including thermal noise, 
multipath errors and both satellite and receiver channel biases. Each of these is 
discussed briefly below: 

E.l  Thermal Noise 

The expression for the la or RMS code tracking loop jitter for a Delay Locked Loop 
(DLL) discriminator is given by [5]: 

fF*d*B 
»DLL = A ' n 

C/N0 
1 + 

C/N0*T(2-d) 
m, 

where: 
A    = PRN code chip width (29.3m: P(Y)-Code,  293m: C/A-Code), 
d    = Separation between the early and late gates (usually 1 chip), 
F    = DLL discriminator correlation factor: 

• 0.5 for dedicated early/late correlators, 
• 1.0 for time shared early/late correlators, 

Bn   = Code tracking loop bandwidth (Hz), 
C/N0 = Carrier to noise power density ratio (Hz), 
T    = Integration time of the pre-detection filters (< Navigation data bit 

length = 20ms). 

The   corresponding   expression   for   a   Costas   type   Phase   Locked   Loop   (PLL) 
discriminator (a typical carrier tracking loop) is given by [5]: 

aPLL 
2TI V C/N0 

1+- 
2T*C/N0 

m, 

where: 
X    = Carrier wavelength (0.190m: LI,  0.244m: L2), 
Bn   = Carrier tracking loop bandwidth (Hz) 

Typical values of the code and carrier tracking loop bandwidth's under stationary, 
unaided conditions are 1Hz and 10Hz respectively. By employing techniques such as 
INS aiding, tracking loop bandwidth's can be significantly reduced with a consequent 
reduction in the levels of thermal noise. 
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The carrier to noise power density ratio of the GPS signal is given by: 

C/N0  = Ps + G - Li - 10Log10(kTs)/ 

where: 
Ps   = Satellite Signal Power (W) 

= -160 dBW (C/A-Code), -163 dBW (LI P-Code), -166 dBW (L2 P-Code), 
kTs = Thermal noise power density (W/Hz), 
k    = Boltzman's constant (1.38 x 10"23 J/K), 
Ts   = System Noise temperature = FTo ( K), 
To   = Room temperature (290 K), 
F    = Receiver noise Figure (equivalent to 2.5dB), 
G   = Receiver antenna gain (dBi), 
Li   = Receiver implementation loss (typically 2dB) 

Assuming G=0dBi, F=2.5dB and U =2dB, the carrier to noise density ratios of the three 
GPS ranging codes are 39.5dB, 36.5dB and 33.5dB for the C/A-Code, LI P(Y)-Code and 
L2 P(Y)-Code respectively. For a dedicated early-late code correlator with a 1 chip 
spacing and a pre-detection integration time of 20ms, the corresponding RMS thermal 
noise levels are as given in Table E.l. 

Table E.l: RMS thermal noise levels of the GPS pseudorange observables. 

C/A-Code °*CA 7.3 ns 2.2 m 

LI P-Code aP1 1.0 ns 0.31m 

L2 P-Code cP2 1.5 ns 0.45 m 

LI Carrier (from C/A-Code) °"<D1 3.3 ps 1.0 mm 

L2 Carrier (from L2 P-Code) 0"<D2 8.7 ps 2.6 mm 

E.2  Multipath Noise 

Multipath errors are the result of reflections of the GPS signals from surfaces near to 
the antenna. Many factors influence multipath including the proximity, number and 
orientation of reflective surfaces, reflection coefficients, satellite elevation angles, the 
antenna design and the frequency or bit rate of the signal. It is therefore extremely 
difficult to eliminate multipath by predicting its value in advance. However, it can be 
reduced by careful selection of the antenna site (eg away from significant reflectors), 
by the selection of antennas with low gain at low elevation angles and by the use of RF 
absorptive material. 

Multipath errors affect both the amplitude and phase of the GPS code and carrier 
resulting in pseudorange and range rate errors. The carrier phase error is two orders of 
magnitude less than the code error because of the much shorter period of the carrier 
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(0.63 ns compared to 98ns for the P-Code). Carrier and code errors resulting from a 
single reflected signal can be found from the following set of equations [20] 

E.2.1   Carrier Multipath 

The maximum error on a carrier subject to multipath is given by the following 
expression: 

amax=sin 1[V^VDJ/ 

where: 
VR = Reflected signal voltage, 
VD = Direct signal voltage. 

This attains a maximum value of 90° (A/4) when the direct signal voltage is equal to 
the reflected signal voltage. Under these conditions the multipath error is: 

almax = ±0.048m  (GPS LI) 

cc2max = ±0.061m  (GPS L2) 

The maximum differential phase delay (from which carrier phase TEC is calculated) 
occurs when one phase error term is at its maximum positive value, and the other is at 
its  maximum  negative  value.  This  is  given  by   |almax| + |a2max| = 0.109m.  The 

(  1 1   ^ 
f    2      f    2 

to give an equivalent maximum TEC error is found by dividing by 40.3* 

error of approximately 0.67 TECu. 

E.2.2  Code (group) Multipath 

The error in group delay in an early-late gate PRN code tracking loop is given by the 
root of the early-late gate error function as follows [20]: 

D(A) = [R(A + Ad)-R(A-Ad)]cos(-em*) + V[R(X + \d -8m)-R(A-Ad -8m)]cos(em -9m*) 

where: 

8m*=tan-1 y*R(A.-8m)*sin(9m) 

R(A) + 4>*R(A-Sm)*cos(em)J 
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R(A,) = PRN code cross correlation function 

= 1- 
K^J 

for \k\ < T 

= 0 for \k\ > T 

T     = PRN code chip width, 
A,    = group delay error due to multipath, 
Xd  = early/late gate delay (= T/2), 

*F   = ratio of reflected to direct signal voltage, 
0m  = multipath signal carrier phase relative to direct ray, 

8m = time difference between direct and reflected ray. 

The maximum group delay error due to multipath will occur when *¥ =1. This 
correspond to an error of T/2 seconds, which when translated into a range error gives: 

Xlmax = ±14.7m  (P - Code) 

X2max = ±147m  (C / A - Code) 

The maximum differential P-Code delay (from which code TEC is calculated) occurs 
when one code error term is at its maximum positive value, and the other is at its 
maximum negative value. This is given by   2*|Almax| = 29.4m.  The equivalent 

maximum TEC error is found by dividing by 40.3* 

approximately 180 TECu. 

(   2    f   2 
to give an error of 

This analysis serves to demonstrate that the magnitude of multipath errors on the code 
is far greater than on the carrier. Indeed, the maximum code TEC error can exceed 
actual TEC measurements. These results are however extremely pessimistic as they are 
calculated for *F =1 and a worst case value of 8m (ie assuming mirror like reflections 
from adjacent structures etc.). They also fail to take into account the gain pattern of the 
antenna and the change in polarisation from right hand circular at grazing angles to 
left hand elliptical above the Brewster angle. For the case of *F =0.1, the code errors are 
reduced by a factor of 10, while the carrier phase errors are reduced by a factor of 
about 16. 

E.3  Interchannel Biases 

Measurements of GPS pseudorange are corrupted by small instrumental biases 
introduced by the RF components of a satellite and receiver. As these biases are a 
function of the carrier frequency, they are not removed by simply differencing the LI 
and L2 pseudorange measurements. Consequently, TEC, which is found by scaling the 
pseudorange difference appropriately, is corrupted by differential instrumental biases 
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between the LI and L2 channels (referred to as the interchannel bias). Fortunately, 
interchannel biases are relatively stable with time and can be measured for a particular 
satellite and receiver, and thus removed. 

The measurement of interchannel biases is, however, complicated by the presence of 
the ionosphere. The differential delay between the LI and L2 P(Y)-Codes (Pl(t) - P2(t)) 
can be represented as follows: 

Pl(t)-P2(t) = k*TEC + bs+bR+nT(t) + nM(t) 

where k is a constant, TEC is the Total Electron Content, bs is the satellite interchannel 
bias, bR is the receiver interchannel bias, m(t) and nM(t) represent thermal and 
multipath noise respectively. A number of researchers have estimated bs and bR by 
modelling TEC over a region and making use of data from a number of receiver sites 
[21], [22], [23]. This approach requires that at least some of the receivers be calibrated 
by alternative means in order to reduce the number of degrees of freedom. Calibration 
to remove receiver interchannel biases is only possible with receivers specifically 
designed for this purpose such as the Allen Osborne Turbo Rogue and the Ashtech VII. 
Such receivers incorporate a calibrated signal source which is used to feed LI and L2 
signals directly into the receiver's RF front end. 

Failure to account for interchannel biases can lead to large errors in GPS based 
estimates of TEC. Such errors can often exceed the true line of sight TEC value, 
particularly at night when it is possible for negative values to be calculated. Typical 
maximum errors are ±9 TECu for satellite interchannel biases and ±30TECu for 
receiver biases [21]. 
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Appendix F 
Fresnel-Kirchoff Diffraction Model 

The scintillation model used in this study is essentially that of Titheridge [36] and 
Davies [37] and is based on the solution of the Fresnel-Kirchoff integrals for an 
assembly of field aligned irregularities. The irregularities are assumed to produce 
Gaussian variations in TEC in directions normal to the earth's magnetic field lines, but 
no variations along the field lines. For convenience, the phase perturbations are 
assumed to be concentrated within a thin phase screen situated at a typical F2 layer 
peak height. In reality, such perturbations would result from the cumulative effect of 
numerous small irregularities located along the ray path. 

The perturbation in phase of an emergent wave resulting from a single Gaussian 
irregularity is given by: 

O(x,f) = O0.exp-(x-x0)
2/d2], 

where x is the horizontal distance from the centre of the irregularity, d is the scale size 
and f is the GPS carrier frequency. The peak phase variation, O0, is related to the peak 
TEC variation, ATEC, through the expression: 

4> o = k* ATEC o /f    (radians), 
where k is a constant. 

The peak phase variations can either be positive, which corresponds to an 
enhancement in TEC (a defocusing type irregularity), or negative which corresponds 
to a depletion in TEC (a focusing type irregularity). Both types of irregularity have 
been shown to exist in the ionosphere [47]. The radio wave is also assumed to 
experience no attenuation as it passes through the phase screen. Consequently, any 
amplitude fluctuations are caused entirely by the effects of mutual interference across 
the wavefront as it propagate towards the ground. 

At the ground and relative to the undisturbed wave, the in-phase and quadrature 
components of a vertically propagating plane wave1 are given by: 

1 = 1- 2jsin(P0 + 0/2)sin(0/2)dx / VrX 
ir 

Q = 2 J cos(P0 + 0/2) sin(<D/2)dx / VrX 
ir 

1 In this analysis it is assumed that the GPS satellites are at sufficiently high altitudes to make 
the simplifying assumption that the all incident waves are plane. 
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where PQ = - 7c/4 - 2n(r - h)/X,, h is the screen height and r joins the elements dx on the 
phase screen to a point on the ground (see Figure F.l below). 

Incident wave 

Figure F.l: Geometry of the thin screen diffraction model 

The integrals are calculated over the region of the irregularities in the plane of the 
phase screen. The resulting phase and amplitude variations are obtained form the I 
and Q components as follows: 

Phase = tan'^Q/l) 

Amplitude = Q2+I2 

For irregularities much larger than the first Fresnel zone radius, ZF, diffraction effects 
are minimal and a geometric optics solution can be employed. As a result, phase 
variations on the ground will closely resemble those in the ionosphere and amplitude 
variations will be negligible. On the other hand, for scale sizes of the order of the 
Fresnel zone radius or smaller, or for very large plasma density gradients, rapid 
variations in both amplitude and phase will occur. Irregularities smaller than ZF 

produce diffraction effects (also called ringing), whereas those containing large density 
gradients produce significant refraction and hence interference effects. Both cause 
rapid variations in the phase and amplitude of the GPS signals on the ground. For a 
Gaussian shaped irregularity, the threshold conditions for diffraction and interference 
are [36]: 

Diffraction: 
-                   1 AZiZo 
d<zF=        12 

VZ1+Z2 
~ -^AZ2 

Interference: d<,p 

where  4>0  is the peak phase variation, zi and Z2 are the distances between the 
ionospheric irregularity layer and the satellite and receiver respectively. For h=400km, 
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a peak TEC variation of 1 TECu (approximately 1% of a typical equatorial TEC value 
during solar maximum), typical upper limits on the scale sizes of irregularities likely to 
cause these effects are: 

Diffraction:   300m (L2),   275m (LI) 
Interference:  220m (L2),   190m (LI) 

This analysis also assumes vertical propagation and an irregularity which is overhead. 
For E region irregularities (h ~ 100 km), the equivalent dimensions are approximately 
half. 

It is expected that irregularities of the order of the Fresnel Zone radius or slightly 
smaller will produce the most significant scintillation effects for GPS. Larger 
irregularities are unlikely to produce fully developed diffraction effects and would 
require very large peak densities in order to produce interference effects. Irregularities 
smaller than the Fresnel zone radius will produce very low intensity diffraction effects 
and so will also have negligible impact on the GPS signal. 

The phase and amplitude fluctuations derived from this model are a function of 
position in an East-West direction. It is assumed that because the irregularities are field 
aligned, fluctuations do not exist in a North-South direction. Consequently, the 
temporal variations in phase and amplitude experienced by GPS will depend on the 
East-West components of the velocities of the irregularities, the GPS platform and the 
satellites. Typical irregularity velocities in an Easterly direction are of the order of 100 
to 200 m/s [33]. 
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Appendix G 
Synthetic Scintillation Time Series Model 

An overview of the Synthetic Scintillation Time Series model (SSTS) that has been 
developed, together with preliminary results, will now be given. A detailed 
description of this model will be given in a later report. 

The objective of the SSTS model is to generate time series of ionospheric scintillation 
data, i.e. time series of amplitude and phase perturbations experienced by radio signals 
traversing the ionosphere under disturbed conditions. These data may then be applied 
to GPS system models to test the operation of various GPS receiver architectures under 
adverse ionospheric conditions. The basic approach used in the SSTS model to 
generate the required data is to characterise the signal statistically (i.e. appropriate 
probability density functions (PDF), power spectra, etc.) and then produce realisations 
of the data which conform to that statistical description. WBMOD, the model of global 
scintillation activity described earlier, is used to generate various parameters 
describing the scintillation and ionospheric irregularities required by SSTS for given 
conditions. In this manner a complete environmental model of scintillation specified. 

There are several important considerations in developing a model of scintillation time 
series and these are: (1) The amplitude and phase data must have appropriate PDFs, 
(2) Amplitude and phase data must be appropriately correlated e.g large phase 
variations are observed when deep amplitude fading occurs, (3) The data must have 
appropriate power spectra, (4) Require a propagation theory of the radio waves 
through turbulent media, and (5) As previously mentioned, relate the model to the 
environment though the supply of various required parameters from WBMOD. Each 
of these points will be considered in turn. 

The probability density functions describing the scintillation perturbations of radio 
signals traversing the disturbed ionosphere are Nakagami-m (amplitude) and 
Gaussian (phase) [39], [63] & [51]. Respectively, these are given by: 

NW    r(m).<r2>m 

PG(40 = 
_J_e-*7S 
-final 

where T is the gamma function, r and <j) are the amplitude and phase of the signal, and 
OQ is the standard deviation of the phase fluctuations or the phase scintillation index. 

The m-parameter in the Nakagami-m distribution is related to the S4 index by 
m = I/S4 . For large values of m (small S4) the Nakagami-m distribution approaches 
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the Gaussian distribution. As S4 increases, the Nakagami-m distribution tends toward 
the Rayleigh distribution and becomes Rayleigh at a value for S4 of 1.0. 

In order to fully describe the statistics of scintillating signals, a joint PDF of amplitude 
and phase is required. The reason for this is that one would expect the amplitude and 
phase fluctuations to be correlated to some degree. The reason for this is that as the 
amplitude fades, the phase becomes more variable; indeed if the amplitude falls to 
zero the phase becomes meaningless and may take on any value. Thus, when large 
amplitude fading is observed so too are large phase variations. It is important for this 
behaviour to be included in the generation of synthetic scintillation time series because 
it is much harder for a receiver to maintain lock on a signal when the amplitude 
exhibits deep fading simultaneously with large rates of change in the phase. 

Various schemes have been tried describe the joint statistics of scintillating signals 
which are based on using Gaussian and log-normal distributions for the amplitude 
[39]. However, these are quite complicated as well as not describing the amplitude 
PDF as well as the Nakagami-m distribution which was designed specifically to 
describe intensity fading [52]. Due to the complexity of the joint statistics, a joint PDF 
incorporating the Nakagami-m distribution for the amplitude has not been developed. 
The method that has been developed to include the joint statistics will not be described 
here except to say that analytical techniques are not used, instead it is based on Monte- 
Carlo methods. The technique will be described in a subsequent report. The user is 
required to specify an appropriate level of correlation, r, between the amplitude and 
phase. It is anticipated that data from the network of scintillation receivers to be 
installed in the South East Asian region will be used to determine the degree of 
correlation. 

The power spectra of the scintillating signals is determined through an analysis of the 
propagation of the radio wave through the disturbed ionosphere. The parabolic 
equation method (PEM) [65] is used to describe the propagation of the radio waves 
both through the turbulent media and free-space to the receiver, while the effect of the 
turbulent media on the radio waves is determined from phase screen diffraction theory 
[48], [49], [50], [53], [54], [55], [57] & [65]. For a single thin phase screen the following 
expressions for the spatial power spectrum of the log-amplitude, %, and phase 
departure, <)>, of the radio waves at the receiver may be derived [65]: 

Ox(K1) = 27iLs^
2re

2 sin2(K2 2/2^0^(icX/0), 

4>^(K1) = 27iLsX2r2 COS
2
(K

2
 z/2k)OAN(K1,0), 

where Ls is the 'slant' thickness of the phase screen (i.e. the irregularity layer), z is the 
distance from the phase screen to the receiver, re is the classical radius of the electron, X 
and K are the wavelength and wave number of the radio waves, and O^ is the 3- 
dimensional spatial spectrum of the ionospheric irregularities. 
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In order to proceed it is necessary to relate Ls to the thickness of the irregularity layer, 
L, and z to the height of the phase screen, h. The curvature of the Earth's surface must 
be considered for this analysis. Figure F.l displays the geometry of the situation. 

Figure G.l:   Geometry of the signal propagation path where 'S' is the satellite, 'C is the centre 
of the Earth, 'R' the receiver, and 'G' the point on the ground directly below the receiver. 
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From this figure it is possible to show that 

; = J[(h + Re)
2 - (a + Ref cos2 9' -(a + Re)sin9',  and 

Ls = J[(L + h + Re)
2 - (a + Re)

2 cos2 9'] - J[(h + Re)
2 - (a + Re)

2 cos2 9'], 

where Re is the radius of the Earth, a is the altitude of the receiver, and 9' is the 
elevation of the satellite as seen from the receiver. From simple trigonometry it may be 
shown that 9' is related to the elevation of the satellite 9, by: 

asec9 
tan9' = tang- 

os + Re)
2 -Rcos2 9J - Rsin9 

where hs is the height of the satellite. 

An appropriate expression for O^ is now required. The basic requirements for the 
3D-spatial spectrum is that it must have a breaking (or outer) scale, below which (the 
inertial range) the spectrum drops off as a power law. From Tatarski [60] we have the 
following: 

#,,»). q"'°r(p/2)    p;2, 

where aN is the RMS fluctuations of electron number density AN(r) about the 
background N0, 10 is the structure outer scale, and p is the spectral index below the 
outer scale. An appropriate value for aN may be obtained from the following 
equation (Rino, 1979a, 1979b; Rino and Owen, 1984): 

2 _csii,2-p)r(P/2-i) 
CN-8,3/2r((P+i)/2) ' 

where Cs is the irregularity strength defined at a wave number of 1 radian/m and is a 
function of altitude. From WBMOD one may obtain a value of the irregularity strength 
defined at a scale of 1km, C^, at the altitude of interest (i.e. the height of the phase 
screen) and convert this appropriately to a value of Cs. Alternatively, cN may be 
ignored in the calculation of 0N(ic) and instead appropriately scale the final 
frequency power spectra such that the spectral strength at a frequency of 1 Hz, T, is 
that supplied by WBMOD. 
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The above expression for $N(ic) does not include an inner (or freezing) scale below 
which, in the sub-inertial range, the power spectrum falls off more rapidly. Witter [64], 
introduced a freezing scale by modifying Tatarski's result as follows: 

•„(«)- <*'°r(p/2) 

^r((?-z)/2li+iWf\i+iiVf->v ' 

where V0 is the freezing scale (l'Q <10), and p' is the power law drop-off in the sub- 

inertial range f|p' > p|). 

An alternative power-law irregularity spectrum with a freezing scale and a sub-inertial 
range is that introduced by Shkarofsky (1968) (see also Yeh and Liu, 1982): 

0
N(

K
O1O) 16 Kp/2llo"VK   +Ko 

°N(*)= . \       Jz. 
(27t)

3/2K(p_3)/2(K0l^l^VK2+KgJ 

where K0 =l0/2n and K01Q «1, and Kn(x) is the n*-order modified Bessel function 

of the second kind of argument x. Note that in this expression the sub-inertial range is 
not a power law falloff with spectral index p', but an exponential drop-off. Thus only 
one spectral index, being that for the inertial range, is required together with the inner 
and outer scale sizes to describe the power spectrum. 

The current version of WBMOD (13.04) only supplies the power law index in the 
inertial range and the outer scale. Thus, for current version of the SSTS model, 
Equation 7 is used in the subsequent modelling of the spatial spectrum of the 
irregularities. However, one should keep in mind Equations 9 and 10; the introduction 
of these will be considered at a later date. 

The frequency spectrum of the signal at the receiver is obtained from the signal spatial 
spectrum through the following equation [62] & [65]: 

-l       oo 

°X,4>(f) =  I°X,*(K* =27lf/vt,Ky)dKy     , 
vt -~> 

where vt is the relative velocity of the irregularities transverse to the radio 
propagation path. The coordinate frame has been chosen such that vt is in the x 
direction in the x-z plane (the propagation path being in the z direction). The value of 
vt is found from the velocity of the irregularities relative to the radio propagation 
path which is given by v = vd + vp where vd is the drift velocity of the irregularities 

and vp is the velocity of the ionospheric pierce point of the radio path due to the 
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motion of the satellite and the velocity of the receiver. For the GPS case the component 
of v   due to the satellite motion is negligible and only the receiver velocity is required 

to be considered. 

It should be noted that in the analysis so far, that only the case of isotropic 
irregularities has been considered. Generalisation to the anisotropic case follows by 
replacing K

2
 with GC^K

2
 + a2K2 + 01^1^, where au, av, aw, are dimensionless 

scaling factors along each axis. The anisotropy of the irregularities in electron density 
are governed by the geomagnetic field thus a series of rotations is required to 
transform the (u,v,w) frame of the irregularities to the (x,y,z) frame used in the 
calculation of the frequency power spectra. A detailed discussion on this is given by 
Rino and Fremow [56]. 

As mentioned previously, a single thin phase screen and an assumption of single 
scattering of the radio waves, was used to calculate the power spectrum of the signal 
propagating through the turbulent medium. This is fine for weak scattering, but we are 
interested in the strong scattering case, as it is under these conditions the receiver will 
be stressed. Expressions for the amplitude power spectrum have been derived for the 
strong scattering case and these employ thick multiply scattering phase screens 
[Gochelashvily and Shishov, 1971], [61] & [58]. The multiple scattering phase screen 
models describe the statistics of strongly scintillating signals much better than the 
single scattering approach, thus the multiple scattering approach is the better theory to 
use. However the power spectra in the two regimes do not vary to a great degree; the 
effect of strong scintillation activity is to cause some de-correlation of the signal time 
series which leads to an enhanced contribution of the high frequency components of 
the power spectrum. The intensity probability density function, on the other hand, 
does not vary considerably from the low to high scattering regimes but this has 
already been incorporated into the SSTS model separately; the phase screen analysis is 
only used to generate the correct power spectra. Thus, considering that the only effect 
of using a single thin phase screen is the underestimation of the contribution of the 
high frequency component of the scintillation time series, the use of this theory is 
justified as a first approach, especially considering it is computationally less intensive. 
The next stage of this work, however, will be to include a multiple scattering approach 
for the calculation of the power spectra. 

This completes the specifications of the SSTS model. As previously mentioned, 
WBMOD is used to supply the quantities of the various parameters required by SSTS. 
These are:  S4, c^, r, L, h, p, 10, Ck, and vd. The altitude, dynamics and operating 

frequency of the receiver, which are also required, are supplied by the user for a given 
trial. In addition, WBMOD requires various input parameters to be supplied; these are 
the receiver and satellite locations (latitude, longitude and altitude), the date and local 
solar time at the receiver, the frequency of the carrier wave (in this case the GPS 
frequencies), the duration over which the receiver requires phase stability, the 
percentile at which the scintillation levels are to be generated, and the geomagnetic 
activity index (Kp) and smoothed Zurich sunspot number (R12). All of these parameters 
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except for the last two are determined by the trial scenario. The Kp index and R12 may 
be input as real or predicted values, both of which are supplied by the Ionospheric 
Predictions Service (IPS). 
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