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Part 1: Wide Area Information Browsing Assistance

Final Technical Report

Charles L. Brooks

1.0 Abstract
The Wide Area Information Browsing Assistance (WAIBA) project was funded by DARPA to
investigate the design of novel, intuitive environments for using the Web, maintaining notions of
location-independent information and emphasizing the Web's use by collaborative teams. The WAIBA
effort is also the basis for our graphical annotation work currently under development as part of the
DARPA-sponsored Advanced Logistic Planning (ALP) program. Specific systems included within the
WAIBA effort are:

" Group Annotation-allows users to create and share annotations to Web pages. Annotations may be
retrieved based on selection criteria. The annotations may also be themselves annotated, permitting a
threaded discussion facility.

" Mediator-permits teams to co-develop pages within the Web. Teams and teams' document Web
spaces may be defined and access to the URLs in the defined Web space is mediated for orderly
update.

* HistoryGraph-displays user's browsing history as a tree that can be restructured, pruned, collected
into named sets and saved as files.

Various infrastructure libraries and services have also been developed, including the Strand toolkit for
application-specific HTTP request/response interception and the User Profile Service for storing and
maintaining user information.

2.0 Introduction
This paper represents the final report for the Wide Area Information Browsing Assistance (WAIBA)
project. As such, it documents technical work accomplished and information gained during the past two
years.

This paper is organized into the following sections:



Rationale: In this section, we trace the project history with an eye towards explaining how we
arrived at certain decisions.

" Accomplishments: here we list significant project artifacts, specifically those software modules that
have been incorporated into larger systems.

* Results/Lessons Learned: here we summarize the impact of the project and the lessons learned
from the development and fielding of the software

* Influences: we have been influenced by a number of people, and we have influenced several other
projects and DARPA funded efforts in the course of our work.

" Publications/Conferences: a listing of significant papers published, conferences attended, and other
technology transfer initiatives.

• Next Steps: directions for future work.

We conclude the paper with a list of references and a collection of appendices that contain copies of a
selection of our published papers.

3.0 Rationale
We started our investigations from the point of view of using Web-based technologies as a way to
provide better support for browsing material stored in information bases accessible via a wide-area
networking environment. At the time the project began (mid-1994), the World Wide Web was just
beginning to be widely accepted. The primary software available at that time was the NCSA and the
CERN HTTP servers and the NCSA Mosaic Web browser. The primary platform for this software was
UNIX (various systems).

Our initial proposal read as follows:

The OSF Rl proposes to investigate fundamental issues in the design of human-computer interfaces for the emerging
national information infrastructure. In particular, we will investigate the design of new hypermedia environments
that support wide area information browsing. The challenge is that these interfaces must make the underlying wide
area information environment transparent. The user must experience the same intuitive characteristics ofpoint-and-
click browsing, whether the information is on his local machine or a continent away. This research project will
identify the appropriate meta-knowledge needed for effective wide area information browsing and deliver prototype
hypermedia browsers, browsing associates and hypermedia servers that employ this information to preserve the
intuitive character of point-and-click browsing. This work will build upon the multimedia Mosaic browser
developed by the University of illinois and the network-capable hypermedia servers developed by CERN

We will extend the Mosaic network browser with a wide area information browsing associate (WAIBA) that can
ameliorate the many areas of potential confusion for the user. [OSFRI94]

Our initial definition of the Browsing Associate was a set of cooperating agents employing a blackboard
to provide assistance to the user. Our model was that each agent would implement a restricted action of
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interest to the user (such as observing time and cost, network availability or changes to previously
examined information structures) and would report its results using the blackboard.

Our initial architecture is depicted in Figure.1. The server in this picture provides the blackboard
function, recording comments from pre-existing "free agents" that are roaming the Web: these agents
can query the server to ascertain requests from users or other agents, and can record results.

Users interact with agents through the same blackboard server, looking at the information recorded by
the agents. Users can create or control agents by leaving notes on the server using simple HTML-based
forms.

(Aer Us er_ Sev2>ere
Client Agent Agent

Agents

FIGURE 1. Original WAIBA Architecture

The User Agent can see the URLs requested by the user (the agent is a special form of a proxy gateway),
as well as the results returned by the server. The agent uses this ability to build a model of the user's
interests and maintains a special set of web pages for the user. Similarly, the Server Agent watches the
activity of a given server and tracks the kinds of requests it is receiving. It hides the server and can
therefore act as a cache for the data in the server, as well as tracking activity.

As part of the original brainstorming sessions, the WAIBA team identified several areas where agents
could enhance browsing activities.

* Network Map (*) By measuring connectivity, latency, and bandwidth to remote servers, an agent
can maintain a database that a user agent consults whenever a document is about to be fetched.

" Intelligent Gateway (*) The user agent can try to predict where the user will click next and prefetch
these pages. It can also keep a predictive list of sites contacted to direct the network map agent's
attention, as well as providing an estimate of the average size of documents transferred from given
servers or URL trees.

" Enhanced Hotlist Services (*) The agent periodically polls the blackboard and updates a set of
WWW pages that replaces the current "hotlist" paradigm. By allowing both agents and users to treat
the hotlist as ordinary hypertext data, we enable a wide variety of new automated and interactive
services. For example, by pooling the information from a large set of (public and private) agents, a
global view of the activity of the net can be tailored to the user's interest.
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HTML source-to-source transforms (*) As data is transferred from the server to the client, the user
agent can parse the HTML and recognize certain constructs based on user preferences, such as
strings that are likely to be place names, ZIP codes, telephone numbers, and e-mail addresses. These
strings are then converted to hyperlinks to known value-added services.

* Web (Re)Structuring tools (*) By performing depth- or breadth-first walks of subsets of the Web,
we can provide:

• navigation and visual aids

* different views of the Web, either in part or in whole

* graphic representations of the shape, size or other attributes of a sub-Web

* graph structures for sharing and distribution

* Based on data acquired by watching the activity of human, agents, or programs, we can construct:

* navigation histories (graphical or otherwise)

* statistical analyses

* Correlation services Once a sufficient number of authoritative databases were accessible via the
Web, agents could build secondary, derived information sources. These derived sources could
combine, sort and correlate the authoritative information in a wide variety of ways. These can be as
simple as reconciling data from two different sources or as complex as inducing new relationships
between independently discovered data sources.

* Directed "fishing expeditions" Given some basic starting information and knowledge about the
types of information available on the Web, the user agent "fishes" for related information in
particular spots, gathering anything that looks interesting.

" Interactive Environments Presently the WWW provides virtual locations where data exists, while
Internet Relay Chat (IRC), Multi-User Domains (MUDs) and MOOs (MUDs, Object-Oriented)
provide locations where people reside. There is no technological reason why these infrastructures
cannot be effectively merged, providing locations where both people and data co-exist.

We identified those items marked with an * as areas that could be implemented either partially or wholly
by filtering the HTTP/HTML stream between the browser and destination Web server. The notion of
filtering the HTTP protocol and the content returned led us to the notion of extending HTTP proxy
servers [Luotonen94]. From this original description, we chose to focus on and expand on the following
functions.

Firstly, specific client services could be developed based on the redirection of an HTTP request through
a filtering entity that could modify the request in some specified way. Secondly, such services could be
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either hosted on the local machine or somewhere on the network. Finally, if run locally, a caching
service could be used to support disconnected access.

Our initial experiments in creating filtering-based associates were performed in conjunction with work
on a customized browser that we called Ariadne. The Ariadne browser was built using the Library of
Common Code (libwww) from the World Wide Web Consortium, with an HTML display widget
developed by Ilog: the user interface portion of the browser was developed using Ilog Views, a C++
based GUI development, and Ilog Talk, a variant of the Lisp programming language. Ariadne was
notable for the inclusion of two major features: a hierarchical hotlist structure that could be used to
directly control the browser, and a machine independent back-channel interface in the form of a TCP/IP
connection. The presence of this connection was advertised via an X-BackChannel HTTP header: our
proxy based services were instrumented to recognize this header and to send information and operations
back to the browser via executable LISP statements. This technique was used to build a dynamic
browsing history tree that showed the combined browsing history of a group of users.

As our work progressed, our focus changed from software tools that would benefit the individual to tools
that would enhance the user's browsing experience by leveraging the activities of their workgroup. The
following is from a position paper entitled Using the World Wide Web to Support Groups.

We have been building tools to support both individuals and collaborating groups of people through the use of
World Wide Web technology. Our approach is to work from scenario to technology to tool. That is, we start by
considering a number of realistic scenarios drawn from current work practices. From this we notice places where
our technology might be useful, and then construct tools to facilitate the scenario.

Our focus has been on the work environment, and our central interest is in helping groups of people work well
together. We take a special interest in situations where the groups (or teams) are formed for specific, short-lived
purposes. These groups tend to share several characteristics that make the World Wide Web (WWW or Web) a
particularly useful tool:

Groups are transient. That is, they must form quickly, function efficiently, and then disperse. Their membership
changes often over their lifetime. "Membership" may not even be a well defined term: some people function as part
of the team even after the end of their official connection; others make important contributions without official
connection.

Groups are distributed in several senses of the word They are geographically distributed, with members from all
around world They are temporally distributed because members need not share working hours. That is, each
member does team work as part of their regular assignment, but may not do that work at the same time that others
are doing team work Each member folds their team-based work into a larger job or task And they are
organizationally distributed.: members are not part of a single unit within an overall organization, but are collected
from a wide variety of organizations. For example, a single group within a computer company might contain
programmers from an applications organization, hardware designers from an engineering unit, marketing
specialists from corporate marketing, customer representatives, graphic artists contracted for a specific project, and
top-level management representatives.

Groups are cooperative in nature. This, of course, is not true of all groups, but we have restricted our attention to
situations where all group members (eventually) share a set of goals. They organize themselves to divide the work
up into units that can be handled by sub-groups (including individual work assignments) and units that require one
of several forms of group consensus [Miller95]
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We had two major scenarios upon which to draw: our work with BBN, Inc. on the Logistics Anchor Desk effort, and
the second with ISX Corporation in the exploration of how Web technologies might aid the effort of DARPA
program managers.

These were the beginnings of our Mediated Access technology (also known as the Mediator), which drew on two
notions extracted from the above scenarios.

3.1 Mediated Access
First is the notion of collaborative activity as a means to achieve a shared goal and the representation of
that goal as an HTML document where individual hyperlinks represent subtasks. The responsibility for
completing that subtask could be assigned to different team members; adding content to the object
referenced by that hyperlink thus modeled on-going work on that subtask, while the notion of "sealing" a
document represented the completion of that subtask. Secondly, the notion of Web as workplace was
intrinsic to both scenarios: the Web created by the hyperlinking of artifacts representing both the product
and the process of the task. And from this rose the notion of a Group Server: an information store that
becomes the distributed team's virtual workplace. This group server would be comprised of an HTTP
server extended in various ways to provide a set of group services that would aid the team in carrying
out their day to day tasks.

3.2 Group Annotation

Our next major addition to the notion of group services was a general annotation system that could be
used to review and comment on those documents managed by the Mediator. We used the ComMentor
system from Stanford [R~ischeisen95] as our base, but, in keeping with our philosophy of implementing
technologies that would be useful with any Web client or server, we moved certain functions that had
been present in a modified version of the NCSA Mosaic browser into a Strand-based service that could
be accessed by individual group members. The resulting system provided the ability to annotate any
document on the Web, and implemented the user interface to the service as a series of "special" URLs
that were interpreted as directives to the service itself. These directives (the results of filling out an
HTML form) represented the ability to manipulate and control the value-added server itself using the
same mechanism as that used between the clients and the information server (HTML).

3.3 Browsing Associates

Although the above services addressed issues of collaboration within the workgroup, we did not have a
complete end-to-end solution: we needed to tie together the notion of group servers and group-oriented
services with the user's desktop. Our mechanism for establishing a presence on the user's desktop was
via the notion of the browsing associates, "relatively small and simple applications that are not coupled
to a particular HTTP stream and can asynchronously access the WWW on the user's behalf' [Meeks96].
Note that this definition of the browsing associate varies from our initial definition: here the term
associate is used to refer to what had been previously labeled an agent.

The intent of the browsing associate was to address the following deficiencies in locating and managing
information:
• Navigating: becoming lost or disoriented when navigating in a large hypertext space
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0 Finding: Web clients support browsing of a large information space, and one can access Web-based
search engines (either for content accessible via the Web, or for more specialized information), but
most are not well suited to find a given object that requires an organized set of information.

* Adding: very little support exists to add value (such as annotations) to existing Web structures.

* Receiving: passively receiving timely information is poorly supported

Associates differ from transducers (filtering agents) in that they are not tied to the browsers HTTP
connection. That is, failure in an associate will not incapacitate the browser: failure in a transducer has
the same impact as failure in a server (activity is suspended until the browser is re-homed).

Browsing associates were a means to add functionality to the browser without requiring a special (and
insecure) form of communication with the browser or by actually modifying the browser source code
itself. The need for the browser backchannel was lessened given the presence of APIs for
communicating with the browser[Cusack95], APIs that can be subsumed under the label Common Client
Interface (CCI), the name originally provided by the NCSA Mosaic team. These APIs provided several
powerful capabilities, including the ability to register an external program as the interpreter of a given
MIME type or URL, and to request that an external program be notified whenever the user requested the
retrieval of a URL via clicking on a hyperlink.

3.4 Notification
The presence of a number of different associates, either instantiated as browsing associates or as proxy-
based services, anticipated the need for a notification infrastructure that would tie the server-based
functionality together with the desktop systems, and the desktop systems with each other (we expressly
allowed for direct peer-to-peer communication). We chose to implement this notification system using
the Zephyr notification system that had been developed as part of MIT Project Athena and an
implementation of the Linda programming language that used a TCP/IP-based server to represent the
Linda notion of a shared tuple-space [Schoenfeldigner95].

We chose to exploit several capabilities in the Zephyr notification system

Zephyr's notification classification scheme on class, instance, and recipient was a good match with
our group-oriented work. Specifically, notifications could be targeted to a single user, or to a (time-
varying) list of recipients (a recipient field code as "*" implies all users currently subscribed to the a
specific <class, instance>). In addition, a Zephyr notice consists of a 4-tuple of <class, instance,
recipient, body>: this matched well with the underlying notion of a tuple-space as presented via the
Linda language primitives, and made it almost trivial to store notifications in Linda tuple-space and
retrieve them via the pattern-matching primitives.

Zephyr's notion of location-independence meant that a user could receive messages regardless of
what machine they were using (in the office, working at home, logged in remotely): in fact, Zephyr
supports the notion of a user having multiple points-of-presence on the network and will deliver the
message to all instances of the recipient.
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0 The notion of access based on a subscription-list ensured that only those users interested in a sets of
messages would receive them; the programmability of the existing UNIX Zephyr implementation
meant that the user could also control how a message would be viewed. In addition, the ability to
subscribe and unsubscribe at will meant that the certain interactions between a client and the
blackboard were trivial: for example, a client could simply ask the blackboard to record messages of
class X, instance Y: the blackboard could easily subscribe to these notices and unsubscribe at the
behest of the user.

We chose to implement our blackboard facility on top of the Linda server. As stated previously, the
match between the Linda notion of tuple-space (a content-addressable datastore consisting of an
arbitrary collection of N-tuples) and the Zephyr definition of a notice as a 4-tuple (class, instance,
recipient, message-body) meant that Zephyr notices easily could be stored into the tuple-space by
utilizing the existing <class, instance, recipient> fields, adding a time-stamp, and encoding the data field
in standardized way (we ultimately chose the URL encoding scheme used by the HTTP post primitives).
In addition, the basic Linda primitives supported pattern-matching against the tuple-space: this made it
simple to retrieve all instances of a given <class, instance> pair.

In order to achieve the goal of location independence for the blackboard, we developed a front-end
associate for the Linda server. This server is responsible for listening for notifications of a particular
type: when such a notice is received, the agent responds to the sender with the TCP/IP address of the
Linda server. The client then communicates directly with the server via a higher-level blackboard
specific API that masks the use of the Linda language primitives.

The associate also provides another service for a client: the client can request the agent to subscribe to
and record notifications of different types on behalf of the client. The client can, at a later time, inform
the agent to cease collecting these notifications, and then extract these notifications from the blackboard.

It is interesting to note how the final design of the system has adhered fairly closely to the original
architecture proposed at the beginning of the project. The idea of associates and transducers have proven
to be a useful distinction in locating system functionality. The biggest difference is in a shift from the
more aggressive vision of "agents everywhere" to a more constrained notion of an associate-based
services that exist both on the clients desktop and on the targeted server that cooperate via a notification
system The next section will describe several instances of associates and group services.

4.0 Accomplishments

We have developed several novel software systems in the course of our project work. The following
sections describe our most successful software artifacts generated as part of the WAIBA project. Most of
the software described below is available as part of our WebWare software release, available via the
Open Software Foundation's home page at: http://www opengroup.org/

4.1 The Strand Toolkit

As a way of learning about implementing proxy based services, we developed a toolkit for creating these
filtering services. This toolkit is called the Strand (Stream TRANsDucer), since we borrowed the notion
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of stream transforms from [Abelson86]). The toolkit consists of a shell application that is intended to be
combined with a user written application that will actually perform the transformation of the HTTP
request and/or response stream. The application writer could chose to observe and modify the request
and response stream or both, and could choose from three implementation modes

* transform the request and response stream via separate modules; no communication between them.

* transform the request and response stream in a single process such that state could be maintained for
each HTTP transaction

* transform the request and response stream such that state could be maintained across connections
(this is known as the co-process model)

The Strand toolkit has been the basis for most of our group services. The toolkit itself consists of the
Strand "shell" that provides an environment in which the application can run and a low level API library
for interfacing with the shell.

Based on our usage of the toolkit, we have extended the basic toolkit in several ways. For example, we
have added the capability for the application code to create the downstream connection itself (normally
this was handled by the Strand shell) or to actually resolve the URL itself and contact the destination
server directly. In order to improve the performance of Strand programs written using various scripting
languages, we have extended the Strand shell to support embedded interpreters (in our version 2 release,
only Perl is supported). Code is interpreted once, and there is a concomitant saving in execution time,
since a new process doesn't have to be created to run the interpreter for each new request. These
enhancements also allow a developer to build the application using interactive development tools, and
then embed the resulting script into the Strand for increased performance. The toolkit currently runs on
the Solaris, HP-UX, and Linux operating systems.

4.1.1 Indexer Strand
We developed our initial Strand-based service to allow a group to utilize a shared browsing history; our
second implementation was a full-text indexing application. The Indexer ran as a proxy service: each
document requested would be indexed and the results stored in a local database. An HTML query form
was provided that permitted the user to query the results of these searches using a simple keyword query
interface. As implemented, this service was focused on supplying these services to a workgroup; more
recently, this notion has been adopted by various commercial products that work with COTS browsers
and the user's document cache, thus providing an individual search capability based on the user's own
browsing history.

Although we chose not to follow on with this prototype, the development of this application was
significant in that it demonstrated the following:

A Strand based application could be used by multiple users without undue delay or other
performance impact (this is in part because of the variation in response time seen in the normal
course of browsing various web sites)
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* Generation of document meta-information on-the-fly (the full-text index) and use of a database to
store document meta-information (in this case, UNIX DBM files) was feasible when using Strand-
based filters.

Communications between a Web client and a service could consist of a forms-based interface that
utilizes URLs to address the proxy service itself. In effect, the proxy service reserves a portion of the
namespace for its own use: the difference between this and a standard Web server is that the URL in
question could not be used directly by a Web client, since the URL encoding for the proxy service
may not be resolvable by a non-proxied client.

4.2 Group Annotation

The original ComMentor architecture combined the merging of documents and the management of a
users' group membership and their access to various annotation sets in the browser itself. We initially
factored these capabilities into a Strand-based Annotation Service that contacted the Annotation server
on behalf of the user, merged the resulting annotations into the returned document, and returned that
modified document to the user. In our initial implementation, we continued to use a simplified
implementation of the Annotation server as developed at Stanford.

As part of our ongoing work, we re-implemented the system to provide a cleaner architectural
specification as suggested in [Schickler96], as well as to better support different modes of filtering. The
new Annotation service is designed to run either as a client-side (an HTTP proxy service) or as a server-
side filter (a proxy service acting as a front-end to the HTTP server). The service accesses user profile
information on a specified server: this is usually the same server that runs the annotation service. The
Annotation Server that stores and manages the annotations themselves has been re-implemented using
the mSQL database system, and management of user access to annotation sets has been become part of
the administration of the Annotation Server itself.

The Group Annotation service provides a very flexible means to provide commentary on Web
documents: client side applications can theoretically annotate any document on the Web, while server-
side Annotation services provide commentary only on documents served by a particular server. User's
can choose to view annotations only from particular categories (sets), and, for those annotations, chose
to filter them in various ways. The current user interface utilizes the frame technology pioneered by
Netscape Communications Corporation in their Netscape Navigator browser: annotated documents are
displayed in one frame, user control in another, and the annotations themselves are displayed in a third.

4.3 Mediated Access

The Mediator software was developed to provide functionality to support teams in creation, publishing,
and maintenance of collaborative webs from anywhere on the Internet. This system provides the
following benefits to end users:

• Supports asynchronous distributed authoring

* Provides authorization policy for creating, updating and deleting documents
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" Provides centralization of project information
• Notifies selected team members via email of new and updated documents

The Mediator software has undergone significant changes since our initial implementation. Information
concerning document classification and other meta-information is now stored in an mSQL database; the
document index is now generated dynamically using special header and footer files to add project
specific information. Information about project members has been factored into two separate data stores
(see the User Profile service description below). Finally, the Mediator not only sends email notification
to users who are on the notification list, but also generates a notification message indicating which
document has been changed: suitably instrumented applications can receive these notifications can
trigger application-specific processing based on the type of event (document creation, modification,
"sealing" [completion], or deletion).

4.4 User Profile Service
The User Profile Service was developed to answer a shared need for both the Mediator and the Group
Annotation services. Specifically, when recording an annotation or when generating lists of team
members, information about individual team members is included as part of the annotation. This
information includes the user's e-mail address, project specific home page, the user's actual home page,
and the user's picture. This service had previously been duplicated as part of both the Mediator and the
Group Annotation services; in the re-design effort undertaken during the second year of the project, this
information was factored out of each application and instantiated as a separate service that is used by
both services. In particular, this service is extended by the Group Annotation service that uses this
service as a means to store the user's annotation set view (which sets the user is interested in seeing) and
other annotation filtering information.

4.5 Browsing Associates

4.5.1 HistoryGraph
The HistoryGraph visualizer grew out of the browsing history tree generated as part of the early Ariadne
experiment in sharing group browsing histories. Originally developed in ILOG Talk and Views, it was
re-written using the Tcl/Tk programming language and a CCI interface such that the HistoryGraph could
request notification from the browser whenever the user accessed a URL by clicking on an embedded
hyperlink. The HistoryGraph creates a tree-structured representation of the user's browsing history: the
tree may be subsequently edited using drag-and-drop. The tree can also be used for navigating: clicking
on a node cause the URL associated with that node to be displayed in the user's browser.

Named sets of URLs can be created either by selection or by specifying a regular expression to search
either the URLs or the titles of the URLs retrieved: these sets can be saved as HTML files for later
perusal. The entire state of the visualizer can also be saved and reloaded at a later time. Named sets of
URLs can be forwarded as input to other browsing associates: in this regard, the HistoryGraph provides
a convenient means to interface with other applications as well.
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4.5.2 WhatsNew

WhatsNew represents our efforts to develop a browsing associate to explore how changes in a weblet of
interest might be communicated to the user. We factored the notion of change into three separate
functions:

" How to specify those pages of interest

• How to specify what changes were of interest, and

• How to specify how frequently to check for changes

In addition, we wanted to explore alternatives for notifying the user when changes of interest had
occurred. Our initial implementation implemented the following choices. Pages of interest were denoted
by a file containing a set of HTML formatted anchor (<A>) elements; each reference was a candidate for
examination. Using HTML formatted documents permitted using existing browser bookmark files or
HTML documents. Changes to Web documents were based simply on modification date; one interesting
variation was to allow the sense of the test to be inverted, such that all files that had not changed since a
given date would be identified. Time could be specified either as an absolute date and time, or as a
relative time ("3 days ago"; "1 hour ago").The frequency of iterations could be specified as an interval
(e.g. "5 minutes"): the default was "never", indicating a single iteration.

The user could choose four different means of notification. WhatsNew automatically generates an
HTML page containing a list of the URLs that have changed: documents that are unreachable or
encounter an error are treated as changed (under the assumption that the user is interested in such
information for purposes of modifying their lists of pages of interest). The user can choose to receive no
notification at all (in which case they can access the generated HTML file at their leisure), to have the
page displayed automatically in their browser, or to be notified via the WebWare notification
mechanism (this usually results in a pop-up notification indicating which URLs have changed)

Initially, the WhatsNew associate ran as a completely separate program. During our second project year,
we made two significant changes to the WhatsNew program. First, WhatsNew was instrumented to
accept a set of URLs to examine from an external program (in this case, the HistoryGraph visualizer).
Secondly, WhatsNew was further instrumented to return the set of changed URLs to the HistoryGraph
for inclusion in the visualization hierarchy. This changed the WhatsNew application from a (rather
trivial) Web-aware application to a more interesting and powerful means of augmenting an awareness
strategy for the desktop.

We do not believe that we have exhausted the possibilities of managing change with Weblets. For
example, the evaluation of last-modified date could also be augmented by comparison of document
content to a set of keywords or to a previous revision of that document. Only if significant changes were
found would a document be marked as changed.

4.5.3 Linktree

The Linktree associate was designed to supply the functionality of World Wide Web robot [Koster94]:
namely, a program that, when given a starting URL, would explore the hypertext graph starting from
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that node. The search is limited by specifying both the depth of the resulting tree and by an expression
that each URL would have to match (for example, indicating that all URLs must be found on the same
machine).

The Linktree is hooked into the client's browser such that it is informed of new page being displayed.
The search could be invoked automatically, or only when instructed by the user. The Linktree generates
an HTML page representing the hierarchy of hyperlinks starting at the given page: if so requested, the
Linktree will automatically cause this page to be redisplayed in the browser.

Future plans call for a re-integration of the Linktree with the HistoryGraph visualizer. The user sets
operational parameters for the Linktree and then sends the node in question to the Linktree which will
generate the tree of URLs stemming from that node and return the resulting data structure to the
HistoryGraph for display as a separate subtree. From this point, the user can then use the display to
navigate the tree or simply prune the resulting subtree if the information isn't interesting.

4.6 Blackboard Assistance

We have discussed our notification service in a previous section of this paper; notification is the key
technology that links our server-side group services with the browsing associates on the user's desktop.
The blackboard service presently is the major application to utilize the notification service.
Our goal in building a blackboard service was to provide a common mechanism for applications to share
semi-structured information in a networked environment. In particular, we wanted our browsing
associates, Strand-based services, and our CGI-based services to utilize the same mechanism to store
information that was neither as ephemeral as Zephyr notices nor as persistent as, say, the User Profile
information. Our blackboard service was implemented using a shared TCP/IP based implementation of
the Linda programming language [Schoenfeldinger95].

The design for a blackboard system based on Zephyr and Linda consists of three parts:

1. a Zephyr-enabled Tcl-based front-end server that connects directly to a compauiion Linda server
and implements the blackboard protocol and library,

2. a protocol that specifies the format of the Zephyr notices exchanged bectween the server and
client to implement the basic blackboard functions,

3. a Tcl library of functions that provide the abstract interface to the blackboard.

In particular, we believe the implementation of the blackboard service provides the following
improvements over using Linda alone or some other database-like mechanism.

1. Location independence: the service does not have to live at some well-known location that
applications need to be configured.

2. Simple Tcl interface: the Tcl blackboard library provides a simplified interface to the underlying
Linda server, access to a simple application naming service, and (eventually) support for more

13



powerful abstractions; all these functions can be taken advantage of by any Tcl application that can
also use the Tcl Zephyr package.

3. Name service: by providing a central registry for generating unique but meaningful application
names, the blackboard can provide support for services like the ZSend protocol (a Zephyr-based
replacement for the Tcl/Tk send primitive) and eventually for a service brokering system.

4. Application proxy: the blackboard can provide a "stand-in" for an application by capturing
information for that application while it is off-line. For example, HistoryGraph could use the
blackboard to save Zephyr notices from the Mediator while it is off-line and then retrieve these
notices when it comes back on-line.

We have developed two scenarios utilizing the blackboard and notification service. The first is an
implementation of a "guided tour": one individual acts as a "tour leader" to provide a "guided tour" of a
particular hypertext space; tour members "follow along" via their Web browsers. The tour facility is
provided by an associate that receives messages from the leader and then positions the browser to the
correct node. Should another tour member arrive late for the tour, they can "catch up" by accessing the
blackboard and retrieving all pages up to and including the current page in the order accessed (thus
enables sensible usage of the browser's Back button).

Our second scenario integrates the blackboard with the Mediator and the HistoryGraph visualizer. In this
scenario, notices from the Mediator are incorporated into the HistoryGraph by modifying the icon
representing a given document, thus providing a visual cue of changes in the mediated namespace. When
restarted, the HistoryGraph application consults the blackboard for change notifications: additions and
deletions are automatically incorporated into the visualization tree.

4.7 Summary

In sum, then, we have developed a suite of powerful, interlinked services that together provide a
platform for a powerful workgroup environment aimed at improving the efficiency and communication
of a distributed project team. The combination of the Mediator, Group Annotation services, and the
Notification service provides a flexible means for team members to create shared documents and
commentary on those documents, while being assured that they are notified whenever changes are made
to this shared workspace. The use of the HistoryGraph visualizer, in combination with the WhatsNew
and Linktree associate, addresses the issues of organizing browsing information as well as integrating
the mechanisms of notification and browser control on the user's desktop.

5.0 Results/Lessons Learned

Our efforts of the past two years have resulted in two mature technologies: Mediation and Group
Annotation. Both of these technologies are being integrated into the Web Integrated with Security
Enhancements (WISE)[OSFR196b] effort that incorporates groupware technologies with the OSF/RI's
DCE-Web [Lewontin96] technology. DCE-Web implements the HTTP protocol via the DCE RPC
interface to a DCE Web server: this interaction leverages user authentication and privacy on the client
side and leverages the use of DCE authorization services on the server side in the form of DCE ACLs for
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individual objects in the namespace. These technologies are expected to be deployed both at Sweden
Post and Hewlett-Packard.

5.1 Mediated Access

The notion of "mediated access", where the server is privy to all user interaction with the document store
(both reading and writing), is extremely powerful. The canonical Web publishing model assumes that
the server just returns (existing) content and does not address how that content is made available or
organized on that server. The mediated access model assumes that the server can add value to the
content stored on that server: a server that mediates document creation can provide on-the-fly keyword
indexing and immediate notification based on stored queries that would match those keywords.
Additionally, the server can add relationships via HTML LINK elements and incorporate other
document meta-information via HTML META elements. These elements can then be interpreted by
suitably instrumented browsers or desktop associates to provide a more highly connected structure not
only in terms of navigational aids but also in terms of automated links to other relevant documents.
Content can, in short, be tailored to the interests and goals of the individual based on the role that the
individual plays on a given team.

By tracking the state of the document, the state change itself can be used to trigger other activities. For
example, the sealing of a document (no further modifications are permitted) could trigger the movement
of that document into a "read-only" area of the server or could cause access rights to be given to
additional individuals.

5.1.1 Proxy-Based Services

The notion of mediation also appears in other proxy-based technologies. In the canonical instance, an
HTTP proxy server forwards the request to the actual server and may also act as a cache. Proxy-based
services extend this notion by modifying the HTTP protocol itself or the content that is returned by the
request.

The notion of proxy-based services that provide value added transforms on information content has
become widely successful. Several examples of proxy-based services were reported at the 4th
International World Wide Web conference: among them were services in support of vision-impaired
users, a community based content-rating and access service, and an implementation of the Millicent
payment protocol that used a proxy-filter to add the payment information to communications from an
uninstrumented browser [WWW4].

5.2 Browsing Assistance

The state-of-the-art in Web browser implementation has increased at an almost alarming rate over the
two years of the project. We are now in a period where various vendors are competing by adding
increasing numbers of features to the basic Web browser with the resulting increase in complexity and
desktop footprint.

There are two different approaches currently being espoused in the marketplace: the "desktop as
browser" metaphor (Microsoft's Internet Explorer and the Nashville release of the Windows/NT
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operating system) where browsing functionality is incorporated into traditional desktop tools such as the
canonical file browser, and the "browser as desktop" metaphor, embodied by Netscape Navigator. In this
instance, the browser becomes the central application on the user's desktop, supporting all user activity
directed toward internet information services (this is the monolithic approach). We espouse a third
alternative that we label the component model. In this view, the browser is broken into component parts:
an HTML display engine (presentation) and an HTTP protocol engine. Thus, the browser exports a set of
services to the desktop; other Internet technologies, such as file transfer (FTP) or e-mail (SMTP) can be
integrated as a set of tools that may support a protocol engine but may utilize the same display engine
for displaying similar content type. An object of mime type text/plain, for example, could be displayed
by the browser regardless of whether it was obtained by the Hypertext, File, or Simple Mail protocol. A
commercial example of this kind of "outside-in" approach is Sofiquad's Panorama, an SGML viewer and
browser. Panorama registers with the user's browser as a external viewer for SGML documents (mime
type application/x-sgml), but then uses the browser to resolve URLs contained within the document (the
content is handed back to Panorama). This is an attractive scenario, and an example of how a Web
browser can be usefully integrated into the desktop environment as both HTML display engine and
HTTP protocol engine.

The hotlist (bookmark) capability of the Ariadne browser has been transformed into the HistoryGraph
application. This application demonstrates how alternative interfaces to information resources can utilize
a hypermedia interface but maintain an arm's length relationship with existing browsing tools. Our
LinkTree and WhatsNew associates are further examples that build not only on the display capabilities
of the visualizer, but on the existence of browser APIs as well. Thus, we believe it is important to
maintain browser independence. We continue to need general purpose browser APIs to support the
component based style of interaction.

The HistoryGraph visualizer had its roots in the hierarchical hotlists developed as part of the Ariadne
browser work which then was spun off as a separate browsing associate. The added ability to manipulate
and save the results of a browsing session, combined with the ability to save and create arbitrary sets of
nodes, generates a powerful utility. This leads us to the notion of the WAVE (Weblet Activity
Visualization environment), where the visualization function can be extrapolated from the application
and developed as a separate component (the WADE - WAvelet Display Engine).

The problem with low-hanging fruit is that others will be quick to harvest it as well. We have ceased
focusing on these technologies that have become part of value-added features of other commercial
browsers. Hierarchical hotlists are almost universal, as is the ability to determine changes in pages of
interest. WhatsNew is useful now as an example of a browsing associate that can be invoked via
particular application protocol, but it is not worth pursuing unless there are more interesting applications
of detecting and reporting on change within specified weblets of interest.

Mediated technologies offer a wide range of possibilities for providing enhanced services within the
context of the World Wide Web. The integration of client and server side services with a location-
independent notification service provides a very rich environment for group collaboration.
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6.0 Influences

Our research endeavors don't exist in a vacuum: we strongly believe in building on the best efforts of
others and of returning our results to the community. In this light, the WAIBA project has benefited
since its inception from the work of members of the Perl, Tcl/Tk, Apache, and WWW communities, and
we have contributed time and code back to these communities as part of our WAIBA efforts.

6.1 Who influenced us?

Our initial influence regarding proxy-based servers was most assuredly the paper on World Wide Web
Proxies [Luotonen94]. We also benefited from discussions with Henrik Frystk Nielson at the World-
Wide Web Consortium on proxy-based services and on the facilities available in libwww.

The work on the ComMentor system at Stanford [Rscheisen95] was a major influence on our thinking
of how one might add commentary and other meta-information to Web pages not owned by a given
workgroup.

The notion of Web robots, especially the tkWWW robot [Spetka94], influenced our design and work on
the Linktree associate.

Our choice of Linda as an implementation for the blackboard was strongly influenced by Gutfreund's
work on WWWinda [Gutfreund94], and by Schoenfeldinger's work on building transaction-based
schemes using Linda [Schoenfeldinger95].

6.1.1 Who have we influenced?
Researchers at INRIA [Lang96] have credited us with systematizing the approach of filtering the HTTP
streams via a collection of services.

The Jigsaw effort at W3C credits our work on the Strand technology as providing the inspiration for the
use of filters in the Jigsaw server [Baird-Smith96].

We have significantly influenced work on the Logistics Anchor Desk effort, both for our Mediation
work and our Group Annotation efforts. The ability to annotate textual representations of a logistic plan
had lead to efforts to model and build a system that will support annotations of graphical images
[Davidson96]. This work will carry on into the Advanced Logistics Planning (ALP) effort.

We have contributed source code and ideas to the W3C consortium for the Windows/NT version of their
library of common code (libwww).

We have contributed HTTPd administration modules to the Perl community and to the Apache server
development effort, specifically in the areas of embedding Perl interpreters into the Apache server.

We have demonstrated our WebWare software at the fourth and fifth International World Wide Web
Conferences, and at the DCE Developers Conference help in August, 1996. We have been pleased to
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demonstrate our software to representatives from Hewlett-Packard, Digital, and the U.S. Department of
Transportation.

We have commercial contracts for our software from Dascom, Utopia, and Sun Microsystems.

Finally, we have incorporated WebWare functionality into the WISE cell; this development is also
planned to be fielded at Sweden Post and at Hewlett-Packard.

7.0 Publications/Conferences

We have been fortunate in being able to present the results of our work at several conferences and
workshops. The following lists our most signification contributions during the past year.

7.1 Conferences

" Pan-Browser Support for Annotations and Other Meta-Information on the World Wide Web, a paper
describing the Open Software Foundation RI's Strand-based approach to supporting group
annotations; presented at the Fifth International World Wide Web Conference, May 1996.

" Transducers and Associates: Circumventing Limitations of the World Wide Web, a paper on the OSF
RI's Strand and Browsing Associate technologies presented at the etaCOM (Emerging Technologies
and Applications in Communications) '96 conference, Portland, Oregon, May 1996.

" Application-Specific Proxy Servers as HTTP Stream Transducers, a presentation at the Fourth
International World Wide Web Conference, December, 1995.

7.2 Workshops

* Modular, Composable, High-level Stream Transducers, a position paper by the OSF/RI WAIBA
team for the ACM SIGCOMM95 Workshop on Middleware, August, 1995.

" An Architecture for Supporting Quasi-agent Entities in the WWW, a paper published in the
proceedings of the Intelligent Agents Workshop of the Conference on Information and Knowledge
Management, December 1995.

In addition, we also attended the World Wide Web Consortium (W3C) Workshop on WWW and
Collaboration, held in September, 1995.

8.0 Next Steps

Based on our successes and our "lessons learned" from the past two years, we believe that we should
move forward in the following areas.
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8.1 Web-based Group Collaboration Services

Our notion of WWW-based Group Collaboration services encompasses our use of the Mediator, Group
Annotation, and Notification technologies, and their use in an enterprise computing environment. Note
that these services can and should be integrated with other facilities: e.g., fault-tolerant servers, real-time
computing, etc., just as World Wide Web services can benefit from technologies such as distributed file
systems, etc. The area of CSCW (Groupware) that we have adopted is still an emerging technology: this
is especially true now that Web based technologies are being applied to the problem of collaborative
work.

Our focus is thus on the intersection of enterprise webs and group webs, specifically in the area where
solutions that are required for enterprise computing (distributed naming, authentication and
authorization) are applied to the "friendlier" workgroup environment.

8.1.1 Mediator

In this environment, the notion of Mediated access needs to be extended. Our earlier model of mediated
access for writing and HTTP access for reading no longer applies in the enterprise context, since
document visibility may need to be managed within the enterprise. We therefore propose that the
Mediated Access technology must function more like a DCE "junction server" or an extended CGI
interface, where the actual task of name resolution and object identification must be taken on by the
mediator itself. The notion of mediated read and write access actually provides a more general
environment. In the current environment, the Mediator is responsible for generating the actual URL
returned (this is consistent with the HTTP POST method); this makes it difficult for user's to add
documents lower down in the hierarchy. By causing all access to be mediated, then Mediator can now
perform URL pathname resolution to any depth, returning appropriate content and error messages.
The Mediator needs better search capabilities. Whether this should be supplied as part of the HTTP
server environment or by the Mediator on a per-project basis is unclear.

The Mediator user interface could be enhanced to more clearly represent project structure and
navigational aids to the user. For example, the document index page could show each category as a
collapsible list: clicking on the list would show the documents contained in each category. Additional
user interface enhancements should include how much information is presented and in what order (e.g.
should documents be returned by author, date, etc.).

8.1.2 Group Annotation

Group Annotation needs a more powerful database engine than mSQL: we had to perturb our design
based on performance problems with joining multiple tables. At this time, we see no need for an object
database; we believe that a relational database is sufficient for our needs.

We need to incorporate results of the Open Software Foundation/RI's related work on visual annotations
with textual annotation work. Furthermore, we need to extend the notion of annotation for other
application objects using the "wrapping" technique developed for visual annotations. The initial visual
annotation technology used a Strand-based service to modify each document. All references to image
data contained with the hypertext page were modified to become an applet tag that presented that image
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as an argument to the visual annotation applet. We propose an extension to this technique as follows: all
references to objects of application or image type are modified by a filtering Strand in the following
manner: an HTML page is generated that includes the object as a hypertext link, and all related
annotations are included on that page (this processing model is similar to the existing textual annotation
interface using HTML frames to present the annotations, the control interface elements, and the actual
text of the document).

We have recently implemented a prototype Java-based application for textual annotations: we will be
evaluating this prototype further to determine if the applet implementation meets on-going needs, or if
an independent browsing associate provides a better basis for annotation work.
The current Strand-based application of the Group Annotation service needs to be re-evaluated. The
current implementation is single-threaded: we need to investigate the potential performance gains if we
enable multi-threading of requests through the service.

Finally, we need to evaluate the above mechanisms in light of on-going efforts in the Web community.
The ComMentor authors report that the PICS effort (Platform for Internet Content Support) [Miller96]
has incorporated elements of the ComMentor architecture into their efforts at providing content ratings:
we must continue to be responsive and aware of on-going efforts within this community.

8.1.3 Notification

The issue of notification when content changes is still on-going within the Web community and is a
critical element of any groupware strategy.

There are effectively two different methods for determining which users need to be notified when
changes occur in a mediated portion of a web:

Notify based on changes to individual objects. A user "subscribes" to a given object (which may be a
single document, a search query, or a collection of objects). The user is then notified whenever the
object changes. This can either be a change to the object itself (in the case of a document) or to the
implied internal state of the object (in the case of document collections or of queries).

Notify based on subscription list. A user chooses to subscribe to a set of known notification types
(e.g. class mediator@opengroup org, instance *, recipient *). The user received all notices that
match this specification: it is up to the user to determine if they are interested in a particular change.

The object-oriented notification has the benefit of only notifying a user when that particular object
changes; however, the user can miss changes to other (related) documents. The subscription-list
approach puts the onus on the end-user for filtering the potentially large number of notifications: this
might well-be a job for a browsing associate.

We are currently thinking about a general-purpose Subscription Manager that would include the
functionality currently supported in zctl (Zephyr subscription list control application) and zwgc (Zephyr
windowgram client - responsible for displaying notifications). Users would be able to graphically view
and manipulate their subscription lists, and associate actions with each element. Each action could be
specified via a simple scripting language based on Tcl or Expect.
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8.1.4 Blackboard
The blackboard service serves two useful purposes: as a message repository, and as a rendezvous service
for cooperating browsing associates. We have already prepared a demonstration of how an application
can invoke the blackboard as an agent to record notifications of interest to the application, and then
download these notifications once the application is re-started. Since the blackboard can always be
located via its Zephyr interface, cooperating agents (either working together on a single desktop, or
cooperating across user's systems) can register their presence as well as the capabilities they provide. In
addition, associates can chose to synchronize behavior via the underlying Linda primitives: an ino
operation will block until a tuple that matches that query is available in the tuple space. Associates thus
have both a synchronous and asynchronous method for process coordination.

8.2 Desktop services

We are already contemplating the transition of the HistoryGraph technology into new areas; this new
initiative will be re-christened WAVE (Weblet Activity Visualization Environment). This environment
will consist of two components: the WADE (WAve Display Engine) and various Wavelets, small
applications that use the services of the WADE to both display and manipulate various weblets and as a
means for the user to specify sets of URLs for various operations. The existing WhatsNew and Linktree
will be updated to this new interface; and the HistoryGraph application will be re-written under this new
model, and re-christened the HistoryViewer.

8.3 Influence of Other technologies

As this project has demonstrated, time does not stand still: the phrase "Web years" frequently is used to
describe the time necessary to generate new generations of software - where once this would have taken
a year or more, new versions of software now appear every few months.

8.3.1 JAVA (Javascript, LiveConnect)

The Java programming language has captured the imagination of the Internet community, However, one
might well ask when the use of this technology is this truly mandated. Our position is that the use of
Java applets is warranted when one needs to maintain client-side state when accessing the resources
offered by a given site. There are no other good mechanisms: Netscape cookies require explicit
cooperation between a client and a server; using hidden fields in forms begs for failure when internal
limits are (silently) exceeded. The Java applet definition, however, provides a means for an applet to
connect with a secondary service on the Internet host where the applet was downloaded, and enter into a
stateful dialog with that server as long as the Web page on which that applet was loaded is still in view.

Alternatives to Java are browser specific plug-in modules or the Active-X technologies from Microsoft.
The disadvantage of these two technologies are that they are compiled for specific platforms: this
platform must be taken into account when versions are downloaded, and that they offer no built-in
security guarantees. This will undoubtedly change in the near future; at present, Java has the slight edge
in portability, although evidence is beginning to surface that the Abstract Windowing Toolkit (AWT) is
not well-specified enough to guarantee consistent behavior across different platforms.
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8.3.2 Server plug-in modules

Many commercial servers are now offering the ability to incorporate server-side processing into the
server itself: this can be done either when the server is initially compiled, when the server is loaded into
memory for execution, or when the functionality is invoked explicitly. Servers that currently offer this
functionality are the Netscape family of servers, the Apache server, Microsoft Information Server, and
the OSF/RI Wand server. This functionality takes two forms: either that of user specified processing that
could have been implemented via the Common Gateway Interface (CGI), or by adding functionality to
the server, which emulates the ability of some servers to process specific directives called "server side
includes".
These technologies offer improved performance characteristics beyond that possible with either the CGI
interface, or by interposing a filtering Strand before the actual HTTP server. Both the Mediator and the
Group Annotation service are candidates for this enhancement: an additional advantage to this
arrangement is that issues of authorization and authentication can be carried out by the server code (as is
now the case for CGI), but not for server-side filtering services.

8.3.3 World-Wide Web standards
As this paper is being written, the HTTP 1.1 specification is being prepared for submission to the IETF
as a proposed standard. This specification contains definitions for the PUT and DELETE methods for
the HTTP protocol which will imply a more general publishing model for the Web than is currently
extant. In addition, the HTTP 1.1 protocol contains other directives that apply specifically to proxy-
servers: our technology must be kept up to date with evolving standards. We are currently participating
in a working group on Distributed Authoring and Versioning: changes proposed by this effort will
undoubtedly influence our directions and our results.
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Part 2: Logistics Anchor Desk Option

Misha B. Davidson

9.0 Abstract

This report covers the work performed by the Open Software Foundation Research Institute under the
Logistics Anchor Desk (LAD) option of the WAIBA contract in 1996. The highlights of the work
include development of Graphical Annotation technology and design of mixed-media Web-based
annotation system, participation in a Technology Integration Exercise (TIE) and in an Integrated Field
Demonstration (IFD), and attending three Advanced Logistics Planning (ALP) workshops. Note that
during the course of the project, DARPA asked that we move our research from the LAD program to the
needs of the ALP program.

10.0 Introduction
This report is a summary of the work we did under the LAD option of the WAIBA contract in 1996. It
presents key elements of the effort along with the results that were produced.

Our role in LAD was to bring advanced Web technology into the realm of LAD Technology Integration
exercises. We fulfilled this role by participating in a TIE in March and in an IFD in July of 1996.

During the year, the LAD program was transformed into Advanced Logistics Planning (ALP) program.
Our role in it has changed accordingly. We participated in a number of ALP meetings aimed at
determining the system goals and architecture. Reports from these meetings are included. In addition we
wrote a number of research proposals aimed at solving the long-term technical problems relevant to the
ALP program.

In the process of preparing for the TIEs and IFDs, we designed and developed a number of Web-based
collaboration technologies. For the initial TIE in March, we adapted a Web-based annotation system to
work with text documents generated by the GLAD software. In preparation for the July IFD, we
developed the Graphical Annotation technology that enables logisticians to collaborate on logistics maps
using their Web browsers.

As a part of our participation in ALP, we also developed and designed Integra, an Integrated Text,
Graphics and Audio Web-based annotation system. Integra will enable logistics planners to collaborate
on full logistics documents consisting of text and graphics. It will make collaboration easy, allowing
users to comment via text, graphics or speech, or any combination of the above. Finally, it will provide
sophisticated notification and group membership facilities enabling users to obtain accurate information
as soon as it is available.
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The following sections present key information describing these activities. The first section describes the
design of the Graphical Annotation system that was presented at the July IFD. The second section
addresses the functional specification of Integra. The final sections provide information about the ALP
Workshops we attended throughout the year.

11.0 Initial Plan for Building Graphical Annotation

1].] System Architecture

The Graphical Annotation provides users with the ability to create and read graphical annotations
attached to the images on a server where the system resides. The system will modify the documents
residing on that server by replacing images with applets which display those images and allow users to
annotate those images.

11.1.1 GUI

The GUI supporting that functionality is presented in Figure 1:
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Figure 1. Graphical Annotation GUI. User interface consists of the main applet window imbedded in the document (a), and
of pop-up windows (b) and (c), containing the pallets of symbols and actions supported by the system. The main applet
window contains three major components. They are the "drawing window" on the top where a user can create and read
annotations, a "positioning window" that allows users to find and move the drawing window on the map, and the control
panel..

Users will create annotations by selecting one of the tools from the pop-up pallets and applying this tool
to the main drawing window, (much like in Frame or xfig). Scrolling the main application window will
enable users to read annotations in various parts of the image.
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Each annotation consists of a number of individual symbols or shapes, plus an annotation anchor. An
annotation can be presented in one of two ways: expanded, when all components of the annotation are
showing, or collapsed, when only the annotation anchor is visible to the user. Clicking on the anchor
toggles the state of annotation, allowing users to access the view they prefer, whether it is the
unobscured view of the underlying map or certain graphical annotations on that map.

11.1.2 Components and topology

The current version of Graphical Annotation is server-side. This means that it will only allow users to
annotate images on a single server where the system is installed. We made this decision because this is
the simplest configuration that allows us to explore the functional requirements and the key complexities
of the system. Should the need for supporting annotations to arbitrary documents arise in the future, it
can be accommodated based on our past experience with text annotations.

The key system components and their interactions are shown in Figure 2:

I

Client Sets

Images

Figure 2. Graphical Annotation design. The HTTP server contains most of the system components except for the Strand.

Graphical Annotation is a three-tier system. The applet running in the browser is the client, the http
server is a mediator of all interactions, and the SQL database provides the annotation information. The
design uses the HTTP server to bring the whole system together. It serves the documents, images and
applets, and it also provides the CGI interface that enables the applets to access annotation information
(applets can talk to the server they came from without any restrictions).

The Strand sitting in front of the HTTP server bootstraps the Graphical Annotation process by replacing
the image anchors like:

<IMG SRC="image.gif">

found in a document returned in response to the request for document / mbd/index html with the
applet that displays that very same image and retrieves and overlays the annotations over it. The

replacement HTML will look something like this:
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<APPLET code="ButApp.class" width=500 height=300>
<PARAM name="IMAG" value="image.gif">
<PARAM name="DOCT" value="/-mbd/index.html">
<PARAM name="HOST" value="defiant.osf.org">
<PARAM name="PORT" value="80">
<PARAM name="PATH" value="/cgi-bin/aserver-demo/tester.pl">
<PARAM name="AUTH" value="bWJkOmliZA==">
</APPLET>

When the browser loads the applet, the applet will use its parameters to connect to the annotation server
via the CGI on the HTTP server in order to retrieve and store annotations to/from the database.

The most complex part of the system, however, is the Annotation applet itself. The next section of this
document deals with the applet design.

12.0 Master/slave event architecture for Graphical Annotation Applet

This section describes the key design principles which guide the construction of the graphical annotation
system.

There are many interactions between various components of the system. We introduce a uniform
interface structure that allows system components to communicate with the rest of the system (see
Figure 3). By allowing only "vertical" communication, we make the system uniform and reduce the
number of dependencies among its components.

Figure 3. Module communication. In order to minimize the complexity of the system, "sibling" modules are not allowed
to communicate directly. Instead modules communicate with their "containing" module and with the modules they

"contain".

In order to insure the end-to-end processing of all events, unify the architecture, and simplify interfaces,
the event handling system is implemented as a number of slave components and a single Event Master
component. Each slave component accepts user events, notifies the master about these events and knows
how to carry out certain actions. The event master contains a number of event-specific handlers. When a
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slave component notifies the master about an external event, the master evokes a handler which
dispatches appropriate actions to the relevant slave components, as shown in Figure 4.

Master

Handler

(2) Action A2) Action B

Event

SlaveSlave B

Figure 4. Master/Slave architecture for event handling. This architecture insures an end-to-end flow of events. When
an external event (0) is accepted by a slave component (A) it does not handle it directly, but passes the event on (1) to the
Master which invokes an appropriate Handler. The Handler then determines the correct action and dispatches it (2) to the
relevant slave components. As a result, more than one component may react to an external event.

All top level components in the system conform to this structure. Figure 5 presents the system
components grouped by their function.

I Master

SN olableScn bble Event AnnotationHandler

Drawing
Tools

Logistics

Symbols

Pop-,U Windows

Figure 5. Top level components of the Graphical Annotation Applet. All major components, no matter where they are
located in the system and whether they are exposed to the user or not, obey the master/slave architecture outlined above and
handle all incoming events and communicate with each other via the Event Master.
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Another key design principle of the system is to keep only one copy of state, preferably in the Master
Event handler. However, when the state is tightly associated with one of the components, it is acceptable
to keep the state within that component as long as interfaces for retrieving this data are provided.

Figure 6. Uniqueness of state. In order to preserve the end-to-end nature of the system, we try to avoid replicating data
throughout the system. Scrollable Scribble and Navigation map share their current coordinates through the variables X and

Y stored in the Master Event Handler. Not all data, however, needs to be stored centrally. The dimensions of Scrollable
Scribble may change as the applet window is resized. Thus, the dimension data belongs to it, and whenever this data is
needed it is read by the event master

Drawable objects constitute a drawing mechanism used for representing user annotations. Each drawable
object has a symbolic representation and can either be drawn in full (as in drawable shapes and symbols)
or act as a tool (e.g. delete or move tools). The classification of drawable objects is presented in Figure
7.

Drawable Drawable k

Shape Symbol

0CD

9, -

Figure 7. Classes of Drawable Objects. Drawable objects are objects that have a drawable symbolic representation
and can possibly be drawn on a map in full representation

Each subclass defines its own way of handling user events, which should make it easy to implement
drawable objects like "delete" and "move." This hierarchy can be easily extended to accommodate new
types of objects or symbols specific to a different application domain (e.g. architecture).
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13.0 Functional Interface for Integra-Integrated Text, Graphical and Audio Annotation System

13.1 Introduction

Integra is an integrated text, graphics and audio annotation system which will enable users to annotate
HTML documents and images with text, graphics and audio. Integra will make the annotation process as
easy and seamless as possible without actually rewriting a browser. This document describes the key
functionality of Integra and outlines the design choices that make this functionality possible.

Design goals for Integra are: integration, unification, consistency and responsiveness.

* Integration: all modalities of Web documents can be annotated with all modalities of annotations
" Unification: the system does not simply allow users to create text or graphical annotations, but

rather, each annotation may consist of a variety of modalities, containing, for example, text, graphics
and audio. Moreover, creation of such a compound annotation should be an easy and seamless
process.

* Consistency: even though there are several active annotation modalities, the interfaces to those
annotation modalities are coherent. For example, writing a text annotation is in some way analogous
to writing a graphical or audio annotation

" Responsiveness is key to the system success. Functionality is the our most important goal.
Performance, however, is the key to the success of the system. Even though we will not implement
all the performance features initially, we will put in the hooks for future enhancements.

We are designing a full-featured system, but first we will be building only a baseline version for the
following platforms: Netscape on UNIX and PC and Internet Explorer on a PC.

13.2 Usage Scenarios

Integra will provide a powerful collaboration support mechanism for technical professionals and other
users who jointly develop and evolve documents using an electronic media. Thus, the function of the
system must reflect the kinds of work and patterns of communication followed by such users.

A typical scenario would be, for example, that of a design team working on a technical plan for their
project. After a series of meetings, the members of the team have more or less agreed on the high-level
system design. At that point, the team leader creates a high-level design document and places it on the
Web for review by the members of the team. Using the annotation system, he/she notifies the rest of the
team that the document is ready for review. The team members then comment on the document using
Integra, and the team leader is notified when their input becomes available.
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There are three types of first class objects in our system:

* Users
* Groups (or Tasks)
* Documents

And of course there are annotations. What does it mean to be a first class object? It means that a user
will be able to see a list of such object's system-wide (e.g., a list of all users) and add new objects of this
type to the system independently of any other conditions. This is in contrast to annotations that are
attached to existing documents.

Users are organized into groups. Groups are short-lived and are created to fulfill a specific task (such as
creation of a technical design document). Once the document is created, the group that has worked on it
is no longer needed, although a different group using this document as an implementation guideline may
be created.

Users should be able to create new groups and users and add users to existing groups on line via the
standard Integra interface. The creator of the group should be able to send a notification to the member
of the group announcing the addition of the new document to the scope of the discussion.

13.3 Functional interface

The Integra annotation system UI consists of two major components-the browser and the
associate/proxy itself. The goal is to create a clear functional distinction between the text and graphical
annotations. The browser displays the annotations or annotation anchors of both text and graphical
annotations inline, but does so statically, without allowing the user to add new or edit existing
annotations. The Integra associate/proxy is used to view the content of annotations represented only by
anchors in the browser. Most importantly, it is used to add new annotations (both textual and graphical)
to the documents displayed in the browser.

On a very high level, the browser and the Integra associate/proxy interoperate in the following ways:

* When the browser requests a document, the proxy function of Integra merges existing annotations
and the activators that enable users to create annotations into the document requested. The browser
displays the document with the annotations and activators merged into it.

* When a user clicks on one of the annotation anchors in the document, the associate part of Integra
displays the information about the corresponding annotation.

" When a user clicks on one of the annotation creation activators, the associate presents the user with
an annotation creation interface (more detail later) that enables the user to write a new annotation.

* When the annotation is submitted, the associate merges it into its internal representation of the
document, forcing the browser to reload the document with the new annotation via the proxy.

* Finally, when a user selects one of the annotations within the associate, the associate displays the
information about the annotation and then forces the browser to scroll the document to the relevant
annotation anchor.

The implementation of these interactions may differ slightly for different annotation media; however, all
types of annotations in the system should support these interactions.
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14.0 Types of annotations

Consider the relationship between the document and the annotation media. The Web consists of HTML
documents, some incorporating graphics and audio. We will provide text, graphic and audio
annotations. How do these two categories mesh together? In the most general system, it would be
possible to annotate any kind of Web media with any other kind of annotation media. To simplify the
task, we propose some constraints on this relationship. Later, when the skeletal system is in place, the
types of media that are allowed in the system can be extended.

Consider the use of audio, first in HTML and then in annotations. In HTML documents, audio is just an
embedded anchor; it is no different from any other URL. So, as far as the annotation system is
concerned, the audio fragments in HTML documents should be treated just like the rest of HTML. Now
consider the use of audio in annotations. We could have a separate type of an annotation - an audio
annotation - or we could integrate audio within the text and graphical annotation. The latter solution
appears more useful. For example, integrating text and audio in an annotation referring to a related Web
site will make it easy for a user to type in the URL of that site and at the same time record an audio
annotation. In some cases, the integrated text+audio annotation will have only a typed title, and the rest
of the annotation will be audio. Alternatively, a combined annotation without audio will simply be a text
only annotation.

The above argument for integrating text and audio annotations equally applies to graphical annotations,
which could also benefit from the addition of audio comments. And of course, graphical annotations
should include text. In fact, there are three different kinds of text. One is title, another is free floating text
over the image generated with a text tool, and the third is the description text that is entered separately in
a dialog box (the last two kinds are optional).

Taking all of the above considerations into an account, the following table shows the relationships
among the Web/Annotation media:

Annotation Media
HTML elements Text + Audio Graphics + Audio +

Text
HTML with embedded audio Yes No, but design applet

with this use in mind.
Graphics No, but is implemented Yes

I within graphics I _I

We could possibly implement text annotations to the whole image by placing a paragraph marker right
after each image. This may, however, confuse the appearance of some documents. More importantly,
having the text field as part of the graphical annotation fulfills the need for commenting on the image.

Annotating plain HTML with graphics is no doubt useful, but will require a separate inlining mechanism
for putting new annotated images into the text. The Graphical Annotation applet is designed so that it
can be used both with existing images and with the new visual annotations.
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In summary, we can define a generic annotation as:

Generic Annotation = Title [+Text] [+Graphics] [+Audio]

with the two specific cases we described above defined as:

Annotation to Text = Title [+Text] [+Audio]
Annotation to Graphics = Title + Graphics [+Text] [+Audio]

The rest of this document will refer to the above Annotation to Text as Text Annotation, and to
Annotation to Graphics as Graphic Annotation.

In the future, however, we could add a simple graphical capability to the Text annotation, which would
allow a user to include a simple drawing along with the text of the annotation. Other users would be able
to view this drawing, but they would not be able to draw on it as they would in the case of normal
Graphical Annotations.

14.1 Main Application User Interface

This section introduces some constraints to the system behavior. Having such constraints makes it easier
to describe the functional behavior of the system. Please consider the principles rather than specifics in
this section.

The main design goal for this system is to provide an integrated annotation environment. This tight
integration of the system is exposed to the user via the GUI. What follows is one possible way of
structuring that GUI, presented here in conjunction with the states of the system.

14.1.1 Building blocks
From the perspective of the annotation system, any document consists of a number of chunks. An
example of a chunk is a paragraph, an unnumbered list or an image (notice the parallel: an image to a
graphical annotation is what a paragraph is to textual annotation). Within every chunk, there may be a
number of annotations. Of course, a graphical annotation to an image is the same as a textual annotation
to a paragraph. To emphasize this parallelism, we are going to use the same symbols for chunk and
annotation activators for both text and graphics.

Chunk activator Annotation activator
for both text and [17r for both textual and
image chunks graphical annotations

Using these activators, Integra will present a user with a consistent view of the annotations in the
context of a document. The consistent use of activators will also reinforce the uniformity of the
annotation interface provided by the Integra associate.
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The Integra associate has a small number of states defining the functionality and the behavior of the
system at any moment. These states are:

" Initial - annotation is disabled, no processing obvious to the user is done on the documents viewed
via the browser

" Reading - either Text or Graphic annotation or both are enabled, annotation activators are
appropriately merged into the document. User can read annotations by either selecting annotations
from the annotation list presented by the associate, or by clicking on the annotation activators in a
browser.

" Writing - a user is presented with the tools appropriate for annotating the chunk of the document
he/she selected (e.g. drawing tools and dialogs for graphics and insertable paragraph text for text).

" Search - provides a user with a search interface that allows to search for all annotations that match
the given criteria across the whole document space.

As was mentioned above, audio controls are included in all annotation interfaces.

Below is a sketch of the GUIs corresponding to these states. When the system is in the Initial state, it
presents a user with the controls for activating the services.

Once the user activates one of the available services, the system goes into the Reading mode. In this
mode the user can see a list of al.1 annotations in a document (along with their author and type, which is
either text or graphics). By double clicking on an annotation from that list he/she can read the text of the
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annotation (remember, graphical annotations may have text associated with them). In addition, if there is
an audio clip associated with the annotation, the system will play it as well. Finally, Integra will tell the
browser to scroll the document so that the chunk to which the selected annotation belongs is in the top of
the window.

Merged Annoitations:~

Title ......... I Author.....I Date ...... I Type..
CLICK[71

AnntatiuText: .

..........................................

JTitle ......... I Author..... Date ...... I Type.

~~teRep71

All annotations that could not be merged into the document will be displayed in a separate clickable
area. Later if a Document Change Tracking system were developed, double clicking on an annotation
appearing in that window will force the browser to load the version of the document to which this
annotation has been written originally.

Clicking on Annotate or Reply buttons will send the system to the Writing state. If the last annotation
that the user has looked at was an annotation to a text chunk of the document, then the user will be
presented with a Text Annotation Interface with that particular chunk pre-loaded. If the last annotation
was attached to a graphics chunk, that particular image will be pre-loaded into a Graphics Annotation
interface. A user can also get to this screen by clicking on the paragraph activator in the browser.

First consider the Text Annotation interface. There is a text area where the system places the text of the
paragraph that is being annotated. To annotate any part of this text, a user simply clicks in the text and
then starts typing. When he/she is done, the user clicks the Submit button, the annotation is sent off to
the annotation server, and the document is reloaded with a new annotation marker merged in.

Rec.Audio Submit Cancel

Integra
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The interface for Text Annotation Reply is similar, but is more restrictive. While the user can see the
paragraph to which the original annotation is attached and he/she can see the text of that annotation,
neither is editable. Instead a user is given a text area to type in the reply.

Second, consider the Graphic Annotation interface. A user can get to this interface from the Reading
mode when he/she clicks on the Annotate button while viewing a Graphical Annotation. Alternatively, a
user may simply click on the chunk activator associated with an image in a browser. In order to preserve
consistency with the case of Text Annotations, Graphical Annotations are created within the Integra
Associate, not within a graphical applet running within the browser.

The Graphic Annotation Interface consists of two windows. One contains the image that is being
annotated (it serves as a drawing canvas and also displays the previously written annotations). Another
contains the drawing tools and text boxes.

Some of the drawing tools could also open additional windows, dialog boxes and pallets. The Graphical
Annotation Reply Interface is very similar to the interface described above. The only difference is that
the graphical representation of the original annotation is highlighted and its text is presented to the user.

Last, but not least, the Search interface that users to examine the whole annotation space and find the
annotations that match the given criteria. The interface consists of a search form and an output list
containing the annotations found. Clicking on one of the annotation titles in the list forces the browser to
load the document to which that annotation is written.

itle ......... Author..... I Date.....
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14.1.2 Summary ofActions

The following diagram presents a high-level summary of the interactions of the various states of the
system described above:

, another page

Select by Title Select Annot
in Associate Rin Browser

00 ___Go to
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elect/Cance ] Select Chunk

Subit/ Activator
n notat Cin Browser
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Note that the above diagram omits any issues dealing with system administration, such as adding new
users or creating new groups. These actions are out of the scope of this project.

15.0 First ALP Workshop, May 29-31, 1996

15.1 Overview ofALP

The Advanced Logistics Planning (ALP) is jointly run by DARPA and Defense Logistics Agency
(DLA). The goal of ALP is to improve the efficiency of and to speed the logistics planning process by
bringing in modem computing technology. The ALP conference we attended initiated such technology
infusion by:

" Describing the overall goals of ALP to the participants

" Demonstrating the scope of the current technological efforts within the logistics community

* Bringing together domain experts and technologists in order to determine the match between the
existing needs and available technologies

" Attempting to determine a base plan for integrating the available technologies in each of the
separate technical areas.

There were over forty companies and universities, represented by over 120 people, at this meeting.

The main directions for ALP were outlined by the three PMs (Brian Sharkey, Doyle Weishar and Bob
Neches) during the first day of the conference. They emphasized the concepts of rapid planning tied with
execution, continuous replanning, and end-to-end system operation.

Sharkey concentrated on the idea of rapid replanning using sentinels that watch the execution activity,
compare it to the original plan, and change the plan accordingly to compensate for any deviations. He
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also emphasized the use of HCI technology to provide operators with a suitable visualization and
collaboration environment.

Weishar talked about the core technical issues of the program, emphasizing the use of mediators that
facilitate an efficient and timely integration of heterogeneous databases. It is interesting that he
mentioned the use of Blackboards as one of the core technologies to support collaboration.

Neches outlined the division of labor within the ALP process. TI and BBN will be the principal
contractors in charge of integration of technologies provided by subcontractors such as the RI. As the
project progresses, their participation in the project will increase from being observers and facilitators to
leading the development effort. At the end of the meeting, he was very clear about requiring developers
to be responsive to the needs of end-users from the very beginning, instead of building throw-away
technology.

Overall the emphasis was on building technology that is useful to the logistics community and that can
be integrated to form an end-to-end system that makes logistics analysis faster and more precise.

15.2 The RIs role in ALP

The participants in the conference were divided into groups doing related work. The RI was assigned to
the Group Decision Support area. The goal of the participants of that group is to provide tools that allow
logistics planners to make better decisions based on the information available to them and to better
coordinate their activities. The were about a dozen organizations present in the group, divided
approximately equally between collaboration technologies and information gathering agents. Two of the
collaboration support systems were Web-based and most of the participants planned to have Web-based
interfaces to their systems available soon. For more details, see the section on Collaboration
Possibilities.

A template for a 15 minute presentation was provided to participants. Misha Davidson gave a
presentation on graphical annotation work. The proposed work was incorporated into the final plan for
Group decision support.

Jeff Berliner compiled all the suggestions from all participants into a large table with the RI's row
reading:

Now 1 Year Later
* Text * Graphical Annotation * Integrated Annotation

Annotations A Group Membership, Service

Authentication * Document Change Tracking

Additional information on the RI's role can be found in the section on Future Work.

15.3 Collaboration Possibilities

Based on the presentations we heard and the people we met during the conference, the following several
projects are possible candidates for collaboration.
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There were two Web-based systems presented at the session on Group Decision Support. One,
developed by the ISX corporation and called "Tapestry," is a collection of specialized Web servers that
interface to simple databases, each carrying out one function. For instance, Tapestry has a:

" Calendar server

" Mediated Access server

* Rolodex server

• Bug report server

While the idea of providing a variety of application specific servers is interesting and potentially useful,
the ISX team did not build any infrastructure supporting communication among these components.

Another Web system is the Telecon from Volpe Transportation Labs. Telecon has functionality similar
to that of the Mediator and the HotPage developed at the RI. A user can check in a document and ask
other users to comment on it. The comments are shown in a separate frame, as in HotPage, but unlike
Group Annotation. The system also supports search and the functionality of the Personal Profile Server.

The system is simply a Web server with a Python interpreter compiled into it; all the databases are
monolithically implemented directly in Python. The system, however, has a sleek user interface with
frames and graphics.

15.4 Adding Web capabilities to other projects

An interesting non-Web project was presented in our group by Roger Barga from the
Oregon Graduate Institute. His system, DIOM, supports continuous queries on databases. Such queries
are applicable to "what's new" and "what's changed" systems. Every query is a tuple consisting of
(DB_Query, ReevaluationCondition, TerminationCondition) The query is

reevaluated every time when ReevaluationCondition becomes true until TerminationCondition is met.

The system is currently using database log scraping to determine when reevaluation conditions become
true. In future plans, Roger talked about putting the databases on the Web and possible integration with
Harvest, also developed at OGI. It was suggested that the RI's Strand technology may be helpful in an
end-to-end replacement of log scraping when databases are put on the Web, particularly in a scenario
with a large number of distributed databases. We agreed to exchange more information on our projects.

Another interesting system presented in our group was Visage from Maya Design Group, originally
developed as Sage at CMU. Visage provides a portable tool-set for large database visualization. It
operates on live database data, supporting such visual operations as drill-down/roll-up and painting,
where all instances of a particular class are painted a user-defined color. The system is highly
configurable and scriptable.

Misha Davidson also spoke to Lynn Schmoll (lscmoll@dlsc.dla.mil) from the Defense Logistics
Services Center (DLSC). Schmoll said that DLSC is in the business of publishing electronic catalogues
for the Army procurement, and was interested in using the Group Annotation system to support the
procurement process and asked for more information.

Finally, Misha Davidson spoke to Lou Mason, ALP/LAD domain expert. Mason has expressed interest
in extending the Graphical Annotation system to support synchronous collaboration, such that several
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people could co-author a graphic annotation together. We agreed that when he visits Boston, he could
come to the RI for more discussions.

15.5 ALP IFD -1.2

Conversations with Doyle Weishar and Bob Neches indicated that ALP funding would start no sooner
than August 1996. Meanwhile we continued to work under the LAD contract, participating in the ALP
IFD on July 30 - 31. As the demonstration was classified, our Graphical Annotation was installed on a
BBN machine for this demo. BBN then copied the setup onto a classified machine in order to give the
demonstration.

16.0 Second ALP Workshop, Sept. 10-12, 1996

16.1 Overview

The three major accomplishments of the second ALP conference were:

* communicating our technical vision to the ALP team

* better understanding of the human-to-human communications in the logistics process

* demonstrating our software and establishing contacts with other participants for future
cooperation/early adoption

During the conference Misha Davidson successfully presented he RI's vision for an integrated
annotation system (Integra) at the breakout session on Course of Action (COA) and Sustainment support
technologies. This presentation resulted in inclusion of Integra into the ALP technical plan as a key
communication/collaboration component for COA/Sustainment. He also presented the proposed role of
Integra to the meeting of all ALP participants. Finally, Jeff Berliner suggested that Integra be used as a
collaboration tool during the process of ALP development. Such use could give the RI broad exposure
among over forty companies and government agencies.

During the meetings and especially at the demonstrations of our software, a number of people came
forward who are interested in our work either as collaborators or early adopters. Maintaining contacts
and working with these people may help us to build better software and discover new ideas.

16.2 Meeting Highlights

16.2.1 Brian Sharkey - overview

For project information see the following URLs

* http://darpa.mil

* http://darpa.sra.com/alp

• http://hokie.bsl.prc.com
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Anticipatory contracts were stated to be the temporary solution, sufficing until the end of September,
1996.

Key points made by Sharkey:

" Revolutionary vision is more important that revolutionary technology.

" Products, not technologies

" take a "systems view"

" reduce labor intensiveness

* automation, networking, laptops

" seamless and continuous modeling and simulation

Brian Sharkey wrote a paper explaining his vision. It is available at the SRA site.

" J3 NEO planning support - plan developed and REVIEWED by j3, j4

" Ship stow plan-schedules are distributed via the Internet

In another presentation, Sharkey outlined the key requirements for the logistics technology

* Build tools to operate on data

" Maintain reliable data

* World-wide high-bandwidth communications

16.2.2 Future Plans

Jeff Berliner proposed Integra as a major component of the following tools:

* Collaborative Plan Executive

* Allocation Module w.r.t. Apportionment guidelines

As a minor component for the remaining COA/Sustainment tools:

* Logistics Analysis Manager

0 Plan Execution Monitor

* Requirements Estimation Manager

* Dynamic Critical Item List Generator

16.2.3 Conversation with Major Hamm

Major Hamm is a logistics planner stationed in St. Louis. He has been with the Air Force for 21 years.
He outlined the communications typical of creating a logistics plan.

Major Hamm said that logisticians participate in two types of planning:

* Deliberate Planning - 1 year cycle

* Crisis Action Planning - days or weeks

The Major's stated that he should be able to use the same tools for both types of work. It seems that there
are many data integration problems. The Major said that there are dozens and dozens of databases
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maintaining a tapestry of information that is manually integrated every time anyone needs to access a
single piece from point A to point B.

Major Hamm wants a system that would allow him to say to say: "I need 25 fuel filters for F-16s
delivered to Alpha Base two weeks from now." The system would respond, "Sending filters from Depot
X on Transport Y arriving at Alpha Base by Date Z.'" Ideally, the system should know that F-16s require
new filters every 1500 hours of flight time and that they fly 300 hours per month on average. Therefore,
filters would be shipped automatically to Alpha Base every 5 months.

In terms of the work that we could do, the Major outlined the communication pattern that occurs during
the Deliberate action planning.

Planning CINC

Directive

COA as a Operator

_____.4 . Trans. Feas

the m , L ogistiians 
O p. Plan

Trans. Feas. _. _

Op. Plan

There is a lot of communication happening, which is currently handled by arranging conferences and
sequentially passing the plan among participants. There is much room for improvement, for example, by
providing parallel access to the evolving plan document, having the working groups, etc.

17.0 Third ALP Workshop, Dec. 11-13, 1996

17.1 Overview

The goal of the third ALP workshop was to define specific functional goals and a timeline for achieving
them, giving the program participants a clear understanding of their tasks and of how they fit into the
bigger picture. In the words of Brian Sharkey, the workshop did not succeed in achieving these goals.

To insure better information exchange among the ALP participants in the future, SRA has set up a Web-
site that will contain the key ALP documents and information. The URL of the site is:

http://darpa.sra.com/alp. Access to this site is restricted.
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Finally, during the workshop Misha Davidson met with a number of technology providers, some of
whom may be interested in collaborating on this program or providing the technology suitable for use in
other RI projects.

17.2 Meeting Highlights

17.2.1 Day One

During the first day of the workshop there were a number of general speeches covering various aspects
of current logistics practices and the desired results of the ALP program.

17.2.2 Day Two

During the second day the participants held separate meetings, organized by the Integrated Product
Teams (IPTs). Misha Davidson spent most of the time in the Logistics Planning IPT, headed by Jeff
Berliner, and about an hour in the Electronic Commerce IPT. (Other IPTs included Rapid Supply,
Transportation, etc.)

In the Log Planning IPT, Brian Sharkey was very helpful in steering the discussion away from the
particular revolutionary capabilities that ALP is going to provide to discussion of the Logistics planning
process and the best ways technologically to support it. This was the most useful ALP meeting attended,
because it clarified the information flow in the Logistics "information loop." Most of the emphasis of the
discussion was focused on specific technologies and algorithms, leaving the human component
completely out of the picture.

17.2.3 Day Three

During the last day of the workshop participants met in technology groups. Misha Davidson participated
in the User Interface Services (UIS) group. There everyone noted that as long as the core technology of
the system is not defined and the processes that are going to be supported are not well understood, there
is no way to determine which common services to provide. An attempt to concentrate on a specific
application and determine what sort of services could be provided was largely unsuccessful.

The most potentially useful result of this session came from Bill Crowder, a Research Fellow at the
Logistics Management Institute (LMI). He suggested organizing an overview course for the participants
of the UIS group to demonstrate the kind of problems and interactions that a logistics planner faces in
his/her everyday work.

The overall conclusion of the UIS meeting was that everyone should continue working on their
respective technologies with the eventual goal of integrating them to make them useful to the ALP
community as a whole.
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The concluding "plenary" did not offer much new information. Sharkey pointed out the disappointing
outcome of the workshop, and notified everyone that the next workshop is scheduled for the second
weekend in April. The next preliminary TIE will be in July and the main IFD is planned for September.
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Appendix A: Application-Specific Proxy Servers as HTTP Stream Transducers

46



Application-Specific Proxy Servers as HTTP Stream
Transducers
Charles Brooks,
Murray S. Mazer,
Scott Meeks, and
Jim Miller

Abstract
If one wishes to execute specialized processing on the HTTP requests and responses that flow between
WWW clients and servers, one can add the processing in the clients, in the servers, or between them. We
describe a novel approach to the latter: we generalize the notion of proxy servers to construct
application-specific proxies that act as transducers on the HTTP stream. We have built a sample set of
transducers, to demonstrate the idea, and an initial toolkit, to ease the task of constructing these transducers
and attaching them to the HT=P stream.

Keywords
proxy servers, stream transducers, HTTP

Introduction
Typically, a WWW client (usually a browser) sends an HTTP request directly to the target WWW server, and that
server returns the response directly to the client. WWW proxy servers [7] were designed to provide gateway access
to the Web for people on closed subnets who could only access the Internet through a firewall machine. In the
proxy technique, the WWW client sends the full URL (including protocol and server portions) to the designated
proxy, which then connects to the desired server via the desired protocol, issues the request, and forwards the
result back to the initial client. The key observation is that the client uses HTTP to communicate with the proxy,
regardless of the protocol specified in the URL. An addition to proxy servers gave them the ability to cache
retrieved documents to improve access latencies [7].

WWW clients and servers normally expect that the network will transport messages between them with the
content unchanged; this is true whether a proxy is in the stream or not. That is, the correspondents expect the
client's request to arrive at the server with exactly the content transmitted by the client, and they expect the server's
response to reach the client intact. The underlying assumption is that the network is simply a mechanism for
transporting messages between the communicating entities but is not a mechanism for applying
application-specific processing to the message contents. A caching proxy, which may elect to serve the response
itself instead of forwarding the request to the designated server, starts to challenge that assumption. Similarly, a
load-balancing proxy, which might select a mirror site for a given request instead of the designated server, in order
to reflect current network behavior, would further challenge that assumption. In both of these cases, the request
may not reach the designated server, but the response likely reaches the client intact.

We challenge this assumption even further: we suggest that, for some classes of client/server applications and their
network transactions, substantial value may arise from inserting, into the communication stream,
application-specific transducers that may view and potentially alter the message contents. We are testing this
hypothesis in the context of the World Wide Web, by building a sample set of proxy-based transducers that are
bound to the HITP request/response stream. This approach extends the" standard" WWW architecture in a way
we believe is both novel and useful.

The rest of this paper proceeds as follows. First, we describe the motivation for introducing transducers into the
HTTP stream. Then we review our approach to building and using this enhanced architectural component. We
describe some examples, followed by a discussion of our publicly available toolkit [8], its implementation, and its
performance. Finally, we consider some future work.

Motivation

We are developing this technology in the context of a larger research program, into approaches to building
computerized browsing assistants [ 12] to aid the human user in accessing relevant information on the Web. We
hypothesize that some of the browsing assistance is best achieved by monitoring and processing the HTTP stream
between the user's browser and the Web. As an independent example, the idea of using an application-specific
proxy was recently advocated for non-intrusive community content control[2]. Further, group-related assistance
may arise from processing the stream between a workgroup's browsers and the Web; we are investigating a
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number of issues in this area.

We view the transducers as having four classes of functionality:

" Filtering individual HITP requests and responses.
" Characterizing sets of messages.
o Transforming message contents.
o Additionalprocessing indicated by the messages.

Here are some illustrative examples of each class in the WWW context:

o] Filtering: checking the validity of request headers (eliding improper ones or returning an error response to
the sender); redirecting requests according to dynamic models of current network behavior; and eliding
images from responses being sent to bandwidth-limited clients.

" Characterizing: building a dynamic model of current network behavior based on request/response latency;
and constructing a full-text index of all responses received by a workgroup (so that individuals may
leverage the browsing behavior of the group).

" Transforming: converting response formats into formats better suited for the client (e.g., downgrading
video quality for a portable client); adding value to the content based on additional data sources (e.g.,
recognizing zip codes inside responses and converting them into anchors that link to census bureau data on
the appropriate regions); and interpreting location-specific references inside requests to determine the
appropriate destination server.

" Additionalprocessing: prefetching links embedded in each response and applying appropriate transforms,
such as constructing a tree showing all document titles lying within two links of the current document.

These transducers are essentially specialized processing modules, whose inputs include at least the HTrP stream.
They may also take input from other sources, may communicate with other processing modules, and may create
output of any kind appropriate to their function. For example, a full-text indexer could produce an index
searchable via a Web form.

These transducers may serve at least four classes of users:

o Individuals: individuals may support specific interests and preferences through selection of transducers.
o Groups: group transducers may effect group policy or provide benefit to individuals based on the actions of

their peers.
o Enterprises: as with groups, but on a larger scale.
o Public: innovators, information providers, and entrepreneurs may offer transducers to the public.

Approach

Our approach clearly derives from the proxy server model: as illustrated below in Figure 1 for WWW browsers
and servers, one can use the mechanism to insert other kinds of processing entities into the stream.

Brow er OreO Proxy Server

Server

Figure 1. An OreO as part of the HTTP stream

We refer to our HTTP transducers as OreOs (with appropriate apologies to the cookie makers), because the
transducer is structured with one 'wafer' to handle browser-side communication, another 'wafer' to handle
server-side communication, and a functional 'filling' in the middle. As illustrated below in Figure 2, the OreOs
take advantage of the HTTP proxy mechanism, essentially appearing as a server to the client side and as a client to
the server side. Because the full URL is delivered intact to the OreO, the filling can use the scheme, server,
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server-relative URL, or request data in its processing.

HTTP proxy HTTP proxy
HTML... HTMLor

other format
OreO

Figure 2. OreOs can use the I{TP proxy mechanism

In some cases, the OreO will forward the request to another proxy (using HTTP proxy, as illustrated above); in
other cases, the OreO may forward the request directly to the designated WWW server.

Figure 3 shows various possible compositions of OreOs to serve the needs of individuals, groups, enterprises, and
the public.

Personal Group Enterprise Public

Team I /

Ci en a gru s, ad pir~~J> ~e)- Server

Figure 3. Personal, group, enterprise, and public OreO servers

We advocate constructing highly specialized transducers that can be composed to produce more sophisticated
aggregate behavior; this contrasts with building monolithic components that are hard to reuse. We propose that
these composed functional chains may be configured dynamically as well as statically, on a granularity as fine as
per-request or as coarse as per-session or across sessions. Currently, we have experience only with static
configurations.

Our approach reflects the "stream model" of signal processing (later adopted and extended by the functional
programming community [1]). Viewing the connection between the client and the server as a stream of data, one
can build a standard box which accepts one or more such streams as input and produces one or more such streams
as output. Each box can execute specialized processing on the stream(s). All of the boxes have the same basic
interface (stream-in/stream-out), so they can be connected together, producing sophisticated processing from the
composition of simple processing elements.

We expect that the selection of which transducers to use in which situations will in some cases be preconfigured,
in others be under administrative control, in others be under user control, and in still others, be under OreO
control. For applications which offer the user some direct control over the selection and invocation of network
transactions, users will be able to select the functional modules to be used.
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Examples

We have built several example HTTP transducers; these are meant to be evocative, rather than definitive. The first
was constructed by deconstructing a CERN httpd and inserting the desired processing (written in C). The
remainder were constructed in various languages using the toolkit discussed below. In addition, some of the
functionality is enhanced by use of our internally-developed experimental browser, Ariadne [9]. Here are some
examples; others are under development:

" The first OreO performed several different functions:
" URL validation, to identify malformed URLs and report errors directly back to the browser,

short-circuiting the request. In a sense, the OreO is "serving" part of the " errorful URL space."
" Measuring data transfer rates from the various servers, and reporting these to the user via a TCP

backchannel (a separate communication channel) to the Ariadne browser.
" Creating a group history, based on the HTTP requests of the set of browsers passing requests

through the OreO, and reporting the group history in one of two ways:
" Through a dynamic HTML document, created and updated by the OreO, and accessed at a

well-known URL.
* Through the backchannel to Ariadne, and presented by Ariadne as a multi-colored tree in a

special window.
" A full-text indexing OreO, which creates a full-text index of all of the non-trivial terms appearing in the

responses flowing through it. The OreO stores the index in a file system accessible by a CGI script sitting
on a WWW server, and users may query the index via the usual forms interface. This OreO could serve an
individual as well as a workgroup; the goal is to ease the problem of recalling the documents in which
certain terms have appeared.

o A "protocol monitoring" OreO that is used to display the request/response traffic and to diagnose
malfunctioning client/server interactions.

" A specialized "wafer" that acts as a gateway between unmodified browsers and WWW servers protected by
DCE security mechanisms [OSF95c] [ 101. Communication between the wafer and the browser is via proxy
HTrP, and communication between the wafer and the server is via DCE RPC [OSF95d][ 11].

" A "group annotation" OreO, that supports the Stanford annotation approach [Ros95][14] but allows that
functionality to be available to users of a variety of browsers, not just the Stanford one.

o A "rewriting" OreO that encapsulates each anchor inside the Netscape Blink extension, making anchors
easier to spot on monochrome displays.

As becomes clear through these examples, an OreO will often create some sort of information space (e.g., full-text
index or group history) that may be made available to the user through a variety of mechanisms, such as

o] Query forms (e.g., the OreO writes data to a file that a CGI script can use to answer queries on the data)
o A well-known URL (e.g., the OreO writes an HTML page to a location that a server can access to respond

to requests for the information)
" Interprocess communication (e.g., the OreO can send information updates or commands to a browser via a

control channel to get the browser to display the relevant information to the user)
o URLs that the OreO serves itself (e.g., the OreO traps requests to a particular part of URL space and returns

the corresponding HTML document, which it might create dynamically)

Toolkit

To ease the task of building these transducers, we have produced a toolkit [OSF95a] [8] which allows the filling
developer to focus on the application-specific aspects of the transducer. In the initial version of the toolkit, we
provide a 'shell' that implements the 'wafers' between which the filling is placed. The developer may use any
program development system to create the filling, which is simply executed by the shell after it performs
appropriate setup functions. The shell ensures that the filling is connected into the request/ response stream, so that
the developer can simply operate on the contents and ignore the network-specific issues.

Processing Modes

The shell supports four processing approaches:

" At most one request/response pair extant at any time, each pair flowing through a newly instantiated filling.
" At most one request/response pair extant at any time, flowing through a single, persistent filling.
" Multiple outstanding request/response pairs flowing through a single, persistent filling.
" Multiple outstanding request/response pairs, each one flowing through its own filling instantiation.
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Further, the filling developer may configure the shell so that the filling handles HTTP requests only, HTIlP
responses only, or both requests and responses; the shell handles the requests or responses (as a pass-through) if
the filling does not.

Implementation

The OreO shell is implemented as a single Unix process that runs as a Unix daemon; this is due largely to the
original example OreO's origin as the main () for the CERN (now W3C) HTIFP daemon process (httpd). The shell
accepts a series of command-line arguments that indicate the TCP/IP port on which it should accept connections,
the program that it should execute to process the HTTP request and/or response, and whether the program should
be executed in parallel or sequentially.

For each new connection, the shell can either open a connection to the downstream process (which can be
specified either as an environment variable OREOPROXY or via a command line argument), or simply allow the
filling code to determine the destination for the request. The latter mode allows filling code to support new
protocol implementations (such as an RPC based protocols).

A Single, Persistent Filling

If a single, persistent filling has been specified, the shell fork () s and exec () s a copy of the filling: this filling
is expected to meet the rules for the design of a co-process: the process must retrieve a pair of Unix file descriptors
corresponding to the client and server sockets from a private IPC channel created between the shell and the
co-process. Once the process has retrieved these sockets, it must send an acknowledgement back to the shell (the
above is encapsulated in an API provided as part of the toolkit). At that point, the co-process is responsible for the
connections: it must read and write to the appropriate sockets, and close them as necessary.

The issue of multiple versus singular request/response pairs is thus the responsibility of the co-process. Normally,
the processing will be singular, since the co-process will effectively execute the following loop:

do I
get a connection
process the connection ;
while(l);

Newly instantiated fillings

If a single persistent filling has not been requested, then the shell determines what kind of processing has been
specified. The options are as follows:

" process the HTFP request, the HT1fP response, or both (but provide a different filling for the request and
response streams).

o process both the request and response streams, but do so in a single filling.

In the first case, if the filling chooses not to handle the request or response, the shell simply reads and writes data
from one socket to the other. Each filling is set up appropriately: a request filling has its standard input set to the
client socket and its output set to the server socket; the process is reversed for a response filling. This model is
useful if there is no need to maintain state in the filling between the I-=ITP request and response streams, and is
most similar to the notion of Unix filters (one way transforms).

In the second case outlined above, the shell sets the filling's standard input to the client socket, and the standard
output to the server socket; a supplied API hides this implementation detail from the filling writer. This mode
allows the filling writer to maintain internal state across the -ITFP requests and responses.

Future versions of the toolkit should add new levels of abstraction for the developer; for example, we have
specified a higher-level API that can present the requests and responses as pre-parsed HTML entities, so that the
developer does not have to replicate that effort. Further, a toolkit might provide appropriate interfaces to the
underlying WWW protocol support.

Performance

To gauge the effects of OreOs on HTTP request/response latency, we measured the additional delay introduced to
a series of HTTP transactions by a PERL-based pass-through OreO (one that merely forwards requests and
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responses without change). Our results are encouraging: the delay experienced was between 3% and 6%,
depending on the mode of the OreO. We also performed simple tests to determine whether humans could perceive
the additional delay. Four identical browsers were configured to point through various configurations of OreOs
and proxies (the "worst" being a chain of four pass-throughs), and test subjects were asked to identify each of the
four configurations; the subjects could only identify the browser proxied through four pass-throughs. This
suggests that users are already conditioned to the variability experienced in network transactions, and the addition
of a small extra delay does not stand out. The OreO shell appears to add no perceptible delay--the filling, however,
can be arbitrarily complex and therefore add arbitrary delay.

Futures

We have already begun thinking about extensions to our basic model. These extensions fall into three general
categories: implementing the OreO toolkit on multiple platforms, extending the notion of filtering agents
themselves, and increased browser/OreO interactions.

Other Platforms

At present, the OreO shell has been compiled and tested under IP-UX and under OSF/l running on Intel
platforms. Time and resources allowing, we plan to re-implement the OreO shell under Microsoft Windows/NT.
This will require minor modifications to the networking code (vanilla BSD Unix to WinSock compliant code), as
well as modification to the process creation and process execution model. The latter should not prove difficult, as
the details of this mechanism have been encapsulated in a single routine. Other possibilities including
re-implementing the OreO shell to run as a Windows/NT service.

Extensions

We have several ideas on how to extend the notion of filtering agents, as illustrated by the OreO. These ideas
break down into three categories:

o Improvements to the OreO shell,
o Improvements to the OreO/Browser interaction model, and
" Improvements to the actual processing of content.

Improvements to the OreO shell

We believe that the notion of the OreO shell is a good one: a layer of code that isolates the actual filling from the
details of obtaining and processing network connections. The inspiration for this model is the standard input and
output model for the Unix operating system [KER84]: programs can read from the standard input unit and write to
the standard output unit without regard for whether these are files, terminals, network connections, etc.

Our initial thought was that the filling developer would encapsulate the invocation of the OreO shell and the
appropriate filling code inside a shell script. While this has been true, we have imagined other models that would
provide enhanced functionality in packaging and exporting transducing services to a user community. At present,
if one wished to support several long-running OreOs, one would have to arrange explicitly for each script to be run
when the machine is initially started. The following suggestions offer improvements to this situation.

OreO shell as inetd

In this model, the OreO shell is implemented similarly to the standard Unix inetd. Transducer fillings are
configured similarly to the specification in the inetd. conf (perhaps specifying service name, protocol, port,
program to run, etc.) As in the current inetd, the Oreo shell would accept connections on the various TCP/IP ports
listed in its configuration file. New connections would result in a new process being created to run the filling code.
Stdin, stdout, and stderr for the filling would be connected to the upstream (client) program by the shell; the filling
would be responsible for connecting to the downstream (proxy) server by either reading a command line argument
or an environment variable.

OreO shell as portmapper

In this model (inspired by the RPC daemons of both ONC and DCE [OSF95d][ 11]), the OreO shell functions as a
registrar for the above transducers. Transducers register their services with the shell, at which time the shell listens
on the port specified by the transducer. Clients connect to that port, and the shell redirects the connection to the
appropriate IPC channel established between the transducer and the shell. Such a technique would permit dynamic
registration of transducer code: the interface for clients would remain the same (proxy HTrP), whereas the
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interface between the shell and the transducer code would become more complex.

OreO shell as request broker

In this model, the OreO shell functions as a location-independent agent registrar, incorporating aspects of both the
DCE rpcd and the DCE CDS (Cell Directory Services) servers. In addition to the functionality represented by the
portmapper approach above, the shell would also be responsible for updating and maintaining a distributed
database of agent functionality, such that an individual shell would be able to redirect a request for service to an
appropriate location.

Generalized Agent Factory

In this model, the OreO shell becomes a "generalized agent factory" similar to the Softbot[13] or Sodabot [3]
environments. Individual transforms are coded as functions that transform the HTTP stream as it is passed from
transform to transform. The user may choose to implement these transforms in a programming language of some
kind that provides its own specific GUI and other functionality.

OreO/Browser Interaction

We also intend to explore transducer/browser interaction. At present, our Ariadne browser sends an additional
HTIP header (X-BackChannel:) that indicates a host, protocol, and port number on which the browser is willing
to accept connections. This header is recognized by our OreO agents; servers simply ignore them. One can
imagine extensions to this mechanism that are similar to the current Accept: headers, except that these headers
indicate languages that the browser is willing to process: Safe-TCL, Python, Java, etc.

Finally, provided that browser's network point-of-presence is known (host, protocol, port), one can imagine using
the NCSA Common Client Interface (CCI), the Spyglass Software Development Interface (SDI), or the NetScape
API to communicate between a browser and an OreO. At this time, however, the mechanisms for establishing that
point-of-presence are loosely specified, so it is not clear how well the above interfaces will work when the
transducer would be running on a separate machine.

Improvements to processing information content

At present, the OreO shell presents a byte-stream interface to its client "fillings." While this is a very general and
flexible model, it is too low-level to provide the kind of productivity improvements that we had initially hoped for
when designing the OreO shell. Achieving the next level of productivity will require a higher level of abstraction:
we have been evaluating the W3C's Library of Common Code (libWWW)[5] as a basis for that higher level of
abstraction. We believe that, at a minimum, the next level will provide an abstraction of an HTTP request/response
object: a series of HTP headers optionally followed by an opaque content body. Parsing of the input byte stream,
then, becomes part of the process of constructing this object; destructing this object might include converting it to
a byte-stream and directing it to the downstream sink. This functionality would be provide by the API and not
directly by the filling code itself.

Once the request/response object has been constructed, we then need to determine how to transfer this object
between various OreO transducers. At present, this process is quite inefficient, in that each transducer must
construct the request/response object, transform it, and then re-convert it to a byte-stream representation in order to
pass it on the (potentially) next transducer. Transducers may desire to see only the HTP headers or the content
body, or both. Modifications to content may require modifications to the headers (e.g., conversion of GIF images
to JPEG would require modification to the Content-Type header). The above model then leads to a view of
transducers as functions in a programming language, or as "functors" (functions as instantiable objects) [4]: the
I-TP protocol object is passed from one such functor to another based upon some user-specified sequence.

Finally, we may wish to expand on the notion of the transducer as HTTP server. As suggested in the introduction,
the CERN I{TP proxy server with caching [7] enabled is one kind of transducer. Another kind of transducer is an
OreO that manages its own virtual Web-based namespace that has no mapping to an underlying file store. In this
model, the OreO simply caches various information in memory: browsers send proxy requests to
"service.machine.org" which fulfills these request from memory. The CGI interface to this OreO would be to
invoke internal functions with the appropriate arguments: each function returns an object of type HTML.

We are beginning to work on how OreOs might communicate with each other for control purposes, and to share
information. At this time, we are pursuing the notion of implementing a network blackboard via HTTP (the
blackboard server would be implemented as a stand-alone OreO) using the techniques described above (OreO
manages its own internal namespace, etc.)
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Conclusions

We have presented a novel approach to introducing specialized processing on the HTTP requests and responses
that flow between WWW clients and servers. We generalized the notion of WWW proxy servers to that of
application-specific proxies that act as transducers on the HTITP stream. Our prototype OreOs demonstrate the
utility of the concept, and our toolkit aims to ease the task of building such OreOs, without adding undue
performance penalties. We encourage experimentation to determine the kinds of application settings to which such
an architectural component is especially suited and ways in which to extend the WWW architecture further.

Availability of Software

FTPable source and binaries for HP-UX (and possibly other platforms) are available by anonymous ftp from
riftp.osf org in /pub/web/OreO. Please read the copyright notice.
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Dynamic Integration of HTTP Stream Transforming
Services
Misha Davidson, Charles Brooks, Murray S. Mazer

Abstract

One way to add value to HTTP request/response transaction is to filter it through application specific HTTP
stream transforming services. Given a set of such services a user needs a mechanism for dynamically
selecting and applying a useful subset. This paper describes an experiment to integrate such multiple stream
transforming services on the Web. We describe an architecture and implementation that allows users to
select dynamically a subset of available services; we evaluate its performance and propose a number of ways
that will make this scheme technically feasible for a widespread deployment in the Web community.

1.0 Introduction

Web sites vary greatly in the kinds of information they serve, the way this information is presented, and access
policies protecting that information. However, all these sites can be considered services. Some of these services
provide access to static data, some serve as gateways to frequently updated databases, some are used as
navigational aids on the Web, and there are many others. Regardless of the kinds of data and underlying
mechanisms, these services all share the same client-server model of operation a browser makes an HTFTP request
to a service and the service sends back some data in response.

There is a possibility, however, of providing a different type of service. Such a service does not actually serve the
data but rather transforms a user request and/or the server response. The most familiar example of such a service is
a caching proxy server that monitors user requests and serves documents from its own cache. A more general
mechanism for building such services was outlined by Brooks et. al. [4]. Using this mechanism, we have built a
number of services including Group Annotation, Document Correlation and Full Text Indexer [10]. Other groups
have also built transforming services, for example WebFilter [3], Signet [1] and W3-Access for Blind People[ 11],
or used transforming services to implement payment protocols (e.g. Millicent [6]).

These services are useful for increasing personal and group productivity and communication. Here are some
examples. WebFilter decreases document transmission times and reader irritation by removing advertising images
from the responses returned by some Web sites. A Full Text Indexer builds an inverse index of all the words in all
the documents requested by a group of users connected to it. It provides a forms interface that allows users to share
their explorations of the Web by querying this index for documents that contain a given set of words. The
Document Correlation service appends a forms interface to every page, allowing users to search a local database
for documents similar to the currently viewed document. The Group Annotation service allows users to create and
share comments about any document on the web. The text of annotations associated with the documents is stored
in a separate database, and when a document is retrieved, the Annotation service merges the text of annotations
into the text of the document.

.................................. H.Z
x Internet sre

(a)

r ....er service proxy: I:teret serverDD
)rowser Internet service server.:...................... (c )

FIGURE 1. Transforming services may function as (a) Personal proxies, (b) Group proxies running on the
client-side' and (c) 'server-side' processors.
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Because transforming services can "transparently" fit into the HTTP stream, these services may be used in
multiple ways in the Web architecture (as illustrated in Figure 1). When browsers proxy to these services they can
be used as personal or group proxies. When running on the "server-side" directly in front of the server, they can
provide services to the community accessing that server.

1.1 Problem Definition

Even though transforming services are potentially very useful and powerful tools, several costs arise in using such
services. Using a transforming service involves an extra TCP connection per request, plus the processing time
within the service. In addition to latency concerns, there may be concerns about privacy when using an untrusted
service, or about monetary cost if the service provider charges for its use. To make services appealing to users, the
benefits of using a service should be greater than the costs.

In the case of traditional Web services that provide data in response to a user's request, there is never a question of
combining multiple services in one request. If the user wishes to find a weather forecast and to check stock quotes,
she first directs the browser to issue a request to a weather server and then another request to a stock quote server.
The situation is different with transforming services. One may wish to read annotations while searching for
similar documents and logging the document content in the Full Text Indexer. Applying multiple transformations
to a single document requires a way of combining multiple transforming services.

Moreover, it is not enough simply to combine a fixed set of services. As user needs change in various contexts,
users should be able to select the services appropriate to their needs. For example, consider two scenarios: first, of
someone using a search engine to find a set of interesting documents on the Web; and second, of the same person
examining in depth the pages he found. When a person is using a commercial web index to find an interesting
document, his preference is for getting pages as quickly as possible, and for being able to go back to some of the
documents that were examined during the search. This situation calls for the use of two services WebFilter to
speed up the retrieval of search results, and a Full Text Indexer to keep track of all the documents that were
examined.

[~irFull Text otation Web proxy
Indexer Service Filter (a)

~Irwer Full Text Annotation *eb proxy
Indexer Service Filte (b)

FIGURE 2. Dynamic selection of Transforming services. (a) Enabling WebFilter and a Full Text Indexer
when using a Web index server. (b) Enabling Annotation and Full Text Indexer when examining a site of
interest.

When the person finally finds the right pages, he may want to examine them in detail. He may want to see if
anyone else has annotated these pages, or perhaps he may want to make a comment. This situation warrants the
use of an Annotation service and justifies an increased latency of page retrieval by the benefit of getting and
sharing additional information. The Full Text Indexer is useful here as well, as it will make it easier for other
members of the group to find these pages and annotations later. However now that the search is over, use of
WebFilter would only slow things down, and it should be disabled.

The above scenario and Figure 2 illustrate the problem that this paper addresses. Users may need to combine
multiple transforming services. As users change the context of their work on the web, their notion of costs and
benefits changes as well. In order for the benefits of transforming services to outweigh their costs, users need a
mechanism that allows them dynamically to select the appropriate services.

The rest of the paper is structured as follows. We discuss our solution to the problem of dynamically selecting
transforming services, examine its performance and critique it. Then we propose two design alternatives that deal
with the drawbacks of our initial solution, and evaluate their benefits. We conclude by proposing a promising
direction for future work.

2.0 Proposed Solution -- Switching Service
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2.0 Proposed Solution -- Switching Service

This section describes a design of a Switching Service that allows users dynamically to select multiple
transforming services. The Switching Service operates under the following model. There is a session-state
associated with every browser. A browser's Session-state is a list of services that are applied to the requests sent
from and/or responses sent to the browser. Session-state does not change between requests, except when the user
chooses to change it.

The problem of applying multiple services to a request/response transaction can be subdivided into two separate
tasks, as illustrated in Figure 3: Service Selection and Service Routing. Service selection allows a user to change
the session state. Service Routing applies the selected services to the requests issued by the browser and to the
document returned.

. ......... ... ..................... I......... ..

... .....Slri ..R .. ..... ere
Selecon

FIGURE 3. Switching Service is composed of two parts Service Selection and Service Routing. Service
Selection handles the interactions with a browser and chooses the services; Routing applies the selected
services to the request and the response.

Such division of functionality dictates the structure of the Switching Service. It is composed of two subsystems.
The Service Selection mechanism handles the browser interactions and defines the services that should be applied
to a request. The Service Routing subsystem performs the actual routing of requests and responses among
services. This section first examines the Routing subsystem, then describes the Service Selection mechanism, and
concludes with an end-to-end example.

2.1 Service Routing

Assume that the Service Selection mechanism has determined the session state of a request; now the Routing
Service has to apply the selected services to it. In the case of transforming services, this means channeling the
request and response through the services selected. Applying a single transforming service is similar to proxying
through it in HTTP. However, HTTP allows only a single level of proxying. Therefore, if multiple services are
selected, a special mechanism supporting multiple levels of proxying is required. Moreover, as it was shown in
Section 1.1, simply chaining a number of HTTP stream transducers together is insufficient, because service
selection may change at any time. Thus, it is necessary to provide a mechanism that allows stream transducers to
connect to each other dynamically.

To accommodate this need for dynamic, multi-level proxying, we have developed a simple extension to the HTTP
protocol [2] that supports dynamic chaining of transducers. In order to record the sequence of services that should
be applied to the request, we introduced an X-Routing header. The value field of the header contains a name of
the service that should be applied to the request. Any request can have zero or more X-Routing headers. If there
are no X-Routing headers in the message, no services should be applied to it. If there is one or more, the services
should be applied in the order in which they appear in the headers.

To implement the described functionality of multi-level proxying, we have added a layer of interpretation to our
stream-based services. Normally a stream transducer has its proxy specified at start-up time. Every time a
transducer receives a request, it processes the request and then forwards it to that pre-defined proxy. The
interpretive mechanism we have introduced alters this behavior. After processing the request the interpretive layer
executes the following algorithm:

1. Read headers of a request
2. If there are no X-Routing headers, pass the request through to the designated proxy
3. Else, take the following actions:

" Remove the first X-Routing header from the request
o Map the name of the service from the removed header onto a network address
o Forward the request to that address

Execution of this algorithm in every transducer running within the Switching Service results in request being
routed through all the selected services. By the time the request leaves the Switching Service there are no
X-Routing headers left in it. Section 2.3 illustrates this protocol in detail through an example.
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X-Routing headers left in it. Section 2.3 illustrates this protocol in detail through an example.

2.2 Service Selection

To control the services that are applied to a request and a response going through the Switching Service, it is
necessary to associate each request with the session-state of the browser that issued it. Such association in the
HTITP context requires every request to carry authentication information, thus forcing every user to authenticate in
the beginning of every session. In some cases this may not be a problem as the server which provides information
to which services are applied may require user authentication anyway. However, in case a server is unprotected, or
the Switching Service is used as a proxy to access information coming from a number of different servers, this
approach does not work.

Therefore, instead of making the Switching Service map authorization information onto session-state, we have
chosen to send the session-state along with every request using Netscape cookies [9]. Cookies allow browsers to
accept information from servers and proxies, store this information, and later send it along with HTTP requests.
This way, the browser is responsible for maintaining session-state, and the Switching Service is stateless. A useful
implication of this design is that if the Switching Service crashes and is later restarted, the browsers will receive
the same services that were enabled before the crash. Unfortunately, at present cookies are only supported by the
Netscape browser.

The encoding used to represent the service state of a browser is straight forward. Every service is represented as a
cookie with a name ServiceN and a value that is either on or off. When a Switching Service receives a request
with a Cookie header field containing ServiceN=on (see Figure 4(c)), it routes the request through ServiceN
by inserting an appropriate X-Routing header (see Section 2.1). Alternatively, the Switching Service does not
route the request through services whose cookie values in the request are off.

When a browser makes a first request that goes through a Switching Service, it has no cookies associated with the
Switching Service. Therefore, no cookies are included in the request header (see Figure 4(a)). Upon receiving a
request without a Cookie header in it, the Switching Service determines that this request is a beginning of a new
session. The Switching Service then passes the request through without applying any services. When the response
comes back to it, the Switching Service inserts in it the following header

Set-cookie: ServiceN=off;

for every service that it controls. Thus, after the first connection the browser is configured to request no services.

Cookies: GET / HTTP/1.0 J
- E-T / ]1TTP/1.0

Set-Cookie: Servie=off se
set-cookie: Servioe2=off (a)

D POST / 1TTP/1.o
Cookies: Sevice2=oi GET /TTP/I.0

Service1I_=off, I T--a-
Service2=off set-cookie: Service=off. RX-outing: service2 to Seicd2

set-cookie: servioe2=an; (b)

GET /foo.htral HTTP/1.0
n3 cookie: Servioei=off;

Cookies:.srie=n
Service 1 =off, sevce2:oi; GET f00. htMl ---a-
Service2=on;] V service2 to Sce2

browser Srvice Selection

FIGURE 4. Interactions between browser and the Switching Service. (a) Initial Request: a browser first
connects to the Switching Service, no services are enabled, and the browser gets the initial set of cookies plus
a service selection form; (b) Service update: a user selects Service2 and submits a service selection form,
POST request is rewritten as GET, Service2 is enabled and cookies are changed; (c) Normal Operation: a
user requests a document the cookies are interpreted and corresponding services are applied.

The Switching Service also implements a special protocol that allows browsers to change a set of services that are
applied to the requests (see Figure 4(b)). The Switching Service appends a form, with a check-box for every
service controlled by it, to the bottom of every page returned to the browser. The check-boxes in that form are
selected according to the session-state read from the cookies in the document request.
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selected according to the session-state read from the cookies in the document request.

A user may change the set of services applied to the requests issued by the browser by selecting the desired
services on the appended form and submitting it back to the Switching Service. When the Switching Service
receives the resulting POST message, it interprets the body of the message to determine the new session-state of
the browser, then it reloads the current document with the newly selected set of services applied to it and inserts a
Set-cookie header that reflects the new set of services into the response. The detailed sequence of events
proceeds as follows:

o The browser sends a POST request to the location of the current document, with the request body consisting
of a series of ServiceN=on.

c The Switching Service traps the request, reads its body and determines which services constitute the new
session-state and should be applied to it.

o The Switching Service changes the request method from POST to GET, removes its body and then routes it
through the services selected by the user by setting the appropriate X-Routing headers.

o When the response comes back through the Switching Service, it sets Set-cookie header values to on for
services specified in the POST request body, and to off for services that were not.

Consequently, the browser effectively reloads the current document with newly selected services applied to it, and
it also gets a set of cookies that reflect the users new choice of session-state. On the subsequent request to the
Switching Service, the browser will send the newly received cookies, thus enabling the Switching Service to apply
the set of services selected by the user last time.

2.3 An End-To-End example

Suppose that a Service Selection component receives a GET request that contains the following line in its header
(as illustrated in Figure 5):

Cookie: Servicel=on; Service2=off; Service3=on

Consequently, the Service Selection mechanism determines that services Service 1 and Service3 should be applied
to the request. Thus it inserts the following lines into the header of the message:

X-Routing: Servicel
X-Routing: Service3

Then it executes the routing header interpretation algorithm described above in Section 2.1. That results in the
Service Selection Mechanism removing the first X-Routing header and forwarding the request with one
remaining X-Routing header to Servicel.

Service 1 in turn performs its transformations on the request and then executes the routing algorithm, removing the
one remaining X-Routing header and forwarding the request to Service3 with no X-Routing headers in it.

Service3 performs its transformations on the request and attempts to execute the above routing algorithm.
However, because there are no X-Routing headers in this request, it simply forwards the request to its
pre-defined proxy outside the Switching Service.

GET / ... GET / ...
1 Cookie: GET / ... X-ROUIXg:

servicel-on; X-Routingr: 5erviceS GET
Service2=off; servicelIService3:on X-Routing: 0T i"1W ServiceSF / ..

browser Service Selection Servicel Service3 server

FIGURE 5. Processing of a request within a Switching Service. The Service Selection mechanism translates
cookies into X-Routing headers, and services redirect the request accordingly

Meanwhile, the stack of connections from browser to Service Selection to Service 1 to Service3 remain open.
When Service3 receives the response from its proxy, it performs its transformations on it, and then sends it back to
Service 1. Similarly, Service 1 performs its transformations on the response and sends it back to Service Selection
mechanism. Service Selection adds the service control form to the bottom of the document and returns it to the
browser.
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2.4 Service Level Protocols

The above design of the Switching Service allows any transforming service that obeys the HTFP specification 12]
to be used within the Switching Service. However, in order to insure that all components can work together within
the Switching Service, we have introduced a small number of additional requirements for service behaviors.

2.4.1 Prefixing Service Input

Normally a service within the Switching Service simply accepts a request, processes it, and passes it to the
service's proxy. When the response comes back from the proxy, the reverse action is taken. Sometimes services
need to receive user input that is specific to that particular service, and there is no need to pass it to the proxy. An
example of such behavior is an Annotation service, that accepts a user annotation along with information about the
document and location within that document where the annotation should be placed.

This situation requires the use of the POST method. However, in Section 2.2 we described how all POST requests
that come to the Switching Service get rewritten as GET requests. In order to allow services within the Switching
Service to receive POST requests, the Switching Service does not convert requests POSTed to a location which
begins with a predefined string (for example /post-bin/). In addition, in order to allow integration with other
software that makes use of the CGI capabilities of traditional ITITP servers, POSTs to locations beginning with
/cgi-bin/ are unaltered as well.

However, servers may map their CGI directories onto URL paths rather than ones starting with / cgi-bin/. A
more general solution would be to introduce a special Service Update field in the body of service selection
request. Using this field the Switching Service will be able to distinguish service update requests from the POST
requests directed to other services, regardless of the URL path.

2.4.2 Limiting Service Interaction

Sometimes it may be desirable to limit interactions among the services. For instance, it is logically incorrect to
annotate error messages or input request forms. Therefore we have introduced a special no-modi fy pragma.

This simple protocol insures that a transducing service will not modify HTML generated in response to special
conditions, such as errors, warnings or user input requests. Any service may insert the no-modi fy pragma into
the header of a response in case the document that the service is returning should not be altered by other services.
When any service sees a response whose header contains the following line:

Pragma: no-modify

it should pass the message through unaltered. Server errors are handled in the similar manner by examining the
return status code. In general only documents with a return status code of 200 and content-type of text/html are
processed by our services.

3.0 Evaluation

We have built a system that implements the Switching Service described above. It allows users dynamically to
select a subset of available HT1P transforming services. Currently it uses a simple routing model to resolve issues
of multiple service integration. This model could evolve to become much richer (e.g., classes of composed
services), requiring more sophisticated techniques (e.g., end-point-oriented multi-hop routing from networking
[5], message classes and dynamically evaluated, pre-specified routing from office systems [8]).

We have tested the Switching Service system with Group Annotation, Document Correlation and Keyword
Highlighter services. The Switching Service ran on the server side, connected directly to an HTTP server. All
components of this configuration ran on the same machine HP-710 running HP-UX. All HTTP stream transducers
were implemented using the OSF Research Institute's Strand technology [4]. Most of the service code was written
in Perl, with the remainder written in C.

Our tests show that the design described above functions correctly. In addition, the service interaction model
outlined above provides a sensible solution for handling special cases of service behavior when combining
multiple services in one stream. However, we found two problems that need to be resolved to make such
multi-service systems truly useful. One such difficulty is in introducing new services into a pre-existing set of
services that are running under the Switching Service. Another is high latency of processing the requests within a
Switching Service. In the rest of this section we examine these two problems and consider the options available for
fixing these problems.
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fixing these problems.

3.1 Configuration control

The difficulty in adding to or deleting from the set of available services derives from the fact that every component
within a Switching Service must have an identical routing table. This table is used by services to perform request
routing as described the algorithm from Section 2.1. Routing tables are initiated at the start of the system. Adding
a new component to the system requires changing all tables. Presently this is done by shutting down and restarting
all the components with the new routing tables. There are three ways we can introduce services in dynamically:

o Extend HTTP to deliver update information to all services.
o Use addresses of services instead of their names.
" Keep the routing table in only one place.

The first option of extending HTrP to carry configuration information is undesirable, at least because it means
making another change to the protocol and an introduction of a rather complex mechanism to insure that all the
services see the right routing information at the same time.

The second option (using service addresses instead of translating a service name into its address) is a simple
workable solution. However, associating a service with a particular address makes it difficult to replicate services.
This particularly is a concern with computationally expensive services that may require replication due to high
CPU time requirements.

The last option (having a single copy of the routing table) makes the task of updating it much easier, thus
resolving the problem of changing the set of services available. One of our prototype implementations used a
one-table approach by placing all routing capability into a single Routing Interpreter service (as illustrated in
Figure 6) and having all other services communicate with it every time they processed a request. This approach,
however led to doubling the number of connections and was prohibitively slow.

Seecio Intezreter

Sericel Service2 Service3

FIGURE 6. Putting a Routing Table into a single process doubles the number of connections required to
route a request.

We believe that the correct way of implementing a single routing table solution is to use a Routing Name Server
(RNS) that provides the mapping from a service name to its (possibly multiple) locations. In order to minimize
communication overhead, services should use caching, so that the only times they have to communicate with RNS
is when they see a new service in the routing header and need to determine its address.

Using a Routing Name Server approach has another advantage. It allows anyone to put a transforming service on
the net, and for anyone to access it. After creating a service, its author can register the service with a number of
Service Selection mechanisms, so that the service appears in the selection forms appended to the bottom of user's
pages, or perhaps presented in a "service selection" frame or application. If the user selects the service, RNS will
insure that other services can route a request through it.

3.2 Performance

Another problem with the Switching Service prototype is its high latency. Even though going through each service
takes only a few seconds, the overall slowdown was noticeable, particularly with several services enabled. This
slow down is caused by a number of factors, such as processing delay, inter-process communication and sharing a
limited amount of computational resources. Here we examine these factors.

A simple improvement is to raise the efficiency of inter-process communication. Our prototype presently uses
TCP sockets to communicate among services running on the same machine. Replacing these with UNIX domain
sockets [13] can deliver a significant performance improvements. Better yet, if various services could run as
threads within a single process, communication costs as well as process start up overhead would be even lower.
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A more complicated, but potentially more effective way, of increasing performance is by replicating services in
order to reduce competition for CPU time. In general, some services may be useful but computationally expensive
(e.g. Annotation) and many people may want to use it at the same time. In order to provide a reasonable latency,
there should be multiple copies of the service running; in the best case, one per user, running on user's machine.

In order to make client-side execution of services usable, we need to provide a way of managing services running
there; in particular, bringing in and securely executing new services. These administrative actions should be easy
to perform. Trying a new service should be as easy as getting a document from the Web.

All of the above considerations (multi-threading, client-side execution, network code and security) are addressed
in the Java programming language [12]. Java may very well be the tool of choice for implementing the next
generation of transforming services. In fact, the Krakatoa Chronicle project [5] has already implemented a filtering
Java applet. However, this implementation only worked in the HotJava [ 14] browser. At this point it appears that
no other browser supports the capabilities necessary to run transforming services. Therefore, to implement
transforming services in Java we will have to build a proxy server that can run Java applets. One way of
implementing such a server is to write it in Java, so that we can take advantage of the Java run-time system [16] to
execute the service applets, much like HotJava does.

A Java-based Switching Service might operate as follows. Services would be written as filtering applets that
transform the requests that go out of the browser on the net and the responses that come back, much like the
services described above do. The individual service modules will be controlled by the special Switching Service
applet. A user will upload the service modules of his choice into the proxy server, and the Switching Service
applet will present her with an interface allowing to selectively enable or disable the use of each service, much like
in the current prototype.

3.3 Future Work

Given a choice between the Routing Name Server and client-side Java-based approaches to extending the current
work, we believe the latter is more promising because it addresses both configuration and performance problems
and scales well. In addition, because it automates the introduction of new services, it is likely to be used by a
larger community. Therefore, our next step is to study how the filtering functionality of Strand-based services can
be implemented and combined in a Java environment.

4.0 Conclusion
We presented an architecture and implementation which allows users to exercise control over which transforming
services are applied to the documents they request. The system functioned correctly with three services connected
to it Annotation, Document Correlation and Keyword Highlighter. Even though the system was fully functional it
was slow and hard to maintain. To make such multi-component transforming systems feasible for wide-spread use
on the Web, we need to be able to run multiple services within a single process, to off-load most of the processing
onto the client side, and to make addition of new services easy. A Java client-side proxy implementation is a likely
candidate for fulfilling this task.
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Abstract
This paper describes an innovative approach for groups to create and share commentary about the content
of documents accessible via the World Wide Web. In particular, the system described supports the creation,
presentation, and control of user-created meta-information, which is displayed with the corresponding
documents but stored separately from them. The typical use for this mechanism is to support annotations
about documents accessed through browsing clients of the Web. In contrast to other approaches, the system
described herein does not depend on changes in, or specializations to, Web browsers or servers. Rather, the
system takes advantage of the notion of application-specific stream transducers; most of the functionality
of the system is provided by a specialized proxy. We describe design considerations, the system
architecture, usage scenarios, our initial implementation, and future work.
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Introduction
The World Wide Web is increasingly important as an infrastructure for group-oriented activities. As the Web
becomes more prominent, users push for greater functionality to support their individual and team needs. Further,
the users and their organizations seek the provision of that functionality without dependence on the features of any
specific browser (or the whim of any particular browser provider). To support groups effectively, a system must
enable communication among members about issues and documents of interest. Our interest is in supporting
asynchronous communication. Electronic mail and newsgroups are well-known support tools for asynchronous
communication, but they do not provide a natural mechanism for group discussions regarding shared document
spaces, such as documents accessible from World Wide Web servers.

This paper describes an innovative approach to enabling group members independently to create and share
commentary about the content of documents accessible via the Web. In particular, the system described supports
the creation, presentation, viewing, and control of user-created meta-information, which is displayed with the
corresponding documents but stored separately from them. The typical use for this mechanism is to support
annotations about documents accessed through browsing clients of the Web. For example, members of a corporate
functional team may wish to create a shared, evolving commentary about their strategy documents stored on a
private Web server, and they may also wish to comment about the public information offered at a competitor's
Web site. As another example, our research group may, in the course of a collaboration with another institution,
wish to join an ongoing discussion about joint design documents hosted at the other institution. As suggested by
R6scheisen et al. [RoMW], user-created meta-information may be used in ways other than annotations, such as
trails, voting, and seals-of-approval, which support notions of editorial control in an often unvetted
communication medium.

The following usage scenario illustrates aspects of our target usage model. The user, while viewing a document
anywhere on the Web via her favorite browser, notices that one of her department colleagues has added a comment
regarding a sentence in the document. When the user asks to view the comment, she is presented with both the
comment and the opportunity to respond to it. Instead, she decides to comment about the whole document. To do
so, she invokes the annotation submission mechanism. After creating the text of the annotation, providing a
subject header, and citing a relevant URL, she submits the annotation. The user then notices that her annotation is
now available for viewing by authorized members of her group. Furthermore, the annotation system notifies those
group members that an annotation of interest has been posted.

In contrast to other approaches, the system described herein does not depend on changes in, or specializations to,

Web browsers or servers. Rather, the system takes advantage of the notion of application-specific stream
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transducers [BMMM]; most of the functionality of the system is provided by a specialized proxy [LA]. Several
systems, such as CoNote [Da], HyperNews [La], and NCSA Mosaic Group Annotations [NCSAb], use a CGI
script running on an HTYP server to provide annotation support. This design choice forces the user to direct all
requests explicitly to that HTTP server; this is a reasonable choice if all of the documents to be annotated reside
on, and are controlled by, that server. We believe this to be too restrictive---one should be able to create
commentary about documents accessible from any server. Further, annotations in these systems may be attached
either at the end of the document or in author-defined locations; again, this may be too constraining for productive
group interaction. The Public Annotation System [Gr] prototype uses both CGI support and a modified HTITP
server, making the support hard to use with other servers. The ComMentor system [RoMo] separates the
functionality of an annotation system into a meta-information server (hereafter, "metaserver," for storing the
annotations separately from the target documents) and a client-side component (for querying both the metaserver
and the target document server and for synthesizing the two responses). This approach provides more autonomy
and potential for scalability, but it unfortunately ties the user interface and query/synthesis functionality to a
particular browser implementation; this strategy either inordinately restricts the user community or forces
implementers to become tightly integrated with the browser implementations.

To address these potential drawbacks, we hypothesized that a specialized HTP stream transducer could provide
flexible, browser-independent, annotation support. As stated in Brooks et al. [BMMM],

[w]e suggest that, for some classes of client/server applications and their network transactions,
substantial value may arise from inserting, into the communication stream, application-specific
transducers that may view and potentially alter the message contents. We are testing this hypothesis
in the context of the World Wide Web, by building a sample set of proxy-based transducers that are
bound to the HTrP request/response stream. This approach extends the -standard" WWW
architecture in a way we believe is both novel and useful.

Our initial prototype of a Group Annotation Transducer ("GrAnT") served as a proof of concept to support this
hypothesis.

To facilitate construction of our initial prototype, we borrowed elements of the ComMentor prototype system from
Stanford University [RoMo, RoMW], which relies on a modified Mosaic browser [NCSAa] with embedded
annotation support. While it was not strictly necessary for us to cannibalize the Stanford prototype to demonstrate
the value of our approach, this was a reasonable step, as their system design led naturally to a proxy-based
approach (as acknowledged in [RoMW]). Our subsequent architecture retains the lessons, but not the detail, of the
first prototype.

The rest of this paper proceeds as follows. First, we describe the key design considerations. Then we discuss our
system architecture and review the concept of application-specific HTrP stream transducers. The following
section describes the implementation and lessons learned. We then discuss the implications for new architectures
and consider some outstanding issues, related work, and future directions.

Design Requirements

The base set of functionality we wished to implement in our prototype is as follows:

" For a requested HTML document, query an annotation database and merge the resulting annotations with
the response into a coherent HTML document.

" Write an annotation for an HTML document. The target document need not be "controlled by" the user in
any way; nor must the document author prepare the document to be annotated.

o Save the annotation to an annotation database.
o Permit multiple users to annotate the same document, sequentially or in parallel.
o] Write a single thread of replies to an annotation.
o Support attachment of annotations to specific pieces of a viewed HTML document.
[ Support a simple model of users and annotations that permits organizational grouping, user-filtered

retrieval, and access control.
" Maintain user profile information which is stamped onto annotations.
" Provide a simple user interface for creating and selecting annotations.

Initial Architecture
Figure 1 illustrates our initial architecture, consisting of Web browsers, Web servers, an annotation-specific stream
transducer, and an annotation server.
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Figure 1: Initial architecture: annotation transducer, annotation server, unaugmented browsers, and
unaugmented WWW servers.

The original prototype was able to leverage elements of the ComMentor system; in particular, we borrowed the
merge library (to create a synthesized document with in-place annotations), the metaserver (to store and serve
annotations), and the initial model of users and annotations. For comparison, Figure 2 illustrates the high-level
ComMentor design.
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Figure 2: ComMentor architecture: modified Mosaic browser, annotation server, and unaugmented
WWW servers.

The model of users and annotations is quite simple; this suited our initial purpose, but our approach can support a
more complex model as well. In the prototype model, an individual user may be a member of one or more
administratively-defined groups. Each annotation is a member of an administratively-defined annotation set, and
each set resides on an annotation server. Conceptually, each set may represent an individual topic area, with the
expectation that annotations written to a set are related to the topic of interest. For example, consider a workgroup
in the purchasing department of a large corporation, browsing an on-line catalog of a competitors parts; the
workgroup may want to separate comments about component cost from their running discussion of product
quality. This situation calls for two separate sets of annotations. Annotation sets also provide a user with a
primitive way to filter annotations to suit the user's purpose. For example, a member of the purchasing group
concerned at this moment with the quality of a particular part may elect to "turn off' all annotations that have to do
with the cost.

Each group is permitted access to one or more annotation sets. Access groups are either public or private. Public
access groups can be joined by any user of the service. A private access group can only be joined after
administrative validation. Our goal was to ensure that the annotation service could support at least this model of
grouping and access control; this goal was met.

For the purposes of our prototype, it was not important how or where the annotations were to be stored, only that
the GrAnT could easily store and retrieve them via a well-defined mechanism. In the current implementation of
the prototype, the mechanism is the HTTP protocol and the storage medium is a slightly adapted version of the
Stanford annotation server.

Approach

We first describe a toolkit used to build the GrAnT. Then we discuss the user interface technique, after which we
describe the structure of the transducer itself

Strand Toolkit
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We built the GrAnT by using a toolkit [OSFa] developed at the OSF Research Institute to allow a transducer
developer to focus on the application-specific aspects of the transducer, instances of which we generically refer to
as Strands (for "Stream TRANsducing Daemons"). As illustrated in Figure 3, the toolkit provides an 'outer shell'
that manages the connections toward the client and toward the server, between which the application-specific code
module is placed.

4 .... 4............. ...............

Client Application-specific Server
Side Code Module Side

Figure 3: The Strand architecture

The developer may use any program development system to create the Strand code module, which is simply
executed by the Strand after it performs appropriate setup functions. The Strand ensures that the module is
connected into the request/response stream, so that the developer can simply operate on the contents and ignore
the network-specific issues. A previous description of the Strand approach [BMMM] reports that the Strand outer
shell adds a minor but user-imperceptible delay to the processing of HTrP request/response streams. The
annotation service, then, is a Strand module written in C and executed within a Strand outer shell.

User Interface

The interface for interacting with the annotation service is implemented via HTML-based forms and controls. This
choice follows from our design principle of not modifying browsers or servers. Further, this type of interface is
relatively straightforward to implement within a Strand module, since all modules deal with HTIT at the byte
stream level. Interface components support two types of functions:

" submitting new annotations
" changing one's profile, thereby changing the annotations retrieved on one's behalf.

The GrAnT appends control buttons to the bottom of each valid HTML response before forwarding it to the client.
Buttons include "Submit Annotation," "View Groups," and "View Sets." In the ComMentor system, these
functions are provided via pulldown menus within the Mosaic application itself. In our system, when the user
presses one of the control buttons, the GrAnT captures the resulting HTTP request and guides the user with a
series of HTML-based interactions.

Implementation

In this section we describe the flow of control within the GrAnT when the user views existing annotations,
submits new ones, and uses the control functions to modify preferences.

Viewing Annotations: Flow of Control

When an HTrP request reaches the GrAnT, the module performs several steps:
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1. creates a thread of control to handle this request/response transaction; this control thread performs the
remaining steps.

2. forwards the request to the server specified in the URL.
3. authenticates the user and determines the user's profile (to determine which annotations to request in the

next step).
4. authenticates itself to the annotation server. (Note that the authentication relationship is between the GrAnT

and the annotation server---the user has already authenticated to the GrAnT. This is in contrast to the
ComMentor model, in which the user authenticates directly to the metaserver.)

5. queries the annotation server for any annotations associated with the requested URL and the requesting user
(steps 3, 4, and 5 proceed in parallel with step 2).

6. synthesizes the returned document with the associated annotations and returns the synthetic document to
the client.

To synthesize annotations with the document, the merge component does the following actions:

" for in-place annotations, inserts in-place markers (such as [ 1 ]) to indicate the presence of annotations. The
marker, placed directly after the target text, is an intra-document hyperlink to an element in a list appended
to the document.

o appends a list of hyperlinks to the document. Each link corresponds to an annotation; when the user selects
a hyperlink from the list, the associated annotation appears with any follow-ups (as an HTML document) in
the browser view, with a "follow-up" control button. See Figure 4.

A~nntation for bttp.//cf42....osf.org/ri/presentations/Botitiqxe5 tEebSlides.bhtrd.

Posted-by: "ItattheK _Schic+_er" {iia-On-f. rg)
l-referexice-to: 'Secure reT(Ote adnini~tfation of. ixiteffet BelVie1.

Created-an: 08/23/9S 1$ 4
Subject- "DOE ,RPO, natg-qentitrae

*I've drafted a. sithple sec~ification of a IE .RPC.
martaem~rt intefc- to tlie mli-rotoco evr
The hyper-refererLOC qivF-.- the .detaiLe.

PO~teil-by: " U S F0 tt 1e I 8 (itekC f a.....................
Th-referernce-to: Orginal itttirt (folowup

Creaed-an: 09/14/95 11: O..
Sub~ject: 'Reply to.1)OE.O FanC agerent ixtterfae by Matthew Schickier

This~ looks pretty qood. Wliy dorit yoi, po34 hI I:Lt up
and then add a link in the main document?

~Write Follow- Up, View Groups View Sets Edit User Profie

Figure 4: A simple annotation and follow-up.

User Interface: Flow of Control

The user interface implementation uses a short-circuiting technique that takes advantage of a Strand's ability to
trap requests to certain URLs and serve them itself. That is, a Strand module may send to the client a custom
response which is not a response returned by a downstream server. A module may use this technique to send
Strand-generated error messages to a client based on some failed condition, such as a stream processing error. For
the user interface, the GrAnT traps requests that correspond to command directives stimulated by the user's
selection of a command button (which was previously inserted by the module itself). There are many ways to
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indicate that a request corresponds to a command directive. The current implementation uses a reserved local host
name that is effectively overridden by the GrAnT. Whenever a requested URL indicates the reserved host name,
the module processes any query data sent via the GET or POST method as a command directive.

If the command directive is to change the state of the GrAnT (with respect to its general operation or with respect
to the user's state), the module makes the change and returns a dynamically generated document to indicate the
outcome of the operation. For example, when the user presses the "View Groups" button, a view groups directive
is sent to the GrAnT. The module processes the directive by sending an HTML form back to the client. This form
includes a list of groups, the user's current status in each group, and a set of radio buttons associated with each
group. The user's status in one or more of the groups may be changed by selecting the appropriate radio buttons.
Pressing "Submit" causes another directive to be sent to the GrAnT. This directive is similar to the first but is
accompanied by a set of arguments that indicate any changes that were made to the user's group status. After the
changes have been processed, the module returns the results of the changes as a new HTML page. The user may
then continue browsing as usual.

The case of submitting a new annotation is discussed in the next section. The implications of this user interface
choice are discussed further in the "Lessons Learned" section.

Submitting Annotations: Flow of Control

The flow of control for submitting annotations is very similar to that of editing group membership. Directives,
with and without arguments, are passed to the GrAnT for processing. The key difference in this case is that the
HTML form returned to the client is specific to writing an annotation. This page includes a number of input fields
and radio buttons that can be used for entering the annotation text and selecting options. As illustrated in Figure 5,
one of the options allows the user to attach an annotation to a specific piece of text in the document by entering
this text in an input box (otherwise, the annotation is attached to the document as a whole).

73



Add Annotation

Attach annotation to:

~iPage

Tet Advanced ehooyela

Write, the annotation to the set s)

Platforms~
Channels
Client

Middleware

Notification method: V Noe Pp-up WindowN/ Emi

The annotation will bie written in: Plain Text HM

subject: Uypdate Release M~ilestone'

Please write the annotation below:

.The release milestone needs to be pushed two months
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Figure 5: A form for creating annotations

Another option can be used to select whether the annotation will be written and displayed as plain text or as
HTrML. The command directive that is sent after the form is submitted contains a number of arguments that are
used when posting the submission to an annotation server. On completion, the module returns the results of the
submission and the user may continue browsing as usual.

Lessons Learned From First Prototype

The first prototype supported the hypothesis very successfully, in that users are able to read and write annotations,
configure preferences, and so on --- all of the design requirements were met. The group annotation transducer has
been used successfully on the "client side" (with browsers proxied explicitly to it), on the "server side" (running at
a Web server's advertised address, so that requests to that server run through it), and as a user-selectable service
[DaMEBI.

The following problems were identified in bullding and testing the prototype:

o User Interface
o Interface elements take up too much space
o Forms-based interface is not powerful enough
o Selection of annotation attachment points is inelegant

o The Annotation Server
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" Multiple TCP connections and slow CGI scripts create significant overhead
o There is limited support for user-directed filtering of annotations
o There is no support for multiple reply threads that originate at a single annotation

E] Scalable Architecture
o Authentication

We discuss each of these in more detail below.

User Interface

The current graphical user interface (GUI) exploits the capabilities of HTML forms. This class of markup proved
to be an excellent tool for prototyping a user interface, because it is simple, somewhat powerful, and standard on
all browsers. The disadvantages of using such an interface for a production quality system became apparent after
building the prototype. The toolbar and annotations that were appended to a document took up too much space on
the page. If a document spanned multiple screens, these items would not be visible at all times while reading the
document. Editing user data such as group membership requires a three step process: go to the group page; submit
the group page; and return to the original HTML document. Browser-augmented approaches such as ComMentor
can offer more sophisticated control (e.g., menus) and display (e.g., popups and new windows). It is clear that the
next version of the proxy-based annotation software will require a smoother interface. However, such an interface
should remain a standard feature of all browsers on the market if we are to continue our goal of developing
pan-browser annotation support.

Another problem introduced by the proxy-based approach was the selection of attachment points for annotations
within a document. A natural method of selection involves indicating the attachment point with the mouse, by
selecting a piece of text that is being displayed by the browser. This is straightforward to implement when using
an approach that augments an existing browser. The developer has direct access to important information such as
mouse events and internal buffers. Because our approach is browser-independent, in the most general sense, access
to this type of information is restricted. Workarounds such as querying a window system manager (e.g., an
XServer) for the current text selection are possible but are platform- and/or browser-specific. In order to maintain
our pan-browser design goal, the prototype implements a simple HTML forms interface which adds an extra and
sometimes frustrating step to the process of selecting a point of attachment. Instead of a direct selection, the user
must cut-and-paste the target text into an input box provided by the form. Then, after the annotation is submitted,
the GrAnT must perform extra processing in order to discover redundant information that characterizes the
selected string of text. More problems arise when the selected string of text is not unique in the document. This
can be handled inelegantly by rejecting the annotation outright (i.e., forcing the user to use a new text string) or
making the user select the correct occurrence out of a list of ambiguous phrases. In either case, processing power
and the user's time are wasted.

Several potential mechanisms exist for providing cross-platform, pan-browser, application-specific interface
support, including Tcl/Tk [Ous] and the Java language, class libraries, and runtime [Su]. The ability to run an
annotation applet on the client could provide an elegant solution to the problems identified in our prototype. Such
an applet could contain toolbar buttons and a list of annotations for the current document. It would no longer be
necessary to merge this information directly into the document. The applet could persist from page to page and
could function, with the help of the GrAnT, as an extension to the browser. Since it is expected that the Java
run-time system will be an integral part of all future web clients, this remains a pan-browser solution. This also
permits very innovative presentation and interaction techniques, such as virtual layering of annotation, version,
and other meta-information "on top of' the base document. One example of this is implementing inlined
annotation markers as embedded Java applets. Clicking on the marker would pop up a window displaying the
annotated text and the first few lines of the annotation itself.

Some of the problems inherent in selecting attachment points for inlined annotations may also be solved by doing
away with the HTML forms interface and providing all the functionality of the annotation system in the
annotation applet. For example, while a user is writing an annotation, the applet could display a stripped-down,
textual version of the HTML. A section of the text could be selected as an attachment point for an inlined
annotation. Ambiguities no longer exist because the applet is working with an exact point of insertion instead of a
single, isolated text string that it must later match in the document.

The Annotation Server

Our prototype uses the ComMentor metaserver, which uses the Common Gateway Interface (CGI) [NCSAc] for
storing and retrieving annotations. This approach introduces unnecessary overhead in a number of ways. It
requires that a TCP connection be opened for each query that is made to the annotation server. In addition, the
metaserver scripts provide slow service, because they must be executed each time the server receives a request.
Performance of the annotation server is not the only issue. The prototype annotation server is limited in its
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capabilities, offering only the most primitive database functions. An effective annotation service requires that
users be able to filter and search for annotations based on a flexible set of criteria, such as author's name, date of
creation, annotation type, and keywords in the subject header and content body. With the introduction of a
database system for storing annotations, both user-directed filtering and a fully threaded system of replies for an
annotation becomes easier to implement. Such a system will be implemented in the next release of the software.

Scalable Architecture

In the current prototype, each GrAnT assumes the existence of a single workgroup that uses a common, local
annotation database. There are no provisions yet for permitting sharing among workgroups. In our development of
the next generation of the system, we will incorporate an interoperability protocol, such as those under
development for the Digital Library Initiative [DLI], to permit an annotation server to accept requests from
network clients and process these requests using the local database. This permits the GrAnT to query other
annotation databases, local annotation databases to share annotations and indices, and other kinds of clients to
access the information.

Authentication

The current HTTP specification does not support proxy authentication. This type of authentication is needed by
the GrAnT, because the services it provides are customized to the accessing user. In order to circumvent this
problem temporarily, we developed a personal ID Strand Module, which adds an experimental header field to the
HTTP request. This field, X-Proxy-Authenticate, uses the Basic Authentication method (encoded username and
password) to identify the source of the request. A problem with this method is that it requires a Strand process to
be running on each client machine (and introduces an extra TCP connection per request/response transaction). It is
expected that the next revision of the protocol will contain support for proxy authentication or multiple
intermediate authentication points. Otherwise, an annotation applet could include user profile information that
could be sent directly when required. This is an adaptation of the approach taken within the augmented Mosaic
implementation of ComMentor. Another alternative is to use security features of DCE [OSFc], as compellingly
demonstrated in the DCE-Web system [Le,OSFb].

Futures

New Architecture

Figure 6 illustrates our new architecture for supporting group annotations, based on our experience with the
GrAnT.
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Figure 6: New annotation service architecture

The architecture derives from an analysis of the functionality provided by the GrAnT, roughly:

" request a document referenced by a URL, and request the associated annotations,
" merge the document and annotations,
o provide a user interface,
" manage user state,
" manage annotation and user grouping information, and
" support user authentication and authorization of requested access to annotations.

We believe that the latter two capabilities should rest with the annotation service, rather than with the annotation
intermediary. Consequently, in the new architecture, the annotation server performs user authentication, request
authorization, and storage and retrieval of annotations. (Perhaps not surprisingly, this division of responsibility is
similar to that prototyped in the CoinMentor system.) This functionality is accessible to clients via a variety of
interface modules, including ones accepting HTJTP and DCE-RPC connections. The clients might be a
next-generation annotation Strand or other applications that need access to annotations, such as a web editor or a
versioning mechanism. Each interface module performs user authentication and passes the incoming request
(including the user's identity, the URL for which to retrieve annotations, if known, and a user-specific filter) to the
core of the annotation server. The core component uses an authorization module to perform an authorization
check, ensuring that the user is permitted to retrieve the specified annotations. Then it retrieves those annotations
from the underlying data store, which is accessed via a generic annotation-oriented interface that hides the
implementation of the data store (e.g., one of a variety of database systems, or a special purpose annotation storage
engine).

A positive property of this architecture is that clients need not use a specific common access mechanism for
querying and creating annotations. For example, one annotation server could serve some clients that use the strong
security guarantees of DCE-RPC and other clients that use HTI'P. Similarly, an interoperability protocol, such as
that being developed within the Digital Library Initiative, can offer a diverse set of clients access to annotations
maintained by a variety of annotation servers, even when the clients and annotation servers run within different
administrative domains. In addition, this modular approach permits us to add functionality for availability and
scalability, such as replication and index sharing.

Other Functionality
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Although our prototype focused on attaching annotations to HTML documents, the service is really a more general
system for attaching different types of meta-information to documents in the World Wide Web. For example, the
notion of backlinks, or links to the pages that point to the current page, could be implemented by allowing the
GrAnT to annotate documents automatically. When a user visits a page, the annotation service could automatically
post an annotation that contains the URL of the referring HTML document. A list of all such "backlink
annotations" for a document could be displayed at the user's request. As another example, after reading a page,
members of a group could cast votes on the document's content, appropriateness, or style [RoMW]. This
information could be stored as a series of annotations. When a document is fetched that contains a link to the
document that was voted on, the votes could be tallied by the GrAnT and displayed next to the link. The system
could also be used to create special annotations that act as landmarks. Each landmark would contain a comment
and as many as two pointers, one that points forward to a new page and one that points back. Chains of landmarks,
called trails [RoMW], could be formed in this manner. Trails could be created to allow people to discover
information in new or more logical ways. The GrAnT could also be instructed to follow a trail to its completion,
returning a page containing all of the links on the trail.

Another important way to extend an annotation service is to tie it in with other, related services, such as:

o a versioning mechanism, which permits annotations to be created and retrieved in correspondence with the
appropriate versions of documents as they change.

" a document search/correlation mechanism, so that annotations may be searched for relevance, along with
other documents (such as electronic mail and newsgroups).

" a notification mechanism, so that users are notified of annotations of interest.

We will be addressing these related services in future systems.

Conclusions
We have presented a novel approach to supporting the creation, presentation, viewing, and control of user-created
meta-information about documents in the World Wide Web. In contrast to several previous approaches, our
mechanism may be used without specialization of either browser or server. This implies certain tradeoffs, impacts
of which we discussed. Our initial goal was to test the applicability of the Strand-based approach to this problem;
this goal has been met quite successfully. Our next goal is to build another generation of annotation support, to
address some of the user interface, overhead, and scalability issues and to extend the functionality in new
directions.

Availability of Software

FTPable source and binaries for HP-UX (and possibly other platforms) are available; see
http://www.osf.org/mall/web/webware.htm.
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Abstract
There are limitations in the usability of the World Wide Web. One approach to circumventing these limitations
involves inserting high-level transducers in the HTTP request/response stream. A second approach involves
building more independent programs, called browsing associates. We have built example services and toolkits for
both.

1. Introduction
This paper describes two approaches for circumventing important limitations in the usability of the World Wide
Web (WWW). The first approach involves inserting high-level transducers, in the HTTP request/response stream.
The second approach involves building more independent programs, called browsing associates, which are not tied
to a particular HTTP stream, and can monitor the user's web activity indirectly, access the WWW independently,
and communicate useful information to the user with a range of methods. Below, we discuss our motivation and
hypotheses, the two approaches, and the example services and toolkits we have built.

2. World Wide Web Deficiencies

HrITP transducers and browsing associates are tools to increase the usability of the WWW for locating, managing
and using information in a timely and efficient manner by addressing the following deficiencies.

o Navigating
Becoming lost or disoriented when navigating in a large hypertext space is easy. Browsers provide some
limited support in the form of hotlists and history lists.

o Finding
Web clients are excellent at supporting browsing, and tools for searching for very specific information are
becoming quite sophisticated, butfinding objects requires organized or correlated sets of information that
may not always exist.

o Adding
There is little support for allowing WWW users to easily add value, such as annotations, to existing web
structures.

o Receiving
Passively receiving information in a timely manner is poorly supported.

We are exploring the just-in-time paradigm; that is, the user should get just the needed information, as soon as
possible, without having to aggressively search for it or filter through an overload of irrelevant information. We
want to determine how information can be delivered in a just-in-time fashion within the context of the WWW and
produce services and toolkits reflecting our insights.

3. HTTP Stream Transducer Approach
Tapping into and possibly modifying the stream of HTP requests and responses between a browser and a server
in the WWW could help mitigate some of the WWW deficiencies by inserting high-level, application-oriented
transducers. A natural way to insert the transducers in the HM stream is by using WWW proxy servers. [Luo94]
Proxies are often used in network firewalls to enforce communication policies, but as illustrated below for WWW
browsers and servers, one can use proxies to insert other kinds of processing entities into the stream.
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We liken our HTrP transducers to Oreo cookies, because the transducer is structured with one 'cookie' to handle
browser-side communication, another 'cookie' to handle server-side communication, and a functional 'filling' in
the middle.

The transducers built to date are meant to be evocative, rather than definitive. They were constructed in various
languages, most using the toolkit discussed below. Here are some examples; others are under development:

o Our first transducer, which performs URL validation, measures data transfer rates, and creates a group
history.

" A full-text indexing transducer, which creates a full-text index of all of the non-trivial terms appearing in
the HTTP responses.

" A "group annotation" transducer, that expands on the Stanford annotation approach.[Ros95]
" A "document correlation" transducer which uses the SMART technology from Cornell[Sa189] to find

documents related to the current document.
o A "what's changed" transducer which monitors local URLs referenced by the current page and marks up the

page to indicate any that have changed since last visited.

A number of these transducers directly address some of the WWW deficiencies. The group history and text
indexer help with both navigating and finding. Group annotation helps with adding and document correlation with
receiving. "What's changed" lets the user receive timely information.

We have produced a toolkit which allows the filling developer to focus on the application-specific aspects of the
transducer. The initial version of the toolkit provides a 'shell' that implements the 'cookies' between which the
'filling' is placed. The developer may use any program development system to create the filling, which is simply
executed by the shell after it performs appropriate setup functions. The shell ensures that the filling is connected
into the request/response stream, so that the developer can operate on the contents and ignore the network-specific
issues.

Future work will include enhancing the existing services and toolkit, and building new services. We plan on
having several services in common use within the group within the next year. Further development of chaining
transducers as a sequence of filters is expected to require a way of specifying a sequence of transforms and the
ability to allow a pre-parsed information object to be passed among the transforms.

4. Browsing Associate Approach

A drawback of the transducer technology is that it is tightly coupled with a particular HTrP stream. Browsing
associates are relatively small and simple applications which are not coupled to a particular HTTP stream and can
independently and asynchronously access the WWW on the user's behalf.

A key requirement for most browsing associates is that they access the Web efficiently. Efficiency is important
because many associates will actively seek information on behalf of the user rather than passively observing and
thus may be limited in available resources. Associates must also communicate with the user. At a minimum, a user
would specify parameters to the associate, and the associate would display results to the terminal. At a more
sophisticated level, the user might interact with the associate via a graphical user interface (GUI), by generating a
set of HTML pages, or by issuing asynchronous commands to the user's browser.

Associates, unlike transducers, are expected to be autonomous. Once an associate is started, it should go off and do
its work, perhaps periodically being interruptible and checking in with its user, but acting independently. In
addition, an associate may spawn sub-associates, or instantiate multiple threads of control to provide further
asynchrony.
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Browsing associates test the hypothesis that fairly simple programs that can access the WWW and communicate
with the user can provide timely and useful information without requiring excessive additional work on the part of
the user.

To date we have built three prototype Browsing Associates. The first is the "What's New?" associate which is

responsible for notifying the user as to whether a particular set of documents has changed over a given interval.
Any document containing a series of embedded anchors may be checked, allowing the use of specialized files or
other HTML documents such as hotlists. The user can also specify the cutofftime for considering a URL to have

changed, whether to note URLs that have or have not changed, and a frequency for automatically repeating the
check. The user can also request to be notified either by a popup window or by having a list of the URLs
automatically displayed in the browser. A few members of our group are starting to use this service on a regular
basis and it is being evaluated for deployment elsewhere.

The second associate is the LinkTree which produces an interactive hierarchical listing of all the links recursively

embedded in a particular document down to a particular depth. A link tree allows the user to see just the anchors in
a tree of documents rooted at a particular URL and to quickly locate interesting links without having to look at the

contents of the intervening documents. The associate uses the NCSA Mosaic Client Command Interface
(CCI) [Mos95] to track the current URL in the user's browser, and provides a GUI for setting the depth of the
search and other options affecting the search and display of the results.

Our latest example of a Browsing Associate is a graphical history grapher. The GUI consists of a tree of nodes and
links where the nodes correspond to URLs and the links point up to the previously visited URL. Using CCI, the
associate tracks the current URL in the user's browser. Whenever the URL changes, the history grapher checks to
see if it already has a node for the new URL, and if not it willadt nen eswith a link to the previously visited
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URL. If the URL already exists in the graph, then the associate marks the corresponding node as being the current
node. If the user then navigates to a new URL, a branch will be created in the graph. The associate acts as a peer
with the browser: clicking on a node in the graph requests the user's browser to display the corresponding URL.

We are starting to build up the components of a rapid prototyping toolkit for building associates based on
Tcl/Tk[Ous94] and related technologies. We have some useful scripts including one that implements a generic
mechanism for communicating with browsers. We are developing useful, reusable object classes such as a class
representing WWW anchors.

Our work on browsing associates is really just beginning, but we have a few insights from our examples.

" The degree of coupling between the user's activities on the WWW and the associate will generally be looser
than with transducers and will vary greatly from associate to associate.

" Tcl/Tk and related technologies show promise for implementing associates.
" Browsing associates and transducers can benefit from communicating with each other: transducers

providing information about the HTTP stream to associates, and associates providing external information
to the transducers.

We are enhancing existing associates and the development environment, investigating other tools such as perl and
Tcl/Tk based GUI builders for use in associates, and building new associates. We also plan to explore
communication between transducers and associates by building some hybrid tools.

5. Conclusion
We have presented two approaches to mitigating some of the deficiencies of the WWW. First, we generalized the
notion of WWW proxy servers to that of application-specific proxies that act as transducers on the HTIP stream.
Our prototype transducers demonstrate the utility of the concept, and our toolkit aims to ease the task of building
such transducers. Second, we developed the notion of a relatively small and simple application that can
independently and asynchronously access the Web on a user's behalf. Our prototype associates demonstrate some
of the range of possibilities.

FTPable source and binaries for selected portions of our technology are available by anonymous ftp from
riftp.osf.org in /pub/web/Strand.
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