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PREFACE 

This book is a collection of many of the papers presented at the Fourth In- 
ternational Symposium on Quantum Confinement: Nanoscale Materials, Devices, 
and Systems, held May 4-7 in Montreal, Canada, as part of the 191st Meeting of 
the Electrochemical Society. The symposium was sponsored by the Dielectric Sci- 
ence and Technology, the Electronics, and the Luminescence and Display Materials 
divisions of the Electrochemical Society. 

The symposium was organized into 8 sessions of oral presentations over a 
period of three days to address recent advances in nanoscale and quantum con- 
fined structures, including chemistry of nanostructures, growth and characteriza- 
tion of nanocrystals, optical and electrical properties of quantum dots, wires, and 
nanocrystals, and transport in quantum wires and devices. 

Invited papers are indicated by an asterisk in the Table of Contents. The 
National Science Foundation Best Student Paper Award of $500 was presented to 
Peter Fischer from "Otto Van Guericke" University of Magdeburg, Germany, for his 
paper entitled Luminescence Characterization of Selforganized Quantum 
Wires: Carrier Capture and Thermalization. 

The symposium also featured on a short course Simulation of Nanoscale 
Materials and Devices which was offered on Sunday, May 4, prior to the start 
of the symposium. This short course was quite a success with over 25 registered 
people. 

The editors thank all the speakers, session chairpersons, and manuscript re- 
viewers for their contributions to the success of the symposium. We also thank 
the Electrochemical Society staff for their constant support and for their help in 
preparing the volume for publication. 

Finally, we would like to express our appreciation to the Army Research Of- 
fice, the National Science Foundation, and the Electro-Chemical Society for their 
financial support. 

M. Cahay 
J. P. Leburton 
D. J. Lockwood 
S. Bandyopadhyay 
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SELF ASSEMBLING SUPRAMOLECULAR MATERIALS: 
A SYNTHETIC ROUTE TO QUANTUM DOTS 

S. I. Stupp«*, M. U. Pralle*, P. V. Braun*, G. Tew§, P. Osenar*, and L. S. Li* 

Departments of Materials Science and Engineering* and Chemistry8, 
Beckman Institute for Advanced Science and Technology, 

and Materials Research Laboratory 
University of Illinois at Urbana-Champaign, Urbana, IL 

ABSTRACT 

The controlled synthesis of nanostructures and quantum dots is one 
of the goals of this work involving both organic and inorganic structures. 
The generation of nanostructured sulfide based semiconductors through 
the tight control of an organic liquid crystal template has been realized. 
This technique can yield differing architectures based upon the different 
phases of the liquid crystal template, including hexagonal and lamellar 
structures. Novel liquid crystalline materials have been developed which 
self assemble into organized three dimensional solids comprised of layers 
of nanoaggregate superlattices. The material exhibits polar order over 
many hundreds of layers and expresses a hydrophobic surface on one side 
of the film and a hydrophilic surface on the other. The aggregates are ~5 
nanometers in diameter and have a mushroom like shape. A specially 
designed derivative of the molecule that forms these aggregates was used 
to control the morphology of cadmium sulfide semiconductor, and this 
produced quantum dots. 

* To whom correspondence should be addressed 

Electrochemical Society Proceedings Volume 97-11 



INTRODUCTION 

Nanotechnology has captured the interest of science because it has 
the potential to access new material properties and devices that remain 
unattainable by conventional means. Unfortunately, it is a difficult task to 
control feature sizes in the nanoregime and therefore the fabrication of 
nanoparticles has explored a gamut of synthetic pathways.(l-14) 
Controlling the assembly of such nanostructures into macroscopic 
materials is yet another challenge to be overcome in their evolution into 
functional, periodic structures. Nature provides us with an ideal model for 
controlling nanomorphology through the noncovalent interactions of 
folded proteins which yield highly specific nanostructured materials with 
long range order and site specific functionality. This example suggests that 
self assembling materials present a powerful synthetic route to controlled 
nanoscopic systems. It is in this context that we have developed materials 
where the nanoscale size and periodic structure are programmed into the 
chemical code of the system. First, we have developed nanostructured 
organic-inorganic composites whose size and periodicity is mediated by a 
lyotropic liquid crystal. Also, we have developed novel self assembling 
molecules that spontaneously organize into nanoaggregates which in turn 
pack on a superlattice. Finally, we are combining these two synthetic 
pathways to mediate the formation and organization of semiconductor 
quantum dot structures. 

INORGANIC-ORGANIC COMPOSITES 

Inorganic-organic interactions can play a vital role in controlling 
semiconductor properties and structure. Recently our group has 
discovered a novel technique to generate exquisitly ordered semiconductor 
nanostructures. We utilize the order inherent in a liquid crystal and its 
interaction with the growing inorganic phase to template various II-VI 
semiconductors.(15-17) Other groups have been able to control 
semiconductor-metal transitions,(18, 19) absorption and luminescence 
spectra,(2, 4, 20, 21) and nanostructure(5, 22-25) through organic- 
semiconductor interactions. In many of these systems of course, the 
properties and structure are intimately related.(3) Most current research 
and development work on semiconductor devices has concentrated on 
high temperature, high vacuum depositions followed by conventional 
lithographic techniques. Despite much work in this area, control of 
dimensions and properties do not rival that possible through molecular 
engineering of organic molecules.    The calculated design of nanometer 

Electrochemical Society Proceedings Volume 97-11 



scale structures is indeed possible for the organic and supramolecular 
chemists(10-12) and perhaps by coupling these concepts with 
semiconductor synthesis it will prove possible to access new materials. 
Over the last couple of years the first strides in this direction have been 
made. Recently several research groups have developed systems utilizing 
the calculated design of molecules to carefully control both structure and 
properties in mostly inorganic, semiconducting systems.(2, 5, 7, 25) The 
common thread running throughout is the absolute requirement for the 
presence of the organic at some time, if not at all times in the synthesis and 
utilization of the semiconductor. The removal of organic is often not 
possible, and perhaps not even desirable where it impacts the final 
properties. In other systems of course, the presence of organic in the final 
material may not be so desirable, and can be mostly removed. 

Liquid crystals present an ideal system for three dimensional control. 
Through tight chemical specificity the system can be varied in dimension, 
symmetry, and internal structure. Lyotropic liquid crystals, composed of an 
amphiphilic molecule and solvent (not necessarily limited to water), are 
capable of dissolving various ions while retaining their structure. Several 
of these metal ions are reactive with H2S gas, yielding an inorganic product. 
The most important result of this synthetic methodology is the retention of 
the nano- and microstructure of the liquid crystal in the product even after 
removal of the bulk organic phase. Our work in this area involves the 
direct templating of CdS, CdSe, and ZnS in the preordered environment of 
a nonionic amphiphilic mesophase, generating a semiconductor-organic 
superlattice containing both the symmetry and long-range order of the 
precursor liquid crystal. In general, the semiconductor is grown in a water- 
containing liquid crystal by the reaction of H2S with a dissolved metal salt 
(providing the cation for the semiconductor). Through this work we have 
shown the importance of the amphiphile's chemical nature and structure 
in the direct templating process. In fact, the order obtained in the 
nanostructured systems was even found to depend on the chemical nature 
of the anion of the salt.(17) 

Two different systems have been studied, the first, a hexagonal 
liquid crystal composed of an oligo(ethylene oxide) based amphiphile and 
ion doped water,(15,17) and the second, a lamellar system of an oligo(vinyl 
alcohol) based amphiphile and water.(16) In both, the order seen in the 
semiconductor product is a direct template of the liquid crystal, although 
the amount of organic retained in the two systems is quite different. The 
oligo(ethylene oxide) system generates hexagonally faceted semiconductor 
particles (CdS, CdSe, and ZnS) which have a hexagonal array of rod-like 
nanopores of identical symmetry and dimension as the liquid crystal 
template (figure 1).   These features could be eventually used to exploit 
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antidot modification of electronic materials.(26-28) They retain a small 
amount (£15% by volume) of organic after work up, and because the 
particles consist of an inorganic continuum they are entirely 
morphologically stable even after removal of most of the organic. In 
contrast, semiconductor growth in the lamellar system results in a layered 
semiconductor-organic composite particle. This structure is approximately 
50% by volume organic, with the remainder CdS. Surprisingly this 
morphology, even though it does not contain a continuous mineral 
framework, is stable to repeated sonication in good solvents for the organic 
apmphiphile, always retaining the lamellar structure (figure 2). The strong 
affinity of the highly polar oligo(vinyl alcohol) segments of the amphiphile 
for the CdS must stabilize the nanostructure. In both systems, the nano- 
and microstructure of the resulting semiconductor is directly controlled by 
the liquid crystal template. In essence, the nano- and microstructure is 
generated because the semiconductor growth is excluded from the 
nonpolar regions of the liquid crystal, rod-like regions in the hexagonal 
system, and sheet-like regions in the lamellar system. These results 
demonstrate the versitility of the direct templating process, opening up a 
variety of synthetic avenues to the formation of novel nanostructures. 
There are a large number of amphiphilic liquid crystals, with different 
phases and lattice constants ranging from a few nanometers to tens of 
nanometers. One such liquid crystal, the triblock rodcoil molecule, recently 
emerged from our laboratory.(29) Its solid state structure capitalizes on the 
self assembly of rigid organic rods. 

SELF ASSEMBLING NANOSTRUCTURED MATERIALS 

A challenge of materials chemistry is to create supramolecular 
nanostructures with shape and functional specificity. There has been 
limited success in this area mostly due to the complex interplay of 
thermodynamics, kinetics, and chemical functionality. Lehn and co- 
workers(lO) followed by Mathias et al.(ll) and Seto et al.(12) demonstrated 
some of the early efforts by creating small aggregates of molecules. Our 
work in this field has concentrated on a novel class of molecules we have 
named triblock rodcoil molecules. Their synthesis was inspired by block 
copolymer chemistry with the incorporation of an important architectural 
duality along the backbone; a rigid rod moiety followed by a flexible 
oligomeric sequence (coil portion). Specifically, the rigid rod unit is a three 
biphenyl ester segment covalently linked to an atactic block of 
oligoisoprene followed by an atactic block of oligostyrene.(29) 

This molecular structure yields a material with a wide range of 
properties   due   to   the   unique   three   dimensional    organization   the 
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molecules attain. The novel structure is a direct result of the interplay 
between two opposing thermodynamic forces. The rigid rods desire to 
aggregate and crystallize but this process is frustrated by the amorphous, 
atactic coils. The average cross section of the coil is larger than that of the 
rod causing hard-core repulsive forces as the molecules aggregate. We 
believe these two opposing energies balance when ~100 of these molecules 
aggregate together. These aggregates are highly monodisperse with a 5 
nanometer cross section and 200 kilodalton molecular weight. The objects 
take on an unusual configuration similar to a mushroom with the 
crystallized rods forming the stem and the random coils splaying out to 
make the mushroom cap. 

Films cast from chloroform spontaneously form these nano- 
aggregates as can been seen in the transmission electron micrograph shown 
in figure 3. The black regions are the nanocrystals of rods and the light 
regions are the amorphous coils. Since no electron stains were used, the 
contrast derives from the diffraction of the crystallized rods as well as the 
phase contrast between the rods and coils. Closer inspection reveals that 
the nanostructures are packed in an oblique two dimensional superlattice 
with a characteristic angle of 110° and a 66Ä by 70Ä periodicity. Small angle 
x-ray scattering and cross-sectional TEM have both shown that the 2-D 
array of mushrooms layer with a repeat distance equal to the molecular 
length (figure 4). 

The three biphenyl rod is terminated with a phenolic group giving it 
hydrophilic character. When cast on water the nanoaggregates align with 
the stems of the mushroom down onto the water surface, maximizing the 
hydrophilic interactions of the phenolic group with the water. 
Interestingly, the top surface of this film expresses the hydrophobic 
character of the oligostyrene coil suggesting that the films stack in a polar 
arrangement. Proof of this comes from second order nonlinear optical 
measurements which show a linear relationship between the film 
thickness and the second harmonic generation of the material. This 
precludes a centrosymmetric or bilayer arrangement which would not 
exhibit dipolar second harmonic activity. Such a polar arrangement is very 
surprising and rarely seen in nature because it forces the hydrophilic 
phenolic groups to interface with the hydrophobic oligostyrene and 
generates a net dipole moment in the material. However one possible 
explanation for this arrangement is that a thermodynamic minimum is 
achieved due to the high energy associated with nature's abhorrence of a 
vacuum. The polar stacking of mushroom structures minimizes the free 
volume in the system which we believe outweighs the 
hydrophobic/hydrophilic contact energetics. It is interesting to note that 
solid state infrared spectroscopy studies show a presence of trapped solvent 
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even at high temperatures, thus suggesting that space filling by 
nanostructures is an important issue in the observed order. 

The rodcoil's ability to control its own organization through three 
hierarchical levels of structural order, packing into supramolecular 
aggregates, forming continuous two dimensional structures from the 
aggregates and finally layering into macroscopic polar films, gives these 
systems great potential as multifunctional materials. The surface 
properties expressed by the polar films makes these materials ideal for 
adhesion to solid surfaces. Recently, derivatives of this molecule were 
synthesized with differing functionalities built into the rodcoil theme. 

One such derivative incorporates the rigid trans conformation 
phenylene vinylene, with its interesting electronic and photonic 
properties, into the rod portion of the structure (figure 5). We have been 
able to vary the terminal functionality as well as the length of the 
phenylene vinylene segment incorporated into the triblock rodcoil 
structure. These molecules retain all of the unique features of the original 
triblock system in addition to their new photonic properties. Small angle 
x-ray scattering studies suggest these molecules form films composed of 
monolayer structures of the type required for polar order. When films of 
these molecules are annealed at 140 °C for 8 h, SAXS patterns for the 
molecule depicted in figure 5a show (001) and (002) reflections 
corresponding to a layer spacing of 78 Ä, while the molecules in figure 5b 
and 5c show one reflection at 76 Ä and 85 Ä, respectively. Initial 
investigations into the photoluminescence behavior of these molecules is 
quite interesting. Not surprisingly, the molecules are fluorescent in dilute 
solutions with 5a, 5b and 5c showing emissions at 450 nm, 420 nm, and 487, 
respectively when excited with 331 nm light. However, a comparison of 
the quantum efficiency in the solid state of these molecules with that of 
poly(phenylene vinylene) suggests the nanostructured rodcoil molecules 
have a much higher efficiency. Detailed experiments to quantify the 
quantum efficiencies from our triblock rodcoil molecules are currently 
under way. In addition, preliminary UV/Visable spectroscopy experiments 
suggest for the first time the formation of aggregates in solution. With 
these molecules we have demonstrated the ability to integrate luminescent 
functionality into the rodcoil construct, yet maintain the unique 
mushroom structure  and polar order. 

QUANTUM DOT STRUCTURES 

An immediate application of such mushroom structures might be as 
templates for the formation of semiconductor quantum dot arrays. Such 
structures are of profound importance in single electron devices as well as 

Electrochemical Society Proceedings Volume 97-11 



in optoelectronic applications. Most of the work in this area has 
concentrated on novel lithographic techniques to sculpt intricate 
nanomorphologies.(l) A simpler approach might exploit the power of self 
assembly to control and template the evolving structure. By utilizing the 
self assembling rodcoils as a template for the precipitation of sulfide based 
semiconductors, it might be possible to synthesize quantum dot structures. 
Recently, rodcoil molecules were synthesized which replaced the 
oligostyrene-isoprene coil with an oligo(ethylene oxide) coil.(30, 31) These 
molecules exhibit similar properties to their styrene-isoprene relative, 
packing into nanoaggregates with the oligoethylene oxide segments 
splaying out from the stem. 

Since PEO can bind cadmium ions it is possible to dope the coil 
regions of the nanostructure and selectively precipitate CdS within the PEO 
portion of the nanoaggregate. Specifically this was accomplished by drying 
a cadmium chloride doped rodcoil/ethanol solution followed by an anneal 
under vacuum to remove residual ethanol and equilibrate the system. The 
doped material was then exposed to H2S gas in order to precipitate the CdS 
nanostructures. This process yielded quantum dot structures with a 
diameter of 2-5 nanometers (figure 6). The nanoparticles were not oriented 
in a superlattice but rather were randomly arranged. Further work in this 
area is ongoing in order to control the organizational behavior of the 
quantum dot structures. 

CONCLUSIONS 

Controlling nanomorphology will remain a challange for science for 
a long time but this work has demonstrated some powerful synthetic 
methodologies that could spawn future developments in this field. 
Molecular and supramolecular nanostructures of the type described here 
provide the intriguing ability to combine form and function previously 
unattainable by other materials in this size regime. The ability to 
selectively define chemical functionality in these assemblies makes them 
versatile systems for a wide variety of applications. By exploiting this 
chemical diversity it is possible to mediate the architecture of inorganic 
compounds to generate periodic nanostructurs. This may prove useful in 
the formation of materials containing a large array of quantum dots and 
anti-dots for new device technologies. 
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Figure 1. (a) ZnS nanostructured particle with a hexagonal array of 3 nm 
cylindrical pores spaced ~8 nm apart, (b) A hexagonal SAXS pattern of the 
zinc doped mesophase with lattice constant of a=7.6 nm, nearly identical to 
the spacing in the TEM micrograph in (a). 
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Figure 2. A TEM micrograph of the lamellar nanostructured CdS/organic 
composite. 
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Figure 3. A monoclinic superlattice of mushroom shaped nanostructures. 
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Figure 4.     A  cross  sectional TEM micrograph of a  thick rodcoil 
supramolecular film. The layer spacing equals the thickness of a monolayer. 
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Figure 5.    Examples of designed molecules programmed to form 
supramolecular units. 

Figure 6. A nonperiodic array of CdS quantum dots. 
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STUDIES OF PHOTOREDOX  REACTIONS  ON NANOSIZE SEMICONDUCTORS 

Jess P. Wilcoxon, Sandia National Laboratories, Org 1152, Albuquerque, NM; F. Parsapour, D.F. Kelley, Colorado 

State U., Dept. of Chemistry, Fort Collins, Co. 

ABSTRACT 

Light induced electron transfer (ET) from nanosize semiconductors of MoS2 to organic electron acceptors 

such as 2,2'-bipyridine (bpy) and methyl substituted 4,4\5,5'-tetramethyl-2,2'-bipyridine (tmb) was studied by static 

and time resolved photoluminescence spectroscopy. The kinetics of ET were varied by changing the nanocluster size 

(the band gap), the electron acceptor, and the polarity of the solvent. MoS2 is an especially interesting 

semiconductor material as it is an indirect semiconductor in bulk form, and has a layered covalent bonding 

arrangement which is highly resistant to photocorrosion. ET occurs following photoexcitation of the direct band 

gap. Quantum confinement results in the smaller nanoclusters having higher conduction band energies, and therefore 

larger ET driving forces. The ET reaction energies may be varied by changing the electron acceptor, by varying the 

size of the MoS2 nanocluster or by varying the polarity of the solvent. In addition, varying the polarity of the 

solvent affects the reorganization energy and the barrier to electron transfer. TMB is harder to reduce, and thus has a 

smaller ET driving force than bpy. The solvent polarity is varied by varying the composition of acetonitrile/benzene 

mixed solvents. 

INTRODUCTION 

Scientists have had a long-standing interest in photosynthetic chemical reactions and in understanding the 

underlying mechanisms of photooxidation and reduction. This interest is fueled by the obvious practical advantages 

of using abundant small molecules such as water, N2, or C02 as starting materials in the artificial photosynthesis of 

useful fuels or chemical feedstocks such as hydrogen, ammonia, or methane. There has also been a fair amount of 

research in light-driven oxidation processes for the destruction of complex, sometimes toxic, organic chemicals (e.g. 

biphenols, chlorinated hydrocarbons, polycyclic aromatics, even coal) to form harmless products such as C02 and 

dilute mineral acids. 

Although such photooxidation processes occur readily under intense UV illumination from lamp sources, it 

would be of major importance to develop photocatalysts which would allow the direct use of sunlight. 

Unfortunately, the number of catalytic materials which are sufficiently photostable and also absorb in the visible 
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regime is quite limited. As a compromise scientists have been forced to investigate primarily wide-bandgap metal 

oxides such as T1O2, which only absorbs light with wavelengths shorter than -400 nm, about 3-7% of the typical 

solar spectrum. 

M0S2 is an especially interesting semiconductor material as it is an indirect semiconductor in bulk form 

and has a layered covalent bonding arrangement, which resists photocorrosion. Its most common industrial 

applications include thermal catalysis to remove sulfur compounds from crude oil and as an excellent high 

temperature lubricant (e.g. axle grease). 

However, because M0S2 is an indirect gap, black, IR absorbing material, it has no application as a 

photocatalyst. We have demonstrated that when synthesized in nanosize form, the absorption edge of M0S2 can be 

significantly blue shifted.[l] This increase in the band gap energy, due to quantum confinement, is accompanied by 

significant shifts in both conduction and valence band energies, and implies that nanosize M0S2 is capable of light 

induced electron and hole transfer (photoredox) reactions, just as are well known direct gap materials such as CdS. 

Experimentally, there is evidence that as M0S2 is made smaller, the excitation becomes more like a direct transition, 

presumably due to the increasing importance of surface and lack of long-range translational symmetry in the lattice. 

M0S2 is also the most important hydrotreating catalytic material because it resists poisoning by sulfur 

during the desulfurization process so vital to fuel refining. Because the basal sulfur planes are relatively inactive 

toward substrates, it is thought that catalysis occurs primary at Mo edge sites. Therefore, one could imagine that 

synthesis of nanosize M0S2 would vastly increase the relative numbers of such sites and thus the catalytic activity. 

The same type of advantage applies to possible photocatalytic applications of M0S2. 

In this paper we report on static and dynamic photoluminesence measurements of nanosize M0S2 and show 

that the observed increases in the bandgap energy with decreasing nanocluster size, are accompanied by increases in 

the conductance band potential which permit electron transfer electron to acceptor organic molecules. The rate of 

electron transfer is found to be dependent on both nanocluster size and solvent polarity. The fastest rates are observed 

in solvents of high polarity. 
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EXPERIMENT 

Synthesis. Processing, and Physical Characterization 

Nanosize MoS2 is prepared by dissolving an anhydrous M0X4 salt (X=C1, Br, or I) in a water and air-free 

inverse micelle solution. (A typical inverse micelle solution would consist of 5-10% by weight of a quaternary 

ammonium surfactant in an aliphatic hydrocarbon such as octane).[2] This precursor solution is then exposed to a 

source of sulfide, typically H2S gas injected through a septum in a known amount (slightly greater than 2:1 S:Mo) 

while rapidly stirring the solution. A brightly colored, transparent solution is formed which is then purified by 

extraction into an oil-immisible phase solvent, typically acetonitrile (ACN). Alternatively, we have developed high 

pressure liquid Chromatographie (HPLC) procedures to both separate the nanoclusters from the surfactants and ionic 

byproducts in the solution and optically characterize the purified nanoclusters on-line.[3] Gas-Chromatography/Mass 

Spectrometry is used to ascertain that the organic byproducts have been removed from the reaction mixture. 

The purified MoS2 clusters have been investigated using HRTEM and shown to be nanocrystalline. The 

larger nanoclusters have been shown to have the bulk hexagonal lattice structure by electron diffraction, but the 

smallest clusters (diameter, D<3 nm) have too few atoms to give unambiguous structural information based upon 

diffraction. However, lattice fringe images are consistent with d spacings found in the bulk material. Evidence 

indicates that the clusters are not spherical in shape, but are disc-like. The sandwich-like structure of MoS2 consists 

of successive S-Mo-S tri-layers, with a weak Van-der-Waals interaction between layers. This graphite-like structure 

is responsible for the good lubricating properties of bulk MoS2, since these planes can readily slide past one another. 

Dynamic light scattering is complementary to measurements of cluster cross-sectional size by TEM since it 

measures the translational diffusion of the cluster in the acetonitrile solution, and via Stokes law provides an 

equivalent sphere hydrodynamic diameter. This diameter is comparable to the cross-sectional area for nanoclusters 

with D-3.0 nm, but is smaller for the D-4.5 nm clusters, implying the thickness of the latter clusters is somewhat 

less than the cross-sectional TEM measurement. 

T .iquid Chrnmatopraphic Analysis nf Nanosize MOST 

Extraction of the nanosize MoS2 from the oil phase where it is synthesized into the more hydrophilic ACN 

phase also extracts small amounts of the ionic byproducts and a small amount of the surfactant (0.5-1% by weight 

Electrochemical Society Proceedings Volume 97-11 18 



typically). To eliminate these other chemicals and create a known, controlled environment for optical and PL 

studies, we perform HPLC purification and analysis of the M0S2 clusters. The nanoclusters have a highly structured 

optical spectrum with a characteristic peak for D=3.0 nm cluster near 360 nm. Examination of the absorbance vs. 

elution time chromatogram at 350 nm shows a single sharp peak whose wavelength-dependent absorbance features 

may also be collected in real time. Concomitant detection of organic molecules using an differential refractive index 

detector shows that the surfactant is separated from the clusters quantitatively by the reverse phase cl 8 column used 

(the mobile phase is ACN with 0.1% cationic surfactant added to prevent the nanoclusters from aggregating during 

the chromatography). 
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Figure 1. Coplot of the optical aborbance at 350 nm and at 250 shows the MoS2 nanoclusters to be a single sharp 

elution peak well separated from the organic impurities which absorb at 250 nm. 

It is also possible to use HPLC to study the binding and/or chemical reactions of other organic chemicals 

(e.g. bpy) to nanosize M0S2. We have observed some quite interesting effects. For example, though bpy is readily 

separated from the M0S2 nanoclusters at a completely different elution time under the Chromatographie conditions 

described above and can be detected with a senitiving exceeding lxlO~4M, we observed no unbound bpy in the 

solutions of D=3 nm M0S2 in ACN until the amount of bpy added exceeds 4xlO"3M, a level nearly twice as a large 

as the known molybdenum concentration. Further, despite further additions of bpy, an absense of bpy amounting to 

~2xlO"3M is always observed. However, neither the elution time, peak area, nor the spectral characteristics of the 
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nanocluster MoS2 peak is changed, arguing that the MoS2 is simply acting like a catalyst. It is clear that the bpy 

is being chemically altered by the presence of the nanoclusters, and indeed a white precipitate can be visually 

observed at high levels of added bpy. Prior to the formation of a white precipitate, new Chromatographie peaks 

appear and grow as more bpy is added to the solution. A complete discussion of this interesting phenomena is 

beyond the scope of this paper, but these observations indicate the power and utility of HPLC studies of nanocluster 

photochemistry. 
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Figure 2. Absorbance vs. wavelength for a series of nanosize MoS2 crystals in ACN is compared to that observed 

from bulk single crystals. 

|\4OST Optical Properties and Electronic Structure 

Bulk MoS2 is an indirect band-gap semiconductor, with a band gap of 1.23 eV.[4] As in the case of other 

indirect materials such as Si and Ge, no room temperature photoluminesence can be observed. Studies of thin 

crystalline films of MoS2 reveal that the first direct absorbance in MoS2 occurs at 1.88 eV, corresponding to -660 

nm. In bulk form, the top of the valence band is composed primarily of Mo dz
2 orbitals, and the bottom of the 

conduction band is composed of Mo DXV and dxy orbitals. As a result, excitation to create hole-electron pairs is 

metal intraband in nature and no Mo-S bonds are weakened, giving this material strong resistance to 

photocorrosion.[5] In contrast, II-IV semiconductors such as CdS have valence band orbitals consisting mainly of S 

3P states, so that direct excitation across the gap to conduction band Cd 5s states leads to weakening of the chemical 
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bonds holding the material together and accounts for the observed significant photocorrosion in these 

semiconductors. 

As M0S2 is made smaller, the momentum selection rules due to the long-range translational symmetry of 

the lattice are relaxed. In effect, the material becomes more like a direct band-gap material. The blue shift of the 

absorbance with size is shown in figure 2 where three sizes of nanocluster MoS2 are compared with measurements 

obtained by others[6] on bulk single crystals. This shift in bandgap with size is quite dramatic and an analysis of the 

structured featured shown in this figure is given elsewhere.[3] Also, as shown in figures 3 and 4 quantum 

confinement results in increased room temperature photoluminesence and larger optical extinction in the visible 

region. (The extinction coefficients can be obtained from figures 3 and 4 by multiplying by 1000 since the [M0S2] 

- 2xlO_3M, and are in the 104 to 105 cm^-mol"1 range, comparable to nanosize direct bandgap materials such as 

CdS) 
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Figure 3. Absorbance (A, solid curve), and photoluminesence (excitation at 348 nm, dashed curve) from D=4.5 nm 

M0S2 nanoclusters. 

A significant portion of the observed luminesence occurs to the red of the absorbance band-edge indicating 

that recombination is occurring primarily from sub-band-gap trapped states at the surface of the nanocluster. 

Addition of an electron acceptor such as bpy to the M0S2 nanoclusters will decrease the lifetime ofthese deep trap 

states by funneling some of the electrons created by direct excitation to the electron acceptor bpy, from which 

recombination with the hole on the M0S2 nanocluster will also occur. This allows us to follow the electron transfer 
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kinetic indirectly.  A more direct alternative approach to following the ET kinetics involves measurement of the 

change in the bpy absorbance due to ET as a function of time. We are currently pursuing such studies. 

A result of making smaller MoS2 nanoparticles is the blue shift of the absorbance edge shown in figures 2- 

4 a corresponding blue shift of the emission, and an increased quantum efficiency for luminesence. 
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Figure 4. Absorbance (A, solid curve), and photoluminesence (excitation=348 nm, dashed curve) from D=3.0 nm 

M0S2 nanoclusters. 

We can roughly estimate the conduction and valence band energies of our nanosize MoS2 clusters by using 

the known potentials of the bulk material of +0.1 V and +1.33 V (vs. NHE) respectively. If we attribute most the 

band-gap shift observed in figure 2 to changes in the conduction band potential (because of the lower electron 

compared to hole mass) then we estimate a value of -.66 V and -1.46 V vs. NHE for the D=4.5 nm and D=3.0 nm 

samples.[7] By photoexciting at the direct point we produce conduction band electrons with about 0.25 eV higher 

energies (more negative potential) than the above values. So nanoclusters will have a significant driving force for 

electron transfer compared to the bulk material. 

Static PL Quantum Efficiency 

Table I summarizes the results of PL integrated area, PL(area), normalized by the cluster absorbance (abs) at 

the excitation wavelength indicated for one size, D=3.0 nm of nanocluster. Very similar trends were observed for 

other sizes of cluster. Also shown in this table are the results for Coumarin 500 dye (nearly 100% Q.E. for PL) 

under identical instrumental conditions. 
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We note the very significant decrease in radiative recombination (PL) as the solvent polarity decreases from 

ethylene glycol to o-xylene. This effect is greatest for excitation at the first direct absorbance (-340 nm, see figure 

4) compared to excitation at the band edge (-400 nm). Furthermore, we observe an interesting decrease in PL by 5- 

fold when bpy is bound to the nanocluster and excitation is at 340 nm. Band edge excitation, on the other hand, 

actually increases the yield by -15% when bpy is bound. Additionally, changing the solvent can alter the overall 

wavelength dependence of the PL for excitation at the first absorbance feature. (There is little effect for excitation at 

the band edge) Basically, solvating the clusters in very non-polar solvents such as toluene increases the amount of 

light emitted from trapped surface states, effectively red-shifting the PL peak by -20 nm compared to polar solvents 

such as ethylene glycol.Table I. Effect of Solvent Polarity on PL Quantum Efficiency for M0S2 nanoclusters 

Table I. Size, Excitation Wavelength, and Solvent Dependence of the PL of nanosize M0S2 
Size(nm) solvent Kexcitation) l(emission) PL(area)/abs 
Coumarin 500 methanol 350 497 1.5 xlO10 

3.0 Ethylene Glycol 350 465 1.0 x 107 

3.0 DMF 340 481 5.8 x 104 

3.0 acn 340 456 2.2 x 105 

3.0 acn/bpy 340 461 4.1 x 104 

3.0 hexanol 340 462 5.9 x 105 

3.0 octanol 340 460 4.2 x 105 

3.0 toluene 340 482 2.1 x 104 

3.0 o-xylene 340 483 8.4 x 103 

Coumarin 500 methanol 400 496 2.1 x 1010 

3.0 Ethylene Glycol 400 485 1.9 x 107 

3.0 dmf 400 485 2.5 x 106 

3.0 acn 400 484 1.3 x 107 

3.0 acn/bpy 400 480 1.5 x 107 

3.0 hexanol 400 478 7.0 x 106 

3.0 octanol 400 479 6.1 x 106 

3.0 toluene 400 486 8.2 x 105 

3.0 o-xylene 400 481 2.1 x 105 

ET Studies 

The layer-like structure of both bulk and nanosize M0S2 has important implications for its use as a 

photocatalyst. The basal planes of sulfur atoms are relatively inert and bifunctional electron donating ligands such as 

bipyridine (bpy) (used in the present study) will bind to the Mo at 
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edge sites of the disc-like MoS2 nanoclusters. Such binding can be demonstrated to be quite strong as a MoS2/bpy 

complex elutes as a single entity during HPLC up the [bpy]:[Mo] ratios of ~1:1.[6] It has been further demonstrated 

that the molar ratio of Mo to bpy at full edge site occupation is about 2:1, and so this was the chosen concentration 

for bpy, and tetramethyl substituted bpy (tmb) used in our studies. Interestingly, other mono-functional ligand dyes 

such as phenylthiozine (a good hole acceptor) do not bind irreversibly to MoS2 and can be separated from nanosize 

MoS2 by HPLC, indicating that the presence of two nitrogen electron donating groups in bpy is critical to its strong 

binding to M0S2. 

0 2000      4000      6000      8000 

time(ps) 

Figure 5. The decay of the photoluminesence of D=3.0 nm MoS2 nanoclusters for various electron acceptors added. 

The actual reduction potentials of bpy and tmb are quite sensitive to the type of metal to which they are 

bound and the chemical environment (solvent polarity etc.). Never-the-less, the difference of potential of 0.29 V 

between the two acceptors (tmb, is more difficult to reduce), remains quite constant. So, by adding these electron 

acceptors to the two different sized MoS2 nanocluster samples and observing the changes in the PL decay curves 

shown in figure 5 and 6, one can estimate this potential. All PL relaxations were obtained with 315 nm excitation 

while detection was at 420 nm for the D=3.0 nm sample and 560 nm for the D=4.5 nm sample. The decay times do 

depend on the detected wavelength somewhat.  Addition of tmb to the MoS2, D=4.5 nm sample results in a very 

small change in the PL decay curve of figure 6, and we conclude that the potentials of tmb and bpy for reduction in 

acetonitrile are -0.7 V and -.41 V vs. NHE respectively.   (The decay curve of bound tmb overlaps the bare 

nanocluster curve of figure 6 and so is not shown). 
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Since the decay curves obtained are very non-exponential and represent a very wide range of decay rates, one 

can obtain excellent fits to these data by using a stretched exponential form, Ae"(n) from which the decay rate G 

can be extracted. A complicating factor is that the stretched exponential exponent b changes along with G when bpy 

is bound to the cluster, as well as when different solvents are used. This implies that the various mechanisms for 

radiative recombination for a given size cluster are influenced by the details of the cluster interface. Complete 

details for such energy calculations and the underlying assumptions are given elsewhere [7]. 
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Figure 6. The decay of the photoluminesence of bare, D=4.5 nm M0S2 nanoclusters and M0S2 with bpy. 

From analysis of the blue shifts of the absorbance spectra and our ET kinetics for nanosize M0S2, we have 

estimated the conduction band potential of the D=3.0 and D=4.5 nm nanoclusters to be  -1.71 V and -0.91 V, 

respectively, in acetonitrile.[7] If we recall the estimated potential in the bulk material is +0.1 V, we can see that 

quantum size effects have made these nanoclusters into very strong reducing agents. 

Size Dependence 

Some of the results of our studies on ET kinetics are summarized in figure 7. We first note that for a 

constant solvent polarity (e.g. in acetonitrile, acn), the smallest clusters with the largest conduction band potentials 

are capable of driving the electron transfer to both bpy and tmb at faster rates. In fact, the larger D=4.5 nm clusters 

cannot effectively transfer electrons to tmb, the more difficult-to-reduce an electron acceptor. We have not shown the 

D=4.5 nm, tmb ET rates in figure 6 since they are so slow. 
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Solvent Dependence 

Examination of the data of figure 7 shows that reduction of bpy to bpy radical anion is so facile for the 

smallest MoS2 nanoclusters that solvent polarity has a very minor effect on ET kinetics. For the more difficult to 

reduce substrate, tmb, the smaller D=3.0 nm clusters show significantly slower ET once the mole fraction of the 

non-polar solvent, benzene is greater than 0.5. In the case of the D=4.5 nm clusters reducing the solvent polarity 

slows down the ET dramatically, since lower polarity solvents are less able to stabilize the charge separated state. In 

fact, effectively no ET to bpy occurs for solvent mixtures of greater than 20 mole% benzene. 
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-e-D=4.S nm, to bpy 
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Figure 7. Effect of nanocluster size and solvent in the ET decay times (acetonitrile/benzene mixture). 

CONCLUSIONS 

We have shown how quantum confinement in an indirect semiconductor material can shift the conduction 

band potential and allow facile electron transfer to two types of substrate. Smaller clusters were demonstrated to 

have improved ET rates. It was also demonstrated that maximizing the solvent polarity increases the ET rate by 

stabilizing the charge separated state. 
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PLATINUM NANOPARTICLES DISPERSED ON POLYPYRROLE NANO- 
/MICRO-PARTICLES 
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Platinum and platinum oxide nanoparticles were chemically deposited on 
polypyrrole nano-/micro-particles by three different methods. Size- 
controllable polypyrrole particles were produced in the presence of 
polystyrenesulphonate by varying the concentrations of pyrrole and the ferric 
oxidant. The conducting polymer supported catalysts were characterized by 
transmission electron microscopy and conductivity measurements. 

INTRODUCTION 

Supported noble metal catalysts play an important role in many industrially important 
chemical reactions (1). The support enables the metal particles to be highly dispersed and 
thermostable to retard sintering so that they can be used with high efficiency. Traditionally, 
the selection of a support is based on certain characteristics such as inertness, stability, 
mechanical properties, surface area, porosity, and cost (2). The most widely used supports 
are C, Si02, A1203, Ti02> Zr02, and zeolites. Carbon is unique within this group because it 
is electronically conductive. 

Conducting polymers have generated great research interest since the 1980s (3). The 
electrochemical deposition of metals on a conducting polymer modified electrode results in 
the distribution of metal particles within the polymer matrix (4). Such metallized conducting 
polymer films have been used in electroanalysis and catalysis. However, electrochemica 
deposition is not suitable for producing large amounts of supported catalyst, and the metal 
particles are normally larger than 100 nm. In order to avoid these problems, we are 
developing chemical methods for the deposition of metal particles on conducting polymer 
particles. Here we describe two methods for the deposition of Pt nanoparticles on 
polypyrrole, and a method for the deposition of Pt02 nanoparticles. 

Conducting polymer particles have some very useful properties that none of the 
conventional supports possess. They can be both electronically and ionically conductive, and 
these conductivities are electrochemically and chemically controllable (7). Our primary 
interest in using conducting polymer supported catalysts arises from their potential application 
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in polymer electrolyte fuel cells. The ideal catalyst support in such fuel cells would be gas and 
water permeable, and conduct both protons and electrons (8-10). Unlike conventional catalyst 
supports, conducting polymers can be designed to possess all of these properties. 

RESULTS AND DISCUSSION 

Polvpvrrole Particles 

Polypyrrole particles were produced chemically in the presence of 
polystyrenesulphonate using ferric compounds as oxidants. Pyrrole was dissolved in an 
aqueous polystyrenesulphonate solution for a few minutes, then a solution of the oxidant was 
added causing the pyrrole to polymerize quickly. After ca. one hour, the polymer particles 
were separated from the reaction medium by centrifuging, washed with water, and dried at 
room temperature overnight under vacuum. 

The size of the PPy particles could be easily controlled from as small as 40 nm to as 
large as 900 nm by varying the concentrations of pyrrole and the oxidant. The higher the 
concentrations, the smaller the resulting polymer particles. Figure 1 shows a scanning electron 
micrograph (SEM) of PPy particles prepared at low reagent concentrations ([PSS] = 0.0015 
M, [pyrrole] = 0.0035 M, and [Fe3+] = 0.010 M). The particles have an average diameter of 
ca. 850 nm. The presence of PSS is essential in the size-control process. Without PSS, it is 
very difficult to control the shape and size of PPy. It was found that pyrrole polymerized 
much faster in the presence of PSS, with very little deposition on the surface of the reaction 
vessel. It is believed that PSS functions as a molecular template (11). Pyrrole is accumulated 
around the PSS chains via a hydrophobic interaction with the PSS backbone, resulting in a 
higher local concentration. When a ferric salt is added, the mixture becomes cloudy 
immediately due to the coagulation of PSS by Fe3+. The coagulated particles blackened 
quickly because of pyrrole polymerization. The coagulation implies that the electrostatic 
interaction between -S03" and Fe3+ concentrates the latter around the PSS chains. The local 
preconcentration of both pyrrole and Fe3+ results in faster polymerization than in the absence 
ofPSS. 

Deposition of Pt Nanoparticles on PPv bv Reduction nf PtnVH^.n. with Formaldehyde 

The deposition of Pt nanoparticles on PPy particles was carried out by the reduction 
of PtOMHjXClj with formaldehyde under reflux. In a typical procedure, the PPy particles were 
dispersed in formaldehyde by heating at reflux for 1 hour. Pt(NH3)4Cl2(aq) was then added 
with 30 min of stirring at RT. The mixture was then heated at reflux for 150 min. 
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Figure 2 shows a transmission electron micrograph (TEM) of the resulting Pt/PPy. 
A large number of Pt nanoparticles with diameters of ca. 4 run were produced, and their 
distribution is quite homogeneous. It was found that few Pt particles were produced when the 
reflux time was shorter than 1.5 hours. Longer reflux times did not significantly affect the Pt 
particle size. Since conducting polymers are microporous, it is likely that some Pt would 
deposit within the PPy particles, although it is difficult to confirm this from the TEMs. Four 
point probe conductivity measurements indicated that the electronic conductivity of the 
Pt/PPy was only 10-5 S/cm, which is about 3 orders of magnitude lower than that of the 
original PPy sample. This decrease could be due to irreversible reduction of the PPy by 
formaldehyde. 

Deposition of Pt Particles on PPv hv Reduction of K,PtCI, with H2 

Another way of depositing Pt on the conducting polymer particles was through the 
hydrogen reduction of KjPtCl». Smaller PPy particles (ca. 40 nm) prepared at higher reagent 
concentrations ([PSS] = 0.042 M, [pyrrole] = 0.14 M, and [Fe3+] = 0.70 M) were used here. 
PPy (69 mg) was suspended in 50 mL of aqueous K2PtCl4 (3 mM). The mixture was purged 
with H2 for 6 min and stirred under H2 overnight. The catalysed polymer was centnfuged, 
washed with water, and dried at RT under vacuum. 

Gravimetric analysis by burning the sample at ca. 850 °C for 30 min showed that it 
contained 3 5% Pt. The PPy sample initially had an electronic conductivity of 3 S cm1, but this 
decreased to 0.3 S cm"1 after Pt deposition. This appears to result from hydrogenation of the 
polypyrrole, since exposure of the catalysed PPy particles to H2 in a gas-diffusion electrode 
caused a further decrease in conductivity, that could not be reversed by electrochemical 
oxidation. Figure 3 shows a TEM of the catalysed polymer. The Pt particles (larger dark 
spots) are distributed in the polymer matrix, and attached to the polymer. The average Pt 
particle size was ca. 200 nm. 

Deposition of PtOT Nanopartirles on PPv hv Oxidation of NarPt(SQi)i with H;Qi 

Deposition Platinum oxide (simplified here as Pt02 but the actual composition is 
unclear (6)) nanoparticles were deposited on PPy particles via the oxidation of Na6Pt(S03)4 

by H202 (6). NasPt(S03)4 was synthesized from H2PtCl6 according to a literature method 
(6) PPy and Na6Pt(S03)4 were stirred in water for 5 min, then 1 M H2SO„ was added 
dropwise to adjust the pH from ca. 4 to 2.0. The pH was then adjusted to 3.0 by the 
dropwise addition of 0.5 M NaOH and 30% H202 was added. The mixture was stirred for 1 
h and then boiled. The Pt02/PPy particles were separated from the reaction medium by 
centrifiiging, washed with water, and dried at room temperature overnight under vacuum. The 
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electronic conductivity of the resulting material was 10"5 S/cm; five orders of magnitude 
smaller than that of the original PPy. Figure 4 shows a TEM of the resulting Pt02/PPy 
particles. The Pt02 nanoparticles are ca. 1.2 run in diameter and evenly distributed on and 
within the PPy particles. 

IflUK The decreased conductivity following Pt02 deposition is believed to result from 
the overoxidation of the polymer by H202. Figure 5 shows FTIR absorption spectra of the 
Pt02/PPy and the original PPy sample. The new absorption peaks at 1707 and 1620 cm-1 in 
the PtOj/PPy spectrum can be assigned to carbonyl and carboxylic acid groups resulting from 
overoxidation of the PPy. 

Polarization PtOj/PPy was tested for oxygen reduction in a gas-diffusion electrode. 
The electrode was prepared by applying a mixture consisting of 8.3 mg of Pt02/PPy, 19 mg 
of PTFE solution (15%), and 13.4 mg of 1.3% H2S04(aq) to a 4 cm2 area of Toray TGPH090 
carbon fibre paper containing ca. 10% PTFE (Ballard Power Systems). Electrodes were 
bonded to Nation 117 membranes at 120-130 °C and 3000 psi for 90 s. 1 cm2 circular 
sections were used for the electrochemical studies. The Pt loading of the electrode was 
estimated to be ca. 0.15 mg/cm2. 

The test was performed in a cell designed to approximate the conditions at the 
cathode of an ambient temperature polymer electrolyte fuel cell. Oxygen gas was supplied to 
the back of the porous carbon paper at atmospheric pressure, while ionic contact to the 
membrane was made by a 1 M H2S04(aq) solution containing a reference (SCE) and counter 
electrode (Pt wire). Polarization data were collected after a period of 3 s at each potential. 

Figure 6 shows a polarization curve for oxygen reduction at a Pt02/PPy electrode. 
The open circuit voltage was 0.79 V which was similar to carbon-supported Pt catalysts. 
Since the polymer was not particularly conductive, the electrode had a high-frequency 
resistance of 1.9 Q, measured by impedance spectroscopy. For a carbon-supported catalyst 
electrode the resistance is normally as small as 0.3 Q. Although this high resistance limited 
the current in the gas-diffusion electrode, the performance of the electrode was quite 
encouraging, with a current density of 50 mA/cm2 being reached at 0 V vs. SCE (ca. 0 25 V 
vs SHE). 

CONCLUSIONS 

Highly dispersed Pt and Pt02 nanoparticles with diameters of 4.0 and 1.2 nm, 
respectively, have been chemically deposited on polypyrrole nano-/micro-particles of 
dimensions between 40 and 850 nm by the reduction of PttNHJA with formaldehyde under 
reflux and oxidation of Na^PttSOj), with H202, respectively. However, the Pt particles were 
as large as 200 nm when they were produced by the reduction of K2PtCl4 with hydrogen. The 
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size control of polypyrrole particles was achieved by varying the reagent concentrations in the 
presence of polystyrenesulphonate. A significant problem encountered in this work has been 
the damage of the polymer by the Pt or Pt02 deposition methods. Significant decreases«! 
conductivity are caused by irreversible reduction of polypyrrole by the reducing agents (H2 

and formaldehyde), and overoxidation of polypyrrole by H202. 
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Fig.l. SEM of polypyrrole particles. Fig.3. TEM of Pt/PPy produced by the 
reduction of KjPtC^ with hydrogen. 

Fig.2. TEM of Pt/PPy produced by the 
reduction of Pt(NH3)4Cl2 with 
formaldehyde. 

Fig.4. TEM of PtCyPPy produced by the 
oxidation of Na6Pt(S03)4 with H202. 
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Fig.6. Polarization curve for oxygen reduction at a Pt02/PPy gas-diffusion electrode. 
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Abstract 
We report the synthesis and the chemical characterization of Cdi.xMnxS 

nanoparticles embedded in transparent matrices. In each sample, the mean size of the 

nanocrystals is constant and equal to 2.5 nm. Manganese concentration is controlled 

and can be varied up to XMn = 5%. The manganese distribution between the particles 

follows a binomial law. The evolution of the photoluminescence properties with the 

number of manganese ions per particule is studied: only particles doped with a single 

Mn2+ ion contribute to the yellow luminescence peaking at 2.16 eV, whereas more 

doped CdS nanocrystallites are responsible for the red luminescence at 1.2 - 2 eV. 

I. Introduction 

Diluted magnetic semiconductors such as the (Cd, Mn) or (Zn, Mn) chalcogenide 

solid solutions display unusual properties caused by the half filled d-shell of the 

magnetic cation. At low Mn2+ concentrations (xMn41%), a yellow luminescence band 

located at 2.16 eV is observed.1 At higher manganese concentrations, the capture of 

the excitation energy by radiative transition centers related to manganese pairs 

dramatically decreases the quantum efficiency of the luminescence and leads to the 

appearance of new emission bands between 1.2 and 2.0 eV.2 Moreover, the exchange 

interaction between the unpaired electrons of the magnetic cation and the band structure 

of the semiconducting host is responsible for remarkable magnetic or magneto-optical 

effects, such as a giant Zeeman splitting or Faraday rotation.3 

The synthesis of semiconductor nanoparticules which display quantum 

confinement effects gives the opportunity to study the evolution of these properties 
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with the size of the crystallite. In a previous work,4 we have developped a synthesis 

process leading to CdS or ZnS nanoparticles doped with about 1 Mn2+ ion per 

particule, and studied their luminescence properties. This concentration was too low to 

detect magneto-optical effects. In this paper, we present an original synthesis path 

leading to Cdi_xMnxS nanocrystals where the mean number of Mn2+ ions per particle 

can be tuned between 0 and 5 (Mn/Cd ratio<5%) which should display magneto-optical 

properties. 
The first part of this paper is dedicated to the description of this synthesis. The 

crystallites can be obtained as a powder, as a colloidal suspension in an organic 

solvent, or embedded in a mixed organic-inorganic silica matrix obtained using sol-gel 

chemistry. Then, since the size of the nanocrystallites and the chemical composition of 

the particules are of primary importance in this system, both parameters are carefully 

determined. The third part of this paper is dedicated to the optical properties of these 

systems: the evolution of the photoluminescence and excitation spectra with manganese 

concentration will allow us to precise the manganese distribution between the particles. 

II. Synthesis 

1. Background 
In order to obtain narrow size distributions and to control the surface of the 

particles, we choose to obtain the crystallites through a colloidal chemistry route. 

However, the coprecipitation of manganese and cadmium sulfide is restricted by the 

difference in solubility constants (pKCdS = 28 and PKMnS = 15 in water)5 which 

does not support a homogeneous coprecipitation of these sulfides. 
In our previous work,4 the coprecipitation of the sulfides was achieved in water- 

in-oil microemulsions stabilized by a surfactant molecule. The precipitation of 

manganese sulfide was only possible if a basic precursor of S2" ions such as sodium 

sulfide was used. However, in water and at high pH, Mn2+ ions easily react to form 

hydroxide species which are rapidly oxidized. This reaction is in competition with the 

coprecipitation of cadmium and manganese sulfides, and it appeared that we could only 

synthesize CdS nanocrystals doped with no more than one Mn2+ ion. Therefore, a 

completely different method has been developed to synthesize Cdi-xMnxS 

nanoparticles with higher manganese concentrations. 
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2. Coprecipitation of the sulfurs in ethylene glycol 

We choose to achieve the coprecipitation of those sulfides in ethylene glycol. The 

chelating properties of the two alcohol functions should damp the difference in 

solubility products between CdS and MnS. Moreover, the anhydrous nature of this 

solvent prevents the formation of manganese hydroxides. Cdi_xMnxS nanocrystals are 

obtained by the simple mixing of two ethylene glycol solutions: the first one containing 

the metallic cations (Cadmium acetate concentration is kept constant and equal to 

[Cd2+] = 0.1 mol'L"1 and the manganese acetate concentration [Mn2+] was varied 

between 0 and 0.4 mol-L"1) and the second one containing sulfur ions (sodium sulfide 

concentration was kept equal to [Cd2+] + [Mn2+]). The resulting nanoparticles are 

aggregated and a turbid yellow-orange suspension is obtained. We now have to 

separate the particles in order to have stable and non-diffusive nanocrystallite solutions. 

The ethylene glycol solution is centrifuged and the crystals washed in methanol, 

suspended in triethylphosphate and heated at 215 °C under nitrogen. After one hour, it 

is found that the solution is no longer turbid. The exact chemical mechanism of this 

redispersion is not completely understood yet. It seems that the disjunction of the 

particles occurs through the complexation of their surface with triethylphosphate 

molecules.6 The colloidal solution is destabilized upon the addition of heptane and 

pyridine, and the resulting powder can be redispersed in various solvents such as 
methanol, ethanol or pyridine. 

The incorporation of the crystallites in a transparent silica matrix is achieved 

using the opportunities given by the sol-gel chemistry.7 In a typical experiment, a 

colloidal suspension of Cdi_xMnxS nanocrystals in methanol is added to a solution of 

silica gels precursors just before the sol-gel transition. After this transition, the careful 

drying of the gel at ambient temperature gives the final material either as bulk disks of a 

few centimeters in diameter or as thin films previously deposited onto various 
substrates (glass, ITO, etc.). 

III. Characterization: particle size and Mn2+ concentration 

1. Size determination 

To determine the mean size of the nanocrystals, X-ray diffraction experiments 

were performed on crystallites powders. A typical X-ray diffraction pattern is presented 
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on figure 1. In order to determine the coherence length of the particles, the diffraction 

peaks were fitted using Scherrer's law.8 The coherence length of all samples was 

found to be constant and estimated to be equal to 1.8 nm, which yields an 

approximative size of 2.4 nm. 

20 30 40 50 60 70 

Figure 1: X-Ray diffraction pattern (Cu KOC) of Cdo.95Mno.05S nanoparticles. 

In the case of pure CdS nanoparticles, a more reliable determination of the 

average size of such nanocrystals is possible by comparing the shift of the UV-visible 

absorption band due to the small size of the particles with the correlation established by 

Wang et al.9 Moreover, we have shown in our previous work that the presence of one 

Mn2+ ion per particule does not significantly affect the value of the energetic band 

gap.4 Using this alternative method for lightly doped and undoped samples (see figure 

2), we confirm that these samples have a mean size of 2.5 nm. However, when XMn 

increases, the excitonic structure on the absorption spectrum of the nanoparticles 

gradually vanishes, probably because a distribution of chemical composition is paired 

with the normally observed size distribution of the nanocrystallites. 

1.5 2    2.5    3     3.5 
Energy (eV) 

Figure 2: Absorption spectrum of a colloidal suspension of Cdo.99Mno.01S crystallites. 
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2. Manganese concentration measurements 

In order to suppress unreacted Mn2+ ions and MnS like by-products, the 

crystallites are washed in an aqueous solution acidified with HC1 down to pH 2.5. XMn 

was determined by the ratio of the number of Mn2+ ion per mass unit to the number of 

S2" ions per mass unit. The dissolution of a known mass of pure nanocrystallite 

powder in concentrated acid yields an aqueous solution of Cd2+, Mn2+ and S2' ions. 

Manganese concentrations are then measured by comparing the intensities of the ESR 

signal of this frozen solution with a reference. Sulfur concentrations are measured 

using the colorimetric method proposed by Mecklenburg et al.10. Since CdS 

nanoparticles of 2.5 nm in size have approximately 250 atoms," the mean number of 

manganese per particle is then determined by : 

XT 250 

3. ESR characterization ofCdi.xMnxSnanocrystallites 

When XMnSl%, the majority of the nanocrystals is doped with less than one 

manganese ion. Therefore, no exchange interaction exists between the paramagnetic 

centers. In this case, our previous study has shown that ESR spectroscopy gives an 

insight into the homogeneity of the coprecipitation4. Figure 3a shows the ESR 

spectrum of a powder of Cdo.99Mno.01S nanoparticles collected at 4.2K. This 

spectrum is composed of two superimposed signals: The first one encompasses six 

intense lines and intermediate weaker bands. We associate it to Mn2+ ions located in the 

core of the nanocrystal. The second one is a broad slightly dissymetric signal, and is 

characteristic of Mn2+ ions who have four sulfur neighbors but are in the two or three 

last atomic layers of the particle. 

The intensity ratio of these two signals provides an easy tool to characterize the 

homogeneity of the coprecipitation: for Mn2+ ions occupying random sites in particles 

of 2.5 nm in size, it is very close to one. The experimental ratio are about 40 for 

particles synthesized in water-in-oil microemulsions4 and 7 for nanocrystals prepared 

in ethylene glycol. Both indicate a Mn2+-poor nanoparticle core. We note that even if 

the coprecipitation in ethylene glycol is still heterogeneous, the nanocrystals 

synthesized that way are more homogeneous than those obtained in our previous study. 
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This point is consistent with the damping of the difference in solubility products we 

evoked while describing the synthesis. 

Figure 3b presents the ESR spectrum of Cdo.95Mno.05S nanoparticles recorded at 

4.3 K. The ESR spectrum does not significantly vary with temperature and is 

composed of a broad dissymetric band 17 mT wide, without any fine structure. These 

results can be compared to wide lines obtained by other authors on bulk Zni_xMnxS 

powders or thin film structures for xMn - 1% and attributed to Mn2+ rich regions."2 

Therefore, dipolar interactions between manganese ions located in the same 

nanoparticle are probably responsible for the observed broadening. 

03   Magnetic field (T)      °-4 

Figure 3: ESR spectrum of Cdo.99Mno.01S (a) and Cdo.95Mno.05S (b) nanoparticle 

powders 

IV. Luminescence properties 
Photoluminescence, excitation and phosphorescence spectra (recorded 2 ms after 

extinction of the excitation) were performed at room temperature on doped nanocrystals 

dispersed in methanol, silica xerogels or thin films deposited onto glass slides. The 

main point is to study the evolution of the luminescence properties of Cdi-xMnxS 

nanoparticles with increasing manganese concentration. Quantum yield evaluations 

were made by comparing the integrated intensity of the luminescence of our samples 

with those of standards of known efficiency. 
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1. Pure CdS nanocrystallites: XM„=0 

Luminescence of pure CdS nanoparticles in solution or embedded in a solid transparent 

matrix is presented in figure 4a. The photoluminescence excitation roughly follows the 

absorption spectrum. The luminescence spectrum can be interpreted after a model 

developed by Hässelbarth et al.13: after the absorption of a photon by the 

semiconductor, the electron-hole pair is localized in deep surface traps, and the broad 

luminescence band results from the radiative recombination of the charge carriers 

trapped at the surface of the nanocrystals. The luminescence efficiency of this 

recombination path rarely exceeds 1%, and its lifetime varies with the detection energy 

but is always in the nanosecond time range.14 We note that, in our samples, there is no 

direct band to band recombination that would result in a narrow peak located near the 
excitation band gap. 

2. Lightly doped CdS nanocrystallites: x\fn<l% 

Typical luminescence, phosphorescence and excitation spectra of such 

nanocrystals are presented figure 4b. The excitation spectrum roughly follows the 

absorpion spectrum of the sample. Previous time resolved experiments have shown 

that the photoluminescence spectrum is the superimposition of two contributions:14 a 

broad band centered around 1.8 eV which is attributed to surface recombination 

commonly observed in the case of pure CdS nanoparticles, and a sharper and intense 

yellow band peaking at 2.16 eV. The latter is characteristic of the Mn2+ internal 

% -> % transition. The radiative lifetime of the Mn2+ emission is about 2 ms. The 

quantum yield of the 2.16 eV Mn2+ emission is more than one order of magnitude 

higher than the surface recombination of pure CdS nanoparticles, and can be as high as 

20%. Our previous study has shown that the mechanism of the Mn2+ luminescence in 

sulfide nanoparticles is an energy transfer between surface trapped excited carriers and 

the manganese ions located in the outer shells of the nanocrystal.3 

In the case of bulk compounds, the highest quantum efficiency obtained for this 

yellow Mn2+ luminescence is observed when the Mn2+ ions are infinitly diluted.15 

When the size of the crystal is lowered down to a few nanometers, this concentration is 

obtained when only one Mn2+ ion dopes the CdS nanoparticle. Therefore, we interpret 

this band as originating from crystallites containing a single manganese ion. 
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Figure 4: Luminescence, excitation (plain lines) and phosphorescence (dotted lines) 

spectra of Cdi_xMnxS colloidal suspensions in methanol with various XMrv 0 

(a), 0.008 (b), 0.013 (c), 0.025 (d), 0.039 (e), 0.048 (f). 

The spectra are recorded peak to peak. 

3. CdMnS solid solutions: XMn^l% 
Luminescence, phosphorescence and excitation spectra of Cdi.xMnxS 

nanoparticles with xMn ranging from 1.3 to 4.8% are presented in figure 4c-4f. As 

soon as the mean number of Mn2+ ions per particle passes beyond one, the 

luminescence of pure CdS nanocrystals becomes negligible. We also note the 

emergence of a new phosphorescence band centered at about 1.77 eV. This band has 
the same excitation spectrum and lifetime (see figure 5) as the Mn2+ internal % -» % 

transition. 
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Fig. 5: Luminescence decays detected at 2.16 eV (plain line) or 1.77 eV (dotted line) 

Similar studies allow to compare the luminescence of Zno.95Mno.05S bulk 

compounds with the spectrum we obtained for Cdo.95Mno.05S nanoparticles:2 Both 

display the two bands located at 1.77 and 2.16 eV, and with a similar intensity ratio. 

In the case of bulk crystals, the red emission at 1.77 eV is believed to occur after the 

capture of the excitation energy by so called "red emission centers". It is not clear 

whether these centers are Mn2+ pairs or Mn2+ ions located in perturbated 

environments16. In any case, we attribute this red band to the luminescence of particles 

containing two Mn2+ ions or more. 

4. Variation of the luminescence properties with the number of Mn2+ ions per particle 

The luminescence emitted by a particle is the fingerprint of the number of 

manganese ions it contains: either the emission wavelength or the radiative life time 

allows the determination of the proportion of particules containing 0, 1 or 2 and more 

Mn2+ ions. Therefore, the quantum yield variations of each band with XMn allows to 

survey the manganese repartition among the particules. The results are presented in 
figure 6. 

Figure 6-a gives the variation of the quantum yield of the yellow emission band 

characteristic of CdS particles doped with a single manganese ion. This variation is 

compared to the proportion of particules containing exactly one manganese ion, in the 

case of a random distribution of manganese among particles of 2.5 nm in size 

(binomial distribution). The ratio of the proportion of particles containing exactly one 
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Mn2+ ion to the quantum yield of the sample allows to compute the radiative transition 

probability for such crystals, which is roughly equal to 60%. 

The same analysis is applied to the red luminescence band: first, we consider that 

the contribution of particles having a given number of manganese dopants to the global 

luminescence is proportional to their population. Furthermore, the relaxation path of 

particles containing more than one Mn2+ ion is characterized by a competition between 

the so-called red luminescence and the loss of the excitation energy through a non 

radiative process. These non radiative paths are favoured in the case of CdS particules 

doped with a large number of manganese ions. This effect was taken into account by 

setting a cutoff: the best agreement was obtained when particles with 6 manganese ions 

or more were considered non luminescent and discarded. Figure 6-b compares the 

quantum yield of the red luminescence band with the proportion of CdS particules 

doped with between 2 and 5 manganese ions when a random distribution of the 

manganese among the particles is assumed. The radiative transition probability for such 

crystals is roughly equal to 1%. 
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Figure 6: Correlation between the quantum yield (markers) and the proportions of 

particles with a given number of Mn2+ ions if a binomial distribution is 

assumed (plain line) 
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IV. Conclusion 

In this paper, we have presented an original synthesis route to process Cdi. 

xMnxS nanoparticles dispersed in organic solvents or in a transparent dielectric matrix. 

The manganese concentration is precisely measured using ESR spectroscopy and can 

be continuously tuned between XMn=0 and XMn=4.8%. The size of the crystallites is 

independant of the manganese concentration and is found to be 2.5 nm. The 

nanoparticles are incorporated in a sol-gel silica matrix in order to enhance their stability 
and to handle easily these materials. 

The luminescence properties of an assembly of Cdi_xMnxS nanoparticles is the 
sum of three contributions: 

• Pure CdS nanoparticles yield a broad luminescence band centered at about 

1.90 eV. Its quantum efficiency is about 1% and its radiative lifetime is in the 
nanosecond time scale. 

• CdS crystallites doped with a single Mn2+ ion give a bright yellow band with a 

quantum yield of 60%. The radiative lifetime of this contribution is in the 
millisecond time scale. 

• When the nanoparticles contain two manganese ions or more, they emit a broad 

red band. Its quantum yield is about 1%, and its radiative lifetime is also in the 

millisecond timescale. 

Since the luminescence emitted by a particle is characteristic of the number of 

manganese ions it contains, the relative intensities of these three contributions can be 

used to measure the mean Mn2+ concentration and the repartition of the manganese 

ions among the particles. In our case, this distribution is in agreement with a binomial 

law, characteristic of a random repartition between the crystallites. 

The manganese concentrations reached to date will allow to study the effects of 

tridimensional quantum confinement on the magneto-optical properties of diluted 

magnetic semiconductors (Faraday rotation, giant Zeeman splitting...). Prospective 

applications include optical and magneto-optical devices. 
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ABSTRACT 
The template method of synthesizing nanostructures involves synthesis of the desired 

material within the pores of a nanoporous membrane. Nanofibers or nanotubules can be 
obtained within each pore of the membrane. A number of synthetic routes have been used to 
synthesize these nanostructures. We have used sol-gel chemistry to synthesize semiconductor 
nanostructures by template synthesis. Synthesis of Ti02 and C03O4 JS reported. The high 
surface area offered by TiC>2 nanofibrils has been used for photocatalysis of salicylic acid in 
sunlight. The Ti02 synthesized is the anatase form and interestingly, smaller diameter fibrils are 
single crystals. 

INTRODUCTION 
We have been exploring a general method for preparing nanomaterials 

which entails synthesis of the desired material within the pores of a nanoporous 
membrane or other solid. 1-3 The membranes used contain cylindrical pores with 
monodisperse diameters, and a nanoscopic fibril or tubule of the desired material 
is synthesized within each pore. This method has been used to make tubules 
and fibrils composed of polymers, metals, semiconductors, carbons, and Li-ion- 
intercalation materials.1-3 Methods used to synthesize such materials within the 
pores of the template membranes include electroless metal deposition, 
electrochemical methods, and in situ polymerization. 

Sol-gel chemistry has recently evolved into a general and powerful 
approach for preparing inorganic materials.4.5 This method involves the 
hydrolysis of a precursor to obtain a sol which aggregates to give a gel which 
could be heated to give the desired material. We have recently used this 
combination of sol-gel and template methods to prepare fibrils and tubules of a 
variety of inorganic semiconducting materials.6-7 We report in this paper the 
preparation of Ti02 and C03O4 nanostructures and discuss some electron 
diffraction results. The high surface area offered by the fibrillar Ti02 
nanostructures has been utilized for photocatalysis of salicylic acid in sunlight. 

EXPERIMENTAL. 
Materials. Titanium isopropoxide, and salicylic acid (from Aldrich), Co(N03)2 
and citric acid (Mallinckrodt), ethanol (McCormick Distilling Co.), and 
concentrated HCI (Mallinckrodt) were used as received. Purified water was 
obtained by passing house-distilled water through a Milli-Q (Millipore) water 
purification system. The alumina template membranes were either obtained 
commercially (Whatman Anopore filters, Fisher) or prepared in house. The 
commercial membranes had 200 nm-diameter pores, and the in-house-prepared 
membranes had 22 nm-diameter pores. 
Synthetic Methods.   Titanium isopropoxide (5 mL) was added to 25 mL of 
ethanol, and the resulting solution was stirred in an ice bath. To a second 25 mL 
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portion of ethanol were added 0.5 mL of water and 0.5 mL of 0.1 M HCI. The 
titanium isopropoxide solution was removed from the ice bath and the 
ethanol/HCI/water solution was slowly added and the temperature was 
maintained at15°C. .,.,,.       .■    *   Tu„ 

After ca. 60 sec the resulting mixture turned white (sol formation). The 
alumina template membrane was immediately dipped into this solution for an 
immersion time that was varied between 5 and 60 sec. After the desired 
immersion time, the membrane was removed from the sol and dried in air for 30 
min. at room temperature. The membranes were then heated to 400°C. 

Cobalt oxide sol was prepared by dissolving 1g of Co(N03)2 and 0.1 g of 
citric acid in 20 ml water.8 This sol takes at least two days to gel. The aluminum 
oxide membrane (200 nm) was dipped in the sol for 10 sec and dried for 30 mm 
before it was heated to 500° C for 24h. ,„^..v . ,^   ,„„ 
Electron Microscopy. Scanning electron microscopic (SEM) images of the 200 
nm-diameter tubules and fibrils were obtained as follows: One surface layer was 
removed by polishing with 1500 grit sand paper, and the membrane was glued 
(using Torr-Seal Epoxy, Varian) to a piece of paper towel. The membrane was 
glued with the polished face up. The resulting composite was immersed into 6 M 
aqueous NaOH for 10 min in order to dissolve the alumina. The resulting sample 
was imaged using a Phillips 505 microscope. 

Transmission electron microscopic (TEM) images and the electron 
diffraction of the semiconductor nanostructures were obtained by removing both 
the surface layers and dissolving the membrane in NaOH and collecting the 
fibers on a carbon coated TEM grid. The accelerating voltage of the electron 
beam was 100 kV and the camera length was 120 cm. A gold single crystal was 
used as a standard to check the camera length. 
Photocatalysis. The photocatalytic activity 0« the sol-gel synthesized T1O2 fibrils 
was evaluated using salicylic acid as the organic molecule to be decomposed. 
Salicylic acid was chosen because the compound has a high extinction 
coefficient and easy to monitor by UV-vis. Samples in which the T1O2 fibrils 
protruded from an epoxy surface were prepared as described for the SEM 
analyses. The area of epoxy surface used for these photocatalysis studies was 1 
cm2; this area contained ca. 10^ 200 nm-diameter Ti02 fibrils. After removal of 
the alumina template membrane in NaOH, the Ti02 fibrils were rinsed in 5 
portions of water to ensure complete removal of the NaOH. The fibrils were then 
immersed (overnight and in the dark) in 15 mL of 0.5 mM aqueous salicylic acid 
in order to allow organics present in the epoxy to leach out prior to the 
photocatalysis experiments. 

The samples pretreated in this way were then immersed into a beaker 
containing 15 mL of fresh 0.5 mM aqueous salicylic acid. A quartz lid was placed 
over the top of the beaker, and the beaker was placed on the roof of the 
chemistry building in direct Colorado sunlight. Two controls were run at the same 
time and place as the fibrillar Ti02 samples. The first consisted of an identical 
beaker with the same amount of salicylic acid solution; however, a thin film (200 
nm thick) of Ti02, prepared under identical conditions as the fibrillar sample, was 
used as the photocatalyst. The second control was also identical but contained 
no photocatalyst. 
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The concentration of salicylic acid in the three solutions was determined 
every 5 minutes for a total of 30 min. The salicylic acid concentration was 
determined from its characteristic UV absorbance (296 nm), using a calibration 
curve obtained from solutions of known concentration. 

RESULTS AND DISCUSSION. 
Figure 1 shows SEM images of Ti02 tubules and fibrils prepared in the 

alumina membrane with 200 nm-diameter pores. Tubules were obtained if the 
membrane was immersed into the sol for a brief period (5 sec, Figure 1a), 
whereas solid Ti02 fibrils were obtained after long immersion times (60 sec, 
Figure 1c). Intermediate immersion times yield tubules with very thick walls (25 
sec, Figure 1b). In all cases the tubules and fibrils were 50 u.m long (the 
thickness of the alumina template membrane) and had an outside diameter of 
200 nm (the diameter of the pores in the membrane). The mechanism of 
formation of these nanostructures has been discussed elsewhere.6 

Electron diffraction. Figure 2a shows a transmission electron microscopic (TEM) 
image of the Ti02 nanostructures synthesized in the alumina membrane with 22 
nm diameter pores.Figure 2b shows the indexed electron diffraction pattern 
obtained from a fibril bundle. Superimposing the electron diffraction on the fibril 
bundles show that the c* axis is along the fibril axis. The phase has been 
indexed to anatase form of Ti02. 
Photocatalysis. Ti02 is a semiconductor with a large bandgap of 3.2 eV. The 
phocatalytic and photoelectrochemical properties of Ti02 are well documented.9" 
11 When exposed to UV light of energy greater than the bandgap, electrons are 
excited to the conduction band forming electron-hole pairs. These react with 
water to yield hydroxyl and Superoxide radicals which are good oxidizing agents. 
This makes Ti02 an excellent photocatalyst for the decomposition of organic 
pollutants. 

Ti02 exists in more than one form; the important phases being rutile and 
the metastable anatase.12 Anatase has been found to be the best phase for 
photocatalysis.12 It has been shown that high surface area anatase allows for 
greater photocatalytic efficiency. For this reason, suspension of anatase powder 
have been investigated as possible photocatalysts.10>11 However, such 
suspensions are difficult to handle, and sampling to determine the photocatalytic 
efficiency requires separation of the particles from the solution. The ideal system 
would be to immobilize a high surface area anatase catalyst on a solid support. 
Sol-gel template synthesis allows us to prepare such a high surface area 
immobilized Ti02 photocatalyst.6 

The catalyst investigated was an ensemble of 200 nm-diameter Ti02 
fibers that protrude from an expoxy surface like the bristles of a brush (Figure 
1C). Aqueous solutions of salicylic acid were used to explore the 
photodecomposition efficiency of this catalyst. Sunlight was used as the light 
source.6 Figure 3 shows plots of salicylic acid concentration vs time of exposure 
to sunlight. The upper curve is for a solution that contained no photocatalyst, and 
no decomposition of salicylic acid is observed. The middle curve is for a sol-gel 
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synthesized thin film Ti02 photocatalyst; catalytic decomposition of salicylic acid 
is now observed. However, the rate of decomposition is an order of magnitude 
lower than for the fibrillarTi02 photocatalyst (Figrue3).6 _ 

The increase in the decomposition rate observed with the T1O2 fibers is 
due to their higher surface area (relative to the thin film). A 1 cnri2 area of thin 
film was used The area of the epoxy support for the fibrillar catalyst was also 1 
cm2, but the total surface area of the Ti02 fibrils protruding from this catalyst is 
-315 cm2. Given this dramatically higher surface area it is surprising that an 
enhancement in photodecomposition rate of only one order of magnitude is 
observed. This is because, as shown in Figure 1, the T1O2 fibers lean against 
each other and thus shade each other from the incident sunlight. This suggests 
that an optimum length and density of fibers must be identified so as to maximize 
the surface area of the fibers exposed to the light. Finally, quantitative analysis 
on the rate of decomposition shows pseudo-first order kinetics with a rate 
constant of 0.03 min"1 for the fibers as opposed to 0.003 min-1 for thin film b 

Cobalt oxide: Cobalt forms a citrate complex which hydrolyzes to forrn the sol. 
Fiqure 4a shows the SEM image of the cobalt oxide fibers immobilized on Torr 
seal epoxy. The fibers are uniform and are seen to have grown the entire length 
of the pore. The surface of the fibers are smooth. 

A TEM image of a single cobalt oxide fiber is shown in Figure 4b 
Interestingly, while the SEM images suggest that these are continuous fibers with 
reasonable mechanical strength, the TEM images show that these fibers are, in 
fact, microporous. Longer sintering times (up to 48 hours) did not remove this 
microporosity. The corresponding electron diffraction pattern shows continuous 
rings which were indexed to the spinel C03O4 (Figure 4c). The rings are sharp 
and continuous which shows that, although the fibers are highly crystalline they 
are not single crystals, and the various crystalline domains show no preferred 
orientation. 

CONCLUSION 
Sol-gel template synthesis has been used to synthesize nanostructures of 

semiconductor oxides like Ti02 and C03O4. The conditionhas been optimized to 
obtain tubes and and fibers of Ti02 The nanofibers of TiÜ2 immobilized on Tori- 
seal epoxy offer a high surface area which has been utilized for photocatalysis of 
salicylic acid in sunlight. The C03O4 fibers are microporous as seen in the TEM. 
The applications of these microporous nanofibers of C03O4 are being 
investigated. 
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Figure 3 Photodecomposition of salicylic acid in sunlight with Thin film Ti02 and 

fibrillarTi02. 
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Nanocrystals: Growth and Characterization 
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ABSTRACT 

We have developed an ultra-sensitive thin-film differential 
scanning calorimetric (TDSC) technique which is capable of 

measuring energy involved in materials processes at nano-joule 
scale. In the calorimeter, a metal (Ni) thin film functions as a 
heater and thermistor, a thin Si3N4 membrane provides the basic 

mechanical support for heater and sample. Melting point 

depression and coalescence of self-assembled nano-sized Sn 

particles have been investigated by means of heat capacity 
measurements using this calorimeter, and thus have demonstrated 

the sensitivity of the calorimeter. This thin-film nanocalorimetry 

technique can provide for the first time direct measurements of the 

energy evolved during materials processes of nano-scaled systems. 

I. INTRODUCTION 

Knowledge on atomic/molecular processes of clusters and nanostructures 
are of fundamental importance in the advance of science and technology. The 
energy associated with atomic/molecular processes is a key factor in characterizing 

materials systems, including the growth of semiconductors with nanoscale 
dimensions, the formation of texture in thin films and the growth of critical size 

second phase nuclei in silicides[l]. However, unlike structural characterization 

where many techniques (e.g., TEM, SEM, AFM, STM, RDX, etc.) are available, 

measurement of the energy at the nano-joule scale is extremely rare due to the 
lack of experimental techniques. 

Currently, conventional differential scanning calorimetry (DSC) is the most 

widely used method for measuring the enthalpy of formation, e.g. reaction couples 

and crystallization energy of amorphous materials. However, conventional DSC is 
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usually not sensitive enough for more detailed measurements, such as the study 
of the initial stages of nucleation or for the direct measurement of the melting 

point of nanostructured islands on a surface. This is because the amount of heat 

generated during such material process is too small and the heat capacity of the 

calorimeter is too large. 

In this paper, we discuss a novel thin-film nano-calorimetry technique for 

the measurement of the very small amount of energy associated with 

phenomenon of nano-scaled systems, in particular the size-dependent melting 

point depression of small Sn particles and the coalescence process of small 
particles. We refer to our technique as scanning nanocalorimetry due to the fact it 
is capable of measuring the dynamics of energy exchange at the level of 0.2 nano- 

joules[2, 3]. This level of sensitivity of energy is equivalent to the chemisorption of 

1/1000 monolayer of oxygen on a W surface[4]. 

II. CALORIMETER AND MEASUREMENT PROCEDURE 

A. Calorimeter: 
The thermal mass of a calorimeter limits its sensitivity. Therefore, we 

utilize the thin film membrane processing technology available at Cornell 

University to fabricate our calorimeter so as to reduce its thermal mass[5, 6]. 

Figure 1 illustrates the basic layout of the measurement components of the 

calorimeter fabricated on silicon wafer. A metal (Ni) thin film with thickness 
below 500 A functions as a heater. When an electrical current passes through the 

Ni film, its temperature will increase by Joule heating. The Ni film also function 
as a thermistor by knowing the real-time resistance and the resistance-temperature 

relationship. A Si3N4 membrane with thickness below 1000 A provides 
mechanical support as well as a chemical and electrical barrier between the heater 

and sample of interest. The effective heat capacity of the calorimeter is as low as 
6xl0"7 J/K at 300 K, approximately 2-3 orders of magnitude smaller than 

conventional DSC calorimeter[2]. 

B. Measurement Procedure: 
An example of the nanocalorimetry technique is a study characterizing the 

physical properties and energy exchange dynamics of ultra-thin films of Sn. The 

Sn sample was thermally evaporated onto the Si3N4 membrane side, aligned with 

the heater through a shadow mask during deposition. The base pressure for 

deposition was l-2xl0"8 Torr and the deposition rate was about 1 A/s. Immediately 

after the deposition, the calorimetric measurement was performed in situ. The 
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experimental condition prevents oxidation and minimizes heat loss during 
calorimetric measurement. 

Microheater & 
Thermometer 

Si frame 

SiN 
SamP'e        membrane 

FIG. 1. Schematic of the thin-film scanning calorimeter. A metal thin 

film of Ni (300-500 Ä in thickness) functions as heater and thermistor. A 

Si3N4 membrane (-1000 A in thickness) provides mechanical support, as 
well as chemical and electrical barrier between the heater and sample. 

The measurement was initiated by passing a controlled dc current pulse 
through the Ni thin film heater. Joule heating causes the temperature of heater to 

increase. Since the membrane between heater and sample is very thin and 

thermal-conductive, the temperature of sample is almost equal to that of heater at 

any time point of measurement. Evaluation of temperature can be made by 

measuring the real-time resistance of the heater with four-point probe 

configuration and the resistivity-temperature relationship beforehand[5]. The 

primary measured parameters are the current (I) through the heater and the 

voltage across the heater (V). With I and V, the temperature and heat capacity of 

sample can be known following data analysis procedure discussed previously[2]. 

III. MELTING POINT DEPRESSION 

As described earlier[2], the heat capacity as a function of temperature, 

namely Cp(T), can be measured for the entire heating cycle. If sample melts during 
this heating cycle, a melting peak will be developed in the measured Cp(T) curve, 

as shown in the inset of Fig. 2. Our earlier work has demonstrated that Sn film of 

small thickness deposited on an inert substrate form self-assembled particles. 

Measurements of Sn particle size with TEM and SEM have revealed an 
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approximately Gaussian distribution for the particle size. Such distribution results 
in the broadened melting peak as shown in the inset. Therefore, the melting point 
determined from the melting peak position can be taken as the melting of Sn 
particles of the mean size r. In Figure 2, the melting points for Sn particles of 
various size is plotted. Clearly, Tm decreases progressively from the 232 °C, the 
melting point of bulk Sn, as Sn film thickness decreases. The lowest observed 

melting temperature for Sn is -120 °C. This phenomenon is size dependent 

melting-point depression[3, 7]. 
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FIG. 2. Melting point as a function of Sn film thickness. The inset shows 

the measured heat capacity Cp for Sn sample with thickness of 5 A. 

The generally accepted model for the melting point depression 

phenomenon is that each particle consists of a solid core surrounded by a thin 

liquid shell[8]. This molten surface layer is resulted from the surface melting 
occurred at relatively low temperature[9]. Even though the exact nature of this 

surface layer is still unknown and is generating a debate about whether the shell 

layer is amorphous or liquid, nanocalorimetry promises to play a key role as a new 

experimental thrust to understand this system. 

IV. ENERGY OF COALESCENCE 

Another important materials process relevant to  thin-film growth is 

coalescence[10,lll. The overall thermodynamic driving force for the growth 
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process is the Gibbs-Thompson effect the reduction of surface and interface energy. 

To investigate the coalescence process of small particles, we have designed an 

experiment with multiple evaporation and annealing cycles[12J. Immediately after 
each deposition of 2 A of Sn, the sample was annealed several times from 20 °C to 

300 °C by dc current pulses. A full set of calorimetry data for Cp(T, t) is acquired 

during each pulse. Using this data, we not only obtain values for Tm, but also 

obtain values for the coalescence energy AEc — energy released as the clusters 
combine with islands. 
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FIG. 3. Cp(T) of two consecutive TDSC pulses after 2 A of Sn was deposited 
on a substrate which already supports a set of large pre-existing islands. 

Note the difference during the first pulse. Cp during the pulses thereafter 
is on top of each other. 

Results of one particular deposition/annealing cycle are shown in Figure 3, 

where the first two TDSC scans of a single evaporation cycle are displayed. Note 
the depression in Cp beginning at -100 °C during the first pulse as compared with 

the successive pulse. This depression corresponds to a net positive flow of heat AEc 

from the sample to the heater, this heat is generated as the net surface energy is 

reduced during the heating step. Complete analysis of the coalescence process is 

ongoing , however, an estimated value for AEc can be obtained by integrating the 

difference between the first and second pulses: A£c = \(Cpl -Cpl)- dT. For example 

in the case of one monolayer of Sn deposited on SiN surface there will be 75 nj of 

surface energy released when the average radius changes from 20 A to 30 A as a 

result of coalescence.  Our preliminary results suggests that surface energy is also 
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size-dependent, as predicted theoretically many years ago[13,14]. To our knowledge, 

this is the first experimental data of its kind. 

V. CONCLUSIONS 

In summary, we have developed a scanning nanocalorimetry technique 

which is capable of measuring the dynamic of energy exchange at the level of 0.2 

nano-joule. The thin-film differential scanning calorimeter (TDSC) is fabricated 

utilizing thin membrane processing technology: a metal thin film of Ni functions 

as a heater and thermistor, a Si3N4 membrane of 1000 Ä or less in thickness 

provides the physical support for the heater and sample. The effective thermal 
mass of the TDSC is extremely small, thus the intrinsic sensitivity of the 

calorimeter can be extremely high. The application of the nanaocalorimeter has 

been demonstrated by investigating the melting properties of nano-sized Sn 
particles. We have discovered the melting point depression using the thin-film 

calorimeter. We also have used the ultra-sensitive calorimeter to study the 
coalescence process of Sn particles. The energy released during coalescence due to 

the surface energy change can be measured. 
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ABSTRACT 

The bare n-Ti02 film electrode was found to be unstable during 
photoelectrolysis of water.  Significant improvement of stability was observed for 
Mn203-coverded n-Ti02, i.e., n-Ti02/Mn203, film electrodes.  The Mn203, layer 
also enhanced the rate of oxygen evolution instead of H202 formation, due to its 
catalytic effect.  The highest photoresponse was found in n-Ti02 film prepared at 
850 °C for 13 min by thermal oxidation.  The bandgap energy of both n-Ti02 and 
n-Ti02/Mn203 films was found 2.85 eV.  X-ray diffraction (XRD) results indicate 
rutile structure for the n-Ti02 film.  The flat-band potential of the n-Ti02 film was 
found to be - 1.13 V/SCE from the intercept of the Mott-Schottky plot.  The 
highest potential-assisted photoconversion efficiencies, 5.1% and 4.1%, and the 
corresponding^rach'ca/photoconversion efficiencies, 2.0% and 1.6%, were 
obtained for photoelectrolysis of water by n-Ti02 and n-Ti02/Mn203 films, 
respectively. 

INTRODUCTION 

Photoelectrochemical behavior of n-Ti02 semiconductor films have been 
studied extensively (1-7).  However, the stability of n-Ti02 film electrodes during 
photoelectrolysis of water has not been thoroughly tested.  It has been reported that 
the photoresponse of n-Ti02 films decreases with time (3, 8). 

Furthermore, on bare n-Ti02, the rate of oxygen evolution is slower compared 
to the rate of generation of hydrogen peroxide (H202) during photoelectrolysis of 
water (8, 9).  Thus, it is essential to study surface modification of n-Ti02 that will 
stabilize its surface and as well as enhance the rate of oxygen evolution instead of 
H202 formation.  This can be done by depositing a stable oxide layer onto n-Ti02 

film.  Previously, it was reported (10) that Mn203 stabilized n-GaAs single crystal 
during water-splitting reactions.  It is also well known that Mn acts as a catalyst to 
convert hydrogen peroxide to oxygen.  In this study, we examined the stability and 
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photoresponse of bare n-Ti02 and the Mn203-covered n-Ti02, i.e., n-Ti02 /Mn203 

films during photoelectrolysis of water. 

EXPERIMENTAL 

Synthesis ofn-Ti02 Films by Thermal-Oxidation: 

The Ti metal sheet (0.127 mm thick, 99.7 % pure) was obtained from Aldrich 
Co   The metal sheets was cut to an area of 1.00 cm2.  Various samples of 
pyrolytically formed n-Ti02 were made by heating Ti metal sheet at several 
temperatures (700 to 1200 °C) and for different lengths of time (1 to 16 mm.); a 
torch burner fueled by natural gas in the presence of oxygen instead of air.  The 
temperature of the flame was measured by a digital thermocouple (Thermolyne 
Co., model PM- 20700). 

Deposition of Manganese Oxide to Protect n-Ti02 Films: 

An n-Ti02 film was immersed in a deposition bath containing 0.03 M MnCl2 

0.25 M NH4C1, and 1.4 M NH4OH aqueous solutions (10).  The solution was 
stirred continuously at room temperature.  After a few minutes, a light brown 
precipitate of Mn(OH)2 started to form according to the reaction, 

MnCl2(aq) +  2NH4OH (aq)  — >   Mn(OH)2 (s) + 2NH4C1 (aq) [I] 

The sample was left in the bath for 15 min.  After the completion of the reaction, 
the sample was washed in triply distilled water and, after drying, transferred to a 
pyrex glass tube that was evacuated to 2 x 105 mm Hg and sealed.  This vacuum- 
sealed sample was then annealed in an oven at 250°C for 15 min to form a 
manganese oxide layer on the n-Ti02 surface.  The annealing in the vacuum 
resulted in the loss of water and hydrogen gas, thereby, leaving a thin film of 
manganese oxide (Mn203) on the n-Ti02 surface behind, according to the reaction, 

2Mn(OH)2 (s) -- > Mn203 (s) + H2 (g)   +  H20 (g) [2] 

Formation of Mn203 film was identified earlier by x-ray photoelectron 
spectroscopic (XPS) analysis (10). 

X-ray Analysis: 

X-ray diffraction (XRD) of n-Ti02 and n-Ti02/Mn203 films was measured 
using a Philips diffractometer, type PW 1830/00, No DY 1050 with PW 3710 mpd 
control   The n-Ti02 films prepared at 850 °C for 13 min were used for the XRD 
analysis.  The incident X-ray angle of 2 degrees with respect to the horizontal 
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plane of the film was used during the measurement to avoid the contribution from 
Ti metal substrate underneath the n-Ti02 film. 

Preparation ofn-Ti02 and n-Ti02 /Mn203 Film Electrodes: 

The oxide layer on the back side of the Ti sheet was removed by a file in order 
to have a resistance free contact between Ti metal and the copper wire.  A copper 
wire was connected to the Ti metal substrate on the back of the film electrode 
using a conductive silver-epoxy adhesive.  The back side of the film electrode was 
then covered by a nonconductive epoxy adhesive. 

Photocurrent-Potential Measurements: 

The photocurrent response at each n-Ti02 and n-Ti02/Mn203 film electrodes 
was measured using a scanning potentiostat (EG & G. Model 362) and recorded by 
an X-Y recorder (EG & G model RE 0092) using a saturated calomel electrode 
(SCE) as a reference electrode, and a Pt wire as a counter electrode in 5 M KOH 
solution in a one compartment cell.  The n-Ti02 and n-Ti02 /Mn203 electrodes 
were illuminated by a 150 W Xe arc lamp (Hanovia Co.) with a power supply 
(Kratos LPS 251 HR).  The light intensity was measured by a photometer 
(International Light Inc., model IL 1350) and was adjusted to give 50 mW cm"2 by 
changing the distance of the light source from the film electrode.  The reflection 
and absorption of light by the window of the photoelectrochemical cell was taken 
into account in the measurement of light intensity.  The film electrodes were 
placed close enough to the window of the cell (distance: 5 mm) to minimize the 
error from the absorption of light by the solution.  The monochromatic 
photocurrent-wavelength measurements were carried out by placing a 
monochrometer (Kratos model GM 100-1) in front of the xenon light source. 

AC-Impedance Measurements: 

The AC-impedance of the n-Ti02 and n-Ti02/Mn203 film electrodes was 
measured using an EG & G Two Phase Lock-in Analyzer model 5208 equipped 
with EG & G Potentiostat/ Galvanostat model 273.  These instruments were 
computer controlled by an EG & G electrochemical impedance software model 378 
that automatically adjusted the phase angle during each measurement.  AC 
amplitude of 10 mV was used for all of the measurements, a Pt mesh electrode 
was used as a counter electrode, and each of the n-Ti02, and n-Ti02 /Mn203 film 
electrodes were used as the working electrode. These measurements were 
performed in the dark using 5 M KOH electrolyte solution.  The capacitance, C, 
was calculated using the following expression of impedance, Z, for a serial 
capacitor-resistor model, 
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Z = Z' + iZ" [3] 

where Z' is the real part of impedance and Z" is the imaginary part of impedance 
from which capacitance, C, can be obtained using Z" = i / «C, with w = 2nf, i 
= (-1)"2, and f is the AC frequency in Hz. 

RESULTS AND DISCUSSION 

Photoresponse ofn-Ti02 and n-Ti02/Mn20, Films: 

The dependence of the photocurrent density at n-Ti02 film electrodes 
(prepared using different oxidation temperatures) on applied potential are given in 
Fig. 1.  Highest photocurrent density was observed for the sample prepared at an 
oxidation temperature of 850 °C for 13 min (see Fig. 1).  The photoresponse of 
n-Ti02 /Mn203 film was found to be slightly lower as compared to that of the bare 
n-Ti02 film (see Fig. 2).  This decrease in the photocurrent density can be 
attributed to absorption (blocking) of light by the Mn203 layer. 

The onset potential of the n-Ti02/Mn203 film electrode shifted approximately 
50 mV in the anodic direction, however, the shape of the curve did not change (see 
Fig. 2).  This indicates that Mn203 acts only as a protective layer and does not 
affect the nature of the n-Ti02 semiconductor. 

Quantum Efficiency n-Ti02 and n-Ti02 Mn203 Films: 

The quantum efficiency (spectral response), T\ (X) was calculated using the 

relation (8), 

V (X) = JP (Welo (X) t4] 

where jp (X) is the monochromatic photocurrent density, e is the electronic charge 
and I„ (X) is the flux of incident photon at wavelength, X. 

The quantum efficiencies (spectral response), rj (X) under monochromatic 
light illumination on both n-Ti02 and n-Ti02/Mn203 films are shown in Fig. 3. 
The decrease in quantum efficiency from 60% to 54% at 330 nm for Mn-oxide 
covered samples (n-Ti02/Mn203 films) can be attributed to the absorption of the 
photon by the Mn203 layer.  Two absorption maxima were observed for both films 
indicating the presence of a mixed band in these nanocrystalline films. 
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Bandgap Energy and the Structure ofn-Ti02 Films: 

The bandgap energy, Eg, of the semiconducting n-Ti02 and n-Ti02/Mn203 
films can 
be determined using the following equation (11, 12), 

V(\)hv = A(hv - Eg)" [5] 

where, r\ (X) is the quantum efficiency (spectral response), A is a constant, n 
equals either 0.5 for allowed direct transition or 2 for allowed indirect transitions 
(13).  The allowed direct transition of an electron from the valence band to the 
conduction band by light energy, he, is not phonon assisted because such a 
transition does not require a change in momentum (momentum is conserved).  For 
the indirect bandgap, the transition of an electron is phonon assisted because such a 
transition involves change in energy and momentum (13).  In the case of indirect 
transition, momentum is conserved via a phonon interaction because light photons 
cannot provide a change in momentum (13).  Equation 5 is appropriate to use to 
determine the bandgap energy when the applied potential is far from the flatband 
potential, so that the transport of photogenerated carriers inside the semiconductor 
becomes rate determining (14). 

Figure 4 shows the bandgap of pyrolytically prepared n-Ti02 films obtained 
from the intercept of D;(X)h!>]"2 versus hv plot.  It shows an indirect bandgap 
energy of approximately 2.85 eV which is close to the earlier reported values of 
2.9 eV (15).  No change in bandgap energy for Mn203 covered n-Ti02, i.e., n- 
Ti02/Mn203 film was observed.  Several values of bandgap energy have been 
reported; approximately 3.0 eV for the rutile structure and 3.2 eV for the anatase 
structure of n-Ti02 films (16).  The observed values of bandgap energy indicate 
that the n-Ti02 films that we prepared pyrolytically have a rutile structure. 

Figure 5 shows the X-ray diffraction (XRD) spectrum of the n-Ti02 film 
prepared at 850 °C. The peaks of this XRD spectrum also confirm a rutile 
structure.  No difference 
between XRD peaks of n-Ti02 and n-Ti02/Mn203, films was observed because the 
Mn203 layer was too thin ( < 5 nm ) to provide observable XRD signals (7). 

Flatband Potential and the Donor Density from the Mott-Schottky plots: 

It is well-known that the flatband potential (Vft) of a semiconductor can be 
obtained from the intercept of the Mott-Schottky plot, using the relation (17), 

1/C2=  (2/ee0N(ie)(V - V«, - kT/e0) [6] 

where C is the space charge capacitance, e is the dielectric constant of the 
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semiconductor, e0 is the permitivity of the vacuum, e is the electronic charge, N„ is 
the donor density, V is the applied potential with respect to a reference electrode, 
and kT/e is the temperature-dependent term in the Mott-Schottky equation.  A 
value of 120 was used for the dielectric constant of polycrystalline n-Ti02 film 

(17). 

Figure 6 shows the Mott-Schottky plot for the capacitance measured at the AC 
frequency of 1000 Hz for both n-T102 and n-Ti02 /Mn203 films prepared at 850 °C 
for 13 min.  From the intercept, the flatband potential for bare n-Ti02 film is 
found to be - 1. 13 V/SCE, when the kT/e term is included.  For the n-Ti02 

/Mn203 film, a non-linear Mott-Schottky plot was observed.  Similar non-linearity 
of the Mott-Schottky plot was reported for a passive film of 7-FeA on Fe304 film 
(18).  This non-linearity can be attributed to the partial potential drop between the 
n-Ti02 film and the Mn203 layer when an external potential is applied to the 
electrode.  At the AC frequency of 1000 Hz, the donor density for the n-Ti02 film 
was found to be 3.9 x 10" cm"3 from the slope of the Mott-Schottky plot. 

Stability ofn-Ti02 and n-Ti02 IMnfi, Films: 

(i) Bare n-Ti02 Films: 

To determine the stability of a bare n-Ti02 film electrode (prepared at the 
pyrolysis temperature of 850 °C for 13 min), the photocurrent density was 
measured and plotted as a function of time (see Fig. 7).  One n-Ti02 electrode was 
used successively for three periods to study the photoresponse with an interval of 
16 hours in dry condition prior to each successive run.  The photocurrent density 
decreased with time, and the rate of decrease of photocurrent density increased in 
the second and third runs (see Fig. 7); however, the photocurrent densities were 
higher at the beginning of the second and the third runs.  This suggests that the n- 
Ti02 film regained some of its photoactivity during the 16 hour rest period between 
each run due to restructuring of its surface in the dry condition.  This indicates that 
the degradation of n-Ti02 film is responsible for the decrease of the photocurrent 
density with time.  This observation agrees with earlier results (3, 4). 

(ii) n-Ti02/Mn203 Rim: 

In order to enhance the stability of n-Ti02 film, a newly prepared n-Ti02 film 
was covered by a Mn203 layer by chemical deposition.  The stability of the Mn203- 
covered n-Ti02, i.e., n-Ti02 /Mn203 film is also shown in Fig. 7.  The 
photocurrent density at n-Ti02 /Mn203 film electrode shows no decrease for the 
eight hour test period.  No successive tests were made for this film.  However, the 
photocurrent density at n-Ti02 /Mn203 film is approximately 19% lower than that 
of the n-Ti02 film electrode. 

Electrochemical Society Proceedings Volume 97-11 70 



It should be noted that the deposition of the Mn-oxide (MnO) layer by 
annealing the Mn(OH)2 in the ambient condition according to the reaction, 

Mn(OH)2   > MnO + H20 [7] 

did not improve the stability of n-Ti02 films. 

The Amount of H2 and 02 Gases Evolved: 

The amount of H2 gas evolved at the counter Pt electrode during illumination 
of both n-TiOj and n-Ti02/Mn203 film electrodes is shown in Fig. 8.  Potentials of 
-0.45 V/SCE and -0.30 V/SCE were applied to n-Ti02 and n-Ti02/Mn203 film 
electrodes, respectively, to obtain an equal photocurrent density of 2.5 mA cnr2 at 
both electrodes in 5.0 M KOH solution.  After 180 min, 3.4 ml of hydrogen gas 
(= 1.37 x 104 mol H2) was collected at 21 °C at atmospheric pressure of 740.5 
mm Hg and vapor pressure of water of 14.3 mm Hg at each of these film 
electrodes.  The coulomb passed through the circuit was 27.0 C, and the coulomb 
calculated from the amount of hydrogen gas was 26.4 C; its experimental error 
was ± 2.1%.  This indicates that the amount of H2 gas is proportional to the 
current density and the current efficiency for the hydrogen production was 97.9 ± 
2.1%. 

Figure 8 also shows the amount of oxygen evolved at the bare and Mn203- 
covered n-Ti02 electrodes.  The amount of 02 gas collected at the bare n-Ti02 film 
was much less than the theoretical amount, and the H2: 02 ratio was I : 0.30.  This 
indicates that oxygen is not the only product, and that some of the charges are 
utilized to form H202 or the corrosion products of the n-Ti02 film.  This is 
consistent with the earlier reports that one of the main products at n-Ti02 electrode 
under illumination is H202 (8, 9). 

However, the amount of 02 evolved at the n-Ti02/Mn203 film electrode 
increased significantly; the ratio of hydrogen gas to oxygen gas was found to be I: 
0.49 which is close to the theoretically expected ratio of 1 : 0.50.  This result 
indicates that Mn203 not only stabilizes the n-Ti02 photoelectrode, but also 
promotes oxygen evolution by its catalytic effect. 

Potential-Assisted Photoconversion efficiency at n-Ti02 and n-Ti02 IMn203, Film 
Electrodes: 

The potential-assisted photoconversion efficiency for the photoelectrolysis of 
water in the presence of an external applied potential can be calculated using the 
relation, 

% E^ = (Power output/ Power input) x 100 
= UP x Vrev)/(I0 + jp x V^aJ] x 100 [8] 
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The percentage of potential-assisted photoconversion efficiencies at applied 
potential of 0.75 V becomes 5.1% and 4.1% at n-Ti02 and n-Ti02 /Mn203 film 
electrodes, respectively.  For this, the observed photocurrent densities, jp = 2.15 
mA cnr2 and 1. 71 mA cm2 were used at applied potential, VappIied = 0.75 V 
between the working and the counter electrode for n-Ti02 and n-Ti02/Mn203 film 
electrodes, respectively.  V«, = 1.23 V and I0 (light intensity ) = 50 mW cm- 
were also used in Eq. (8). 

However, the potential-assisted practical photoconversion efficiency, Eeff 

(practical) can be calculated by taking into account the regeneration of power loss 
due to use of external potential, Vw,led.  Thus, the potential-assisted practical 
photoconversion efficiency can be expressed as (19), 

% Ecff(practical) = [(Power output - power lost)/ (Power input)] x 100 

= Dp x Vrev - j„ x V,pplied )/(I„ + jp x V^J] x 100      [9] 

The potential-assisted practical photoconversion efficiencies at both bare and 
MnA-covered n-Ti02 film electrodes at different applied potentials are shown in 
Fig. 9.  The practical photoconversion efficiency becomes zero at Vappiicd = 1.2 V 
and'negative when VappliHl is higher than 1.2 V because at these higher applied 
potentials the power loss becomes more than the power output from 
photoconversion (see Fig. 9). 

The highest potential-assisted practical photoconversion efficiencies for the 
photoelectrolysis water, 2.0 % and 1.6 % are obtained at applied potential of 0. 75 
V for n-Ti02 and n-Ti02 /Mn203 film electrodes, respectively (see Fig. 9). 

CONCLUSIONS 

The following conclusions can be made from this study: 

1. It is essential to optimize the temperature and the time of oxidation to obtain 
the best photoresponse of n-Ti02 films prepared by thermal oxidation. 

2. Chemical deposition of Mn203 highly improves the stability of n-Ti02 film 
electrodes during photoelectrolysis of water. 

3. Mn203 deposition also enhances the oxygen evolution close to that of the 
theoretical amount due to its catalytic effect. 

4. Deposition of Mn203 does not affect the bandgap energy of n-Ti02 films. 
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Figure 1.  Photocurrent density versus applied potential for n-Ti02 films prepared 
at different temperatures.  Solutions: 5 M KOH, light intensity: 50 mW cm"2. 

Electrochemical Society Proceedings Volume 97-11 74 



=   2 

n-Ti02 film 

-1.0    -0.8    -0.6    -0.4    -0.2    -0.0      0.2 

Applied   potential   (V/SCE) 

Figure 2. Photocurrent density versus applied potential for both n-Ti02 and n-Ti02 

/Mn203 film electrodes prepared at 850 °C for 13 min. Solutions: 5 M KOH, light 
intensity: 50 mW cm2 
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Figure 3.  The quantum efficiencies (spectral response) for both n-Ti02 and n-Ti02 

/Mn203 films at applied potential of - 0.24 V/SCE. 

Electrochemical Society Proceedings Volume 97-11 75 



> 

<< 

1.2 

1.0 

o.a 

0.6 

0.4 

0.2 

B   :n-Ti02 film 

-   D    nrTi02/Mri203 film 

0.0 J_ 
2.7        2.8        2.9        3.0        3.1 3.2        3.3 

hv   (eV) 

Figure 4:  The plot of [rj(X)hv]"2 vs hv to determine the bandgap energy of n-Ti02 

and n-Ti02 /Mn203 film electrodes. 

Figure 5.  X-ray diffraction (XRD) spectrum of n-Ti02 film prepared at oxidation 
temperature of 850 °C for 13 min. 
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Figure 6.  Mott-Schottky plot of both n-Ti02 and n-Ti02 /Mn203 film electrodes 
measured at AC frequency of 1000 Hz. 
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Figure 7.  The photocurrent densities at n-Ti02 and n-Ti02 /Mn203 film electrodes 
at applied potential of - 0.30 V/SCE versus time to show the stability of the films. 
The n-Ti02 film electrode was run three times with rest period of 16 hours in the 
dry condition between the runs. 
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Figure 8.  The total amount of hydrogen gas and oxygen gas evolved versus time 
of illumination having a constant photocurrent density of 2.5 mA cm2 at both n- 
Ti02 and n-Ti02 /Mn203 film electrodes. 
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Figure 9.  The plot of practical photoconversion efficiencies, Eeff (practical) vs 
Vappiioi for both n-Ti02 and n-Ti02 /Mn203 films during photoelectrolysis of water. 
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ABSTRACT 

In this paper we present a fabrication route to produce size-selected IH-V semicon- 
ductor nanocrystals via a simple, reliable, and efficient aerosol route. Since this 
approach includes the reaction of aerosol particles and a self-organized growth of a 
new compound, all in the aerosol phase, we call this process aerotaxy. Size-selected 
nanocrystals of different III-V compounds in a diameter range below 20 nm were 
fabricated using this method. Utilizing the reaction of either arsine or phosphine with 
either gallium or indium droplets, GaAs and InP clusters were formed. Our approach 
opens the possibility to produce size-selected nanocrystals of compound semiconduc- 
tor materials with considerable freedom in composition and size. 

INTRODUCTION 

Semiconductor crystals with dimensions in the nanometer-scale are of substantial 
interest due to their electronic quantum-size effects. However, the fabrication of such 
structures remains difficult. The strong demand for very narrow size distribution is 
especially challenging since the quantum-size effect will otherwise be averaged out. 
Several attempts have been made to produce this type of nanocrystals for instance by: 
homogeneous nucleation in a vapor-phase epitaxy reactor [1], pulverization of bulk 
crystal [2], spark processing [3], sol-gel processes [4,5], organometallic vapor depo- 
sition into porous glass [6], solution phase synthesis [7,8], and utilizing the Stranski- 
Krastanow epitaxial growth mode [9]. One reported attempt via the aerosol route uses 
a rather complicated chemical reaction [10]. All these attempts are characterized by 
the fact that the nanocrystals are bound in one or the other way to surrounding mate- 
rial, and most of these methods result in nanocrystals with wide size distributions. In 
this letter we present the fabrication of size-selected, contamination-free nanocrystals 
of III-V semiconductor material in the size range below 20 nm via a simple, reliable, 
and efficient aerosol route. 

In short, an aerosol of a group-Hi component is formed by condensation from a 
vapor the metal evaporated. Thereafter, a size selection of the particles takes place. 
The monodisperse group-Ill aerosol is mixed with a group-V containing gas and sent 
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into a second tube furnace for reaction. Figure 1 shows a schematic diagram of the 
set-up. Since this approach includes the reaction of aerosol particles and a self-orga- 
nized growth of a new nanocrystalline compound, all in the aerosol phase, we call 
this process aerotaxy [11]. 

EXPERIMENTAL 
The nanocrystals are produced with an aerosol generator set-up similar to that used 

in previous studies [12], based on a common aerosol generator [13]. The fabrication 
route utilizes the formation of an aerosol of ultrafme metal particles. In this study, 
gallium and indium were used as the group-Ill metals. Experiments were performed 
with the first furnace, for the metal evaporation, at a temperature between 1090 and 
1130°C, resulting in a sufficiently large number of particles with a diameter below 20 
nm. Since quantum-size effects for semiconductor nanocrystals are to be expected at 
sizes of about 10 nm and smaller, this study has been concentrated on particles with a 
diameter of about 10 nm. Palladium-purified hydrogen was used as a carrier gas for 
the formation of the metal aerosol. This gas flow through the first furnace was kept 
constant at either 1.68 or 2 1/min. To charge the aerosol particles, a charger is placed 
after the furnace including a 85Kr source emitting ß-particles. The size selection takes 
place in a differential mobility analyzer (DMA). A DMA apparatus exploits the fact 
that the electrical mobility of singly charged particles is a monotonically decreasing 
function of particle size. This is valid for the particle sizes characterized in this study, 
as particles below 20 nm in diameter can only be charged by one elementary charge 
unit by the charger used in this study. While sending a flow of electrically charged 
particles in a perpendicular electric field, the field causes particles to be attracted to 
one capacitor plate. Particles with higher electrical mobility will be precipitated on 
the nearest portion of the plate and those with lower mobility will be carried along 
with the main flush flow. Only those particles with the correct mobility, and hence 
particle size, will be attracted to the vicinity of a sampling slit where they are swept 
out by the small gas stream flowing through the slit [14]. The DMA is widely used in 
aerosol technology, both for measuring size distributions of aerosols and for produc- 
ing monodisperse test aerosols, with a standard deviation down to a few percent. 

The size-selected metal aerosol is then mixed with a group-V containing gas, here 
either phosphine (PH3) or arsine (AsH3) with electronic grade purity, and sent into a 
second furnace for reaction. The hydride flow was kept small, thus not altering the 
aerosol flow conditions. However, the ratio of the number of hydride molecules to 
the total number of metal atoms in the reaction zone was of the order of 106 to^ 107. 
The reaction furnace was operated at settings from room temperature up to 650°C, a 
temperature range in which one may expect reaction of the hydride with the metal 
droplet to form a compound. A second DMA was utilized to measure the size 
distribution after the reaction, thus monitoring the reaction process. Since only 
charged particles pass the DMA, an electrometer functioned to determine the particle 
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concentrations. At each temperature setting, a scan was recorded of the size 
distribution of the aerosol particles leaving the reaction furnace. The maximum of the 
size distribution curve was used as a measure for the mean particle diameter. Both 
DMAs were run at 101/min N2 flush gas (purity better than 99.995%). After the reac- 
tion furnace, the particles produced may be deposited on a substrate by means of an 
electric field. 

The ratio of the flows in the DMAs gives a theoretical spread in the size distribu- 
tion of 16% or 20% for the two different flow ratios used in this study. However, the 
use of hydrogen as aerosol carrier and nitrogen as sheath gas implies some deviation 
from the normal DMA operation, thus making the calculation of the particle diameter 
a difficult issue. The error, however, is a systematic offset and can be solved, e. g. by 
calibration with transmission electron microscopy (TEM). Any given particle diame- 
ter in this letter is taken from the calculation using the ideal transfer function of the 
DMA. An earlier TEM study showed that those diameters may be up to 50% too 
large [11]. 

Samples have been prepared for high-resolution transmission electron microscopy 
at certain conditions of the reactions by depositing particles on a standard grid for 
electron microscopy after the reaction furnace. By investigation of those samples, 
high-resolution images of single particles could be obtained. For a few samples it was 
possible to acquire energy-dispersive x-ray spectroscopy data, as well as electron 
diffraction patterns of the particles. 

RESULTS AND DISCUSSION 

The present work focuses on the change in the aerosol particle characteristics with 
respect to (i) the temperature in the reaction furnace, and (ii) the hydride flow for the 
reaction of gallium particles with arsine and of indium particles with phosphine. The 
reaction results in a change in size distribution which depends on both the tempera- 
ture and the hydride flow. The characteristic shape of the size distribution, however, 
does not change with temperature. Thus, the maximum of this curve can well be 
taken as a measure of the mean particle diameter. The changes to be observed with 
increasing temperature are connected with changes in the particle diameter. In the 
following, the two different material combinations dealt with in this study will be 
discussed. 

Gallium with arsine 

Plotting the mean particle diameter against temperature, figure 2 is one example, 
reveals a four step process: (a) slight decrease, (b) strong and step-wise increase, (c) 
steady state, and (d) moderate increase of the particle diameter. Studying the relative 
value of the mean particle diameter with respect to room temperature conditions 
reveals an almost identical behavior of the three different inlet diameters used in this 
study of 10, 12, and 14 nm, respectively. Figure 3 shows the change of the relative 
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mean diameter for one inlet diameter but with different arsine flows. The observed 
curves are similar and, in case of higher arsine flows, identical. 

The four characteristic temperature ranges observed for the reaction of Ga 
particles with arsine can be attributed to the following processes. Temperature region 
(a) is characterized by a slight decrease of the particle diameter between room tem- 
perature and about 200°C. The shrinking of the particles is insignificant in this 
temperature range. This process can be understood in terms of evaporation of Ga 
atoms from the particles. Evaporation phenomena are widely observed in aerosol 
technology [15]. In our case, the evaporation is affected by adsorption of arsine 
molecules on the Ga particles. This is clearly revealed in the variation of the slope for 
different arsine input flows in this temperature region. Higher arsine flows may 
suppress Ga evaporation, as can be seen from figure 3. Still, a reaction between the 
Ga in the drop and the attached arsine is not expected for such low temperatures. 

The next temperature region (b) is characterized by a strong and linear increase of 
the particle diameter. It reveals a reaction of the adsorbed arsenic containing species 
with the gallium in the particle. Here, GaAs particles are formed. This growth over a 
temperature range of about 50°C is nearly linear. Figure 3 shows a clear dependence 
of this step on the arsine flow. For lower arsine inputs, it starts and ends at higher 
temperatures. The reaction, under all conditions, started at remarkably low tempera- 
tures, lower than expected from investigations of vapor-phase growth processes [16]. 

In step (c), after the saturated reaction, a stable phase can be observed over a tem- 
perature range of more than 100°C in which the size of the particles remains constant. 
The fact that the particle size after the reaction is almost constant, suggests a built-in 
self-limitation of the reaction. The particles created can only be GaAs, as judged 
from the phase diagram of the Ga-As system. The steady state behavior indicates that 
the reaction is complete, and that all of the Ga in the particles has been converted into 
the stoichiometric III-V compound. Transmission electron micrographs, figure 4 
shows one example, indicate the good crystallinity of the particles, as would be 
expected only for stoichiometric particles. Furthermore, electron diffraction shows 
clearly the pattern expected from GaAs, as illustrated in figure 5. 

Gallium has a density of 6.095 g/cm3 at 30°C [17], while GaAs has a density of 
5.316 g/cm3 at the same temperature [18]. Converting 1 mol of Ga, with a volume of 
11.44 cm3, into 1 mol of GaAs, with a volume of 27.21 cm3, leads to a change in vol- 
ume of 2.38. The change of the densities with temperature are similar for Ga and for 
GaAs at the temperatures used in this study, allowing us to assume a temperature 
independent volume ratio. For spherical particles this volume ratio gives a diameter 
ratio of 1.33. We observed ratios between 1.2 and 1.3; the bigger the particles the 
larger this ratio. This ratio is somewhat lower as the calculated value and may be 
caused by inaccuracies in the DMA measurement for such small particles and the fact 
that the particles are not completely spherical. 
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In the final temperature region (d), after the steady state step, the particle diameter 
increases again. This process starts at about 400°C, independent of the initial Ga par- 
ticle diameter. It can be attributed to arsine cracking, homogeneously in the gas phase 
and/or heterogeneously on the already existing GaAs particle surfaces, and subse- 
quent condensation of arsenic atoms on the particles. The set-up used does not in- 
clude the possibility to detect particles composed of pure As, formed by the cracking 
of arsine in the reaction furnace. Only charged particles can pass the DMA and be de- 
tected in the electrometer, and there is no additional charging device between the 
reaction furnace and the electrometer. Since there might be a possibility that some 
freshly formed As particles are charged, these would be added to the total number of 
particles. Indeed, going to higher temperatures than 500°C in the reaction furnace, 
results in an increased broadening of the particle size distribution. 

This description of the reaction, derived from tracing the particle diameter with 
reaction temperature and precursor flow, is supported by the investigations made 
with electron microscopy. A limited study of the composition of the particles 
produced in this temperature region was carried through, using electron beam in- 
duced x-ray analysis. For this, a special series of experiments was prepared with 
larger particles to enable this investigation with reasonable signal-to-noise ratio. 
Figure 6 shows a comparison between the particle diameter, as determined by the 
TEM, and the arsenic content of the particles, as determined by x-ray analysis, as a 
function of temperature for the aerotaxy process of gallium and arsine. At low 
temperatures the particles consist out of gallium only. When the temperature in the 
reaction furnace exceeds 250°C, arsenic can be detected in the particles, increasing in 
parallel with the particle diameter with increasing temperature. When the diameter 
for the fully reacted gallium droplet is reached, the arsenic content reaches also its 
maximum value of 48.5%. This means a stoichiometric composition within the 
uncertainty of the measurement technique for such small particles. 

The larger particles used for this special investigation also exhibit another interest- 
ing feature. Since the number of gallium atoms in those particles is larger, it takes 
longer time to react, and also their surface is larger allowing the reaction to start at 
several places. Due to these multiple reaction sites, the spherical droplets become 
misshaped. This is illustrated in figure 7, where the diameter of the particles is 
plotted together with their circularity. The circularity of a particle measures, on a 
scale from 0 to 1, how circular a particle is. It is determined by comparing the area 
with the perimeter of the projection of the particle. Due to the projection in the 
electron microscope the circularity indicated is only a measure in two dimensions, 
that is only an approximation of the three-dimensional sphericity of a particle. In the 
temperature region where the reaction occurs the circularity decreases. 
Recrystallization processes may be the cause for the circularity increase at higher 
temperatures. 
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Indium with phosphine 
In the case of indium droplets reacting with phosphine the observations are similar 

to those made in the gallium-arsine case. Figure 8 gives an example of the change in 
size distribution with temperature for a certain inlet diameter of the indium particles 
and different phosphine flows. Several observations can be made from these plots. 
First, a difference in the plots concerning whether phosphine is present or not, 
second, a pattern in the diameter development with non-zero phosphine flows, and 
third, some difference for different phosphine flows. 

The difference in the behavior of the particles is striking concerning whether 
phosphine is present or not. Without phosphine the particle diameter decreases, at 
first slowly until about 500°C and then at an increased rate. This can be attributed to 
the evaporation process the pure indium particles undergo. A simple model of the 
evaporation process [19] shows a good agreement with the measured decrease in 
particle diameter when the temperature increases. 

As soon as phosphine is added to the aerosol flow this evaporation process is sup- 
pressed and the reaction of indium droplets with phosphine can be followed. The 
overall picture of the reaction is similar for all phosphine flows investigated in this 
study. Step (a), between room temperature and about 280°C, is characterized by an 
almost constant particle diameter. Above this temperature (b), the diameter increases 
drastically and reaches a steady state value (c), between 380 and 500°C. Increasing 
the temperature further (d), leads to a steady increase in diameter. This behavior is 
similar to the one of gallium droplets reacting with arsine to form GaAs [20]. 

The four steps can be attributed to the same processes as discussed in the gallium- 
arsine case: (a) suppressed evaporation, (b) reaction between the indium droplets and 
the phosphine gas to form InP particles, (c) stable InP particles, and (d) catalytic 
cracking of the phosphine molecule. The constant diameter in step three indicates that 
all indium in the particle has reacted and no further change to it seems to take place. 
The densities for Indium and InP at room temperature are 7.30 g/cm3 [21] and 
4.81 g/cm3 [18], respectively. This difference in density can be transformed into a 
volume ratio between a particle consisting solely out of In and one where the In has 
reacted completely into InP. Assuming spherical particles, this volume ratio gives a 
diameter ratio of 1.25, the InP particle being the larger one. In our experiments, the 
diameter ratios between the room-temperature value and the value at step three in the 
diameter curve lay between 1.18 and 1.24, close to the calculated value with the same 
argumentation for the deviation as in the gallium-arsine case. 

This description of the reaction derived from tracing the particle diameter with re- 
action temperature and precursor flow is supported by the investigations made with 
electron microscopy. Almost all particles passing the furnace at temperatures below 
300°C exhibit an amorphous structure, and the composition is characterized as being 
mainly indium with nearly no phosphorus. As indium metal has a low melting point 
(156°C), observations of such small particles in the electron microscope, due to the 
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strong interaction of the electron beam with the particle, will melt or at least affect 
this type of particles. Figure 9 shows an example of a TEM picture of such a sample. 

The next step, the reaction itself, is difficult to follow by electron microscopy. 
Samples studied exhibit agglomerates of crystalline as well as of amorphous particles. 
Obviously, during the reaction process, some of the particles may react to form InP 
while other particles may pass the reaction zone without being reacted. This descrip- 
tion is supported by looking at the full width at half maximum of the size distribution 
curves versus temperature. This parameter exhibits a doubling of its value at the tem- 
peratures where the reaction takes place. After this reaction step, a steady state situa- 
tion is visible in the diameter development, with an almost constant value. Here, the 
electron microscopy reveals that the reaction between indium and phosphine is com- 
pleted, and thus the diameter is expected to be constant. However, «crystallization 
processes may still take place. For instance, 17 nm indium particles reacted with 8 
ml/min phosphine are mainly amorphous at a reaction temperature of 422°C and are 
mainly monocrystalline at 519°C. Figure 10 shows an example of such a particle 
reacted at 519°C. 

It is possible to get electron diffraction from these particles as shown in figure 11. 
The diffraction pattern constitutes clear evidence that the particles created are InP. 
Furthermore, x-ray spectroscopy on such particles reveals their composition to be 
close to 50% In and 50% P. No decisive electron microscopy observations were pos- 
sible for particles created at even higher temperatures. The heavy decomposition of 
phosphine and the subsequent deposition of phosphorus on the sample grid makes a 
reasonable microscopy as well as interpretation of x-ray spectroscopy data impossi- 
ble. 

SUMMARY 

We performed experiments in which ultrafine group-Ill metal particles of selected 
diameters, and under controlled conditions, reacted in a self-limited fashion with 
group-V hydrides to form monodisperse III-V nanocrystals. This approach, called 
aerotaxy, thus allows the formation of size-selected nanocrystals of a binary com- 
pound. Nanocrystals of almost any binary compound should be possible to produce 
using this fabrication route. Investigations have been carried out concerning the evo- 
lution of particle diameter of the primary metal particles with reaction temperature 
and hydride flow for the reaction of gallium droplets with arsine and indium droplets 
with phosphine. This analysis leads to a consistent picture and good understanding of 
the mechanisms involved. Investigations of produced nanocrystals by electron mi- 
croscopy supports this picture. Our approach opens the possibility to produce a suffi- 
cient number of size-selected semiconductor nanocrystals and it will allow new types 
of self-assembly and control of quantum dots. 
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FIGURE CAPTIONS 
Fig.l: Schematic diagram of the aerotaxy process. 
Fig.2: Plots of the mean particle diameter of the reaction of gallium droplets with 

arsine for different temperatures. Particles of three different diameter, together 
with 2.69 ml/min arsine, were sent into the reaction furnace. 

Fig.3: Plots of the relative mean particle diameter with respect to room temperature of 
the reaction of gallium droplets with arsine for different arsine flows and 
temperatures. Particles with a diameter of 12 nm were into the furnace. 

Fig.4: Transmission electron micrograph of a GaAs particle. 
Fig.5: Electron diffraction pattern from an area covered with GaAs particles. 
Fig.6: Comparison of diameter and arsenic content as a function of temperature of the 

reaction of gallium droplets with arsine. The arsine flow was 5.38 ml/min, the 
initial particle diameter was 57 nm. 

Fig.7: Comparison of diameter and circularity of the reaction of gallium droplets with 
arsine as a function of reaction temperature. Reaction conditions as for fig. 6. 

Fig.8: Plots of the mean particle diameter of the reaction of indium particles with 
phosphine for different temperatures and varying phosphine flow. 

Fig.9: Transmission electron micrograph of an indium particle passing the reaction 
furnace at 153°C. 

Fig.10: Transmission electron micrograph of a InP particle reacted at 512°C. 
Fig. 11: Electron diffraction pattern from an area covered with InP particles. 
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GOLD IMPLANTED IN POROUS GLASS: SIZE AND SHAPE EFFECTS ON THE 
SURFACE PLASMON ABSORPTION OF GOLD NANOCRYSTALS 

D. O. Henderson', A. Ueda', R. Mu', Y. S. Tung", M. Wu*, Jinli Chen', Z. Gu', C. W. White", 
R. Zuhr", Jane G. Zhu" and Xi Li*** 
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"Oak Ridge National Laboratory, Solid State Division, P. O. Box 2008, Oak Ridge, TN 37831 
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ABSTRACT ,.,„„., 
Gold is implanted into porous Vycor glass cylindrical substrates at an energy of 1.1 MeV and at 
doses of 1,3,6 and 10 x 10" ions/cm2. The Rutherford backscattering (RBS) measurements show 
that the gold concentration profile for the as-implanted samples is approximately Gaussian with a 
maximum appearing at 0.5 um below the surface with a FWHH of -0.4 urn. Subsequent annealing 
of the implanted samples at 1000 -1100°C resulted in the appearance of a second peak attributed 
in the RBS spectra at -1.0 um below the surface. The relative intensities of the two peaks (0.4 and 
1.0 um) are found to depend on the implanted ion dose. Peaks at 2.34 eV (530 nm) and 1.4 eV (800 
nm) observed in the electronic spectra for the annealed samples and are attributed to the surface 
plasmon resonances along the minor and major axes of prolate ellipsoid gold nanocrystals. The 
infrared reflectance spectra for the as-implanted samples show an increase in intensity of the 
longitudinal and tranverse optical modes that arise from ion beam induced densification of the 
porous glass. Thermal densification of the porous substrates is found to be anisotropic with 
shrinkage dominated in the radial direction as compared to the axial. This anisotropy, we propose 
is the mechanism for the formation of non-spherical gold particles that nucleate and grow during 
annealing (during annealing, the densification is dominated along the radial direction) and can also 
account for the two peaks observed at 530 and 800 nm in the electronic spectra. 

INTRODUCTION .    . 
The optical properties of metal nanocrystals have been a subject of scientific investigation for many 
years. This interest can be traced to their intriguing optical response that differs from that of bulk 
material. This is particularly expressed in the visible to ultraviolet part of the spectrum where a 
collecvtive mode, the surface plasmon resonance is obsreved for many metals.1 Predictions of the 
surface plasmon resonance are based on Mie scattering theory2 and effective medium theories 
(Maxwell-Garnett3, Bruggeman4, for e.g.) which indicate that the frequency of the surface plasmon 
resonance depends on the dielectric constant of the medium surrounding the nanocrystal. Mie theory 
also predicts that more than one resonance is observed for particles that are non-spherical. For a 
sphere the geometrical depolarization factors L, are degenerate with L, = 1/3 (2, L, - 1). However, 
when the degeneracy is removed, say for a spheroid, (L. = L„ * LJ, an additional mode is observed. 
Clearly then, particle shape is an important factor in controlling the frequency of the surface plasmon 
absorption. In addition, the intensity of the surface plasmon absorption depends on the volume filling 
fraction and the FWHH depends inversely on the nanocrystal size. Based on Mie and effective 
medium theories, the particle shape, volume filling fraction and particle size are the key factors that 
determine the lineshape and position of the surface plasmon resonance. 

Interest in metal nanocrystals has also centered around their nonlinear optical properties, 
because they are expected to have a large third order nonlinear susceptibility, x(3>.5 The large %( 
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expected for these metal nanocrystals stems from the large polarization of metal nanocrystals that 
leads to an enhancement in %m. In addition, the metal nanocrystals have ultrafast polarization 
relaxation times, which makes them attractive candidates for all optical switching and other devices 
based on optical bistability. Such potential devices strongly depend on the wavelength of the driving 
laser and consequently it is advantageous to be able to tune the position and intensity of the surface 
plasmon absorption into or near the resonance of the surface plasmon absorption for controlling the 
resonant or off- resonant enhancement of %<3). 

To explore the possibility of tuning the surface plasmon resonance of metal nanocrystals, we 
have taken the approach to implant gold into porous Vycor glass substrates and exploit the 
anisotropry of glass densificiation during annealing to exercise control over particle shape. Using 
porous Vycor glass also allows for a simple method for increasing the volume filling fraction of the 
metal nanocrystals by as much as 30%, (the void volume of the porous glass) that occurs when the 
pores collapse upon thermal annealing. 

EXPERIMENT 
The porous Vycor substrates used for gold implantation were purchased from Coming. The 

average void space is 28% of the volume and the average pore diameter is 4 nm. The porous glass 
is composed of 96% Si02, 3% B203 0.4% Na20 and the remaining balance is predominatly metal 
oxide impurities. The porous glass substrates were cleaned according to a standard procedure before 
ion implantation6. Gold ions were implanted at room temperature at an energy of 1.1 MeV and at 
doses of 1,3,6, and 10 xlO16 ions/cm2. The samples were annealed in a tube furnace at temperatures 
between 800-1100°C in an 95% Ar + 5% H2 atmosphere. Depth profiles of the implanted ions were 
determined from RBS measurements for the as-implanted and annealed samples using 2 MeV He2* 
ions. 

Infrared reflectance spectra were collected with a Bomem MB-102 interferometer at a 
resolution of 1 cm"1. An angle of incidence of -7° is used for all reflectance measurements. 
Typically, coaddition of 100 interferograms were collected to acquire spectra in the 4000 - 200 cm'. 
All reflectance spectra were normalized against an aluminum mirror. The electronic spectra were 
recorded using a dual beam Hitachi 3501 spectrophotometer. All absorption measurements were 
normalized against virgin porous Vycor glass annealed under the same conditions as the implanted 
sample. 

RESULTS 
The results of the RBS measurements are shown in figs, la, lb, lc and Id. The as-implanted 

samples show, for all ion doses, a well defined peak at 0.5 urn below the surface with a FWHH of 
-0.4 um. Annealing the samples at 900°C leads to little change in the depth profile. However, 
annealing the implanted substrates at 1000°C causes a decrease in the intensity of the peak located 
at 0.5um and the development of a new peak located at -1.0 jim below the surface. It is also evident 
that the relative intensities of the two peaks, 1,0 „j^ 5m, decrease with ion dose, i.e., for the lowest 
dose sample, the peak at 1.0 um is more intense than the peak located at 0.5 um. Annealing the 
substrates implanted with 1 and 3 x 1016 ions/cm2 at 1100°C causes the peak at 0.5 um to completely 
vanish, while the peak at 1.0 um increases. The samples implanted with 6 and 10 x 10" ions/cm2 do 
not exhibit such dramatic changes in their depth profiles, but do show a shift in the peak located near 
0.5 urn to 0.6 um. Also, the peak near 1.0 urn appears to shift to a depth of 1.1 um for the two 
highest dose samples7. 
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The electronic spectra for the as-implanted samples together with the spectrum of the virgin 
porous glass are illustrated in fig. 2. The absorption in the region between 2 and 6 eV is found to 
increase with increasing ion dose and a peak begins to develop at 2.5 eV for the substrates dosed 
with 6 and 10 x 10'6 ions/cm2. The inset in the figure displays the region between 1.0 and 2.0 eV 
and reveals that a peak at 1.3 eV is beginning to develop for the two highest dose samples. Fig. 3 
depicts the spectra for all ion doses annealed at 900°C. The peak near 2.5 eV that was weak for the 
6 and 10 x 10" ions/cm2 for the as-implanted samples has now increased significantly and is also 
observed for the samples dosed with 1 and 3 x 10IS ions/cm2. The 1.0 - 2.0 eV region shown in the 
inset shows that the peaks at 1.2 eV observed for the two highest dose samples have increased in 
intensity and additional peaks are present at 1.5 and 1.7 eV for the samples containing 3 and 1 x 1016 

ions/cm2 It is noteworthy that the development of the peaks near 1.3 eV correlate with the intensity 
increase of the peaks located at 2.5 eV. Fig. 4 shows the time dependence for the development of the 
2.5 eV band for a sample implanted with 6 x 10ls ions/cm2 and annealed at 900°C for up to 27 hours. 
This plot clearly demonstrates that the intensity of the peak increases with annealing time. 

The infrared reflectance spectra are shown in fig. 5 for the virgin porous glass annealed at 
temperatures ranging from 800 to 1100°C. There is nearly a three-fold increase in the reflectivity in 
the 1250-900 cm"' region for the substrates annealed at 1000°C as compared to the reflectance of the 
unannealed virgin porous glass. The infrared spectra for the as-implanted samples are depicted in 
fig. 6 and show that there is an increase in the reflectance in the 1250-900 cm"' that is comparable 
to the reflectivity increase observed for the unimplanted porous glass annealed at 1000°C. The 
spectra of the annealed samples are shown in fig. 7. The reflectivity of the peaks near 1200,1100 and 
450 cm-' exhibit a further increase as compared to the as-implanted samples with a maximum value 
of -55% for the highest dose sample. 

DISCUSSION ,, .    . ,     j 
Ion implantation has recently been developed as a technique for fabricating metal and 

semiconductor nanocrystals in dielectric matrices by implanting high ion doses. The as-implanted 
substrates when annealed under the proper conditions, can lead to the formation of gold clusters by 
atom diffusion in the implanted layer. Diffusion of the clusters can later fuse to form precipitated 
metal colloids or semiconductor nanocrystals. We have reported on the optical properties of gold 
nanocrystals isolated in various matrices and now have extended this approach to investigate the use 
of porous Vycor glass as a host material. In all previous investigations the host matrix was 
completely densified, for example, implantation of Au into CaF2 <111>«, Muscovite mica <100> , 
MgO <100>10, A1203 <0001>" and optical grade fused silica'2. Annealing gold implanted substrates 
leads to very little, if any change in the density of the substrate and consequently the profile of the 
implanted layer shows no difference before and after the annealing treatments. On the other hand, 
porous Vycor glass has a 30% porosity and consequently, annealing these implanted substrates can 
lead to dramatic changes in the material density, that in turn may change the concentration profile 
of the implanted ions. Also, because of the porosity of the host, it is expected that diffusion of gold 
atoms in the pores during an annealing cycle may cause a significant redistribution of the gold 
concentration in the substrate. These are some of the considerations that must be taken into account 
when analyzing the optical properties and RBS of the implanted porous substrates. 

We shall first discuss the infrared reflectance spectra of unimplanted, and annealed porous 
glass substrates. Three prominent peaks at 1220,1100, and 450 cm"1 are observed in the reflectance 
spectra for the unimplanted annealed samples and have previously assigned to the LO, TO and Si-O- 
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Si bending vibrations for fused silica. Based on comparison of the fused silica spectra with those for 
porous Vycor, we make the same assignments. The reflectivity of the unimplanted, annealed porous 
glass substrates are expected to increase as the material densities when the annealing temperature 
is near 1000°C. It is at this temperature the pores begin to collapse and as a result the substrate 
increases in density. It is also known that when the porous glass densifies the effective refractive 
index increases due to the fact that amount of air (the lower index material) within the pores has 
decreased. Such an increase in density and effective refractive index would then account for the 
increased reflectivity that is observed in fig. 5 for the samples annealed at 1000 and 1100°C. The 
infrared spectra for the as-implanted samples also exhibit an increased reflectivity that is comparable 
to that observed for the virgin substrates that were annealed at 1000°C. This observation leads us 
to conclude that the ion implantation process leads to densification of the porous substrate in the 
implanted region. Annealing the implanted samples leads to a further increase in reflectivity of the 
three peaks observed in the 400-1200 cm"1 region. This increase is 50% greater as compared to the 
virgin samples annealed at 1000° C and must also be attributed to an increase in the substrate 
density. It is significant to note that gold implantation in fused silica causes a decrease in reflectivity 
for the three peaks observed between 400 and 1300 cm'1. This decrease has been interpreted in terms 
of ion beam damage that ruptures the Si-O-Si linkages that make up the glass network structure". 
As a consequence, the number of oscillators that are sampled by the incident infrared beam are 
reduced which leads to a decreased reflectivity. The fact that the opposite trend is observed for 
porous glass is consistent with the assertion that the ion beam causes densification of the porous 
glass. 

The electronic spectra of metal nanocrystals often have resonances in the ultraviolet-visible 
part of the spectrum and are attributed to the surface plasmon absorption. The energy of the 
absorption depends on the dielectric constant of the surrounding medium and on the particle shape, 
while the intensity of the absorption depends on the volume filling fraction of the metal nanocrystals. 

The electronic spectra for the as-implanted samples show a peak that begins to develop at 2.5 
eV as the ion dose increases and a further increase in intensity is observed for the annealed samples. 
The energy of this absorption is very close to that observed for the surface plasmon absorption 
observed for gold nanocrystals isolated in fused silica12 and therefore we attribute this band to the 
surface plasmon resonance of gold nanocrystals. However, the band between 1.3 and 1.8 eV 
observed for gold implanted in the annealed porous glass substrates is not present or is very weak 
for gold implanted in fused silica and must be assigned. 

The particle shape of metal nanocrystals is a critical factor in determining the position of the 
surface plasmon absorption. It is know from Mie theory that spherical metal particles embedded in 
a dielectric medium give a single peak in the UV-Vis part of the spectrum which is assigned to the 
first order term (dipole excitation) in the multipole expansion. However, departure from spherical 
symmetry removes the degeneracy of the geometrical depolarization factors, L, with i = a, b, c (La 

= I^ = Lc for sphere) and activates new resonances along the principal axes when L.s'L^L,,, i.e for 
a general ellipsoid. It is conceivable that the peak that appears near 1.3 eV after annealing could arise 
from gold nanocrystals that have a symmetry lower than that of a sphere. One possible mechanism 
that could account for the reduced symmetry of the gold nanocrystals is the anisotropic densification 
of the porous substrate that occurs during annealing. That is, the as-implanted samples have been 
densified along the ion beam axis, and when the substrates are thermally annealed, there is 
densification that occurs principally along the axes normal to the ion beam direction. Under these 
conditions, it is expected that the spheres would be deformed into prolate ellipsoids and could 
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therefore account for the appearance of the new peak observed at 1.3 eV. Other possible explanations 
accounting for the appearance of the peak at 1.3 eV such as particle aggregatton, or the growth of 
a continuous distribution of randomly oriented ellipsoids are not likely »nee these processes lead 
to broad band absorption with no well defined peaks and are therefore considered as an unlikely 
interpretation for the 1.3 eV peak. i-,,,.„ „ 

In order to further investigate the plausibility of the attributing the peak near 1.3 eV to a 
dipole mode of the surface plasmon resonance along one of the principal axes of a prolate ellipsoid 
we have modeled our experimental data using Maxwell-Garnett effective medium theory for a gold 
prolate ellipsoid embedded in an Si02 matrix. For a spherical particle, the absorption coefficient is 

given as 

k.lwF—h—-       (i) 
*        (2em+el)2+e2 

where k is the absorption coefficient,/is the volume filling fraction of the gold nanocrystals, e. is 
the dielectric function of silica, e, and s2 are the real and imaginary parts of the dielectric function 
for gold From eqn.l, it is clear that * will be a maximum (the dipole surface plasmon resonance) 
when -2em= e,. However, for a non-spherical particle, depolarization factors along the principal axes 

must be included in the form 

£ = -—em (/=a,M (2) 

This expression indicates that additional resonances will occur when Lr(Lr\)t = 0. Applying eqns. 
1 and 2 we have simulated the experimental spectra using depolarization factors for a prolate 
ellipsoid with a geometrical aspect ratio of 0.23 for the principal axes (a=b*c). The model fit w 
illustrated fig. 8 and shows good agreement with the experimental results and successfully 
reproduces the two modes that would be expected for a prolate ellipsoid. In addition, the resonance 
occurring near 1.3 eV is very close to that reported for prolate gold ellipsoids with an aspect ratio 
of 0 17"'indicating that 0.23 is a reasonable value for the geometrical aspect ratio. However the 
aspect ratio of 0.23 appears to be too small if it is compared to the value of 0.5 estimated from 
compressing a sphere by 20% into a prolate ellipsoid while conserving the volume. Based on this 
observation it is expected that another mechanism is also operative in forming the prolate ellipsoids. 
We suggest that the pore acts as a confining geometey, that in part, restricts the particle shape during 
growth by atom or very small cluster diffusion. The geometrically confined particle shape is expected 
to be rod-like and is consistent with model that treats the gold particles as prolate ellipsoids. 

Annealing of the gold implanted porous Vycor glass produces peaks at 2.5 and 13 eV. The peaks 
are assigned to the surface plasmon absorption of gold prolate ellipsoids embedded in the Vycor 
matrix It is suggested that anisottopic densification of the implanted Vycor glass together with the 
pore acting as a confining geometry leads to the formation of prolate ellipsoidal gold nanocrystals. 
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The electronic spectra are simulated by Maxwell-Garnett effective medium theory for prolate 
ellipsoids in silica matrix and give a good fit to the experimental. The quality of the fit supports the 
claim that the isolated gold nanocrystals are of a prolate ellipsoid shape. 
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Figure 1. Rutherford backscattering spectra for gold as-implanted in porous Vycor 
and after annealing at different temperatures as indicated in the figure. 
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Figure 2. Absorbance spectra for various doses of gold as-implanted in porous Vycor glass. 

Virgin Vycor ( ); lxlO16 ions/cm2 ( — « — .. —); 3xl016 ions/cm2 ( — • — •—); 
6xl016 ions/cm2 ( ); lxlO17 ions/cm2 ( ). 
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Figure 3. Absorbance spectra for gold implanted in porous Vycor glass at various doses and annealed at 900C. 

Virgin Vycor ( ); lxlO16 ions/cm2 ( ); 3x10" ions/cm2 ( ); 6xl016 ions/cm2 

, ); lxlO" ions/cm2 ( ). The inset shows the peak attributed to the surface plasmon resonance 

occurring along the major axis of the ellipsoid. 
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Figure 4.  Spectra showing the time dependent development of surface plasmon absorption 
of gold implanted in porous Vycor glass at dose of 6xl016 ions/cm2. 
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Figure 5. Infrared reflectance spectra of virgin porous Vycor glass annealed at temperatures from 900°C to 1 i00°C 
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Figure 6. Infrared reflectance spectra for as-implanted porous Vycor glass at different ton doses. 
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Figure 8. Comparison of the experimental (a) and simulated (b) spectra using Maxwell-Garnet theory 
for a gold prolate ellipsoid embedded in a silica matrix. 
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Theory of optical properties of etched and self-assembled quantum dots con- 
taining electrons or excitons is reviewed. Optical processes such as infrared absorp- 
tion, photoluminescence, and inelastic light scattering are discussed. The ground 
state properties and charge and spin excitations are obtained through Hartree, 
Hartree-Fock, and exact diagonalization techniques. The calculations are com- 
pared with existing experiments. 

I. INTRODUCTION 

Optical probes such as infrared absorption, photoluminescence, and inelastic light scattering 
provide useful information about low dimensional semiconductor structures. The reduction in 
size of electronic and opto-electronic devices leads to Quantum Dot (QD) based single-electron 
transistors (QSET) [1] and single-exciton lasers (QDL) [2], Because of reduced dimensional- 
ity electrons neither can avoid each other nor their number is sufficiently large for statistical 
behaviour to take effect. Therefore the interaction among carriers in QD is of paramount im- 
portance. We use Hartree, Hartree-Fock, and exact diagonalization methods to study ground 
state properties and elementary excitation in quantum dots as a function of the number of free 
carriers N. Varying N often leads to drastic changes in electronic and optical properties of QSET 
and QDL. To understand these changes it is neccessary to calculate the coupling of elementary 
excitations to external probes. In the intraband far infrared spectroscopy absorption of photons 
couples to the center of mass motion, and through boundaries or imperfections, to relative motion 
of electrons. The relative motion is determined by electron-electron interactions. In interband 
spectroscopy excess electrons interact with an exciton. An electron component of an exciton can 
be viewed as a charge and spin excitation of the electron system. In inelastic light scattering 
one probes directly charge and spin density excitation spectrum of a confined electron gas. In 
a quantum dot laser adding/removing an exciton can be viewed as a one-particle probe of the 
many-exciton excitation spectrum. 

We review here briefly our work on electrons and excitons in quantum dots and their coupling 
to optical probes. The calculated response functions are compared with available far infrared, 
photoluminescence and electronic Raman experiments. 

II. ETCHED AND GATED DOTS IN A MAGNETIC FIELD 

In gated and etched nanostructures with significant density of surface states, trapped elec- 
trons produce long range potentials. The effective confining potential is smooth and weak, i.e. 
of the order of few meV. The effects of electron-electron interactions and magnetic fields are 
significant [1,3,4]. One can think of electrons as forming quantum Hall droplets, with magnetic 
field driving the droplets through different filling factors. In the filling factor regime 1 > v < 2 
interesting behavior of the spin polarization is expected [5]. In the filling factor regime v = 1 the 
system is expected to form a chiral Fermi liquid. The transitions between different filling factors 

Electrochemical Society Proceedings Volume 97-11 117 



in this regime involve reconstructions of edges through condensation of edge-magnetorotons [6]. 
The edge reconstruction is expected to lead to new absorption lines [6]. In the fractional quantum 
Hall regime the low energy excitations of the droplet are governed by the chiral Luttinger liquid 
theory [5,7] with non-Fermi liquid behaviour. 

A. SINGLE ELECTRON CAPACITANCE SPECTROSCOFY 

Single electron capacitance spectroscopy(SECS) was developed by Ashoori et al. [4] to mea- 
sure changes in capacitance of a single quantum dot due to the addition of a single electron. 
Hence SECS measures the dependence of the chemical potential of the confined electron gas on 
the number of electrons N. SECS was capable of detecting changes in the spin and angular 
momentum of the ground state of few-electron complexes [3]. 

B. MAGNETOOPTICAL MEASUREMENT OF GROUND STATE ENERGY 

The magnetic field induced transitions of quantum Hall droplets imply changes in the ground 
state. It turns out that the ground state energy can be measured optically by measuring the 
mean photon energy < w > of the acceptor related recombination line [6,8,9]. Experiments in 
this direction have been reported by Patel et al. [9]. 

C. RAMAN SCATTERING OFF DEEP ETCHED MODULATION DOPED DOTS 

Inelastic light scattering measures the excitation spectrum of a QD [10-13] and, in principle, 
can provide direct evidence of the discrete nature of excitations in zero-dimensional (0D) systems. 
The electron-electron interactions play a significant role in determining these excitations. For 
example, in a strong magnetic field the gap in the excitation spectrum of the Hall droplet is 
determined by electron-electron interactions. The origin of the gap is similar to the origin of 
the gap in the incompressible Laughlin fluid [3]. Changing the magnetic field leads to a collapse 
of the gap at special values of the magnetic field i.e. to a compressible Hall droplet. One 
could in principle observe this behaviour as soft modes in Raman spectra [10]. However, the 
wavelength of the perturbation neccessary to excite electrons of the droplet across the gap has to 
be much smaller than the physical size of the droplet. In typical Raman experiments on 2DEG 
this wavelength was of the order of few thousand angstroms i.e. much larger than the size of 
the droplet. Nevertheless, a number of groups [11,12] have undertaken inelastic light scattering 
studies of quantum dots. Strentz et al. [11] measured the resonant electronic Raman spectrum 
from shallow etched QD's with sizes down to 400nm. Lockwood et al. [12] measured the resonant 
electronic Raman spectrum of deep etched modulation-doped QD's with sizes down to lOOnm 
and in a magnetic field. Both groups attributed observed structures in the Raman spectra to 
the 0D density of states. These observations were possible due to patterning, and hence surface 

roughness, of the samples. 
The samples studied by Lockwood et al. [12] were GaAs/GaAlAs quantum dots prepared in 

the form of disks of radius R. Disks with radii in the range 50nm < R < lOOnm were etched from 
a modulation doped multi-quantum well structure [13] with carrier density n, = 8.5 • 10   cm~ 
. The near-resonant electronic Raman spectra (in a backscattering geometry) were measured in 
magnetic fields up to 12 T at 2K. 
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1. SELF-CONSISTENT ELECTRONIC STATES IN A MAGNETIC FIELD 

To understand the measured electronic Raman spectra we need to know the electronic 
states. To calculate the wavefunctions, energies and Single Particle Excitation (SPE) spectra we 
approximate the quantum dots as disks of radius R and thickness t, confined by infinite potential 
barriers. The positive charges of ionized donors are modeled as a disk with uniform density, 
separated by a distance d from the plane of the dot. For such a high density multiple-quantum 
well system, we assumed that electrons trapped in surface states represent a very small fraction 
of the free electrons. 

We start by considering the Hamiltonian of N electrons in the conduction band, moving on 
a 2D disk in the presence of a perpendicular magnetic field: 

H = fy^{Pi + e-Ä(?i))\vc{ri) + V^ri) + g^]+    £    V..{\f( - V, |) (1) 

The vector potential is given in the symmetrical gauge , g is the effective g-factor, m* is the 
effective mass, /iB is the Bohr magneton, S'z is the z-component of the ith particle spin, and 
Vc(u)i V+(fi), and Vee(|ri — rj|) are the confining potential, the potential produced by the 
positive charge, and the electron-electron interaction potential. 

In the Hartree approximation the many electron Hamiltonian is replaced by a Hamiltonian 
of a single particle moving in a self-consistent potential VH : 

H = ^(P+1
C
Ä^ + V^ + V«^ + S^], (2) 

where Hartree potential is determined by the electron density n_(r) and a positive charge 
density n+(r) as 

VH(r) =  I'd?[VM(r- ?)n.(?) - V+(r- ?)n+(P), (3) 

and density is given in terms of occupied eigenstates $„ of Eq.2 as n~(r) = £)„ |\P„(r)|2. 
Hartree procedure is implemented for a disk of radius R with Vc(r < R) — 0 and Vc(r > R) = oo. 
The energies and distances are measured in relative Rydbergs, Ry = m*e4/2fi2e , and in the 
relative Bohr radius, ao = eft2/m*e2, units. 

The Hamiltonian of the Hartree particle is rotationally invariant, therefore we seek a solution 
for each angular momentum channel in the form *(p,0) = f(p)~^-< where /(/>) is the solution 
of the radial Schrodinger equation 

[-7i%+f+^m+r2"2+V*MM»>=em, (4) 
with 7 = uc/2Ry , m = -oo, .,0,.,+oo, 0 < p < R, and boundary conditions requiring 

f(p = 0) =finite and f(p = R) = 0. 

From the expansion of the plane wave e'*' = J3UI=*M '"^""'•WV) tfle normalized eigen- 
states of the single particle Hamiltonian in zero magnetic field in a given angular momentum 
channel m can be written as: 

f-Äp)=RY7^kmlm(kiP)- (5) 

Here kiR are the zeros of the m-th Bessel function (Jm(ktR) = 0), and the energy spectrum 
in a given channel is given by £* = if . The eigenstates of the radial equation for m < 0 are the 

Electrochemical Society Proceedings Volume 97-11 119 



same as for m > 0 and the energy spectrum Em,. for m < 0 is related to the energy spectrum 
for m > 0 by £m<o,i/ = Em>0,v - lirn. 

The eigenfunctions of Eq.4 are written as a combination of the non-interacting eigenfunc- 
tions for a given angular momentum channel m: 

MP) = £C?/m,,W, («) 
I 

where v is the index of the self-consistent states. The coefficients C\ satisfy a self-consistent 
equation for each angular momentum channel: 

[E, + im]C\ + £<"••i\\l2p2 + V«(<>)\m<'" > C*' = E»C<- (7) 

t' 

The Hartree potentials depend on the actual charge density in the disk, with matrix elements 
due to the electron-electron repulsion given by: 

< m,i|VUe|m,i' >= 5Z5ZI3 < m«.'i|V,..|/i',m»' > C?jC?j,gt,v,,.n,in,„ (8) 

where gi „, „ and n/,„,,„ are the degeneracies and occupations of exact states v\. 
The Coulomb matrix'elements < mi,lj\Vtc\lj',mi' > can be evaluated using an expansion 

of the Coulomb potential in terms Bessel functions 

where v(q) = i"2'"'' is the Fourier transform of the Coulomb interaction ( including finite well 
thickness s» t ) and matrix elements are given in terms of integrals over dimensionless variable 

Q- 

< mi,lj\V..\lf,mi' >= ±R/t J   dQe-^G%{QRIt)G\f(.QRIt). (10) 

The form factor G{Q) is given in terms of an integral over Bessel functions: 

^»^ = wUw**) lo ^^RX)Jm(^)JomM-        (ID 
Coulomb matrix elements are integrated via Gauss-Legendrea quadrature over a set of 10 

special points Q, using matrix G^'m(Q,Ä/<) as an input. The matrix Gtfm(QiR/t) is evaluated 
numerically on a set of 10 special points. The integrand is rapidly oscillating and the integration 
consists of identifying all zeros of the integrand and using standart IMSL adaptive routines to 
integrate between zeros. 

The electron-positive background interaction matrix elements are evaluated for a disk of 
positive charge separated by a distance d from the plane of the disk: 

< m,i\V+\m,i' >= \W) r'äQe-OG^^QR/t^-W-^a+lQR/t), (12) 
it Jo 

where 

G+(QR/t) = 2vR2 I dxxn+(x)J0(QR/tx). (13) 
Jo 

The Coulomb matrix elements < m,i\V+\m,i' > are evaluated using the same numerical 
procedure as described above. 
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D. RESULTS AND SPE SPECTRA 

In numerical results the following parameters were used: R = 70nm, Ne = 124, d = 30nm, 
t = Snm. These parameters correspond to a disk with diameter of 140nm and density 
n, as 8 • 1011cm~2. In calculating Coulomb interactions we have also assumed a uniform di- 
electric constant of GaAs and neglected the effects due to image charges associated with the 
semiconductor-vaccum interface. 

In Figure 1 we show the calculated Hartree potential VH and Hartree density n(r). Due 
to the spatial separation of the positive background from the disk the electron charge density is 
depressed inside the disk and enhanced at the edges of the disk. The Hartree potential is therefore 
repulsive in the center of the dot, a situation very similar to Hartree potentials in modulation 
doped quantum wells. 

The calculated Hartree density of states for different values of the magnetic field is shown in 
Fig.2. The Hartree energy spectrum is discrete and hence the OD density of states (DOS) consists 
of a series of peaks. For B = 0 there is a typical single particle energy spacing SE « 0.1 — 0.5meV 
within each peak and an overall arrangement of peaks in the DOS reminiscent of the shell 
structure of atoms, with a typical energy spacing of fa 5meV. 

When compared with the DOS of noninteracting electrons we find that the modulation is 
enhanced by electron-electron interactions. This is due to the spatial separation of the positive 
background from the disk. Since electrons repel each other very effectively, the electron charge 
density is depressed inside the disk and enhanced at the edges of the disk. The Hartree potential 
is therefore repulsive in the center of the dot, a situation very similar to Hartree potentials in 
modulation doped quantum wells. The shell structure is enhanced by the degeneracy of states 
with the same absolute value of angular momentum m. This degeneracy is removed by magnetic 
field, leading to a splitting of energy levels. For small values of the magnetic field a rapid 
rearrangment and crossing of levels takes place. For higher magnetic fields, B > 4T, Landau 
bands begin to form. 

Experimental spectra for a dot with a nominal radius R=75nm and nominal density n, = 
8.5 • 10ucm~2 in magnetic fields B=0-5T are shown in Fig.3a. The B=0 spectra show clearly 
broad peakB separated by approximately wo = 6meV as indicated by arrows. Up to three peaks 
were observed. On top of the broad structure a number of sharper peaks, especially at low 
energies, is also visible. Similar structure was observed previously [11,13] in other dot structures. 
As the magnetic field increases, the spectrum evolves in a complicated way. For example, the 
lowest peak appears to split and evolve into two peaks fi+/_ as indicated by arrows. However, 
the fi+ peak at B=5 T is split into a number of peaks, and an additional low energy peak appears. 
This complicated behavior can only be understood by a comparison of experiment with realistic 
calculations of Raman spectra. 

The exciting light is scattered by a 2D array of pillars, each containing ten QD's. Not 
surprisingly [14], the spectra do not show the wavevector conservation and clear polarization 
dependence found in quantum well experiments. Thus the spin density (SDE) and charge density 
(CDE) excitations are not resolvable from the single particle excitations (SPE), which dominate 
the electronic Raman spectrum of the unpatterned quantum wells. In the interpretation of the 
experimental spectra, we initially restrict ourselves to the analysis of the dominant SPE based 
on Hartree calculations. In the absence of the wavevector conservation the cross section I(u) is 
averaged over all possible wavevector transfers q — kj - ifcj of the incident (it*) and scattered(ifcf) 
light: I{w) ss 22} W(q)I(q,w). The function W(q) depends on the structure of individual dots 
and the structure of an array of pillars on the sample surface. The Raman cross section I(q,w) 
for a given wavevector transfer q and frequency u is proportional to the imaginary part of the 
polarizability n(g,u)) of the syste [15]: 

'(«■")«     £     \<rn\v>\pt\m,v>\\\-f(m',V
l))f(m,v)6{E£-E"m-U), (14) 
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where the density operator p, = e'«v, and /(m, v) is the Fermi occupation function for a state 
v with angular momentum m and energy Ev

m. The coupling through the density fluctuation 
operator e**' - Ylm imeir"'Jm(qr) induces transitions between different angular momenta m 
and different single particle states v. 

We now summarize in Fig.3 the evolution with magnetic field of calculated SPE Raman 
spectra. In Fig.3 we show the representative calculated SPE spectra for small (qR = 0.7; q = 
1 • 105cm_1) and large (qR = 3.5; q = 5 ■ 106cm_1) wave-vectors involved in the scattering process. 
For comparison with experiment the calculated energies have been multiplied by a factor of 1.3 
to account for a decrease in the effective dielectric constant due to the vacuum. The calculated 
spectra for q = 1 ■ 105cm_1 and B=0 show only one peak while spectra for q = 5 • 105cm_1 

consist of three main transitions with a spacing of the order of 6meV in good agreement with 
experiment. If we follow the evolution of the calculated SPE spectrum as a function of the 
magnetic field we see that the q = 5 • 105cm_1 spectra are in better agreement with the measured 
spectra. For example, at B=0T we see two peaks, while at B=3T we see three peaks. At B=5T 
the agreement is also encouraging, especially with respect to the emergence of a very low energy 
excitation associated with the Fermi level crossing a quasi-Landau level band. The measured 
spjectra are, of course, an average over many such calculated spectra. 

In summary, the experimental spectra show a magnetic field behavior consistent with that 
calculated for single particle excitations within the Hartree approximation. The excitation spec- 
trum reflects the formation of electronic shells within quantum dots and exhibits a complex 
evolution with magnetic field. This now opens up the possibility to study collective excitations 
from a range of strongly correlated ground states in QD's in a strong magnetic field [10]. 

III. SELF-ASSEMBLED DOTS 

Self-Assembled Dots (SAD) [16] are small quasi-two-dimensional semiconductor structures 
formed spontaneously during epitaxial growth of strained layers. Because they can be grown 
in-situ and require no processing, they offer an interesting alternative to etched nanostructures. 
Dots in the shape of pyramids [17,18], disks [19], and lenses [20-23] have been reported, although 
the actual determination of the shape is not definite. The SADs described here are the lens- 
shaped structures formed on a narrow InGaAs wetting layer (WL) and surrounded by the GaAs 
barriers [20-23]. The dependence of energy levels of SAD on size, depth of confining potential, 
and the magnetic field has been studied in Ref. [24]. The effects of electron-electron and electron- 
hole interactions on electronic and optical properties of SAD containing many electrons and/or 
excitons have been investigated theoretically [25,26] and experimentally [17,23,27,28]. The Single 
Electron Capacitance (SECS), far-infra-red (FIR), and photoluminescence/absorption spectra 
were calculated as a function of the number of particles, the size, and the magnetic field [25]. 
Results were compared with SECS and FIR experiments [20,21] and PL experiments by Raymond 
et aJ. [23]. 

A. SINGLE PARTICLE STATES 

A schematic picture of a lens-shaped Ino.5Gao.5As SAD is shown in Fig. 4. The dot forms on 
a wetting layer (WL) of thickness tw in the form of a part of a sphere with fixed height h and radius 
at the base s. The carriers, confined to a narrow WL quantum well are further localized in the 
area of the dot due to the effectively increased thickness of the layer. The effective 2D potential 
acting on carriers is shown in Fig. 4. Its radial dependence can be very well approximated by 
a parabola, and electronic states can be approximated by Fock-Darwin states. This is shown in 
Fig. 5 where numerically calculated energy levels are shown as a function of angular momentum. 
The calculated levels tend to bunch into groups, forming well separated shells: When electrons 
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occupy degenerate shells there are many ways to form degenerate configurations. In such case, 
as illustrated in Fig. 5 for N = 4, unusual configuration spin configurations are possible. 

The spacing of energy levels and the wavefunctions are very well fitted by Fock-Darwin 
energy levels, as discussed below. The FD states \nm >= (a*)n(6')m |00 > /Vnlm! are those of a 
pair of harmonic oscillators with energies Q± = Uil±uc), where: fi2 = wg+4w2, w„ = eB/cme is 
the cyclotron energy, and Wo measures the effective confinement energy. Associating index n with 
frequency fi+ and index m with frequency ft_, the energy E°m and orbital angular momentum 
Rnm of the state \nm > are: fl„m = m - n and E'nm = Q+(n + i) + n_(m + ±). The Zeeman 
energy is very small and can be neglected. The eigenstates are doubly degenerate due to spin 
<r. The valence band holes are treated in the effective mass approximation as positively charged 
particles with angular momentum R%,„ = n - m, opposite to the electron, and FD energies 
Emn = ^+ (" + |) + n- (m + 2) (ignoring the semiconductor gap EG ) ■ The knowleadge of single 
particle states allows us to proceed to the calculation of many-body effects. 

B. MANY-PARTICLE STATES 

With a composite index / = [m, n, a] describing the FD states the Hamiltonian of the 
interacting electron (electron-hole) system may be written in a compact form: 

H = ^isfc+c,- + ££*fc+fc, - £ < ij\veh\k\ > cfhfhkc, 
I i ijkl 

+ !>Yl<ii\v"\kl>ct4ctc> + ölLä<
iJ\vhh\kl>hth}hkhl. (15) 

ijkl i ijkl 

The operators cf(ci),hf(hi) create (annihilate) the electron or valence band hole in the state 
\i > with the single-particle energy Et. The two-body Coulomb matrix elements are < ij\v\kl > 
for electron-electron (ee), hole-hole (hh) and electron-hole (eh) scattering, respectively [29,30]. 

The eigenstates \v > of the electron(electron-hole) system with N electrons(excitons) are 
expanded in products of the electron and hole configurations \v >= fllvLi c/)(Ilit'-i '■t )l« >• 
Up to 30 single particle states per dot, including spin, were used in calculations. The electronic 
configurations were labeled by total angular momentum Rtt,t and z-th component of total spin 
Si". For electrons, numerical diagonalization of up to JV = 6 electrons was carried out for Hilbert 
spaces with different total angular momentum. For excitons, we concentrated on the optically 
active subspace of Rtot = 0 and S[°' = 0. A combination of exact diagonalization techniques 
(for up to N = 6 excitons) in configuration space coupled with the Hartree-Fock approximation 
extended calculations up to N = 20 excitons. 

C. ELECTRONIC SHELLS 

Due to the large quantization of kinetic energy the electronic shells correspond to the min- 
imum kinetic energy configuration. In case of partially filled shells i.e. degenerate states, the 
configurations with maximum total spin and maximum individual momentum form the ground 
state. The calculated evolution of the total angular momentum and spin of the ground state as a 
function of the number of electrons is shown in Fig. 5. For example, we fill up the d shell orbitals 
with spin down electrons as |2,0 >,|0,2 >,|1,1 > etc. This trend is in agreement with Hund's 
rules. 

The role of degeneracies, spin, electron-electron interactions and the magnetic field can be 
illustrated for N = 4 electrons, i.e. two electrons in a partially filled p-shell. For low magnetic 
fields the two "core electrons" of the s-shell are frozen in a spin singlet state while the two 
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electrons on the p-shell occupy degenerate FD orbitals |01 > and |10 >. The ground state is 
a spin triplet, zero total angular momentum state R = 0, S = 1. The triplet state lowers it s 
energy by exchange-interaction term < 01;10|V„|01;10 > while the spin singlet state R = 0, 
S = 0 increases its energy by the same amount. With increasing magnetic field the triplet state 
R - 0, S = I begins to compete with a finite angular momentum spin singlet state R = 2, 
S = O.'ln the R = 2 state both p electrons occupy the lower energy orbital |10 >. At B w 2.8 
Tesla the gain in exchange energy of the triplet configuration R = 0, S = 1 is overtaken by an 
increase of kinetic energy and the system makes a transition into a spin singlet lower kinetic 
energy configuration. Should the dot be asymmetric, the splitting of the two p levels would 
prevent the formation of the spin triplet configuration. 

D. INFRA-RED SPECTROSCOPY 

Drexler et al. [20] and Fricke et a/. [21] reported FIR absorption measurements of self- 
assembled dots in a magnetic field. The dots were charged with up to JV = 6 electrons filling the 
s and p electronic shells. The infra-red spectroscopy was used to study the electronic excitations 
of the dots as a function of the number of electrons and the magnetic field. 

The excitations of SAD reflect the electronic structure and the number of electrons in the 
dot. For an infinite parabolic confinement only the center of mass excitations with frequencies 
n+ and fi_ (generalized Kohn's theorem) [1,31] can be measured in FIR. In SAD, a finite number 
of confined FD levels leads to additional transitions in the IR spectrum related to the magnetic 
field induced changes in the GS, e.g. spin triplet to spin singlet transition discussed above. 

The FIR absorption for N electrons can be conveniently expressed in terms of the FD 
creation/annihilation operators a and b [30,32]: 

A(u) oc £ I < /| £(aj + a) + ^ + b})\i > \26(Ej -Et-u), (16) 

where |i > is the initial (ground) state and the summation is over all bound final states \f >. 
IR radiation connects only the states with the same S'z°' and total angular momenta different by 
±1. We show in Fig. 6a the magnetic field evolutions of the IR spectra calculated for the SAD 
with N = 4 electrons. The area of each circle is proportional to the intensity A(w). The solid 
lines show the transition energies fi± of the noninteracting system and a vertical line marks the 
spin transition in the GS. The GS and two excited single particle configurations for B > 2.8T 
are shown in Fig.6b. The two excited configurations responsible for the splitting of the transition 
for N = 4,5, are coupled through Coulomb interactions. Experiments by Fricke et al. [21] 
indeed showed the predicted here splitting which illustrates the desired sensitivity of the optical 
transitions to the number of electrons JV. 

E. MANY EXCITONS IN HIGHLY EXCITED DOTS 

To understand the operation of a quantum dot based laser one must understand the effect 
of exciton-exciton interaction on optical properties of highly excited SAD. We shall loosely refer 
to excitons as interacting electron-hole pairs. Calculations were carried out [26] for SAD with 15 
bound states which can be filled with up to 30 electrons and holes [23]. Due to the large con- 
finement, the lowest kinetic energy configurations are an excellent approximation to the ground 
state in the case of filled shells. When electrons and holes partially fill up a degenerate shell the 
states and energies are completely determined by their mutual interactions and exact numerical 
calculations are necessary. However, a simple interpretation of results is possible due to "hidden 

symmetries" in the problem [26]. 
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For most quantum dots where electrons and holes are confined in the same physical area, the 
electron and hole interactions turn out to be symmetrical. For example, in the sample calculated 
here vee/vei, = veh/vi,h = 104. For almost symmetrical interactions, when the Hamiltonian is 
restricted to a single degenerate shell (, the commutator of the Hamiltonian and the interband 
polarization operator i>+ = ^.c^Ajj can be approximated as [Ht,P

+] m E'XP
+, where E'x = 

E' + E} — X^ifft-1 < ij\vth\kk > is an approximate exciton binding energy. The quantum 
number j (—t < j < t) denotes the angular momentum on a given shell. This commutation 
relation is a manifestation of hidden symmetry [33]. One can construct coherent N exciton 
states (P+)N\v > as eigenstates of P2. Due to hidden symmetry these states are also eigenstates 
of the shell Hamiltonian with energies E(N) = NE'X. The energy of these states is just the sum of 
energies of noninteracting excitons. These coherent states turn out to be excellent approximations 
of exact ground states with corresponding overlaps of 100% for shells s and p, and 99.8% and 
99.2% for shells d and /. 

In a QDL one needs to add/subtract an exciton to/from a dot already packed with excitons. 
In Fig.7a we show the numerically calculated energy to add an exciton to N excitons present in 
the isolated / shell. The maximum number of excitons in an / shell is N = 8. The addition 
energy is almost a constant, independent of the number of excitons, in agreement with the 
"hidden symmetry" argument. In Fig. 7b we allow excitons to scatter to higher shells. We see 
that the addition energy is lowered and that it is split into two lines. The splitting corresponds to 
the interaction among excitons and is equal to the singlet bi-exciton binding energy in an / shell 
[26]. Finally, in Fig. 7c we show the same addition energy into the / shell but this time including 
interaction of excitons in the / shell with empty shells at higher energy and filled shells at lower 
energy. The electrons and holes in filled shells can exchange with those in an / shell. This leads 
to a sizeable bandgap renormalization but the weak dependence of the chemical potential on the 
exciton number in a partially filled shell survives. This means that there are steps in the chemical 
potential of the interacting system corresponding to single-particle shells. The emission spectrum 
of an exciton droplet corresponds to a spectral function of a "missing" (removed) exciton. This 
spectral function [26] describes the spectrum of charge excitations of an exciton droplet. The 
spectral function peaks at the highest energy (chemical potential). Hence the recombination 
spectrum of highly excited dots, averaged over many different exciton populations with e.g. up 
to N = 20 excitons will consist of only 4 distinct energies, corresponding to steps in the chemical 
potential. 

An application of the magnetic field destroys the hidden symmetry responsible for this 
behaviour, as demonstrated by Raymond et al. [23]. The blueshift of the chemical potential was 
also evident in a SAD red-emitting laser structure studied by Fafard et al. [2], 

The interaction of excess electrons with an exciton i.e. the recombination spectrum of 
modulation doped SADs has been studied recently [34]. 

IV. CONCLUSIONS 

The ground state properties and charge and spin excitations in self-assembled and deep 
etched dots were obtained through exact diagonalization techniques, Hartree-Fock, and Hartree 
calculations. The calculations of far infrared, interband, and inelastic light scattering spectro- 
scopies were compared with experiments. 
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FIG.  1.    Calculated   Hartree   potential   and   charge   density   for   a   dot   with   carrier   density 
n. = 8.0 • 10" cm-2 (N=124) and radius r = 70nm . 
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FIG. 2. Calculated density of states of a dot with carrier density n, = 8.0 • 1011 cm 2 (N=124) and 
radius r = 70nm for different values of the magnetic field. 
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FIG. 3. measured and calculated Raman spectia of quantum dots with nominal carrier density 
n, = 8.5 • 10ncm"2 and radius r = 75nm for magnetic fields B - 0 - 5T. Calculated SPE spectra 
l(q,w) are for q = 1 • 10*cm-1 (dashed line) and q = 5 • 105cm_1 (solid line). The arrows point out 
related peaks in experiment and theory for each magnetic field. 
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We report the fabrication of Si quantum dots by plasma- 
assisted chemical vapor deposition (PECVD) or magnetron 
sputtering of nanometer-thick amorphous Si (a-Si) layers 
followed by high-temperature recrystallization. The 
recrystallization has been performed in two steps (rapid 
thermal pulse annealing and slow ramp-up furnace 
annealing) and has been monitored by Raman scattering. The 
fabrication technique is able to control the size and packing 
density of Si nanocrystals in the nc-Si/Si02 superlattices. 
Room temperature intrinsic photoluminescence is 
approaching a quantum efficiency of 0.3%. Preliminary 
results on the doping of Si nanocrystals are discussed. 

I. INTRODUCTION 

Since the discovery of efficient light emission in anodically etched Si or porous Si (PSi) 
[1], the room temperature photoluminescence (PL) in Si nanocrystals has been a hot 
research topic. Silicon nanocrystals can be produced not only by anodic etching but also by 
selective-size precipitation [2], spark-erosion [3], ion implantation [4] and chemical vapor 
deposition [5]. Recently, efficient light-emitting devices (LEDs) based on different types of 
nanocrystalline Si (nc-Si) have been reported [6-10]. However, several problems need to 
be solved. Although the role of quantum confinement has been demonstrated [11], the 
recombination mechanism in nc-Si is not completely understood yet. In contrast to the well 
developed manufacture of II-VI and III-V semiconductor nanocrystals [12], a fabrication 
technique that is able to control the distribution of sizes, surface passivation, and packing 
density of the Si nanocrystals has never been reported. Also, current studies of light- 
emitting nc-Si are focused on the PL in the visible and on nanocrystals with sizes 
significantly smaller than the Bohr exciton radius [2,13]. The regime of strong quantum 
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confinement, where the bandgap upshift is ~ 1 eV is extremely sensitive to the shape and 
the size of the nanocrystals, and the reported PL spectra are broad and featureless. 

Recently, we demonstrated room temperature 1.1 (xm luminescence in Si nanograins 
prepared by the recrystallization of PSi [14]. The PL spectra are very similar to c-Si 
bandedge luminescence, but the PL temperature dependence is unusually weak. We 
suggested that the room temperature PL at 1.1 |xm is due to recombination of electron-hole 
pairs weakly confined within the recrystallized Si nanograins with a size larger than the size 
of the exciton. 

In this work we will show that light-emitting nc-Si can also be produced by thermal 
recrystallization of amorphous Si (a-Si). In addition, nc-Si can be prepared in the form of 
nc-Si/Si02 superlattices similar to the amorphous Si/Si02 superlattices reported in Ref. 15. 
We will discuss the fabrication and characterization of the nc-Si/Si02 superlattices produced 
by controlled recrystallization. We will also show the advantage of weak quantum 
confinement when the nc-Si maintains physical properties similar to bulk c-Si but with 
efficient room temperature PL. 

II. SAMPLE PREPARATION & CHARACTERIZATION 

a). Sample preparation 

Amorphous Si/Si02 multilayers were grown at Rochester by plasma enhanced chemical 
vapor deposition (PECVD) or by magnetron sputtering. Decomposition of silane and 
nitrous oxide was done at a pressure of 400-500 millitorr with an RF power of 40 W. The 
PECVD grown samples were deposited at 250°C on (100) c-Si substrates with 100-1000Ä 
Si02 sublayers. We prepared 20-period a-Si/Si02 multilayers with a thickness of 112 Ä 
and 35 Ä for the a-Si and Si02 layers respectively. The magnetron sputtering of the a- 
Si/Si02 multilayers was performed in a Perkin-Elmer 2400 sputtering system by RF 
sputtering and plasma oxidation. In the sputtered samples, the a-Si thickness ranges from ~ 
40Ä to 250 Ä and that of the Si02 from 50 Ä to 60 A. The number of periods varies from 
10 to 40 in order to keep the total thickness of the samples approximately the same. The 
recrystallization in both types of samples was performed by rapid (40-60 seconds) thermal 
annealing (RTA) at 800°C-900°C followed by furnace annealing. In the furnace annealing 
step, the temperature increases by - 10 degrees per minute from 600°C to 1050°C. This 
annealing was defined as quasi-equilibrium annealing (QEA). All annealing steps were 
done in a N2 atmosphere. An FOR analysis of the annealed samples indicated that 
hydrogen, carbon, and other contaminants were absent. We do not find any significant 
difference between our PECVD grown and sputtered samples after recrystallization. 
However, the magnetron sputtering is easier to use for samples with thin (< 100 Ä) a-Si 
layers because of the linearity of the deposition process. 

b). Thermal recrystallization 

Figure 1 shows the TEM picture of an as-deposited a-Si/SiO sample (Fig. la.) The 
amorphous halo in the selected area electron diffraction patterns (Fig. lb) confirms the 
absence of crystallinity. The annealing process was monitored by Raman scattering. Figure 
2 shows the evolution of the Raman spectra with different annealing steps. The Raman 
spectrum of the as-deposited sample has broad features near - 480 cm1 and ~ 320 cm'1 due 
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to scattering by TO and LA phonons respectively [16]. Thermal «crystallization occurs 
after t< 60 seconds of RTA at temperatures 800°C-850°C, and the Raman spectra clearly 
show the coexistence of amorphous and crystalline phases (Fig. 2). The «crystallization of 
the layered structures requires a higher temperature compared to a single a-Si film for 
which the typical «crystallization temperature is near 600°C. The trace of a residual 
amorphous phase (at 320 cm-' and an additional contribution at 480 cm-1) can be seen even 
after QEA at 1050°C, but the signal due to the crystalline phase near 520 cm1 is 
predominant. A preliminary study shows that strain in the layered structures is responsible 
for an increase of the «crystallization temperature. The strain mostly depends on the 
volume ratio between silicon and silicon-oxide; a-Si layers thinner than 60Ä were only 
partially «crystallized (Fig. 2b). The main Raman peak is shifted to smaller wavenumbers 
(-518 cm1) and broadens compared to the Raman signature of c-Si. A quantitative 
analysis of the Raman lineshape is difficult due to the presence of the amorphous phase, the 
broadening related to nc-Si, the contribution from c-Si substrate and the possible influence 
of strain [17]. 

The thermal recrystallization of Si/Si02 multilayers is controlled by several factors. Silicon 
has a very low diffusivity in Si02 and the initial RTA process forms nanocrystals without 
distorting the periodic structure. The shape of the Si nanoclusters is expected to be close to 
spherical due to the competition between surface and volume tension. The strain in nc- 
Si/Si02 multilayers can be released by QEA using a slow temperature increase. High- 
temperature annealing also results in a decrease of the Si/Si02 interface defect density (see 
Ref. 18 for details). 

The TEM image (Fig. 3a) of a 20-period nc-Si/Si02 superlattice with 112 Ä thick nc-Si 
sublayers confirms our expectations: the nc-Si/SiC>2 periodic structure is not damaged by 
annealing, recrystallization occurs in the Si layer, and the shape of the Si nanocrystals is 
almost spherical. The selected area electron diffraction patterns also confirm the presence of 
a nanocrystalline phase (Fig. 3b). A small amount of residual amorphous tissue remains 
between the Si nanocrystals within the Si layers. A quantitative analysis of the nc-Si size 
distribution is difficult, but the difference between «crystallized spheres is not greater than 
a few monolayers. 

The role of the double-step annealing is to create crystalline nuclei by RTA (nucleation 
stage) and to complete the crystallization of the Si nanocrystals and improve their surface 
passivation by QEA (growth stage). After nucleation, the nanocrystalline nuclei are 
surrounded by an amorphous coverage with a nc-Si/a-Si ratio near 0.2-0.3 (estimated from 
Raman scattering). After furnace annealing and completed crystallization, the ratio of nc- 
Si/a-Si was found to be ~ 0.9-0.95 in samples with Si nanocrystals greater than 70-80Ä. 

c). The size of the Si nanocrystals and the effect of quantum confinement 

This growth technique makes it possible to control the size of the Si nanocrystals and their 
packing density. The size of the Si nanocrystals within the sublayers is near the thickness 
of the a-Si layer while the packing density is controlled by the thickness of the Si02. Figure 
4 shows data of X-ray diffraction in several samples with a wide range of Si nanocrystal 
sizes. The clear separation of the (220) and (311) crystalline peaks demonstrates the 
crystalline structure of the samples. 
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However, if the a-Si layer is thinner than 60Ä, the thermal recrystallization in the a-Si/Si02 
multilayers is difficult to complete, possibly because of a strain. The minimum SiC>2 
thickness (> 10Ä) limits the size of Si nanocrystals to larger than 30-35Ä. Figure 2b shows 
the Raman spectra of samples with different thicknesses for the a-Si layers. The 
contribution from residual a-Si in the recrystallized samples is increased when the Si layer 
thickness decreases. The X-ray diffraction and Raman data reveal a contribution of 
amorphous silicon for samples with nanocrystals of smaller (< 40Ä) sizes (Fig. 4). 

The transformation of the band structure related to quantum confinement in c-Si has been 
calculated by a number of authors (for example, Refs. 19 and 20). Different calculations 
predict a continuous increase of the fundamental bandgap as AEg ~ l/dn, with 1.4 < n < 2, 
when the size d of the nanocrystals is 150 A and smaller. The value of the fundamental 
bandgap can be estimated from optical absorption. Our samples were deposited on c-Si 
substrates and the measurements of optical transmission above the c-Si bandgap are 
complicated. Also, an accurate estimation of the gap, especially in case of an indirect 
bandgap semiconductor, requires a relatively thick (>100 |xm) sample. In the case of nc- 
Si/Si02 superlattices, such a thickness cannot be achieved. On the other hand, the optical 
reflection measurements in the region of the critical points do not require such thick 
samples, and sharp features are observed near the direct transitions of c-Si. Figure 5 shows 
reflection spectra of several nc-Si/Si02 samples with different Si nanocrystals sizes. The 
blue shift for the critical point near 3.4 eV is not strong but clearly observed. In the case of 
smaller sizes (< 60 Ä), the singularity in the reflection near the critical point is less 
observable due to the contribution from residual a-Si. 

III. PHOTOLUMINESCENCE 

It is accepted that c-Si is a poor light emitter because of its indirect bandgap and the low 
probability of phonon-assisted radiative recombination. That was confirmed by the 
observation of a long radiative lifetime (of the order of milliseconds) in intrinsic c-Si 
samples with a very low density of surface states [21]. The PL in c-Si is due to the 
recombination of an exciton and, if the exciton is bound to an impurity, the recombination 
need not be phonon assisted. The wavefunction of a deep level is spread over the entire 
Brillouin zone and the selection rules are relaxed: a fast and relatively efficient (> 1 %) PL 
in c-Si can be produced by isoelectronic impurities [22], but only at low temperatures. The 
major reason for this limitation is the low binding energy of excitons in c-Si (-11 meV). 
The probability of radiative recombination of the exciton captured by a deep level is high, 
but the exciton dissociation time must be longer than the trapping time. 

There are two major directions available to increase the efficiency of radiative 
recombination in silicon. The first one is to relax the selection rules. This has been 
predicted in Si nanocrystals having a size much smaller than the Bohr exciton diameter 
[18]. However, recent studies have demonstrated that the phonon-assisted processes in nc- 
Si with sizes as small as 30 Ä are dominant [2,11]. The second direction is to increase the 
exciton binding energy. This can be done by a spatial confinement of the electron-hole pairs 
in Si nanocrystals with sizes close to the exciton diameter [20]. The exciton dissociation 
within a nanocrystal is not irreversible; in the case of a good surface passivation, the 
electron and the hole will eventually be close enough to form an exciton again. 

Figure 6 shows the PL spectrum in nc-Si/Si02 superlattices with a nanocrystal size of ~ 
12 nm (Fig. 7a). Its temperature dependence is also compared to that of c-Si (Fig. 6b). The 
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external quantum efficiency is higher (up to 0.3 %) and the temperature dependence of the 
PL is weaker. The low-temperature PL phonon replicas are very similar to those in bulk c- 
Si, except that all of the PL lines are slightly broader. The PL in c-Si is extremely sensitive 
to the presence of impurities because radiative recombination of a bound exciton is 
preferable to recombination of a free exciton. The positions of all phonon replicas clearly 
show that the PL originates from free excitons in the high-purity silicon clusters produced 
by thermal recrystallization. This suggests that thermal «crystallization is accompanied by 
the self-purification of the Si. The small broadening of the PL bands is attributed to non- 
uniform strain. No PL band at - 0.8 eV, which would be attributed to structural defects 
[14], is found in our samples, indicating their high crystalline quality. 

Non-radiative Auger recombination is one of the limitations of the PL efficiency in bulk c- 
Si. It is responsible for the PL intensity saturation with increasing excitation intensity [21]. 
In nc-Si, the effect should be reduced due to a possible increase in the oscillator strength 
for radiative recombination and the spatial isolation of the electron-hole pairs. Indeed, we 
observed no saturation of the PL intensity over more than three orders of magnitude of 
injected carrier densities. 

The increase of electron-hole wavefunction overlap due to confinement in a region 
comparable to the size of the exciton can be observed as an increase of the intensity of the 
no-phonon (NP) PL line at ~ 1.16 eV. In nc-Si/Si02 superlattices with nanocrystals of ~ 
12 nm size, the NP PL line is observed very clearly (Fig. 7a), but no significant changes in 
the relative ratio of TA-phonon/NP PL is found. In the vicinity of the NP PL line, we 
observe a PL line that can be attributed to an anti-Stokes TO-phonon replica with a shift of 
~ 60 meV. We also observe an unknown line at ~ 1.5 eV with a Stokes TO-replica (Fig. 
7b). A decrease of the Si nanocrystal size down to 70-80 A changes the PL structure and 
makes the TO- and TA-phonon PL lines much broader. In addition, a broad PL line with a 
maximum near ~ 1.2-1.3 eV appears. This case of strong quantum confinement in nc-Si, 
with sizes below 70-80Ä, will be discussed elsewhere. 

The nc-Si/Si02 superlattice is a relatively simple system. There is no detectable chemical 
contamination, the size distribution is very narrow, and the PL is due to the well-defined 
phonon-assisted free-exciton recombination [19]. The PL external quantum efficiency can 
be as high as 0.3% at room temperature. The increase of the PL external quantum 
efficiency is at least in part due to a decrease of the refractive index and reflectivity 
compared to c-Si. We have not found any changes in the PL spectra which can be 
associated with an increase of direct recombination probability. Practical applications 
require a room-temperature quantum efficiency greater than 1% and a nanosecond PL 
radiative lifetime. These requirements can be met by doping the nanocrystals. The exciton 
dissociation time is expected to increase due to spatial confinement; the relaxation of the 
selection rules by recombination via the dopant's deep levels leads to a decrease of radiative 
lifetime and an increase of the PL quantum efficiency. As a first step, we implanted carbon 
into the nc-Si/Si02 superlattices. The PL spectrum was drastically changed. We observed a 
strong and narrow PL at ~ 0.8 eV, with a low-temperature quantum efficiency close to 1% 
(Fig. 8). The origin of the PL is not absolutely clear, but one possible explanation involves 
carbon-oxygen complexes, which are known to be responsible for the PL at 790 meV in c- 
Si [22]. The PL persists up to room temperature, but its intensity decreases significantly . 
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IV. CONCLUSION 

In conclusion, nc-Si/SiC>2 superlattices containing Si nanoclusters confined between Si02 
sublayers have been fabricated by controlled thermal recrystallization. Room temperature 
free exciton luminescence in Si nanocrystals with sizes comparable to the size of the Bohr 
exciton was demonstrated and explained by the recombination of spatially confined 
electron-hole pairs. The high PL quantum efficiency (< 0.3%) makes it possible to examine 
the spectral region in the vicinity of the NP PL line. However, the spatial confinement does 
not increase the probability of direct band-to-band recombination in the Si nanocrystals. 
Doping of the nc-Si has been demonstrated. 
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thank D. G. Hall, Al. L. Efros, A. P. Alivisatos, R. S. Williams and J. R. Heath for 
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(a) (b) 
Figure 1. The (a) TEM image and (b) selected area electron diffraction patterns of an as-deposited 
112Ä a-Si /35Ä Si02 superlattice on - 800Ä thermally grown Si02. The sample was prepared by 
PECVD. 
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Figure 2. Raman spectra of a 20 period 112A nc-Si /35Ä Si02 superlattice (Fig. 2a): (1) as 
deposited; (2) after RTA at 700°C; (3) after RTA at 900°C, (4) after RTA atllOO°C, and (5) 
after 1050°C furnace annealing. The RTA time was 60 s. The arrows show a contribution from 
the residual amorphous phase in the annealed samples. The contribution from the residual 
amorphous phase at ~ 320 cm"l and at ~ 480 cm"* is clearly seen in nc-Si/Si02 superlattices 
with smaller sizes of Si nanocrystals after thermal recrystallization for 30 min at 1050°C (Fig. 
2b). The poorer recrystallization in thinner a-Si layers is attributed to a higher strain. 
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(a) (b) 
Figure 3. The (a) TEM image and (b) selected area electron difraction patterns of recrystallized 

112Ä nc-Si /35Ä SiC>2 superlattice. 
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Figure 4. X-ray diffraction in nc-Si/Si02 superlattices with different silicon 
nanocrystal sizes. The radiation source is Cu-Ka and the size of nanocrystals is 
obtained using the Scherrer multiple peak method. 
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Figure 5. Reflection spectra in nc-Si/Si02 superlattices and in c-Si. The Si nanocrystal sizes are 
indicated. The arrows show the shift of the peak associated with the transition at the vicinity of the 
r critical point at ~ 3.4 eV. 
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Figure 6. The (a) PL spectra and (b) temperature dependence of PL integrated intensity in a nc- 
Si/Si02 superlattice with - 130Ä Si nanocrystals. The PL temperature dependence of c-Si is 
shown for comparison [21]. 
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Figure 7. Low temperature PL spectra of a nc-Si/Si02 superlattice with nanocrystal sizes near 
130Ä. The major phonon lines are indicated (Fig. 8a). The PL spectrum above the Si energy gap 
shows the anti-Stokes TO-phonon replica of the NP-line and an unknown line at ~ 1.5 eV with a 
Stokes TO-phonon replica (Fig. 8b). 
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Figure 8. The PL spectrum of a C-implanted nc-Si/Si02 superlatice. The PL efficiency is estimated 
to be < 1%. 
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ABSTRACT 

We have performed a contactless electroreflectance (300K and 20K) and surface 
photovoltage spectroscopy (103K) investigation of the optical transitions in a 
vertically coupled InAs/GaAs quantum dot (VECOD)-based laser structure. 
Signals have been observed from all the relevant regions of the sample including 
the quantum dots (QDs), InAs wetting layer (WL) and GaAs sections. Two of 
the energies of the QD transitions are related to the vertical coupling between 
the dots while a weaker feature at lower energies is in agreement with a lateral 
coupling between neighboring dots on the upper rows. The two observed WL 
features correspond to transitions involving heavy- and light-hole excitons in an 
InAs quantum well, formed by the WL, with an effective thickness of about one 
monolayer. 

I.        INTRODUCTION 
A worldwide research effort has been devoted in the last ten years to the 

growth and the characterization of nanometer scale entities like quantum dots. 
This trend is strongly motivated by the technological issues associated with 
these small objects. Among them, stimulated emission of InAs/GaAs quantum 
dot (QD)-based laser devices has recently been investigated1"3. These structures 
exhibit excellent lasing characteristics in agreement with theoretical predictions4, 
such as low threshold current densities, high material gains, and high 
temperature stabilities of the threshold current, making them able to compete 
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with quantum well-based laser devices2. Although the optical properties of InAs 
QDs have been widely investigated by photoluminescence (PL)2,3,5"9, 
photoluminescence excitation spectroscopy (PLE)6"8, time-resolved 
photoluminescence (TRPL)10, and calorimetric absorption spectroscopy 
(CAS)36'7, very little work has been done on QDs using either modulation 
spectroscopy11,12 or surface photovoltage spectroscopy.13 

In this article we present a contactless electroreflectance (CER)14 (300K 
and 20K) and SPS (103K) investigation of the optical transitions in a vertically 
coupled InAs/GaAs quantum dot (VECOD)-based laser structure. Signals have 
been observed from all the relevant portions of the sample including the 
quantum dots (QDs), wetting layer (WL) and GaAs sections. We have fit the 
CER and numerical derivative (with respect to photon energy) of the SPS 
spectra from the QDs and WL to the first derivative of a Gaussian profile to 
accurately determine the energies and linewidths of the observed features. The 
GaAs portion of the signal was accounted for on the basis of a band-to band 
third-derivative functional form. The energies of the QD transitions provides 
evidence for both lateral as well as vertical coupling. The two observed WL 
features correspond to the fundamental conduction to heavy- and light-hole 
transitions of a single InAs/GaAs quantum well approximately one monolayer 
in thickness. The temperature dependence of the energies of the InAs QD 
transitions is different from that of the two WL features. 

II.      EXPERIMENTAL DETAILS 
The laser structure studied in this report was grown on a (001) oriented 

«-doped GaAs substrate by molecular beam epitaxy. The active region of the 
laser consists of InAs/GaAs quantum dots. After the deposition of an InAs WL 
[which forms a quantum well (QW)] on a GaAs layer, the strong lattice 
mismatch between the two compounds induces the formation of InAs pyramids. 
The VECODs are then self-organized during alternate short period GaAs-InAs 
depositions. For this sample, the number of periods was set equal to 10. The 
active region is embedded between two 400Ä-thick GaAs layers, themselves 
inserted between two GaAs/Ga<, 7A10 3 As short period cladding superlattices and 
GaAlAs cladding layers. The whole structure is sandwiched in a GaAs p-n 
junction. More details of the growth conditions are described elsewhere.3 

In CER electromodulation is accomplished by placing the sample in a 
capacitor-like system, one of plates being semi-transparent to allow the 
illumination of the sample and collection of the reflected light from its surface.14 

Besides being contactless CER does not necessitate a pump beam such as 
employed in photoreflectance, thus avoiding the strong PL background often 
encountered in the study of nanostructures at low temperatures. The modulating 
voltage was -1 kV peak-to-peak at 200Hz. The SPS data were acquired using 
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a Kelvin probe, which is a contactless form of photovoltage, where the 
variations of the surface potential are measured as a function of the incident 
monochromatic light.13 

III.      EXPERIMENTAL RESULTS AND DISCUSSION 
The experimental CER spectra of the laser structure at 300K and 20K are 

displayed in Figs. 1(a) and 1(b) by the dotted lines, respectively. In Figs. 2(a) 
and 2(b) we show an expanded plot of the spectra in the region of the QD 
features at 300K and 20K, respectively. The electromodulation signals from 
bound states such as those in QDs or QWs can be fit to the first derivative of 
either a Lorentzian or a Gaussian profile, depending on whether the broadening 
is homogeneous or inhomogeneous, respectively.14 We found that the first 
derivative of a Lorentzian lineshape did not fit the relevant experimental data 
(QDs and WL) in our case. On the other hand, a very good fit was obtained 
using the first derivative of a Gaussian lineshape. This observation indicates that 
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Fig.l Experimental CER spectra (dotted lines) of the InAs/GaAs quantum 
dot-based laser structure at (a) 300K and (b) 20K. The solid line is a 
lineshape fit. 
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Fig. 2 Experimental high resolution CER spectra (dotted lines) of the laser 
structure in the vicinity of the quantum dot transitions at (a) 300K and (b) 
20K. The solid line is a lineshape fit. 

the broadening in these structures is inhomogeneous and is probably due to 
fluctuations in the size and the thickness of the nanostructures, as it was 
previously observed by photoluminescence5. The features originating in the 
GaAs portions of the sample were fit to a band-to-band third-derivative 
functional form.14 

Shown by the solid lines in Figs. 1(a), 1(b), 2(a) and 2(b) are least 
square fits of the experimental data to the relevant lineshape functions. The 
obtained energies are indicated by arrows. The low energy features, labelled 
QD0, QD, and QD2, originate from the QDs while In the mid-energy region of 
the spectra the resonances designated W, and W2 correspond to the 1C-1H and 
1C-1L transitions the QW formed by the WL, respectively. The notation mC- 
nH(L) denotes a transition between the m'h conduction and rih valence state of 
heavy (H)-ox light-(L) hole character, respectively. Although the oscillator 
strength of the QD features is small compared to the WL resonances, they are 
clearly visible even at 300K. 
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Fig. 3 The dashed lines are the (a) SPS spectrum and (b) normalized 
derivative of the SPS spectrum with respect to photon enegy. The solid line 
is a lineshape fit. 

Displayed by the dashed line in Fig. 3(a) is the SPS spectrum (VSPS) of 
the sample at 103K. Figure 3(b) shows the normalized numerical derivative with 
respect to photon energy [(Vsps/AE)/Vsps] (dashed line) and a least-squares fit 
(solid line) using a lineshape function similar to that employed for the CER 
data. The obtained values of the energies of the various features are indicated 
by the arrows and are listed in Table I. 

On the high energy side of the spectra of Figs. 1(a) and 1(b) , the two 
additional lines designated by GaASi and GaAs2 are attributed to GaAs-related 
transitions. The GaAs, transition at both 300K and 20K corresponds to the 
bandgap energy of GaAs and probably comes from the undoped 400Ä-thick 
GaAs layers which envelop the QD region. The GaAs2 feature is most likely 
related to the/7-doped 6000Ä-thick GaAs cap layer. The heavy doping of this 
layer induces a Burstein-Moss blue shift of the bandgap.15 

The complete values of the CER and SPS transition energies are 
presented in Table I. For a comparison, data obtained by CAS and PL are also 
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listed. The energies of the three QD features seen by CER at 20K are in good 
agreement with the CAS and PL measurements. The strong 20K CER 
resonances at 1.265 eV and 1.318 eV are attributed to the ground and first 
excited state transitions in the VECOD. The weaker structure at 1.2 eV 
corresponds to the low energy tail of the PL emission and is attributed to lateral 
coupling between neighboring dots on the upper rows. The PL peak at similar 
energies becomes clearly visible for N>10.9 This is due to the higher 
probability for lateral coupling and association of the QDs as the QD lateral size 
gradually increases with N, as verified by TEM. 

With regard to the WL features we have performed an envelope function 
calculation of the 1C-1H and 1C-1L transition energies of strained layer 
InAs/GaAs QW system using the values of the band gaps, effective masses, 
deformation potentials, elastic constants and band offsets given in Ref. 16. We 
find very good agreement between experiment and theory for an InAs QW 
thickness of 1.4 ML, as listed in Table I. This value of the InAs QW thickness 
also is consistent with the results of previous optical measurements of thin 
InAs/GaAs QWs.1718 

If we interpret the difference between GaAsj and GaAs2 features (= 60 
meV) as being due to the Burstein-Moss shift, then based on previous 
electroreflectance mesaurements19 the related p-type carrier concentration is » 
5xl018 cm"3, in good agreement with the intended/j-doping level of 7xl018 cm'3 

in the uppermost cap layer. 
The temperature dependence of the GaAs,/GaAs2 and WL^WLj features 

are very similar while the energy of the QD resonances have a smaller variation 
with temperature. The temperature dependence of the former set of features is 
equal to that of bulk GaAs. It has been found for both lattice-matched 
(GaAs/GaAlAs14) and strained layer (InGaAs/GaAs14 and Ge/SiGe20) QWs that 
the temperature variation of the quantum transitions is essentially the same as 
that of the bulk material. We find that while the temperature shift of the 
energies of the QD features is quite close to that of bulk InAs21 this is not true 
of the WL features. 

The Gaussian nature of the QD and WL peaks indicates an 
inhomogeneous broadening that is probably due to fluctuations in the size and 
thickness of the nanostructures. As can be seen in Figs. 1(a), 1(b), 2(a) and 2(b) 
the linewidth of these features exhibits almost no temperature dependence. 

IV.     SUMMARY 
In summary, we have performed a CER (300K and 20K) and SPS (103K) 

investigation of the transition energies in a InAs/GaAs QD laser structure. At 
both temperatures signals have been observed from all the relevant portions of 
the sample. From a detailed lineshape fit we have accurately determined the 
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energies of the various features and their temperature dependence. The energies 
of the QD transitions provides evidence for both lateral as well as vertical 
coupling. The temperature shift of these featues is essentially the same as bulk 
InAs. The experimentally determined positions of the two observed WL 
features, corresponding to 1C-1H and 1C-1L, agree very well with an envelope 
function calculation of a 1.4 ML InAs/GaAs QW. The Gaussian nature of the 
lineshape and temperature independence of the linewidths of the QD and WL 
features indicates that the broadeing is inhomogeneous and is probably due to 
fluctuations in the QD size and WL thickness, respectively. The energy of the 
GaAs2 feature is in good agreement with a Burstein-Moss shift corresponding 
to the doping level in the upper p-type GaAs contact layer. 
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OPTICAL STUDIES OF SELF-ASSEMBLED QUANTUM DISKS 
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We have investigated the optical response of a self-assembled quasi-zero- 
dimensional semiconductor system in magneto-luminescence and inelastic 
light scattering experiments. The quantum disk sample was grown on a (311)B 
GaAs substrate using low-pressure metalorganic vapor phase epitaxy. The 
Ga,, gIn0 2As nanostructures buried in a Ga„ 5A10 5As barrier are of disk shape 
~80 nm across and 5 nm thick. Luminescence excitation spectra obtained for 
magnetic fields up to 20 T indicate the presence of confined electrons in the 
disks. Polarization-resolved inelastic light scattering spectra have been ob- 
tained under nonresonant as well as resonant conditions with excited disk 
states. When approaching resonance, the phonon-related scattering increases 
by more than one order of magnitude and the development of weaker sharp 
structure on the low-energy side of the main longitudinal-optical phonon 
peak is observed. Resonant enhancement of phonon related scattering is 
accompanied by the appearance of an extremely intense wing feature in a 
range of energies from -40 to +60 cnr1 either side of the laser line. This 
spectrum, peaking at the laser line, is strongly polarized and is likely the 
signature of electron-acoustical phonon and electron-electron interactions. 

INTRODUCTION 

The maturity in semiconductor crystal-growth and lithographic technologies now makes 
it possible to produce laterally confined quantum structures such as wires and dots in the 
10-100 nm range (1,2). Once the size uniformity of the quantum wires and dots can be 
controlled, they may lead to new devices for future optoelectronic and microelectronic ap- 
plications. In particular, quantum boxes fabricated in such a way give atomic-like discrete 
densities-of-states (3), which may allow for a greater improvement in their optoelectronic 
properties. Also, from a physics point of view, these systems now offer a very attractive 
field to study the basic physical properties of fully quantized electrons and holes (3,4). 
Recently a Stranski-Krastanov method, which avoids any lithographic and etching process- 
ing and thus eliminates the possible introduction of damage, has been adopted to fabricate 
self-assembled quantum dots; this is by controlled islanding during the epitaxial growth of 
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strained layers (5,6). More recently Nötzel et al. have reported a new strain-driven sponta- 
neous islanding phenomenon where strained InGaAs/AlGaAs films grown on misoriented 
(311)B-GaAs substrates by metalorganic vapor phase epitaxy (MOVPE) form very-well- 
ordered high-density confined InGaAs disk arrays. The use of the term disk originates from 
its geometrically anisotropic shape with the thickness of a typical quantum well and the 
lateral diameter ranging from 100 nm down to less than 30 nm. A striking feature of this 
strain-driven islanding phenomenon is that the InGaAs disks are completely enveloped by 
spontaneous coverage with the AlGaAs initially grown before the InGaAs films. The small- 
est size of the quantum disks attainable by simply increasing the In composition to increase 
the initial strain energy is 20 nm, and the photoluminescence (PL) is characterized by nar- 
row linewidths and well-resolved intense exciton resonances in PL and excitation (PLE) 
spectroscopy (8). 

Following the discovery of this spontaneous crystal reorganization, we examine the 
effects of lateral confinement on the quantum disk system. Since a magnetic field applied 
perpendicular to the quantum well plane serves as an additional lateral confining potential, 
we use the magnetic field as a variable probe on the spatial extent of the built-in lateral 
potential. Therefore, the study of the optical properties of the strained InGaAs quantum 
disks under high magnetic fields is extremely valuable. To study the electronic structure of 
the quantum disks and to clarify how the lateral confinement affects the excitonic proper- 
ties, we have measured magneto-luminescence and magneto-luminescence excitation spec- 
tra of the InGaAs quantum disks with diameters ranging from 100 nm down to 20 nm (9). 
Here, we focus on doped quantum disks in the intermediate size range where the size of the 
disks is several times larger than the exciton in-plane Bohr radius (10 nm), and the center- 
of-mass motion can be separated from the internal exciton motion. We report experimental 
PL, PLE, and inelastic light scattering data concerning the quasi-0D electronic excitations 
with and without an applied magnetic field. 

EXPERIMENTAL DETAILS 

The sample used for this study was grown in a low-pressure MOVPE reactor on a GaAs 
(311)B substrate using trimethyl-gallium (TMG), -aluminum (TMA), -indium (TMD, and 
arsine as gas sources. The growth rate was typically 0.6 um/h for InGaAs, and 1.2 um/h for 
AlGaAs. The buffer layer comprises 100 nm of Al^Ga^As. The growth temperature was 
varied between 720 and 750°C. Isolated quantum disks investigated in this study were ob- 
tained with a nominal In content of 0.2 and a nominal InGaAs layer thickness of 5 nm 
giving rise to disk diameters -80 nm. 

PL and PLE spectra were measured in a 10 MW resistive Bitter magnet in fields up to 
20 T. For the PL measurements we used the 488 nm line from an Ar ion laser and for the 
PLE measurements a Ti:sapphire laser. The emitted light from the sample was dispersed 
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through a 1.5-m Jobin Yvon spectrometer and detected with a cooled GaAs photomultiplier. 
The magnetic field was applied parallel to the growth direction (normal to the quantum 
disk) in the Faraday configuration. Spin-resolved components of the electron heavy and 
light hole transitions were obtained with circularly polarized light using a photoelastic modu- 
lator. 

Resonance Raman spectra were excited with 10 or 50 mW of Ti:sapphire laser light, 
analyzed with a Spex 14018 double monochromator, and detected with a cooled RCA 31034A 
GaAs photomultiplier. The incident laser light (along X) was at 94° or 66° to the normal to 
the sample surface, and the scattered light (along Y) was collected at 90° to the incident 
light. In opaque semiconductors, this would correspond to a quasi-backscattering geometry, 
but it should be noted that the Al0JGa0JAs barrier layer is transparent to the Ti: sapphire 
wavelengths used in this study. The disk sample was mounted on the cold finger in the He 
exchange-gas space of a Thor S500 variable temperature cryostat. The sample was masked 
with In to ensure that the same region of the sample was investigated in the various runs at 
10 K. 

RESULTS AND DISCUSSION 

Figures 1 and 2 show the PL and PLE spectra taken at 10 K in zero magnetic field. The 
PL emission at 1.419 eV, with a linewidth of 4.4 meV, is identified as the ground state 
electron-heavy-hole ls(le-lhh) exciton transition in the quantum disks. A weak peak is 
observed on the high energy side of the quantum disk peak, near 1.5 eV, that is due to 
emission from the GaAs substrate, and another peak found at 1.38 eV is due to the emission 
from a 15-nm thick In0 2Ga„ 8As layer used as an initiation layer for the quantum disk forma- 
tion. The ground state electron-heavy-hole ls(le-lhh) exciton is well resolved in PLE with 
the absorption onset at 1.44 eV. Higher energy exciton transitions are observed at 1.52 and 
1.61 eV (see Fig. 2) that are associated with the GaAs substrate and the first excited subband 
of the quantum disks. It is very opportune for the resonance Raman study to have another 
higher-lying confined state within the disk, as a consequence of the high Al^Ga^As barrier 
potential. 

PLE spectra measured in magnetic fields up to 20 T indicate the presence of confined 
electrons in the disks. From the spectra, the carrier density is estimated to be 6x10" elec- 
trons/cm2. The presence of these carriers is accounted for by unintentional doping of the 
Ga05Al0jAs embedding layer. At high magnetic fields (B>10 T), the luminescence fan dia- 
gram (9) resembles that of a two-dimensional (2D) electron gas, as could be expected for 
doped disks. 

Inelastic light scattering spectra have been obtained when approaching resonance at 
the optical gap at 1.44 eV and also with the first excited subband at 1.61 eV. Typical spectra 
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are given in Figs. 3 and 4. 

When approaching resonance with the first excited subband, the phonon scattering due 
to longitudinal optic (LO) phonons in the disks increases by more than an order of magni- 
tude in intensity and a weaker band of scattering is observed on the low-energy side of the 
main LO phonon peak. The side band to lower energy exhibits a varying lineshape depend- 
ing on the laser excitation energy and exhibits sharp structure. This lower energy band is 
tentatively attributed to phonons confined in smaller-sized disks resulting from a nonuniform 
size distribution. Resonant enhancement of the phonon-related scattering is accompanied 
by the appearance of an extremely intense, broad feature in the range of energies -40 to +60 
cnr1 either side of the laser exciting line. These Raman spectra show a strong linear polari- 
zation dependence in both the wing feature and the phonons. For the quasi-backscattering 
geometry, the main LO phonon peak in the disks is expected to be strong in X(YX)Y polari- 
zation and weak in X(YZ)Y polarization, as observed experimentally (see Fig. 3). 

A similar inelastic wing feature is seen on the anti-Stokes and Stokes sides of the laser 
exciting line for excitation energies near 1.44 eV, but in this case the scattered light is depo- 
larized (see Fig. 4). However, the intensity of the scattering exhibits a strong resonant en- 
hancement as the laser exciting energy approaches the optical gap at 1.44 eV. At excitation 
energies -1.42 eV, the PL emission dominated the Raman scattering. 

CONCLUSION 

These PL, PLE, and inelastic light scattering measurements on doped self-assembled 
quantum disks have shown the strong effect of confinement on the electrons. The PLE 
spectrum revealed a higher energy confined state in the disks. Resonance Raman scattering 
with this state revealed a broad inelastic peak with a strong polarization dependence, which 
is tentatively attributed to electron-acoustical phonon scattering and electronic excitations 
of the electron gas within the disk. 
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Figure 1. PL spectrum of the disk sample at 10 K. 
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Figure 2. PLE spectrum of the disk sample at 10 K. 
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Figure 3. Raman spectra of the disk sample at 10 K recorded with laser excitation energies 
E close to the first excited subband at 1.61 eV. 
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Figure 4. Raman spectra of the disk sample at 10 K recorded with laser excitation energies 
Ea close to the optical gap at 1.44 eV. 
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ABSTRACT 

The influence of material interface disorder on the potential and fluc- 
tuations in the coulombic impurity charge distribution in a J-doped 
Ali_xGaxAs — GaAs quantum dot mesh gate device at T=4.2K is in- 
vestigated with a self-consistent 3-D Poisson and 1-D Schrödinger com- 
puter simulation. Sensitivity analysis of the device shows that various 
disorder mechanisms can result in fluctuations in the charging energy 
of as much as 50% from device to device. 

I. INTRODUCTION 
Advances in nanofabrication techniques in recent years have permitted the 

making of ultrasmall structures such as semiconductor quantum dots with poten- 
tial in future device applications^]. As devices are made smaller, sensitivity to 
material randomness and dopant disorder is expected to become a major issue for 
device reproducibility. However relatively few experiments and theoretical stud- 
ies have focused on the effects of granular disorders in these nanostructures[3],[4]. 
Previous analysis have shown that low-dimensional devices like quantum wires and 
quantum dots, are very sensitive to influences of potential fluctuations^],[6]. In 
order to assess the sensitivity of quantum dot structures to various kinds of ma- 
terial disorder, a quasi-atomistic analysis is desirable as the virtual-crystal model 
becomes inadequate. 

In this paper, we present an investigation of interface and dopant disorder in 
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periodic mesh-gate quantum dot nanostructures. In order to analyze the influence 
of various disorder mechanisms, we perform self-consistent simulations of the de- 
vice by solving the 3-D Poisson and 1-D Schrödinger's equations for the strong 
vertical confinement in the dot and by taking into account the influence of random 
structural and doping disorder[2]. The charging behavior of the device is obtained 
by computing the number of electrons in the quantum dot simulation at different 
gate bias. 

The remaining presentation of this paper will be organized into three main 
sections. In section II, the basic device structure is described. The approach based 
on the self-consitent solution of the Poisson-Schrödinger equations with pertinent 
boundary conditions will be presented. We will also describe the models for inter- 
face roughness and dopant disorders and their incorporation into the simulation of 
the basic device structure. In addition, a new model to treat disordered boundary 
conditions which replaces the zero-Neumann conditions for ideal devices, will be 
introduced. Section III will be devoted to the presentation and discussion of our 
results and Section IV will be our conclusion. 

II. APPROACH 

A. Device Structure and Model 
The periodic grid gate quantum dot device is fabricated with a mesh-like metal 
gate on top of a GaAs and Ali_xGaxAs heterostructure(Fig. 1). A 50Ä GaAs 
cap layer is followed by a 450Ä thick undoped Ali_xGaxAs, which contains a n+ 8- 
doped layer that is approximately 10Ä thick, with a sheet density of 1.5xl012 cm~2. 
This Ali-xGaxAs layer is grown on top of a lightly p-doped GaAs substrate with a 
background dopant density of lxlO14 cm~3, forming a modulation doped structure. 
A quantum well containing a 2-D electron layer is induced at the Ali_xGaxAs/GaAs 
heterojunction in the device, approximately 100Ä from the dopant plane. By 
applying a negative gate bias, the quantum well regions between the gate and 
the substrate will be depleted, except for the material beneath the gate aperture, 
creating a quantum dot. 

In this analysis we simulate a unit cell of the grid gate structure and focus on 
the role of disorder on the electronic properties of the quantum dot. 

Since device symmetry is broken due to material disorders and charge fluctu- 
ations from cell to cell, new disordered boundary condition on the electric fields, 
instead of the zero-Neumann conditions, will be introduced and discussed in sub- 
section B.4.. At the gate interface, Dirichlet boundary condition is imposed for the 
potential given by a constant gate bias. The bulk conditions in the GaAs substrate 
are simulated by relaxing the energy bands, far away from the heterojunction, to 
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FIG. 1. Schematic of the grid gate structure with the unit cell of the device. 

the flat band condition. 

The device is discretized by using a nonuniform finite-difference mesh, consist- 
ing of 26x26x197 grid points. The discretized Poisson's equation in finite-difference 
form is solved by Newton-Raphson technique and the solution process is acceler- 
ated with successive over-relaxation[7]. The finite-difference 1-D Schrödinger's 
equation is tranformed into symmetrical tridiagonal form[8], and solved by direct 
method using a QR algorithm[10]. A self-consistent loop is employed to iterate 
between the two equations until convergence is achieved. The solution process is 
accelerated by using successive over-relaxation. 

B. Models of Disorder 

In this work we considered three major sources of material disorder: interface 
roughness, dopant density fluctuations for densely-doped and sparsely-doped re- 
gions and finally the random coulombic influence of neighboring cells. 

B.l Interface Roughness 

In our analysis, interface roughness is considered as monolayer fluctuations of the 
Ali-xGaxAs/GaAs interface which is modelled by intermixed monolayered mate- 
rial clusters of Ali_xGaxAs and GaAs of various dimensions and shapes at the 
heterojunction, as revealed in the growth kinetics of adatom nucleation on the 
surface by AFM and STM studies[9]. 

The simulated clusters are constituted from a random mixture of tiles and 
points(Fig. 2). Small islands are first constructed from randomly assigned tiles 
of 200x200x5A. Larger clusters are formed from filling the smallest inter-island 
spacings using tiles and points.  The height of these clusters is approximately 1 
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monolayer(~ 2.5Ä) away from the mean interface position. The roughness of the 
interface is then characterized by the averaged cluster size. Figure 2 shows the ma- 
terial profile of the heterointerface generated with average cluster size of 800x800A. 
We see a series of AlGaAs plateaus and GaAs throughs surrounded by rougher re- 
gions made up of alternating AlGaAs and GaAs. The plateaus and throughs would 
represent smoother regions of desired monolayered growth while the surrounding 
rougher profile simulate regions where extensive adatoms coalescence had not oc- 
cured. Previous work have found that using 800x800-5Ä clusters to simulate in- 
terface roughness can reproduce resonant-tunneling features in GaAs/Alo^GaojAs 
device structure observed experimentally[3]. These clusters are simulated as spa- 
tial fluctuations in the band offset &Ec{y) and the material permitivity e(z, y, z) 
at the heterojunction. This gives rise to potential fluctuations in the solution of 
Poisson's equation(l) at the heterointerface and also modulated the confinement 
potential that appears in Schrödinger's equation(2). 

AlGaAs 
GaAs 

^»       -^ -800A 

FIG. 2. Simulated AlGaAs/GaAs interface roughness at the quantum well. 

B.2. Disorder in Densely-doped Regions 

We have assumed that the spreading in the dopant profile obeys a gaussian-type 
histogram,centered at the intended position of the 5-doped layer, with a periodicity 
corresponding to the lattice constant(Fig.3). Thus the dopant density, Nd(y), of 
each crystal monolayer in the histogram follows the distribution: 

Wd[y^nao)^±exp[J{y^Y] (i) 

Here, y„ is the nominal position of the <$-doping, and the distance y from y0 is given 
in terms of integer multiples n of the monolayer thickness a0. The normalization 
constant is given by A = y N' where N0 is the nominal sheet density of the 

<5-doped layer. We have estimated that the standard deviation of the spread to be 
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<T0 = 4.8Ä, for the doping density considered here. The dopant density Nd(y) in 
each monolayer of the 5-doped profile used as the mean value for statistical random 
assignment of dopant densities at every (x,z) point in the dopant monolayer plane. 

As such we have chosen to randomize the dopant density on each grid point 
according to a normal probability distribution derived from a Poisson process. At 
each lateral point (a;, z) of the dopant plane, a random number, r between 0 and 
1 is generated. The value r represents a probability value that corresponds to a 
unique dopant number rn obtained from a gaussian probability function. Hence, a 
specific doping number nd[x, y, z) at a point is picked corresponding to the random 
number r and rid is distributed spatially according to some statistical distribution 
P, ie. rid(x,y,z) = P_1(r). The probability distribution for Nd at any point on 
the x — z plane is gaussian, 

/n 

-c 
1      r   1 fn — nd.2 

expht{z^iy]dn (2) 
-oo ay IK &      ü 

The mean number of dopants at each point is computed with rid(x, y, z) = 
iV,j(j/)AxAj/Az. According to Poisson statistics, the standard deviation at each 
point is the square root of the mean number of dopants at the point, a(x, y, z) = 
■JfTd(x,y,z) . Then the dopant density to be assigned to each point is given by 

AiA«A* • Hence, the resulting distribution of the dopants in each layer of the 8- 
doping will fluctuate about the mean dopant density corresponding of the layer, 
Nd{y). 

Inset (a) of Figure 3 shows the x-z spatial profile of the dopant density fluc- 
tuation at the center of the J-doped layer (y = y0). Inset(b) is a frequency 
plot of the dopant density Nd(x,z) on the same x-z plane(y = ya). The plot 
shows the distribution of the point-to-point dopant density with the mean Nd{y = 
y0) = 6.5 x 1019cro-3. Also, the total number of dopants within the 5-doping 
(rid0'"' — Y!,Nd{x,y,z)AxAyAz) will fluctuate too. The spatial fluctuations in 
Nd(x, y, z) enters into the simulation through Poisson's equation(l) as a disordered 
dopant profile. 

B.3. Disorder in Sparsely-Doped Regions 

A sparsely-doped region occurs at the tails of the n-type <J-doping(Fig. 3) and 
in the bulk substrate regions where unintentional p-type doping results in very 
low doping concentrations(~ 1 x 1014 - 1 x 1016 cm~3). For the donor profile 
used in this simulation, the tails of the J-doping occur beyond 6Ä from the peak, 
where the donor concentration drops far below ~ 1.8 x 1018cm-3 and falls into 
the 1016cm-3 range. In these sparsely-doped regions the dopant atoms are spaced 
much further apart (~ 2000Ä) than in the densely £-doped regions. If we assume 
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FIG 3. Spreading of the £-doped layer simulated by a gaussian-fitted histogram with the 
nominal position at Y0. Inset(a): x-z dopant density distribution on the dopant plane at 
Y0. Inset(b): frequency plot of the x-z dopant density on the dopant plane at Y0. 

that these dopant atoms fall only on the grid points specified for the model, we can 
model the dopant atoms as randomly distributed point charges. Similarly, since the 
average separation between the acceptors in the lightly p-doped substrate is large, 
isolated negative ions are used to simulate the sporadic background acceptors. An 
isolated point charge at any point (x, y, z) is simulated by assigning a charge density 
corresponding to a single dopant atom at that point eg. Nd{x, y, z) = &xAyAz ■ This 

charge density then enters into the Poisson's equation(l) as part of the overall 
dopant profile. The number of dopants to be assigned is determined from the 
background doping and the volume of the device. n(dopants) = Nd(y)Ay(y)A, 

where A is the cross-sectional area of the device. 

B.4. Disordered Periodic Boundary Condition 

In the absence of disorder, the description of the ideal device can be reduced to 
just a quadrant of a cell through symmetry considerations with periodic zero- 
Neumann boundary conditions. Also, the field lines are mirrored across the cell 
boundary, satisfying the periodic boundary conditions. However, the influence of 
disorder breaks the translational invariance of the grid-gate device in the x-z plane 
and consequently the lateral symmetry of the device structure. This means that 
the periodic boundary conditions, that requires the lateral electric field across the 
virtual device boundaries to be strictly zero, are no longer applicable. In this case, 
there are residual fluctuating electric field lines traversing the virtual boundaries, 
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in and out of the device(Fig 4). 

FIG 4. Lateral (x-z) electric field mappings of an device unit-cell with random boundary 
conditions. 

The magnitude of these field fluctuations and the degree of field disorder in 
any region should be proportional to the amount of charge located in the region. 
However, from a statistical point of view, the fields across the entire virtual bound- 
aries should average zero because of the periodic nature of the structure. As such, 
these requirements determines the boundary conditions on the electric fields in the 
device. 

The random residual fields at each point on the virtual surface is assigned 
in a manner similar to the assignment of dopant density fluctuations, ie. with a 
gaussian probability distribution, 

J-co a(y, z)V2n 2 <r(y,z) 
(3) 

The electric field at any point on the virtual boundary is picked according 
to a random number r, between 0 and 1, i.e. Ex(y,z) = P'1^). The mean of 
the distribution is zero, which will result in zero electric field being statistically 
dominant at the virtual boundaries. The standard deviation, which measures 
the degree of disorder in the field from point to point, is position dependent, 
a(y, z). We have chosen it to be proportional to the the field lines E^and~al'"":(y, z) 
of a stand-alone unit cell, which removed from the periodic lattice and is now 
surrounded by bulk semiconductor. 

The magnitude of the the fields in various regions is a direct indication of 
the amount of charge in the region. We exploit this field profile, which is specific 
to this device structure to assign a distribution of disordered fields at the virtual 
boundaries of a non-ideal device. 
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By using a scaled field profile of a stand-alone cell as the standard deviation 
of the random distribution, a(y) = kEfani-aione{y,z) (k : scaling factor), will 
give us greater variations of field lines in regions containing high charge and much 
smaller variations in regions of low charge density. Figure 4 shows the field profile 
of a device with disordered residual fields across the virtual boundaries of the unit 
cell. The non-zero fields at the boundaries simulate the electrostatic influence from 
neighboring cells. 

III. RESULTS 

The fluctuating material boundary due to interface roughness results in ran- 
dom shifts of the energy levels as well as distortions in the 1-D electron wave- 
functions at the interface. A 5Ä fluctuation in the quantum well size results in 
approximately 0.2meV shifts in the energy levels. Though potential distortions 
due to material offsets are localized in regions close to the interface, the distortion 
of the electron density occurs over a distance of ~ 10Ä. Hence, the overall effect of 
interface roughness on device behavior is relatively small. Comparing the charging 
characteristics of the devices with average cluster size of 400Ä and 800Ä, we find 
that the averaged fluctuations in the threshold voltage are only about 1 to 2mV, 
for our configuration. Distortions in the charging characteristics are most promi- 
nent when the quantum dot is empty or barely populated. This corresponds to 
the condition when the dot size is the smallest and close to the spatial extent of 
the roughness. 

Ö 0.15 

-320    -315 -310 -305   -300 -295 
Vgate (mV) 

solid - Perfect Crystal,, 
X Avg Roughness 400A 

X  Avg Roughnese 800A 

-320   -310   -300   -290  -280   -270 
Vgate (mV) 

FIG 5. (a) Device charging behavior for 3 different interfaces, (b) Corresponding device 
capacitances 

The effects of remote dopant distribution on potential fluctuations are illus- 
trated in figure 6, for which two different dopant configurations are considered. 
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The first simulation is for a particular dopant profile in the densely-doped regions 
of the J-doped layer(7Vj ~ 1019 — 1018cm-3); the sparsely-doped tail region which 
includes discrete point charges is not included. Figure 6(a) shows the 2-D x-z 
contour plot of the conduction band which indicates that closely spaced charges 
result in smaller spatial fluctuations of the potential, eventhough the mean value 
of the potential has been changed due to the overall effect of the fluctuating charge 
density. This is due to the fact that the 1/r potential tails of closely positioned 
charges produce a coherent distortion of the potential, bending the conduction 
band in a collective manner, thereby causing an overall shift of the potential over 
a larger spatial extent. Hence, the magnitude of the short order spatial fluctua- 
tions that affect the potential are reduced. It should be pointed out that these 
short-ranged potential fluctuations have a weak remote influence over the electrons 
in the quantum dot because they can be easily offset by electron screening. 

The second simulation shown in figure 6(b) has been performed with a par- 
ticular dopant configuration where the sparsely-doped tails in the 5-doped layer 
contains discrete point charges distributed according to dopant densities less than 
j5jj times the peak S-doped density. Though the discrete charges are located at only 
5Ä-10Ä of the quantum dot, they seem to produce more dramatic modulations of 
the potential in the quantum well. A comparison of the conduction band edge to 
the dopant profile in the tail, reveals strong correlations between the point charges 
and the potential modulations, with a significant disorder in the potential surface. 
On average, the isolated point charges do not change the average potential value 
very much, but induce pronounced fluctuations which has a drastic effect on local 
regions within the potential well. This implies that the positions of the remote 
ions in the 5-doped tail has a more important effect on the shape of the well than 
the positioning of remote ions in the densely-doped regions. 

Fig 6.   Contour plots of the Conduction Band in the Quantum Well, parallel to the 
AlGaAs/GaAs Interface. 

The dopant density fluctuations in the densely-doped region of the «5-doped 
layer have a different effect on the device behavior. We have simulated the same 
device with different random distribution of the dopant density in the densely- 
doped regions which also results in fluctuations in the total number of dopants in 

Electrochemical Society Proceedings Volume 97-11 173 



the J-doped layers. For all these configurations, we have intentionally excluded 
the sparsely-doped tail of the dopant layer to remove the effects of isolated point 
charges. The different charging curves for each configuration with the total number 
of dopant atoms are shown in figure 7. The charging characteristic for a perfect 
device with uniform dopant density is also shown for comparison(Fig. 7(solid 
line)). As expected the general trend is a shift to the left of the charging curves 
of quantum dot with increasing number of donors, since the threshold voltage de- 
creases. There is an approximate 5mV shift in threshold voltage for a difference 
of 1 dopant/dot in the (J-doped layer. However, the shifts are not proportional to 
the variations of donor atom numbers, which could be explained by the weaker 
dependence of the charging characteristics on the distribution of the dopants in 
the J-doped layer as well. This can be seen in the comparison of the perfect crys- 
tal with a disordered configuration containing the same number of dopants(1218 
donors)(Fig7). The disordered device, with dopant density fluctuations, deviates 
slightly from the perfect crystal, by about 2mV. Hence, we have demonstrated 
that both potential fluctuations in different distributions of dopant ions and the 
fluctuations in the total number of dopant ions in the quantum dot affects, in their 
own way, the threshold voltage of the device. 

The presence of discrete acceptor dopants in the quantum well region also dis- 
torts the shape of the confining potential, causing drastic variations in the electron 
wavefunctions. 

The acceptor impurity is placed 150Äaway from the interface at the ceter of 
the gate aperture where the electron density peaks. It is progressively moved from 
the center to regions under the gate. We obtain the charging behavior for each 
position. Fig. 8(b) shows that the screening of the acceptor ion when the acceptor 
is located close to the center of the aperture, the charging curves converges for 
high electron numbers. However, when the acceptor sits under the gate, depleted 
of electrons, the charging curve suffer greater distortion. 

IV. CONCLUSIONS 

In summary, the short-ranged disorder introduced by interface roughness which 
is localized near the interface modulates the electron density over the extent of the 
wavefunction (100Ä to 20uA). However, the overall charging characteristic of the 
device only experiences an avaraged fluctuation of 1 to 2mV. On the other hand, 
long-ranged potential modulations due to random dopant impurities in the 5-doped 
layer extend deeper into the quantum dots. These fluctuations depend strongly on 
the averaged separations between the ions. Ions that are closely spaced(eg. in the 
densely-doped regions) might not necessarily produce larger spatial fluctuations of 
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FIG 7. Charging curves for configurations with different number of <5-dopant atoms. The 
charging curve for the perfect crystal device with uniform doping density in the 5-doped 
layer is plotted for comparison. 
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FIG 8. (a) Solid lines: shows the x-y contour plot of the potential. Dashed lines: shows 
the corresponding electron density contour. (X marks show the movement of the point 
charge ion from the center of aperture to regions under the gate.) (b) The corresponding 
variation in the device charging curves as acceptor point charge is moved. 

the long-range potential due to the convolution effects of the 1/r potential tails. 
Thus lead to rapid attenuation by charge screening in regions of high electron pop- 
ulation. Local point charges in the quantum well produce more dramatic effects on 
the electronic bound state energies and the wavefunctions. As the active region is 
small, electron population in the well is unable to screen the much larger potential 
spike. The largest variation in device behavior seems to be due to variation in 
dopant number rather than potential fluctuations. 
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ABSTRACT 
The electronic structure of the valence band of germanium (Ge) 

nanostructures deposited by cluster-beam evaporation were analyzed 
with X-ray photo-emission spectroscopy (XPS). The XPS spectrum has 
shown an excellent agreement with the density of states of tetragonal 
(ST-12) Ge, suggesting that the Ge nanostructures have an ST-12 
structure, distinct from the crystal structure of bulk Ge. The optical 
absorption spectrum in the region from near infrared to near ultraviolet 
also shows that the film has an ST-12 Ge structure. 

Although the ST-12 Ge structure is known to be metastable, the 
obtained Ge nanostructures have the density of states of the ST-12 Ge 
even after annealing at 700*C and are considered to be thermally stable. 

I. INTRODUCTION 
Much attention has been drawn to semiconductor clusters because of 

their unique physical and chemical properties. Computer simulations of 
the crystallograpbic structures and of the electronic states of small 
clusters containing up to 102 atoms have been performed, (1) while those of 
giant clusters containing up to 103~ 104 atoms are hindered by a lack of an 
efficient theoretical model. A giant cluster, which is an intermediate phase 
between a small cluster and a bulk crystal, is expected to show novel 
properties distinct from those of a small cluster or a bulk crystal. The 
theoretical calculation of silicon (Si) clusters predicts that their crystal 
structures are more close-packed than for bulk structures in order to 
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reduce the number of dangling bonds (1). It suggests that the structure of 
Si clusters is closely related to the high pressure form of Si. This is also 
true for germanium (Ge) clusters. We have recently found evidence that 
Ge nanostructures fabricated by cluster-beam evaporation are stable by 
taking a simple tetragonal structure with 12 atoms in the unit cell (ST-12), 
(2) which is well known as a high-pressure form of Ge: the theoretical 
density is 5.91 g/cm3, as compared to 5.32 g/cm3 for diamond Ge (3). 
Joannopoulos and Cohen (4) made a theoretical calculation using the 
empirical-pseudopotential method and predicted that the ST-12 Ge 
structure would have a direct band gap of 1.47 eV. An experimental study 
also confirmed that ST-12 structured Ge is a semiconductor with an 
electrical resistivity that decreases when the temperature rises (3). The 
ST-12 Ge structure can, therefore, become an attractive material for a 
wide range of device applications including light emitting devices on 
condition that the structure is thermally stable under atmospheric 
pressure at relatively elevated temperature. Unlike Si and compound 
semiconductors, Ge has been regarded as a less interesting material 
because of its band gap, that is small and indirect. 

In this study, we present the density of states (DOS) of the valence 
band of Ge nanostructures determined by the X-ray photo-emission 
spectroscopy (XPS). Our results suggest presence of an ST-12 structure. 
We also show the optical absorption spectra of them to support the result 
of the XPS analysis. It should be emphasized that the analysis of the 
crystal structure of nano-sized materials by X-ray or electron-beam 
diffraction is often difficult because the diffraction peak intensities become 
substantially weaker and broader as the size decreases. 

II. EXPERIMENTAL 
The cluster-beam evaporation technique, which was described in 

detail elsewhere, (2) was employed to deposit films consisting of Ge nano- 
structures on Si and quartz substrates. During the deposition, the 
substrate temperature was kept at room temperature. Hereafter, we refer 
to the obtained Ge films as Ge-RT films. 

The electronic structure of the valence bands of the Ge-RT films was 
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analyzed with an XPS spectrometer (Shimadzu ESCA K-l). In order to 
avoid effects of the surface contamination and to remove the native oxide 
on the surface, the samples were sputtered with Ar ions before the 
measurement. The individual Ge nanostructure was identified by a ultra- 
high vacuum scanning tunneling microscope (UHV-STM), and the optical 
absorption measurements were carried out with a Shimadzu UV-3100PC 
to estimate the band gap and to support DOS data obtained by XPS 
analysis. 

III. RESULTS AND DISCUSSION 
Figure 1 shows the UHV-STM image of a Ge-RT film on a Si substrate. 

The film consists of giant clusters whose diameters are 3~4 nm, 
corresponding to ~104 Ge atoms in a cluster. The size distribution 
appears to be narrow, and the clusters are dense. 

A typical XPS spectrum of an as-deposited Ge-RT film is shown by the 
curve (a) in Fig. 2. The detailed analysis of the DOS by XPS is described 
elsewhere (5). We have extended the analysis of the XPS data for 
amorphous Si and Ge developed by Joannopoulos and Cohen (4) to 
compare the XPS data with the theoretical DOS for the ST-12 Ge structure. 
In Fig. 2, the theoretical DOS curves (b), (c), (d) and (e) are for the 
diamond structure, for the hexagonal structure with four atoms in the unit 
cell (2H-4), for the body-centered cubic structure with eight atoms in the 
unit cell (BC-8), and for the ST-12, respectively. Here, the theoretical 
curves have been smoothed out by averaging the DOS values over the 
range of ±0.1 eV in order to compare with the experimental data which 
have a minimum energy resolution of 0.05 eV. The curve (f) in Fig. 2 is the 
experimental XPS spectrum of amorphous Ge. 

Joannopoulos and Cohen (4) studied the band structures of the 2H-4, 
BC-8 and ST-12 forms of Ge to clarify the electronic properties of 
amorphous Ge. In order to discuss the electronic properties of the long- 
range disordered Ge, they considered these high-pressured forms 
composed of strained tetrahedral bondings. Among them, only the ST-12 
structure has five-fold rings in the network, which is a characteristic 
feature of amorphous Ge and Si. The DOS curves reflect this feature:   two 
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peaks are observed at about 1 eV and 8 eV for the ST-12 structure, as 
compared with three peaks at about 2 eV (known as the p-like peak), 7 eV 
and 10 eV (known as the s-like peaks) for the other crystal structures. 
Therefore, it is rather easy to identify the ST-12 structure. These features 
in the DOS curves are, therefore, quite useful to determine the crystal 

structure of Ge clusters. 
The XPS spectrum of the Ge-RT film in Fig. 2 is in good agreement 

with the theoretical DOS curve of the ST-12 structure: both show two 
broad peaks at about 1 eV and 8 eV. 

Figure 3 shows the XPS spectra of Ge-RT films annealed at various 
temperatures. The spectra of the samples annealed at temperatures lower 
than 700X1 show two peaks, resembling the theoretical DOS curve of the 
ST-12 structure, while the spectrum of the Ge-RT film annealed at 800^ 
shows a distinct difference and rather resembles the DOS curve of the 
diamond structure. The phase transformation of the Ge nanostructures in 
the Ge-RT film from the ST-12 to the diamond structure was previously 
studied by Raman spectroscopy (6). It was found that the ST-12 structure 
in the Ge-RT film was more thermally stable than that in the Ge film 
deposited by the gas-evaporation technique and requires a higher 
annealing temperature for the phase transformation into the diamond 
structure. The critical temperature of the phase transformation found by 
the Raman study was 800^ and is consistent with that by obtained with 

the DOS investigation. 
The solid curve in Fig. 4 is the optical absorption spectrum of the as- 

deposited Ge-RT film near the band edge. Although the construction of the 
absorbance curve from the theoretical absorption-coefficient curve 
requires accurate thickness, the shape of the absorbance curve is rather 
different from that for the diamond-structured Ge. The absorption starts 
to rise at 0.6 ~0.8 eV but increases sharply only at ~1.6eV. 

Since the optical absorption spectrum of amorphous Ge (curve (b) in 
Fig. 4) is in good agreement with the experimental curve in the low energy 
region, the Ge-RT film contains the amorphous phase. However, the 
optical absorption spectrum in the higher energy region is distinct from 
those of the diamond or amorphous phase. A simple addition of the optical 
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absorption spectra of the amorphous and ST-12 phases with adjusting 
parameters for thicknesses well reproduces that of the Ge-ET film. Here, 
although theoretical construction of the absorbance curve of Ge 
nanostructures consisting of the amorphous and ST-12 phases requires 
each thickness, the thicknesses were adjusted to see whether the 
constructed curve can fit to the experimental curve. This suggests that the 
absorption in the energy region higher than 1.6 eV is mainly from the ST- 
12 phase. One may argue that the band gap of the Ge-RT film consisting of 
the ST-12 structure of Ge should be much higher than 1.47 eV (the 
theoretical band gap of the bulk ST-12 structure) because of the quantum 
size effect. However, we do not expect the carrier confinement, simply 
because an individual Ge nanostructure physically touching adjacent ones, 
as clearly observed in Fig. 1, causes overlap of the electron wave functions 
in two nanostructures. 

IV. SUMMARY 
In the UHV-STM image, the Ge-RT film deposited by cluster-beam 

evaporation consists of Ge nanostructures whose diameters are 3~4 nm 
with a narrow size distribution. They are dense enough for an individual 
nanostructure to touch adjacent ones. The XPS spectrum of the Ge-RT film 
resembles the theoretical DOS of the ST-12 Ge structure, suggesting that 
the Ge nanostructures have a ST-12 structure. The optical absorption 
spectrum of the Ge-RT film also supports that the crystal structure of the 
Ge nanostructures in the Ge-RT film is not the diamond but the ST-12 
structure. The DOS study of Ge-RT films annealed at various 
temperatures shows that the ST-12 structure in the films is thermally 
stable. 
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Fig. 1. Ultrahigh vacuum scanning tunneling microscope (UHV-STM) 
image of a Ge-RT film. 
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Fig. 2. XPS and DOS curves. The curve (a) is the XPS spectrum of an as- 
deposited Ge-RT film. The broken curves (b), (c), (d) and (e) represent the 
theoretical DOS curves of the diamond, the 2H-4, the BC-8 and the ST-12 
structures, respectively. By considering the step width of the XPS 
measurements, we smoothed out the curves in (b), (c), (d) and (e) by 
averaging the adjacent data in the range of ±0.1 eV (solid curves). The 
curve (f) is the experimental XPS curve of amorphous Ge. The spectra in 
(b)~(f) are from Ref. 4. 

Electrochemical Society Proceedings Volume 97-11 183 



■e 
(B 

to 
Q. 
X 

8 4 
Binding Energy (eV) 

Fig. 3. The XPS spectra of annealed Ge-RT films. The theoretical spectrum 
of the ST-12 structure is also shown in curve (a). The curves (b), (c), (d), 
and (e) are the spectra of the as-deposited sample, samples annealed at 
500^;, TOO'C, and 800^;, respectively. The singular points of the diamond 
structured Ge are shown in the spectrum of the sample annealed at SOOT). 
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Fig. 4. The optical absorption spectrum of an as-deposited Ge-RT film (a). 
The spectrum of an amorphous film and the theoretical absorption 
spectrum are shown in curves (b) and (c), respectively. The curve (d) is the 
spectrum obtained by addition of the curves (b) and (c). 
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ABSTRACT 

A theoretical study is presented of interface roughness effects on a shal- 
low donor in a graded GaAs/Al^Gai-^As spherical quantum dot. Such 
roughness is simulated by a linear variation of the Al molar fraction in 
the interface region. The ground state of the shallow donor located at 
an arbitrary position has been calculated by a variational approach. A 
detailed comparison of our results is performed with those obtained in 
the corresponding structures having sharp interfaces. We find that the 
existence of the interface roughness enhances the energy of the donor 
state. In some cases this enhancement is observable in experiments. 
The intensity of the broken spherical symmetry of the system due to 
the off-center donor becomes stronger with the increase of the inter- 
face influence. The effect of band nonparabolicity on the donor state is 
discussed within a simple Kane model, and shown to be important for 
strong confinement systems. 

I. INTRODUCTION 

In recent years, impurity states in both bulk semiconductors and confined 
structures such as quantum wells, superlattices, quantum wires, and quantum dots 
have been an interesting subject for theoretical and experimental investigations [1- 
4] because the properties of impurities are of particular importance to the design of 
devices. Among the most extensively studied systems are those consisting of GaAs 
and Al^Gat-aAs doped with Si atoms. Since the optical and transport properties 
are strongly influenced by both these dopants and the type of low dimensional 
confinement structures, the knowledge of the effect of the confinement potential 
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on the impurity state is very helpful. 
Most of previous theoretical calculations of the donor states in low dimen- 

sional systems address an ideal interface between different semiconductors, i.e., 
the interface is absolutely sharp, and the conduction band can be expressed by a 
square-well potential. However, recent experiments have shown that the interface 
between GaAs and A^Ga^As is nonabrupt, and they extend along the growth 
axis through a region between two and four GaAs unit cells [5]. A simple model 
including such interface roughness has been proposed to study free electrons in 
a graded quantum well [6], and later this method was used to discuss a shallow 
donor in the same structure [7]. Recently we have found that the effect of such 
graded interface is more pronounced for an electron in a quantum dot than in a 
quantum well due to the stronger confinement [8]. 

In this work, we study the ground state of a Si shallow donor in a graded 
spherical GaAs/Al^Ga^As quantum dot. Since the Schrödinger-like equations 
can not be solved exactly for the donor away from the dot center, a variational 
approach is used to calculate the energy level and the wave function of the donor 
ground state, in which the spatial dependence of the electron effective mass on the 
Al concentration is included. The binding energy shift of the donor state due to the 
existence of the interface roughness is obtained. It is found that such shift should 
be observable by optical measurements in strong confinement quantum dots. The 
influence of band nonparabolicity on the binding energy of the donor included 
with a standard Kane model [9] is shown also to be important for the system 
under study. 

II. VARIATIONAL CALCULATION 

The system considered here consists of a Si dopant located at position Ä0 

measured from the center (0,0,0) of a graded spherical quantum dot. This struc- 
ture is a GaAs dot of radius R surrounded by a bulk A^Ga^As semiconductor, 
and a graded GaAs/AUGa^As interface of width W (R > W) extending from 
R-W to R. Based on the standard effective-mass approximation, the Hamiltonian 
describing this system can be written as 

H = PVW-    / ß i + V{r)' (1) 
2m* (r)       t0\r-Ro\ 

where pand fare, respectively, the momentum and position operator for the donor 
electron, -e is the electronic charge, e0 = 12.5 is the dielectric constant of GaAs 
[10] assumed to be uniform in the whole structure. In Eq. (1), the graded spherical 
confinement potential depends on the distribution of the Al concentration in the 
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where 

structure, that is taken here to be [11] 

(0, r<R-W 
V(r) = \ 0.6931/ + 0.222j/2 (eV),    R - W < r < R (2) 

( 0.693z + 0.222z2 (eV),   r > R , 

r + W-R 
y = x—w— (3) 

describes a linear interfacial Al molar fraction variation. This type of dependence 
was assumed early in previous work for different systems [6,7]. The quantity m*(r) 
is the electron effective mass, which changes also with the variation of the Al 
concentration in the samples according to the following expression [10] 

f 0.067, r<R-W 
m*(r)/me= j 0.067 +0.083j/,    R-W<r<R (4) 

I 0.067 + 0.083z,   r > R , 

with me the electron mass in vacuum. Since the present work aims at studying 
the interface effect on the donor state, we will pay attention mainly to strong 
confinement quantum dots, as well as to dots having not very small radii in order to 
allow some space for change in the interface width. The Al concentration x — 0.3 in 
the Al^Gai-sAs alloy is fixed in this work, and the electron band offset is considered 
to be 60% of the total band-gap difference between the two semiconductors. 

For the system with donor position Ro =£■ 0, the spherical symmetry is broken. 
Therefore, the Schrödinger-like equations in such case can not be solved exactly. 
A variational calculation for the ground state of the donor will be given. Because 
in general the electron energy related to the quantum dot potential is much larger 
than the Coulomb energy, one can explicitly factor out the associate solution to an 
electron in the same structure in the absence of any impurities [3]. Consequently, 
the variational wave function of the donor state can be written as the product of 
two functions, 

*(f, R\) = $tf) exp [-avy + /32(*-flo)2] , (5) 

where the donor position has been chosen as R\ — (0,0, RQ), p is the distance of the 
electron in the x-y plane, and tp{f) is the lowest-energy (Ee) wave function of a free 
electron (here a free electron implies that the electron is free from any Coulomb 
interaction) in the same structure. In actual calculation, we have approximated the 
variation of the potential energy and of the electron effective mass in the interface 
region by a multistep function [12]. This simple approximation allows one to 
obtain the wave function of the free electron state and to determine its energy 
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level through the solution of a transcendental equation. The detailed calculation 
of this solution has been given in our other paper in the same volume [8]. 

The second factor on the right-hand side of Eq. (5) describes the Coulomb 
interaction between the donor electron (-e) and the donor ion (+e). It has two 
variational parameters a and ß which are determined such that they minimize the 
energy ED of the donor according to the following equation 

_($(?, fl,)|ff|tt(f,fl,)) (6) 

D       (W,Ro)\W,Ro)) 
We have examined the accuracy of this approach by comparison of our result with 
an exact solution obtained in Ref. [7], and found that the difference of the binding 
energy EB, which is defined by 

EB = Ee - ED , (7) 

between these two methods is very small, less than one percent for the donor 
located at the center of an abrupt GaAs/AUGai^As quantum dot with x = 0.3 
and R = 50 Ä. 

It is well known that in strong confinement systems and/or in the presence of 
an external electric and magnetic field, band nonparabolicity becomes important 
to the donor energy level [2,3]. The effect of band nonparabolicity is included in 
the calculation by using the standard Kane model [13] given by 

where Enp and Ep are, respectively, the donor (or free electron) energy with 
and without the effect of band nonparabolicity, and Eg = 1.52 eV is the band 
gap of GaAs. This expression has been used to successfully describe band non- 
parabolicity for the electron and donor energy levels in bulk GaAs [2] as well as in 
GaAs/AlxGa!_xAs superlattices [3] at high magnetic fields. 

III. NUMERICAL RESULTS 

A numerical calculation has been performed of the energy level and the wave 
function of a shallow donor located in a graded spherical quantum dot with x - 0.3 
for different dot radii and various donor positions. In actual calculation, we have 
used the natural units of GaAs: the effective Bohr radius a*a = 7i2e0/m*(0)e2 = 98.7 
A as the unit of length, and the effective Rydberg R* = e2/2e0a*0 = 5.83 meV as 
the unit of energy. 

In order to simply describe the donor state, we plot in Fig. 1 the two variational 
parameters a and ß as a function of the interface width for quantum dots with 
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interface width for graded quantum dots with five different radii and three typical 
donor positions: (a) fio = 0, (b) Ä0 = Ä/2, and (c) RQ = R. 
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radii R = 50 Ä (solid), 100 Ä (dotted), 200 Ä (dot-dashed), 400 Ä (short-dashed), 
and 1000 A (long-dashed curves), and also for the donor located: (a) at the dot 
center Ro = 0; (b) at the midpoint RQ = Ä/2 between the dot center and the 
interface; and (c) in the interface Ro = R. In doing so, we have limited ourselves 
to the variational calculation which determines the energy level and the values of a 
and ß since the solution of the free electron can be found exactly [8]. Note that the 
parameter a has the dimension of the reverse of length, while ß is dimensionless. 

For the dot-center donor, ß is constant and equal to 1 due to the fact that such 
system has always spherical symmetry. It is not plotted in Fig. 1(a). The value 
of a decreases with the increase of the quantum dot confinement (decrease of the 
dot radii) since the Coulomb interaction becomes relatively less important in this 
case. When R is going to infinite, the situation of a three-dimensional hydrogen- 
like atom is recovered, which can be seen clearly in the case of an R = 1000 A dot 
where a is approaching to 1. When the donor is located away from the dot center, 
the spherical symmetry of the system is broken. The intensity of such break is 
described by ß, whose value is always larger than 1. This indicates that ß follows 
the direction of the donor-center movement in which the Coulomb interaction is 
stronger than in others. The interface effect on the intensity of the symmetry 
breaking becomes stronger with the donor center moving away from the dot center 
and becomes weaker when the donor is close to the interface [compare Figs. 1(a) 
and 1(c) to Fig. 1(b)]. This is due to the fact that the dot-center donor does not 
break the symmetry of the system and the very far-away donor has little influ- 
ence on the electron probability distribution for strong confinement quantum dots. 
Therefore, the disturbance of the Coulomb interaction on the system symmetry 
must not be a monotonous function of the donor position. The value of a decreases 
with increasing the distance RQ between the donor center and the dot center since 
the Coulomb interaction is becoming weaker. 

The binding energy of the shallow donor can be obtained by the use of Eq. 
(7). Two calculations are performed in this work: one is for the ground state of 
the shallow donor in the quantum dot, and the other for that of a free electron in 
the same structure. Figure 2 depicts the binding energy for a shallow donor as a 
function of the interface width in the same system as shown in Fig. 1. Increasing 
confinement in the quantum dot forces the electron closer to the impurity center 
when it is located inside the dot. As a consequence, the Coulomb interaction 
between the donor ion and the electron will become stronger, which enhances the 
binding energy. This can be seen for the case of quantum dots with different radii. 
The interface effect is shown clearly only for the strong confinement system when 
the donor is located around the dot center. For graded quantum dots with radii 
larger than 200 Ä, such effect can be neglected even when one has an interface 
with width up to 20 A, which corresponds roughly to the length of four GaAs unit 
cells. However, for small quantum dots the interface roughness influences strongly 
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Figure 3: Dot-radius dependence of the binding energy of a donor at three typical 
positions in the graded quantum dots with three different interface widths. 

the binding energy of the shallow donor. For instance, due to the existence of the 
interface roughness the binding-energy shift of the dot-center donor in the R = 50 
A (R = 100 A) quantum dot is about 2.5 (1.1) meV for W = 10 A, and about 4.6 
(2.5) meV for W = 20 A, respectively, as compared to the corresponding results for 
the sharp-interface quantum dots. For the R0 = R/2 donor in the same quantum 
dot, the binding-energy shift decreases and is about a half of that for the dot-center 
donor: 1.3 (0.47) meV for W = 10 A, and 2.3 (1.0) meV for W = 20 A for the 
dot with R = 50 A (R = 100 A). The accuracy of recent optical measurements 
is as high as 2 cm-1 [2] which is about 0.25 meV. Therefore, the measurement of 
the binding energy of the shallow donor near the dot center will provide useful 
information on the roughness of interfaces. Notice that in the limit of bulk GaAs, 
the correct behavior of the donor state is recovered: the binding energy of the 
shallow donor approaches that of a donor in bulk GaAs with increasing dot radii 
R for the cases of Ro = 0 and R0 = -R/2, while the R, = R donor will act as an 
interface donor in a GaAs/AUGa^As heterostructure, having a binding energy 
less than one effective Rydberg. 

In Fig. 3, we have plotted again the binding energy of a shallow donor which 
is located at three typical positions R, = 0 (upper-), R0 = R/2 (middle-), and 
Ro = R (lower-group curves) in a graded quantum dot as shown in Fig. 2, but now 
as a function of the dot radius for three different interface widths: W = 0 A (solid) 
W = 10 A (dashed), and W = 20 k (dot-dashed curves). It is clear that the effect 
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different interface widths, (a) is for the ground state energy, and (b) for the 
binding energy. 

of the interface roughness increases the binding energy of the donor which is close 
to the dot center, and changes little in the case of the interface donor. When 
the dot radius goes to infinite, the states of the dot-center (Ä0 = 0) donor and 
the Ra = R/2 donor degenerate. They behave as a donor in bulk GaAs. On the 
other hand, the interface donor (RQ = R) is always in contact with two different 
semiconductors. As a result, the potential of the barrier pushes the electron away 
from the donor center so that its binding energy is less than that of a donor in 
bulk GaAs, and depends on the barrier height. In our case (a; = 0.3), we found 
that the binding energy of the interface donor approaches to a quarter of that for 
bulk GaAs. Notice that the binding energy of the donor state decreases when the 
quantum-dot radius turns to be very small. This is due to the finite height of 
the barrier which makes the system to change from strong confinement to bulk 
Al^Gai-sAs when R -4 0 [14]. 

We present in Fig. 4 the numerical results for the dot-radius dependence of 
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the energy shift (Ep - Enp) due to band nonparabolicity for: (a) the state energy 
and (b) the binding energy of the donor located at the positions Ä0 = 0 (solid), 
Ra = R/2 (dashed), and Ra = R (dot-dashed curves) in graded quantum dots with 
interface widths W = 0 Ä, W = 10 Ä, and W = 20 Ä, respectively. The effect 
of band nonparabolicity is shown to decrease the donor energy [see Fig. 4(a)]. It 
becomes more important with increasing confinement (such as decreasing the dot 
radius, increasing the interface width, and also with the donor moving away from 
the dot center), so that the energy difference of the donor without (Ep) and with 
(Enp) band nonparabolicity becomes larger. The influence of band nonparabolicity 
on the binding energy of the donor, which is also large enough to be measurable by 
experiments, shows the same behavior as that on the state energy (both decrease) 
with increasing dot radius. But this effect gives an opposite dependence on the 
donor position for the binding energy and the state energy, i.e., the binding (state) 
energy shift decreases (increases) with the donor moving further away from the dot 
center. The binding energy shift due to band nonparabolicity is about 3 (0.5) meV 
for a dot-center donor in an R == 50 A (100 A) quantum dot in the absence of 
any effect of the interface roughness, which is comparable with the shift due to the 
existence of a graded interface, as can be seen in Fig. 4(b). 

Therefore, in order to correctly predict and/or describe measurements of the 
binding energy of a shallow donor in the actual system the effect of both interface 
roughness and band nonparabolicity should be taken into account. 

IV. CONCLUSIONS 

We have performed a theoretical study of a shallow donor in a graded GaAs/ 
AUGai_x spherical quantum dot. Using a variational approach, we have studied 
the ground state of a shallow donor which can be located at an arbitrary position 
in the quantum dot. A detailed comparison of our results has been done with those 
obtained for the corresponding structures having sharp interfaces. We found that: 
(i) the existence of the interface roughness enhances the energy of the donor state 
as well as its binding energy. In strong confinement systems this enhancement 
can be observable in experiments; (ii) the break of the spherical symmetry of the 
system becomes stronger with the donor moving away from the dot center and 
then turns to be weaker when the donor reaches the interface region, while the 
interface roughness increases the intensity of such break; and (iii) the effect of 
band nonparabolicity on the donor state is also important for small dot systems, 
which is comparable with the effect of the interface roughness for the case under 
study. Further study on the same structure but for the donor excited states and 
in the presence of an external electric and magnetic field is in progress. 
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ABSTRACT 

We perform a theoretical study of the interface effect on the energy 
states of a single electron in graded spherical GaAs/Al^Gax-^As quan- 
tum dots. The spatial dependence of the graded dot potential and the 
electron effective mass is calculated by assuming a linear variation of 
the aluminium molar fraction in the interface region. A multistep po- 
tential approximation is employed to accurately solve Schrödinger-like 
equations. The energy levels of the ground state (ls-like) and the two 
lowest excited states (2p- and 2s-like) have been obtained as a function 
of the quantum dot radii as well as the interface width. We find that the 
existence of the interface roughness blue shifts the energy levels of the 
electron states. These blue shifts become larger when the electron con- 
finement in the quantum dot and/or the interface width increase. The 
existence of a graded interface with a 6 Ä width in a quantum dot of 
radius 50 A can preclude the presence of all the electron excited states, 
a result which seems to support recent experimental findings. We show 
that the interface effect on the intersubband transition energies of the 
electron states can be measurable by optical experiments. 

I. INTRODUCTION 
Due to advances in crystal-growth techniques such as molecular-beam epitaxy 

and metalorganic chemical vapor deposition, the investigation of the confinement 
states of electrons in low-dimensional structures has attracted a lot of theoret- 
ical and experimental attention in recent decades [1,2]. Important optical and 
electronic properties of low-dimensional semiconductors such as quantum wells, 
superlattices, quantum wires, and quantum dots are strongly influenced by the 
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confinement degree of the systems as well as by their heterointerfaces [3,4]. Chem- 
ical imaging results have shown that interfaces between GaAs and Al^Gai-^As 
have at least a width of two GaAs lattice parameters [5,6], containing substantial 
atomic roughness on scales finer than suggested by optical measurements. The 
inlerface effect on the energy levels of an electron in a quantum well has been 
shown to increase considerably the electron energy [7]. In the present work, we 
study the effect of an interface on the electron energy levels in a quantum-dot 
structure. Because our aim is to investigate the interface effect, the calculations 
are performed for small quantum dots. As a consequence, we are enabled to use 
the nearly independent particle limit for a single electron in these structures [8]. 

For a single electron confined in a spherical quantum dot with an abrupt 
interface, the Schrödinger equation can be solved exactly [9]. However, an ana- 
lytical solution is not possible to be obtained when the existence of interfaces is 
considered because of the spatial dependence of the electron effective mass. There- 
fore, we have used a multistep potential approximation [10] to solve numerically 
Schrödinger-like equations that take into account the interfacial potential and the 
non-uniform electron effective mass. With this approach, the wave functions of 
the electron can be expressed analytically, and the energy levels are determined 
by a transcendental equation. The numerical solution can be calculated with high 
accuracy by use of suitable different multisteps. The programm of this approach 
can be easily generalized to a system with an arbitrary potential. We have found 
that the effect of the graded interface is more important for an electron in a quan- 
tum dot than in a quantum well [7] due to the stronger confinement, and that the 
interface influence on the ground state is weaker than on the excited states. A 
graded interface with a 6 A width in a quantum dot of radius 50 A can preclude 
the presence of all the bound excited states of the electron, which is consistent 
with recent experimental findings [11,12]. The existence of the interface roughness 
increases the transition energy of the electron from the ground state to the excited 
states. The transition-energy blue shift due to the interface can be measurable by 
experiments. 

This paper is organized as follows. In Section II, we describe our approach 
to solve the Schrödinger equations for an electron in a graded GaAs/AUGai-^As 
spherical quantum dot within the multistep potential approximation. In Section 
III, the numerical results of the calculation are given as a function of the quantum 
dot radius and the interface width. The transition energies as well as the electron 
energy shifts related to the interface effects are also presented. Section IV is 
devoted to our main conclusions. 

II. CALCULATION APPROACH 

The quantum dot immersed in a bulk AUGai-^As alloy we consider here 
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consists of a GaAs sphere of radius R surrounded by a cap which is a graded 
interface with a finite width W (R > W). In doing so, we have chosen the dot 
center as the origin of our coordinates. An electron located in this nonabrupt 
quantum dot will be confined by a potential, which is dependent on the distribution 
of the Al concentration in the structure and is given here by [13] 

(0, r<R-W 
V{r) = I 0.693?/ + 0.222y2 (eV),    R - W < r < R (1) 

where 

0.693z + 0.222z2 (eV),   r> R. 

r + W-R 
i = x- 

W <2> 

describes a linear variation of the Al concentration in the interface region berween 
GaAs and AUGai-^As as proposed by Freire, Auto, and Farias [4] for a nonabrupt 
GaAs/Al^Gai-zAs heterojunction. Furthermore, the effective mass of the electron 
in the system, which is also dependent on the interface variation of the Al molar 
fraction in the samples, is expressed by [14] 

f 0.067, r<R-W 
m* {r)/me = I 0.067 + 0.083y,    R-W <r<R (3) 

I 0.067 +0.083a;,   r>R, 

with me the electron mass in vacuum. 
In our calculation, we divide the interface variation of the Al molar fraction 

into N segments. In each of these segments, the Al concentration can be taken as 
a constant. Thus the interfacial potential is replaced by a multistep square-well 
potential. But its continuous change can be recovered provided that the segments 
become finer and finer (i.e., N -> oo). Therefore, equations (1) and (2) for the 
confinement potential and the electron effective mass in the interface region are 
approximated, respectively, by the multistep functions 

V{r)^Vj = v{^±^), (4) 

and 

m*(r)->mJ=m'p=!±Ii), (5) 

for Tj-i < r < rj with j = 0,1,2, ■ • •, N, N + 1. Notice that j = 0 corresponds 
to the y = 0 region where V(r) = 0, and j = N + 1 to the y - x region in 
which V(r) = VMAX = 0.693a; 4- 0.222a;2 eV. Since our system has a spherically 
symmetric potential, it is convenient to use the spherical polar coordinates to study 
the electron states. In the present work, we will limit ourselves to the ground (ls- 
like) state, and the two lowest excited (2p-like and 2s-like) states, which will be 
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Figure 1: Ground state width of an electron in various GaAs/Al0.3Ga0.7As quantum 
dots as a function of the interface width. 

mass approximation can be broken down if the height of the confinement poten- 
tial is enhanced, e.g., for the caso of small quantum dots with an infinitely-high 
potential. 

III. ENERGY LEVELS AND THEIR SHIFTS 
We have performed the numerical calculation of the energy levels and the wave 

functions of an electron in graded spherical GaAs/Alo.3Gao.7As quantum dots with 
different dot radii and various interface widths. In actual calculation, we have used 
the natural units of GaAs: the effective Bohr radius a*0 = Ä2e0/m*e2 = 98.7 A as 
the unit of length, and the effective Rydberg R* = e2/2«0aS = 5.83 meV as the 
unit of energy. 

The calculated energy levels of the Is-, 2p-, and 2s-like states of an electron 
in the graded quantum dots are plotted in Fig. 2(a) as a function of the dot radii 
for three typical interface widths W = 0 A, 10 A, and 20 A, in which W = 0 
A corresponds to the dot having an abrupt interface. Although quantum dots 
have some features similar to shallow donors, the character of the confinement po- 
tentials for electrons is different in these two structures. The artificial confinement 
potential in the quantum dot takes the role of the Coulomb interaction between 
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shown to be most important in the structures under investigation. Although we 
have used the notation of the hydrogen-atom states for indicating our electron 
states, these states have quite different properties due to the type of confinement 
potential. 

In the standard effective mass approximation and neglecting the angular part 
of the electron probability distribution, the radial part of the wave function [ipllj(

r)} 
of an electron in the ^t-th state with momentum kßj = [2m^(EM — V,)/me]x/2/% 
and energy E^ in the j-th region of the structure can be expressed by the following 
form 

VVJM = -\Aß,3 exp(ifcwr) + BßJ exp(-ikßJr)] (6) 

for the Is- and 2s-like states with angular momentum quantum number I = 0, and 

</-«(0 = AM- (l + -j—J expiik^r) + Brt\ (1 - -^J exp(-t*^r)     (7) 

for the 2p-like state with / = 1. Considering the continuity of both ipßj(
r) and 

(\/m'-)(diplidldr) at each boundary of all the steps, the normalization of the wave 
function, and that ^yj(r) ~* ° wnen r ~* °°> one can determine all the coefficients 
Aßj, Bfij and the energy E^ of the /i-th state from a multiplication of N+1 (2 x 2) 
matrices [10]. 

As is well known, the effective mass approximation is applicable only for 
weakly bound states. In general, it requires an average radius larger than 20 A for 
an bound electron in most of semiconductors [15]. The effective Bohr radius of an 
electron bound to a shallow donor in bulk GaAs is about 100 A. However, such 
average radius of the electron in a GaAs-based quantum dot must decrease when 
the confinement potential of the structure becomes stronger. In order to verify 
whether this approximation may still be suitable to our system, we plot in Fig. 1 
the state width of the ls-like electron, which is defined as (r2)1/2, as a function of 
the interface width up to 20 A for four different quantum dots with radii R = 50 
A, 100 A, 200 A, and 400 A, respectively. In this work, the Al concentration is 
fixed as x = 0.3, and the electron band offset as 60% of the total energy-band-gap 
difference between the two materials. It is clearly shown that the potential of the 
quantum dot confines the electron wave function considerably, and this confine- 
ment increases with decreasing the dot radii. The state width of the Is electron 
in a quantun dot of radius 50 A with a graded interface of width 20 A still has 
a value larger than 35 A. Therefore, the standard effective mass approximation is 
reliable for the present study. By the way, we have found that as the dot radius 
decreases further, the state width of the ground-state electron will increase due 
to the finitely-high barrier of the system which is moving from the quantum-dot 
structure into bulk Alo.3Gao.7As. There are no bound states for a quantum dot 
with radius R < RMIN = Trfc/ßm'V^,,.]1/2 [9]. Qn the other hand, the effective 
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helps the eliminations. 
The energy-level shifts of the electron states due to the presence of a finitely- 

wide interface is displayed in Fig. 2(b), which shows us that in most of the cases 
the higher the state energy, the stronger the interface effect on it, and that the 
interface effect will become negligible for R > 300 Ä when interface widths up to 
20 Ä are considered. However, the situation will be changed when the electron 
states are going from the quasi-zero-dimensional system to the three-dimensional 
AUGai-sAs, which can be seen for the case of small quantum dots: the energy 
shifts of the two excited states have maximum values for certain dot radii, and also 
there are some crossings for the energy shifts of the 2p and 2s states. The most 
important is that the energy shift due to the interface effect in strong confinement 
dots is as large as about 20 meV for W = 10 Ä (roughly equal to two GaAs lattice 
constants) and about 40 meV for W = 20 Ä. Such large differences should be easily 
measured by optical experiments. 

In Fig. 3, we depict the energy levels of the Is (a), 2p (b), and 2s (c) states 
as a function of the interface width for an electron in graded quantum dots with 
radii R = 50 Ä, 60 A, 75 A, 100 A, 150 A, and 200 A, respectively. It is clear 
that the effect of the interface roughness increases the electron energy, and this 
effect becomes weaker with the increase of the quantum dot radii. Notice that the 
energy shifts of the excited states are larger than those of the ground state, which 
is due to the fact that most of the electron probability of the ground state is more 
localized around the dot center (further away from the interface) as compared to 
that of the excited states. As a consequence, the influence of the interface is weaker 
on the ground state than on the excited states. All the excited states, which may 
occur in quantum dot structures with sharp interfaces, can be precluded to exist 
in the bound states when the interface width is large enough. For instance, the 
2s state disappears in graded quantum dots with radii R = 50 A and R = 60 
A when the interfaces have widths W = 3 A and W = 20 A, respectively. A 
graded interface of only W = 6 A in a quantum dot with R = 50 A can turn the 
2p state into an unbound one, i.e., there are no bound excited states in the system 
anymore. This interesting result can explain qualitatively the recent experimental 
observation of the existence of only one photoluminescence peak from a single 
quantum dot published by two groups [11,12]. 

In order to predict possible experimental results for the structures studied 
here, we display in Fig. 4(a) the dot-size dependence of the intersubband transition 
energies between the ground state (Is) and the 1p and 2s states of the electron, 
while that of the transition-energy shifts due to the interface effect are depicted in 
Fig. 4(b). Theoretically, the transition Is -y 2s for a shallow donor and also for the 
present system is forbidden. However, actual man-made systems have not a perfect 
spherical symmetry, so there must be a mixing of the states with different quantum 
numbers.   Such mixture will lead the initially forbidden transitions to become 
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Figure 2: Dot-radius dependence of (a) the energy levels and (b) the energy shifts 
for the electron states Is, 2p, and 2s. The shifts are due to the graded interface 
with W = 10 Ä and W = 20 Ä. 

the hydrogen-like ion and an electron. The 2p-like state in the present system has 
no degeneracy [9], while the 2p hydrogenic state has a three-fold degeneracy, (i.e. 
2px, 2py, and 2pz); and the 2s-like state in the quantum dot has a zero value at the 
dot center, while the 2s state of the hydrogen atom has a zero-value circle around 
the dot center. It is clear that with increasing dot radii all the electron states 
become degenerate with state energy zero. This is not the case for the hydrogen 
atom where the degenerate states are always dependent on their principal quantum 
numbers. The confinement intensity of the different electron states in the quantum 
dot changes due to the different spatial symmetries of these states. It is shown 
in Fig. 2(a) that: (i) the 2s state has always a higher energy than the 2p state, 
which indicates that the 2p state is the lowest excited state; (ii) considering abrupt 
quantum dots (W = 0 A) with a decrease in the dot raii, all the excited states can 
be eliminated when R < 2RMIN [9], and the ground state too when R < RMIN- 

That is different from the case for the electronic subbands in quantum wells where 
the lowest subband is always bound; and (iii) the effect of the interface roughness 
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Figure 4: The same as shown in Fig. 2 but now for the intersubband transition 
energy (a) and their energy shift (b). 

weakly possible. Similar forbidden transitions, e.g., Is -> 2s and Is -> 3d-2 for a 
hydrogen-like donor in GaAs, were observed in magneto-optical experiments [16], 
and the explanation for their existence and a good agreement with theoretical 
results were given in Ref. [17] and [18], respectively. It is found from Fig. 4(a) that 
all the transition energies go to zero when the dot radii increase since the system 
is becoming bulk GaAs in this limit, while in the opposite direction the transition 
energies decrease also due to the system becoming the Alo.3Gao.7As semiconductor 
in this case. 

The transitions between the bound states disappear for dot radii smaller than 
certain values (see Fig. 3) since the excited states are no longer bound in this case. 
The interface effect on the transition energy is shown again to be very important 
for the strong confinement quantum dots (R < 200 A). Shifts of the transition 
energies due to the interface roughness reach the maximum value for the dot radii 
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around 65 Ä. An interface width W = 10 (20) Ä enhances the transition energy 
as much as about 10 (15) meV. Such large enhancement must be also measurable 
by experiments. As compared to the shifts of the state-energy levels [see Fig. 
2(b)], the intersubband transition-energy shifts are relatively small because of the 
energy-shift cancellation of the ground state and the excited states. 

IV. CONCLUSIONS 

We have performed a theoretical study of the electron states in graded GaAs/ 
AUGai-sAs spherical quantum dots. The graded interface between the two semi- 
conductors was simulated by a linear interfacial Al molar fraction variation. A mul- 
tistep potential approximation in actual calculation was developed to accurately 
solve Schrödinger-like equations to obtain the wave functions and the energies of 
the electron states. The energy levels of the ground state (ls-like) and of the two 
lowest excited states (2p- and 2s-like), as well as the intersubband transition en- 
ergies of Is -> 2p and Is -> 2s have been calculated as a function of the quantum 
dot radius as well as the interface width. We have found that the existence of the 
interface roughness blue shifts the energy levels of the electron states, and these 
blue shifts increase with both decreasing the quantum dot radius and increasing 
the interface width. A graded interface with width of only 6 A in a quantum dot 
of radius 50 Ä can preclude the presence of all the electron excited states, a result 
which seems to support recent experimental findings [11,12]. Our results for the 
intersubband transition energies are expected to motivate new experiments. 
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ABSTRACT 
Recent developments in nanotechnology have made it possible to measure the 

resistance of individual molecular wires self-assembled between two metallic pads. In this 

paper we present a simple expression that relates the resistance of a symmetric molecule to 

Neven - Nodd. where NeVen and N0dd are the number of electrons occupying the even and 

odd states respectively. This relation is based on the Friedel sum rule and should be valid 

even in the presence of interactions. We use this relation to provide insight into the factors 

that affect the resistance of (1) neutral molecules and (2) molecules that have been "doped" 

to a fractional charge state. 
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Introduction 
A number of experimental groups have recently reported the observation of 

electronic conduction through "molecular wires" attached to two metallic contacts by 

special functional groups at the ends that act as "alligator clips" (Fig.l) [1-7]. Some of 

these molecular wires are based on alkane chains and their primary application would be in 

making ultrathin insulating films. Others are based on conjugated polymers like poly- 

paraphenylene which in bulk form can be doped to attain near metallic levels of 

conductivity. Molecular wires in this category could, in principle, find use in constructing 

interconnection networks for electronic devices. However, the measured resistances to 

date are at least several megohms per molecule and it is important to identify the various 

factors affecting the molecular resistance, so that molecules with lower resistance values 

can be designed. 
Theoretical work in this area has been based on the Landauer formula which relates 

the measured resistance R to the transmission function at the Fermi energy [8]: 

h/2e2 _   12.9 KQ (1) 

T(EF) T(EF) 

The transmission function is equal to the transmission probability per mode times the 

number, M, of transverse modes or conducting channels in the molecule (not including 

spin). Eq.(l) includes a factor of two to account for the two spins which, for simplicity, 

are assumed to act as identical independent channels. Note that Eq.(l) predicts a non-zero 

resistance of (12.9 / M) kilo-ohms for a "ballistic" molecule with a transmission probability 

of one. This represents the contact resistance at the metal-molecule interface. Different 

authors use different methods for calculating the transmission function but their results are 

similar and in general agreement with the available experimental data [9-11]. 

The point to note is that in order to use Eq.(l) to estimate the resistance of a 

molecule in a given charge state, we first need to locate the Fermi energy by counting the 

electrons. It would clearly be much more convenient if the transmission function at the 

Fermi energy could be related directly to the number of electrons. The purpose of this 

paper is to show that, at least for a restricted class of molecules, there is a simple relation 

between the transmission function and the number of electrons. Furthermore, this relation 

is based on a general principle, namely the Friedel sum rule and as such should be valid 

even in the presence of interactions [12]. This feature could make it particularly useful in 

describing open-shell molecules for which correlation effects can be quite complex. In this 

paper we will derive this relation, illustrate it with an example and finally use it to provide 
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insight into the factors that affect the resistance of (1) neutral molecules and (2) molecules 

that have been "doped" to a fractional charge state. 

Fig.l shows a typical example of a molecular wire. The transmission function 

exhibits peaks at energies corresponding to the energy levels of the molecule, as we would 

expect. According to Eq.(l), the resistance is determined by the transmission at the Fermi 

energy. For a neutral molecule, the Fermi energy is located between the highest occupied 

molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), so that 

the resistance is relatively high. The resistance would be much lower if charge could be 

transferred to the molecule, thereby moving the Fermi energy closer to the HOMO or the 

LUMO. One way to achieve this is to use metallic contacts with work functions that are 

much smaller or larger than the molecule. However, this approach appears to be limited 

since the amount of charge transferred has been measured experimentally for numerous 

metal-molecule complexes experimentally and is usually quite small. A more promising 

approach is to place the molecular wire in a fractional charge state through the formation of 

a charge transfer complex. For example, the charge transfer complex between 

tetrathiafulvalene and tetracyanoethylene (TTF-TCNE) possesses a ground state electronic 

structure with a degree of charge transfer of 0.5±0.1 [13]. Many other charge transfer 

complexes are known involving electron donors such as hexamethylbenzene [14] and 

electron acceptors such as nitrosonium or carbonium ions [15,16]. It should be possible 

to use such donor or acceptor molecules to transfer a fractional amount of charge into a 

molecular wire of the type we are discussing. 

A simple expression for the transmission function 

Consider a symmetric molecule connected to external reservoirs through single- 

moded leads. The states of such a molecule can be classified as even and odd and we use 

Neven and NQdd to denote the total number of electrons occupying each group of states. We 

will show that the transmission coefficient is given by 

t = -ie-i,tNsin(7tNd) (2a) 

-»   T=    |t|2=   sm2(rcNd) (2b) 

where Nd =Neven -Nodd, and      N = Neven+Nodd (3) 

Eq.(2a) shows that the phase of the transmission coefficient is proportional to the total 

number of electrons, N, in the molecule. This is just a special case of the well-known 
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Friedel sum rule [17, 18]. But to our knowledge there is no such general result for the 

magnitude of the transmission coefficent. The simple result of Eq.(2) is made possible by 

restricting our attention to symmetric molecules with single-moded leads. The basic idea is 

easy to see and is outlined below; a detailed discussion has been presented elsewhere [19]. 

The point is that the eigenspace of a symmetric molecule with symmetric leads has 

an even part and an odd part which are completely decoupled from each other so that we 

can apply the Friedel sum rule to each part individually. If we excite a symmetric 

molecule symmetrically at the two leads with an input (1 1), the output will also be (1 1) 

phase-shifted by an amount that is related to NeVen by the Friedel sum rule (see Eq.(2), 

Ref. 12): 

(1   l)->   (1   l)e"i25even   where 8even = JtNeven (4a) 

Similarly for an anti-symmetric input (1 -1) the phase-shift is related to N0dd by the Friedel 

sum rule: 

(!   _i)_>   (1   _i)e-i28«Ki whcre 5odd=JtNodd (4b) 

But if we excite the molecule only at one lead with an input (1 0), it will transmit partially 

to (0 1) and reflect partially to (1 0). It is easy to see by superposing the results in 

Eqs.(4a) and (4b) that the amplitude for transmission from (1 0) to (0 1) is given by 

t=    I[e-i25even_e-i28oddl =    i L-i2*Neven _ e-i2JINodd j (5) 

which is readily rewritten in the form stated in Eq.(2a). 

Applicability  of Eq.(2) 
Eq.(2) gives a simple expression for the transmission function subject to two 

restrictions. Firstly, the structure has to be symmetric. Many molecular wires of interest 

satisfy this condition and their eigenstates can be classified as even, odd or uncoupled. The 

amplitude of an even state is the same at both leads, while that of an odd state changes sign 

from one lead to the other. An uncoupled state has zero amplitude at the leads and can be 

ignored; it does not participate in the conduction process. 
The second restriction is that the leads have to be single-moded (multi-moded leads 

can be handled if they are decoupled, like the two spins, for example). This is somewhat 
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confusing, since it may not even be clear what one means by a lead. Let us discuss this 

point with an example. Looking at the molecule shown in Fig.l, we can identify the 

sulphur atoms at the ends as the 'leads', since electrons flow out into the reservoir from 

these sites. Equivalently, but more formally, one could say that it is the site energies of 

these atoms that acquire an imaginary self-energy due to the coupling to the gold. Since a 

sulphur atom has one s-level and three p-levels this would mean we have a four-moded 

lead and strictly speaking, Eq.(2) is not applicable [20]. Luckily, however, one can often 

capture the essential physics by assuming that only the pz orbitals of sulphur couple to the 

gold. We find that the single mode approximation works well for a variety of different 

molecules, at least in the energy range around the HOMO-LUMO gap [19]. 

How do we calculate Neven and N0lid ? 

We first calculate the complex eigenenergies (Ej = £i + i T\) of the Hamiltonian 

(+self-energy due to the leads) using the method described in Ref.ll. The real part ej tells 

us the energy of the eigenstate while the imaginary part Tj gives us the broadening of level 

'i' due to the coupling to the metal. It indicates how effectively the level can empty into the 

metallic reservoir through the lead. Knowing e; and T{, we can calculate Neven and N0dd : 

N, even.odd ; 1 
even.odd levels 

fl(E-ei)-   - tan_1-Ü- 
It E-E; 

(6) 

The first term (d is the unit step function) gives the number of electrons that would be 

present if the molecule were isolated (H = 0) while the second term gives the gain or loss 

due to the coupling to the contacts. This relation can be obtained simply by integrating a 

Lorentzian of width T; centered around Ej, but it is valid for non-Lorentzian line shapes 

too. In general, once we have identified the one-particle excitation energies (£[) and their 

escape rates (Tj), we can determine Nd(E) and use it in Eq.(2b) to obtain the transmission 

(and hence the resistance from Eq.(l)). Let us now see how this viewpoint provides insight 

into the resistance of (1) neutral molecules and (2) molecules that have been "doped" to a 

fractional charge state. 

Neutral molecules 

For neutral (closed-shell) molecules the total number of electrons is an even 

number, so that the number of electrons per spin is an integer. We can write 

Electrochemical Society Proceedings Volume 97-11 215 



Neven=   Integer + a 

N0dd=   Integer-a -»   T = sin2 2rca (7) 

where a is a fractional quantity that depends on the degree of coupling to the contacts. 

Using Eq.(6), 

2rca=    X Pi tan 
-1      Ti 

E-£j 
(8) 

where the parity pj is +1 for even levels and -1 for odd levels. From Eqs.(7) and (8) we 

can write 

T(Ef) =   sin2 11 pj tan l 

Ef-Ei 

(       n r   } 
I     PiFi   ' 

V i Ef-Ei 
(9) 

The approximation indicated in Eq.(9) can be used if the Fermi energy is located in the 
HOMO-LUMO gap far from all the molecular energy levels e;, so that (Ef - Ej) » Tj. 

Note that the Fermi energy is set by the charge neutrality condition 

0=   X tan" 
i 

-s   X 
Tj 

Ef-Ei i    Ef-Ei 
(10) 

Knowing the energy levels Ej and their broadening Tj, we can use Eq.(lO) to locate the 

Fermi energy Ef and use it in Eq.(9) to find the transmission. 
If the HOMO and the LUMO are well-separated from the other levels, then we can 

ignore the other levels to obtain from Eqs.(9) and (10) 

T(Ef)s   sin2 2r„ 
\*D 

(ii) 

where T0 = rH0M0 + ILUMO and we have assumed that the HOMO and the LUMO 

have opposite parities, as is usually the case. Eq.(l 1) is often not accurate because of the 

close proximity of other levels. But it is still useful in a qualitative sense. It shows that the 

resistance of neutral molecules is essentially determined by the parameter, IV Eg , equal to 
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the ratio of the broadening to the bandgap. This parameter is determined by the "clips" that 

bind the molecule to the metallic contacts. 

"Doping" 

We now consider molecules for which the total number of electrons per spin, NeVen 

+ N0dd » is fractional due to charge transfer from another species as discussed in the 

introduction. To estimate the resistance of such a "doped" molecule let us assume that 
fractional charges octe and cct0 have been transferred into the even and odd states of a 

molecule respectively [21]. We can then write the number of electrons per spin as 

Neven=   Integer+ (ate/2) 

Nodd=   Integer + (at0 / 2) ->   T = sin2 ^^-«to) (12) 

For n-type doping, charge is transferred into the LUMO which is even : ate = at and 

at0= 0. For p-type doping, charge is transferred out of the HOMO which is odd: ate = 0 

and oeto= - at. In either case T = sin2 (7tat 12). For some molecules we find that the 

LUMO (or the HOMO) has another level close by in energy having the opposite parity. The 
transferred charge then tends to contribute both to ate and at0 making it difficult to dope 

n-type (or p-type). In some cases charge may be transferred into a level that is decoupled 
from the leads, thus contributing neither to ate nor to at0. Usually one can guess ate and 

at0 from a knowledge of the energy levels z\, their broadening Tj and their parities pi. 

Eq.(12) can then be used to estimate the resistance. 

Note that we are assuming that all energy levels are spin degenerate and can 

accomodate two electrons. That is why the transmission is maximum when the charge 
transferred is one (<xt = 1): the additional electron causes the Fermi energy to pin in the 

middle of the LUMO. But if the level broadening T is small, then each level might 

accomodate only one electron due to single-electron charging effects. We would then 
expect the transmission to be maximum when the charge transferred is one-half (at = 0.5). 

This is what we get from Eq.(2b) if we do not assume that the levels are spin degenerate : 

the transmission is then given by T = sin2 7t(ate - at0) instead of Eq.(12). However, this 

case requires a fuller discussion [19]. 
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Summary 
We have presented a simple expression (Eq.(2)) relating the transmission function 

of symmetric molecules to Neven - Nodd. where Neven and Nodd are the number of electrons 

occupying the even and odd states respectively. This relation is based on the Friedel sum 

rule and as such should be valid even in the presence of interactions. The main restriction is 

that the leads be effectively single-moded - a condition that is approximately fulfilled by 

many of the molecular wires of interest. We have used this relation to obtain expressions 

for the transmission through neutral molecules (Eq.(ll)) and through molecules that have 

been "doped" to a fractional charge state (Eq.(12)). Possible schemes for "doping" 

molecular wires by fractional charge transfer are also discussed. 
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FIGURE CAPTIONS 

Fig. 1. Generic structure consisting of a molecular wire attached to two metallic contacts by 

special functional groups like thiols that act as "alligator clips". 
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Switching is demonstrated in a 320nm wide Ino.53Gao.47As / 
InP electron Y-branch switch with in-plane gates. The device 
was fabricated using metalorganic vapor phase epitaxy, electron 
beam lithography and CH4/H2 reactive ion etching. The switch- 
ing behavior was for certain gating-schemes consistent with co- 
herent single-mode electron transport, but classical transport 
can not be ruled out. 

I. INTRODUCTION 

Continuing miniaturization in semiconductor processing has made it pos- 
sible to fabricate structures with dimensions comparable to the electron 
wavelength. One of the so called electron waveguide devices is the Y- 
Branch Switch,1 (YBS). The YBS in Fig. 1 is composed of three electron 
waveguide sections connected in a Y-shape. The incoming electron wave 
in the source waveguide is deflected into either of the branches by the field 
from an applied potential difference on two side gates. This device has 
two main advantages. First, electron waveguide devices can potentially 
show a switching voltage lower than the thermal voltage (kT/q), where Jb is 
Boltzmann's constant, T is the temperature, and q is the electron charge. 
Secondly, the YBS has a monotonic response. Logic designs have been 
proposed retaining standardized levels,2 making use of this latter property. 
The simplest electron waveguide device, the Quantum Point Contact, QPC, 
is just a straight electron waveguide section between two reservoirs, as seen 
in Fig. 2(a). As the gate voltage is increased, more modes are populated, 
each increasing the source-drain conductance by Go = 2<72/fc, where h is 
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Planck's constant. We have fabricated and made measurements on a QPC3 

as a first step towards fabricating the more complicated YBS. It has served 
to verify basic material and design properties such a ballistic transport and 
gate efficiency. 

To characterize the YBS, we need to measure the elements of the con- 
ductance matrix, relating currents into the three leads, source, left drain, 
and right drain, IS,IL, and IR, when voltages Vs,VL, and VR are applied: 

( Gss  GSL  GSR\  (VS\ 
--     GLS GLL GLR\\VL\. (1) 

y GRS GRL GRR } 

A switching curve is recorded when the conductance matrix is measured 
while the gate voltages are swept. To do this, two simultaneous four-probe 
measurements were performed as in Fig. 3(b). Since no magnetic field is 
present, reciprocity makes the matrix symmetric. Furthermore, the sum of 
each column has to be zero to ensure current conservation. This reduces 
the degrees of freedom to three, so the whole matrix can be reconstructed 
if we for example know the three elements GLS, GRS, and GRL- In a single 
mode three-port structure with coherent electron transport, the electron 
wave scattering matrix is unitary which decreases the degrees of freedom 
to two.2 Expressed in the conductance matrix elements, this relation can 
be written 

(GLSGRS + GLSGRL + GRSGRL? = -AG0GLSGRSGRL. (2) 

Many groups have fabricated and measured on electron waveguide de- 
vices, first on QPCs.4,5 At least two measurements on YBSs are also 
in the literature.6'7 These experiments on YBSs have taken place in the 
GaAs/AlGaAs material system with split gates defining the electron waveg- 
uides. While this method produces smooth waveguides, the split-gate tech- 
nology has the disadvantage of small subband energy separation due to the 
smooth confining potential profile. This makes operation at higher temper- 
ature impossible, since the subband separation should be larger than the 
thermal energy kT. Furthermore, changing the gate voltages tend to move 
the waveguide sideways instead of applying an electric field to an already 
existing waveguide. This increases the needed switching voltage. We there- 
fore think dry etching is the simplest way to get a better defined potential 
profile, while still allowing arbitrary geometries. In our design we use the 
2DEG on the sides of the electron waveguide as gates as seen in Fig. 4(a). 
These in-plane gates, isolated from the electron waveguide by an etched 
groove are defined in the same lithographic step as the waveguides. This 
has the advantage of perfect alignment and simpler processing than when 
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the gates are defined in a separate step by metal deposition and lift-off. 
Furthermore, in-plane gates should have the best possibility to provide the 
needed lateral field. The Ino.53Gao.47As / InP material system is advanta- 
geous when etching since it has shown less problems with etching induced 
surface states than for example GaAs. 

II. FABRICATION 

The 2D-samples were grown by MOVPE at 650° C and 20 mbar on 
a semi-insulating InP substrate. The thicknesses and compositions were 
as follows: 200 nm InP, 120 nm Zn-doped InP with NA = 1017 cm-3, 
600 nm InP buffer, 12 nm Ino.53Gao.47As quantum well, 15 nm InP spacer, 
10 nm Si-doped InP layer and 60 nm InP top layer. The Si doping levels 
were ND = 9 x 1017 cm-3 for sample A used for the QPC and ND - 1.0 x 
1018 cm-3 for sample B, used for the YBS. The Zn-doped layer was grown to 
form a pn-junction to inhibit conduction to a Si-contaminated and parallel- 
conducting layer at the interface to the semi-insulating InP substrate. Hall 
measurements in darkness at T « 23 K yielded carrier concentrations of 
N2D w 4 x 1015 m-2 and NiD « 3 x 1015 m~2 and electron mobilities of 
H « 7 m2/Vs and /1 » 8 m?/Vs for the two samples respectively. From 
this, one can approximate the mean free path, / « 7 x 10-7 m for both 
samples which is longer than the constriction in the QPC but somewhat 
shorter than the total length of the YBS. 

The trenches between the electron waveguides and the gates were defined 
by electron beam lithography using a 50 kV accelerating voltage. The 950K 
PMMA resist was 1700 Ä thick and was developed in MIBK:Isopropanol 1:1 
for 30 seconds. The resist mask was transferred to a 40 nm thick SiN layer, 
using CF4 RIE. After stripping off the resist, the semiconductor was deeply 
etched using RIE with 17% CH4, 83% H2 at the power of 0.26 W/cm2 under 
a 15 mTorr pressure during 5 minutes resulting in a calculated etch depth 
of 130 nm, efficiently isolating the electron waveguide from its gates. To 
remove polymers deposited during etching, the sample was exposed to an 
oxygen plasma in a barrel reactor. Oxides were in turn removed by the 
use of diluted HC1:H20 in a 1:5 mixture. For ohmic contacts 80 nm AuGe, 
10 nm Ni, 50 nm Ti, 50 nm Pt, and 110 nm Au was deposited after the 
SiN was removed locally with buffered HF. The contacts were annealed at 
650° C 
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III. MEASUREMENTS AND DISCUSSION 

To characterize the QPC, the conductance between source and drain has 
to be measured while the gate voltages are swept. To reduce the effect of 
contact resistances, a four-probe measurement was performed. The setup 
used is shown in Fig. 3(a). 

As seen in Fig. 2(b), the conductance is quantized and increases in steps 
of G0. This shows that the electron transport is coherent in the constriction. 

The switching of the YBS was measured using two simultaneous four- 
probe measurements as in Fig. 3(b). The measurements were done after 
illuminating the sample to enhance electron concentration. We have chosen 
to present the matrix elements GLS, GRS, and GRL- The first two of these 
represent the current into the drains, when a voltage is applied on the 
source, and the drains are kept at a zero voltage. In Fig. 5 (a) we see how 
the current from the source is switched from the left to the right drain as 
the voltage on the left gate VGL is increased and the voltage on the right 
gate VGR is decreased, keeping VGL + VOR = 0. When both channels are 
open there is also a conductance between the two drains GRL- It can also 
be seen that the pinch-off is very good for each channel when the other has 
maximal conductance. The measured conductances have approximately the 
same levels as expected for a YBS in single mode operation, all elements 
being below Go- The switching performance is also in qualitative agreement 
with predictions for single mode operation. 

When either of the gate voltages reach values around -3V there is no 
conductance between any leads. This probably means that the source is 
pinched off, in addition to the branch closest to the negative gate voltage. 
We have also noted that the pinch-off voltage of a QPC with different 
voltages on the two side gates depends almost only on the more negative 
of the two gate voltages. One possible explanation would be that the 
etched surface between the channel and gate takes the more negative of 
the potentials on the neighboring 2DEGs. This would be the case if one 
assumes some finite conductivity on the surface. Both 2DEGs are then 
isolated from the surface by a depletion layer close to the surface, but this 
barrier will be lower at the 2DEG with lower potential, allowing a small 
leakage current which changes the potential of the surface. A negative 
gate potential is then transferred to the surface which in turn depletes the 
channel. When a gate potential is positive, however, the surface takes the 
potential of the channel. Then the surface effectively screens the field from 
that gate. 

The crossover point is at VGL - VGR = -0.8V. This reflects some asym- 
metry in the device due to technological inadequacies. 
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In Fig. 6 (a) the same three conductance matrix elements are plotted 
as a function of gate voltages, but now VGL + VGR = 2V, giving higher 
overall conductances. This may be interpreted as multimode operation or 
classically just as a higher electron concentration in the channels. As in 
the previous case when VGL + VGR = 0, all conductance is quenched when 
either of the gate voltages reach approximately —3V. Apart from higher 
conductance, the most visible difference is the slower relative change of the 
conductances. 

The conductance matrix can be described by an equivalent resistive net 
consisting of three resistors, each of which is connected between a lead 
and a common center node. The conductance of these resistors may be 
calculated from the matrix elements when GLS, GRS, and GRL are all 
non-zero. These calculated values are presented in Fig. 5(b) and 6(b). We 
may also rewrite the relation (2) valid for single-mode coherent transport 
in terms of these conductances: 

GS + GL + GR = AG0. (3) 

This sum is also plotted in 5(b) and 6(b). It is interesting to note that 
this sum is relatively close to 4. This does not however imply single-mode 
coherent transport. Another, classical interpretation might be that each of 
the branches of the YBS act as a field effect transistor. In the diagrams 
we then see that the source is open and has a rather constant conduc- 
tance while the branches are pinched off when the neighboring gate takes a 
negative voltage. The fact that the mean free path determined from Hall- 
measurements is somewhat shorter than the length of the YBS suggests 
that non-ballistic transport will be significant. 

IV. CONCLUSION 

We conclude that switching has been demonstrated in a YBS fabricated 
in dry etched Ino.53Gao.47As / InP with in-plane gates. It can not be 
determined whether the transport is coherent through the whole device 
or if the measurements should be explained by classical phenomena. To 
ensure coherent transport, more narrow and shorter devices should be fab- 
ricated. This could be done with samples having higher n-doping levels, 
thus decreasing the depletion width from the etched surfaces. Regrowing 
the etched trenches with InP should also remove many surface defects, in- 
creasing the mobility. This should also simplify the analysis since it would 
eliminate the effect of the surface current leakage. 
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130 nm deep etched trecnhes 

100 nm 
FIG. 1. Top view SEM-phototgraph of a 320 nm wide YBS. The silicon 
nitride etch mask is lighter than the etched grooves isolating the 
electron waveguide from its gates. 

100 nm VQ/V 

FIG. 2. (a) Top view SEM-photograph of a 140 nm wide and 200 nm long 
electron waveguide. The silicon nitride etch mask is lighter than the 
etched grooves isolating the electron waveguide from its gates, 
(b) Conductance as a function of gate voltage at T=4.2 K for the device. 
The source-drain voltage was 0.5 mV. The conductance was calculated 
from measurement assuming a series resistance of 500ß. This value is 
chosen to fit the plateaus to the theory and represents the contacts. 
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FIG 3 (a) A four-probe measurement was performed on the quantum point contact. A 
current ISD was fed through the structure, while the voltage VSD was monitored. The 
computer algorithm controlling the measurement contained a feedback mechanism, 
keeping VSD at a specified voltage of 0.5 mV. (b) To measure the conductances of the 
YBS the gate voltages are swept while four-probe conductance measurements are 
performed between the source and each drain. The drain currents l|_ and IR and voltages 
VL and VR are measured while a feedback mechanism adjusts the voltage sources so 
that VL and VR are kept at specified voltages. By varying these voltages independently 
and recording II and IR, all elements of the conductance matrix can be calculated. 

SiN etchmask    Electron 
Sidoping\Gate   waveguide Qate 

mm 
InGaAs 2DEG 

FIG. 4. Schematic drawing of cross-section of the electron waveguide 
with its in-plane side gates. 
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FIG. 5. (a) Measured conductance-matrix elements GLS, GRS, and GRL as a 
function of the gate voltages. The sum of left and right gate voltages was 0 V. 
The data was taken at T=1.5 K. The source-drain voltages were ±1 mV. 
(b) Conductances of the three resistors in the equivalent resistive net shown 
in the inset figure. 
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FIG. 6. (a) Measured conductance-matrix elements GLS, GRS, and GRL as a 
function of the gate voltages. The sum of left and right gate voltages was 2 V. 
The data was taken at T=1.5 K. The source-drain voltages were ±1 mV. 
(b) Conductances of the three resistors in the equivalent resistive net shown 
in the inset figure. 
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Abstract 

The transport properties of quantum wires with a spatially periodic 
magnetic field are investigated. We predict that the magnetocon- 
ductance displays regular dips due to the formation of minigaps, 
and rapid oscillations due to electron transmission through the 
quasi-zero-dimensional states in the cavity region between magnetic 
barriers. The differences between the one dimensional (ID) electric 
superlattice and ID magnetic superlattice are highlighted. We also 
consider the spatial distributions of currents, which are useful in 
elucidating many features of quantum transport in semiconductor 
nanostructures. 

I. Introduction 

Historically, Esaki and Tsu [1] proposed in 1970 a realization of energy minigaps 
and minibands in a synthetic superlattice, which is created by growth of alternat- 
ing layers of semiconductors with different band-gap energies. Recent advances in 
sub-micrometer technology have made it feasible to achieve a lateral superlattice, 
in which the potential modulation is defined in the plane of the two-dimensional 
electron gas (2DEG), instead of the conventional one, in which the periodic po- 
tential is produced perpendicular to a substrate. There have been a considerable 
number of experimental and theoretical investigations on lateral superlattices de- 
fined by potentials in the plane of a 2DEG [2]. The formation of minibands and 
energy gaps in the conductance pattern of various quasi-one-dimensional periodic 
systems has been investigated by several authors [3, 4, 5]. These lateral superlat- 
tice effects may be studied in the linear-response regime of small applied voltage 
by varying the channel width or the Fermi energy EF [6]. It has been found that 
the index of a quantized conductance plateau has a one-to-one correspondence 
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to the number of positive-velocity states in the energy band structure for the 
corresponding infinite modulated channel [5, 7]. 

It is now possible to study electronic transport in nonhomogeneous magnetic 
fields on the nanometer scale. Nonuniform magnetic fields can be realized, for 
instance, by depositing a patterned superconducting or ferromagnetic film on 
top of a heterojunction [8, 9] or by applying a uniform magnetic field to a non- 
planar 2DEG [10]. Weiss-type oscillations were observed in the magnetoresistance, 
which are closely related to similar oscillations induced by ID electrostatic po- 
tential modulation. On the theoretical side, the properties of a 2DEG in periodic 
magnetic fields [11, 12], and electronic transport under the influence of magnetic 
barriers [13, 14, 15, 16], random magnetic fields [17, 18], and a linearly varying 
magnetic field [19] have been investigated. It was shown that the "magnetic Weiss 
oscillation" is out of phase with the electric Weiss oscillation [20]. Electron tun- 
neling through magnetic barriers is an inherently two-dimensional (2D) process, 
and the magnetic barriers possess wave-vector-dependent properties [16]. In a 
random-magnetic-field system, the localization length is not a monotonically de- 
creasing function of magnetic-field randomness, in contrast to a random-potential 
system, in which it is [18]. 

The physics of lateral magnetic superlattices in an unbounded 2DEG is a topic 
of great current interest, and magnetotransport through spatially periodic mag- 
netic fields has recently yielded very interesting results [8, 9, 20, 21, 22]. In this 
paper we point out that the experimental study of a new class of semiconduc- 
tor nanostructures, the ID magnetic superlattices, is now within reach, and we 
present theoretical predictions of their transport properties. The lower dimension- 
ality and high degree of quantum coherence in the ID magnetic superlattice are 
features which will make the study of these new systems rewarding. We find that 
the conductance shows periodic miniband and gap structures in the low plateaus, 
while aperiodic patterns caused by strong interchannel scattering appear in higher 
conductance plateaus, which is similar to the case of an electric superlattice. In 
contrast to the usual electric potential case, however, the form of the effective 
potential for magnetic barriers depends on the wave vector of the incident elec- 
tron [16]. This unique feature should make the study of transmission through ID 
magnetic superlattices very interesting. 

II. Theoretical Model 

Our quantum wire has width W, and a finite section which is modulated along 
the channel by a ID sinusoidal magnetic field of period a, as depicted in Fig. 1. 
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Figure 1: Schematic view of a quantum wire with hard-wall confinement of width 
W in the transverse direction. A finite section of which is subject to periodically 
varying magnetic field. Profile for the magnetic field is shown in the lower graph. 

The spatial magnetic modulation can be written as 

B(; » = { 02, 
,sin[Ä'(a:+§)]i 

>L/2 
<L/2 (1) 

where K = 2n/a,L = Na, and N — 1,2,...is the number of unit cells. The 
magnetic field is taken to point along the z direction, normal to the plane of the 
wire. The quantum wire consists of a finite magnetic superlattice and two straight 
leads, i.e., we do not bother about the details of how electrons are injected into 
the wire or emitted from it. For simplicity we assume that the wire is confined 
laterally —W/2 < y < W/2 by hard wall potentials. Inside the channel the 
potential is taken to be zero. We consider the process where electrons enter 
through the left lead, scatter inside the magnetic superlattice region, and then 
reflect back or transmit to the right lead. 

For simplicity, we ignore inelastic scattering throughout the device. Spin is 
accounted for by twofold degeneracy in the Landauer formula and is ignored 
otherwise throughout the calculations. The two-dimensional time-independent 
Schrödinger equation for an electron with an effective mass appropriate for GaAs, 
m* jma = 0.067, and charge —e, can be written as 

(P + eA)2 

2m* + vc(y) i/> {x, y) = EFip (x, y) (2) 
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with 
v /,A _ / 0,     |vl < W/2 f3) 

where P is the momentum operator and EF = %2kF/2m*. The vector potential 
A of the modulated magnetic field B(x) is chosen to be 

(0, -^, 0),   \x\>L/2 

(0,   -^ cos [*(* + *)],   0),   \x\<L/2   ■ (4) 

In our calculations a numerical algorithm based on the finite element method 
was used. We use a finite element method to achieve numerical discretization 
over the modulated region, which reduces the problem of solving the Schrödinger 
equation to a sparse matrix problem [23, 24]. Meshes of up to 16371 nodal points 
were used to achieve convergence. The wave functions in the leads were calculated 
separately. The wave functions and their spatial derivatives were then matched 
at the boundaries between the leads and modulated region, after which the trans- 
mission and reflection coefficients were extracted. The conductance in the linear 
response regime was obtained using the two-terminal version of the Landauer 
formula. The details of this numerical scheme can be found in Refs. [23] and [24]. 

III. Results and Discussion 

Figure 2 shows the conductance of a modulated quantum wire with N = 1, 4 
and 8 unit cells, respectively. The conductance for N = 1 shows an incipient 
quantization profile. There is a dip in conductance in the region near 2.2 meV; 
this dip is due to coupling between localized states and propagating modes. For 
a wire with N — 4 unit cells the conductance shows an indication of miniband 
formation in a periodic structure. Although the basic features of the formation 
of minibands and gaps are already present for wires with a few unit cells, some 
narrow and fine minibands and gaps reveal themselves only for a rather long 
modulated wire, as seen in Fig. 2 for the wire with N = 8 periods. 

In Fig. 3(a) we show the calculated conductance of a wire with N = 16 and 
the individual transmission coefficients for each incident mode. The conductance 
displays dips due to the formation of minigaps, and rapid oscillations due to elec- 
tron transmission through the coupled quasi-zero-dimensional states in the cavity 
regions between the magnetic barriers. Each group of conductance oscillations 
evolves into a continuous miniband in the limit of an infinitely long superlattice. 
The formation of minibands and minigaps in a finite lateral surface superlattice 
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Figure 2: Conductance vs Fermi energy Ep for quantum wires with N — 1, 4, 
and 8, respectively. Curves for N = 4 and 8 are vertically offset for clarity. 

has been reported using split-gate structures, in which the ID lateral surface su- 
perlattice is realized by a periodic modulation of constriction width instead of 
magnetic modulation [6]. 

In contrast to the electric modulated case [3, 4, 5], the number of oscillations in 
the first conduction plateau has no simple direct correspondence to the number of 
unit cells. This result shows that the effective potential of the magnetic barriers 
for electron motion in the wire is complicated [11]. The oscillations in higher 
plateaus are more irregular because of the strong coupling between modes. The 
conductance, plotted in Fig. 3(a), shows a profile of quantization in units of 
2e2/h [5, 7].1 Unlike the usual quantization of a quantum point contact, however, 
the conductance does not increase monotonically but rather steps up and down 
between quantized levels. The conductance quantization is related to the band 
structure for the corresponding infinite system [7]. However, none of the individual 
modal transmission coefficients in Fig. 3(b) shows quantization by itself. See for 
example the region near 9meV. The quantization occurs as the various modes 
are mixed by the periodic modulation. 

'In some places, the peaks are narrow and due to the accident of their position on our 
numerical grid, the quantized value is not achieved in the drawing. Using a finer grid does tend 
to increase the height of these peaks. 
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Figure 3: (a) Conductance as a function of Fermi energy EF for a finite period 
magnetic superlattice with 16 unit cells, o = 90 nm, W = 100 nm, and Bm = 1.5 
T. The arrows A and B indicate the energies corresponding to the current distri- 
butions shown in Figs. 4(a) and 4(b), respectively, (b) Transmission coefficients 
of individual modes for the magnetic modulated quantum wire. 

In Figs. 4(a) and 4(b), we have plotted current distributions in a unit cell of 
the magnetic superlattice for the states labeled A and B indicated in Fig. 3(a). 
There is one vortex in the current patterns for states A and B, respectively. The 
origin of the vortices is the Lorentz force which tends to produce a circulation in 
the current flow. The state labeled A is in the first miniband; the transmission 
coefficient through each unit cell is unity. We find that there is a large amount 
of net current traveling from one unit cell to another even in the case of vortex 
formation as shown in Fig. 4(a). The state labeled B is in a minigap where 
the conductance essentially zero. The corresponding current profile is shown in 
Fig. 4(b); it is clear that little current escapes from the cell. 

Nonmonotonic conductance quantization as a function of the amplitude Bm, 
is shown in Fig. 5(a). The conductance steps down by two-units of 2e2/h and up 
by one-unit, then down to zero as Bm is increased. Transmission coefficients % of 
individual modes for the magnetic superlattice are shown in Fig. 5(b); the curves 
are vertically offset for clarity. Although the total conductance, which is the sum 
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Figure 4: (a) and (b) show the current density distributions for the cases denoted 
by the arrows A and B in Fig. 3(a), respectively. One cell of the structure is 
shown. 

of the modal transmissions, is essentially quantized, the individual transmissions, 
plotted in Fig. 5(b), show complicated dependence on Bm. 

For comparison, we calculated the conductance for an electric superlattice with 
amplitude Vm and sinusoidal barriers. The geometry of the structure is otherwise 
the same as that of Fig. 5(a). The conductance for a ID electric superlattice 
steps down monotonically as the propagating modes in the leads are blocked 
by the potential barriers with increasing electric modulation amplitude Vm, as 
shown in Figs. 5(c) and 5(d). No two-unit drop is seen for increasing electric 
modulation amplitude Vm in Fig. 5(c). Clearly, the unique features of the wave- 
vector-dependent effective potential for the magnetic barriers are critical for the 
two-unit drop in Fig. 5(a). In our calculations, the two-unit drop in conductance 
with increasing Bm is predominant but not universal; occasionally we find cases 
with a one-unit drop. The reason for this is that the effective potential of the 
magnetic barriers for electron motion along the quantum wire depends on the 
mode of the incident electron in the leads [11]. 

Figs. 6(a)-6(f) show the current densities in one unit cell of the magnetic and 
electric superlattices for the cases labeled A through F denoted in Fig. 5(a) and 
5(c), respectively. Figure 6(a) corresponds to the current pattern for the case that 
two propagating modes are in the sample. The current pattern clearly shows that 
the Lorentz force allows electrons move in a meandering way. At sufficiently high 
magnetic fields, the current flow forms a complex pattern as shown in Fig. 6(b). In 
this situation, the corresponding conductance is essentially zero. As Bm is further 
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Figure 5: (a) The conductance as a function of the magnetic modulation am- 
plitude Bm for a quantum wire with 16 unit cells, o = 90 nm, W - 100 nm, 
and EF = 12 meV. (b) Transmission coefficients T, of individual modes for the 
magnetic superlattice. The curves are offset for clarity, (c) The conductance as a 
function of the electric modulation amplitude Vm for a finite period electric super- 
lattice. The other parameters are the same as (a), (d) Transmission coefficients 
T{ of individual modes for the electric superlattice. The solid, dotted, dashed, 
and long-dashed curves correspond to i = 1, 2, 3, and 4, respectively. The ar- 
rows A-F indicate the cases corresponding to the current distributions shown in 
Figs. 6(a)-6(f), respectively. 
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Figure 6: The current density distributions,  (a)-(f) corresponding to the cases 
labeled A-F indicated in Figs. 5(a) and 5(c), respectively. 
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increased, the conductance steps up by one-unit. The corresponding current flow 
is shown in Fig. 6(c). The current pattern shows the electron trajectory bending 
first to the right and then to the left, which allows it more easily to find a path 
through the cell. Figs. 6(d)-6(f) show the current distributions for an electric 
superlattice with sinusoidal barriers. Notice that in this case, the current flows 
straight across the cell. This indicates that the electron transport in this electric 
superlattice is equivalent to a one-dimensional system, in contrast to the magnetic 
one, in which it is not. 

IV. Conclusion 

We have shown that many features of electronic transport in ID magnetic super- 
lattices differ from those of the electrostatically modulated ones. We find that 
unlike the electric superlattice, the number of oscillations in the first conduction 
plateau has no simple direct correspondence to the number of unit cells N. The 
conductance of ID magnetic superlattices does not decrease monotonically with 
increasing Bm but rather steps up and down between quantized levels, some- 
times going to zero. The spatial distributions of current density show dramatic 
differences between the magnetic superlattices and electric ones. 
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Abstract 

In this paper, we have calculated the refractive index of a quantum 
wire waveguide in the vicinity of an exciton-polariton resonance. The 
critical values of the exciton decay parameter, defining the onset of 
polariton transport regime, and the associated temperature were also 
found using the combination of a variational approach and a numeri- 
cal solution. Our theoretical model allows us to include the effects of 
an external magnetic field. The results show that confinement of exci- 
tons to one dimension and the simultaneous application of a magnetic 
field may lead to the extension of the temperature and spatial limits 
of polariton transport. The magnetic field can be used to shift refrac- 
tive index peaks in frequency thus providing a much-desired tuning 
capability. 

I. Introduction 

Exciton dynamics in semiconductor quantum confined structures has al- 

ways been attractive because of its potential applications in optoelectronics. 

One of the most interesting phenomenon related to excitons in such struc- 

tures is the formation of exciton-polaritons. In the spectral region around an 

exciton resonance, a photon, absorbed by a semiconductor, linearly couples 

with an exciton to create a polariton. Exciton polaritons have been studied 

extensively in quantum wells by measuring photoluminescence and reflection, 
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as well as by picosecond time-of-flight measurements.1'2 It was shown that 

polaritons are much more stable in quantum wells than in bulk,3 and they are 

expected to be even more stable in quantum wires since the exciton binding 

energy and oscillator strength tend to increase with reducing dimensionality.4 

The formation of polaritons modifies the transport of light through the 

medium. In particular, the medium of propagation becomes substantially 

more transparent5'6 and the group velocity of light propagating along the 

waveguide approaches the speed of light in vacuum.7 At the same time, there 

is a possibility of controlling polariton transport with an external field. In this 

paper, we argue that a relatively weak magnetic field is particularly attractive 

for tuning polariton transport because it increases exciton oscillator strength 

thus extending the polariton regime of energy transfer, while an electric field 

would decrease exciton oscillator strength and quench polariton transport. 

Although existing theoretical models recognize modification of polariton 

transport due to spatial confinement, they account for it by using heuristi- 

cally peaked values for exciton oscillator strength and binding energy. The 

authors are not aware of any attempts to include an external field, particu- 

larly magnetic, into consideration. 

In this work, we present a model for calculating the exciton-polariton crit- 

ical decay parameter and the refractive index of a quantum wire around a 

polariton resonance in the presence of a magnetic field. The decay parameter 

determines the regime of polariton transport. To our knowledge, this is the 

first study where the exciton longitudinal-transverse (LT) splitting and ex- 

citon resonance frequency - which define the polariton dispersion - are found 

in a non-ad-hoc manner using the combination of a variational approach and 

an exact numerical solution of the Schrödinger equation. The calculations 

are performed for a quantum wire with finite lateral dimensions subjected to 

a magnetic field. 

The rest of the paper is organized as follows. In section II, we establish the 

polariton dispersion relation used throughout the model; section III presents 
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the results of calculation of the LT splitting and oscillator strength of the 

exciton transition in a quantum wire subjected to a magnetic field; in section 

IV, we examine the exciton critical damping for the onset of the polariton 

transport regime and calculate refractive index of the wire in the vicinity of 

exciton resonance. Conclusions are given in section V of the paper. 

II. Polariton dispersion 

We consider an array of parallel GaAs quantum wires of rectangular cross 

section separated by infinite potential barriers so that wavefunctions of the 

excitons from different wires do not overlap. In such a structure, excitons 

are free to move along the wire axes but are confined in perpendicular direc- 

tions. The lateral dimension of each wire is comparable to the exciton Bohr 

radius. The cladding material is assumed to have a similar refractive index 

so that we can ignore image charges of the exciton and associated dielectric 

confinement effects. Under these conditions, the dispersion relation of the 

exciton polaritons can be determined for each separate wire. The multiple 

wire structure in this case merely forms a waveguide structure analogous to 

that considered in Ref. [8]. 

Most theoretical models for exciton polaritons (both in bulk material 

and nanostructures) embody a semi-classical approach and utilize the disper- 

sion relation of a polariton derived for a single electric-dipole-active exciton 

resonance.6'8 Here, we adopt the same philosophy and consider electromag- 

netic waves propagating through an array of quantum wires with a wavevec- 

tor k parallel to the wire axis. This choice of the direction of propagation 

allows for a spatial dispersion of the light waves. In the opposite case of light 

propagating normal to the wire axis, the translational motion of excitons is 

suppressed and the spatial dispersion effects do not occur. 

In the long-wave approximation (kLVtZ < 1, where Ly,z are the wire lateral 

dimensions) the array interacts with light waves like an effective medium, and 

the dielectric function in the vicinity of an isolated exciton resonance can be 
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written as9 

e(w,fc) = e0 + —  ———:—. (1) 
u2-u2 + hk2u>0/M - iwi v ' 

where e„ is the background dielectric constant (contribution made by other 

resonances), w is the frequency of light, WLT is the longitudinal-transverse 

splitting of the exciton related to its oscillator strength, u)0 is the exciton 

resonant frequency at k = 0, M = me + mh is the translational mass 

of an exciton, and r = hj is the exciton damping parameter. Here we 

have assumed parabolic wavevector dependence of the exciton frequency 

hwt(k) = fru0 + h2k2/2M, with the caveat that this is valid only in weak 

magnetic fields when the magnetic length lm (= y/h/eB) is much larger than 

the transverse dimensions of the wire. In the formula above, the quanti- 

ties WIT = wLT(LViZ,B) and w0 = w0{LVtZ,B) are the functions of the wire 

lateral dimensions and a magnetic field. The exciton damping constant is 

considered to be independent of the magnetic field since it is known that 

energy-averaged phonon-interaction rates in quantum wires are not terribly 

sensitive to a magnetic field. In any case, Eq. (1) is a good approximation 

when the magnetic field applied to the system is relatively weak: lm > Ly,z. 

This equation relates w and k and is the sought-after dispersion relation of 

a polariton. 

Before we can go further into polariton transport properties, we have to 

calculate u>LT and w0 as the functions of wire dimensions LVtZ and a magnetic 

flux density B. This is discussed in the next section. 

III. Longitudinal-transverse splitting 

Let us assume that the infinite potential barriers of the quantum wire are 

located at y = ±Ly/2 and z = ±Lz/2. A magnetic field is applied along 

the z-direction (see inset to Fig. 1). To simplify the calculations, we assume 

strong quantum confinement of the carriers which enables us to factorize an 

exciton wavefunction into the product of electron and hole wave functions. 

Moreover, we limit our consideration to systems with relatively large dielec- 
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trie constants so that all Coulomb interactions are strongly screened. This 

assumption, together with the hard-wall boundary condition, allows a co- 

ordinate separation. Consequently, the wave function of an exciton in the 

vicinity of subband bottom (with center-of-mass momentum Px » 0) is given 

by4 

* = tf (Z, ye, Vh, *e, Zh) = 9t(x, V^eiVe, Ze)lph{Vh, Zh) (2) 

= gt(x, r})<t>e{Ve)<l>h{Vh)Xe{Ze)Xh{Zh), 

where gt{x,rj) is chosen to be the Gaussian-type "orbital" function: 

*(^)=^4)l/v ^ (3) 

in which r\ is a variational parameter which defines the exciton size ("longitu- 

dinal length"), and x is the relative electron-hole coordinate. The subscripts 

in xeih,ye,h,zeth identify them as electron or hole coordinates. The variables 

Xe,h{ze,h) are the z-components of the wave functions which are not affected 

by the magnetic field. They are given by particle-in-a-box states. The elec- 

tron and hole wave functions along the y direction, <j>e,h{ye,h), are to be cal- 

culated numerically when a magnetic field is present. This is done by solving 

the one-particle Schrödinger equation using a finite difference method.10 

In order to find an exciton "length" 77, we use the variational approach of 

minimizing the energy given by < *|i/x|* >, where the exciton Hamiltonian 

is 

Tjx   =   P*      &* 1 ft-'+P*" 1 PVK
2+

P*H
2 (4) 

2M      2fi 2me 2mh 

+   eB{ye-yh)px + eB(yjme + yh/mh)px + £_ (ye
2/me + yl/mh) 

M 4 

+     UC{Xe, Xh, ye, Vh, Ze, Zh) + US(ye, Vh, Ze, Zh). 

Here we have chosen the Landau gauge A = (-J5y,0,0). The quanti- 

ties me,mh, are the effective masses of electrons and holes respectively, 

l/ß(= l/me + 1/rn/,) is the exciton's reduced mass, Uc{xe,Xh,ye,yh,ze,Zh) 

is the electron-hole Coulomb interaction term, Us{ye,yh,ze,zh) is the spa- 

tial confinement potentials for electrons and holes along y and z directions. 
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Details of the variational procedure, calculations of rj, etc., can be found in 

some of our earlier work.4 

We can find the oscillator strength of the exciton transition a0 and the 

LT splitting by evaluating the momentum matrix element which is given as 

\M*\a = \±fdkgt{x,T,)M„(k)\2, (5) 

where Mcv is the valence-band to conduction-band dipole matrix element, 

and k is again the wave vector along the unconfined direction of the wire. 

When the k dependence of M^, is neglected, Eq. (5) reduces to the simple 

expression 

|M^|2 = |Mcv|
2|5t(a; = 0,7?)|

2. (6) 

The exciton oscillator strength per unit length can be written as follows 

a° = Ä|M-'2- (7) 

Here hu0 = Ea + EA + Ehhx - min< *|F|* > is the exciton ground state 

energy, EG is the fundamental bandgap of the bulk material, EA, Ehta are 

the lowest electron and the highest heavy hole magneto-electric subband 

bottom energies in a quantum wire measured from the bottom of the bulk 

conduction band and the top of the bulk valence band, and m0 is the free 

electron mass. The exciton LT splitting Q,LT = hu IT can now be written as 

^LT=^p. = ^\M^ (8) 
In Fig. 1 we present the LT splitting calculated for different wire dimen- 

sions and magnetic flux densities. The physical parameters used for the calcu- 

lations correspond to a GaAs quantum wire with e = 12.9e0, Ea = 1.515eV, 

me — 0.067mo, m/, = 0.5mo, where m0 is free electron mass and e0 is electri- 

cal permitivitty of free space, Eel, E^hi are calculated numerically following 

the prescriptions of Refs. [10, 11]. One can see from the figure, that the ex- 

citon splitting is sensitive to the spatial confinement and increases by about 

60 % when the wire width decreases from 500 Ä to 50 A.  A magnetic field 
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Figure 1: Longitudinal-transverse splitting of an exciton as a function of 
wire width (left pannel); and as a function of magnetic flux density for a 
500 Ä wide wire (right panel). For both panels, the upper and lower curves 
correspond to 200 A and 500Ä thick wires, respectively. 

also increases the splitting (and oscillator strength) thus making the exciton 

polaritons more stable. 

IV. Refractive index and decay parameter 

The experimentally observed higher transparency of the medium of prop- 

agation in polariton transport regime has been attributed to certain features 

of the dispersion law for excitonic polaritons and to the fact that polariton 

transport by itself cannot cause true absorption. In order for absorption to 

occur, polaritons have to be scattered inelastically, e.g., by phonons. The on- 

set of polariton transport through some structure is governed by the exciton 
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polariton coherence length related to the exciton decay parameter T = hy. 

It has been shown, both experimentally and theoretically, that there exists 

a critical value of the exciton decay parameter, Tc, which corresponds to a 

change in the nature of absorption.5'6 Here we intend to examine the influence 

of spatial confinement and a magnetic field on this parameter and calculate 

the refractive index of a quantum wire in the polariton regime. 

Confining ourselves to the TE waves relevant to light propagation in the 

medium, we can write polariton dispersion in the following form 

„21.2 

e(w,k) = C-^^n\ (9) 
it) 

Combining this equation with Eq. (1), and after some algebra, we obtain 

Mc2 ■ni^u2
0-u2-iyw-e0j~)n2-e0{wl-u2-iyu+2üjLTu0) = 0. (10) 

This equation can be solved for two sets of the refractive indices, nx and ri2, 

corresponding to different transverse polariton branches. It also follows from 

Eq. (10) that if the damping parameter T becomes larger than the critical 

value 

Tc = TC(LV}Z, B) = 27^^P, (11) 

then only one light wave mode can propagate in the medium, since there is 

only one real solution for n. This is the boundary of the polariton propaga- 

tion regime. The critical value comes about because of the term hk2u0/M 

associated with spatial dispersion effects. The physical importance of the 

critical damping can be illustrated by the following example. It was shown6 

that when the damping exceeds the critical value, the integral absorption is 

independent of V and proportional to the oscillator strength of transitions 

(non-polariton regime). When T < Tc, the integral absorption depends on T 

linearly, and decreases with decreasing damping. 

Using the results from the previous section, we can calculate rc for dif- 

ferent values of wire widths and magnetic field. In Fig. 2 we present the 

critical exciton damping (decay) parameter as a function of wire width. It is 
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Figure 2: The critical exciton decay parameter (damping) as a function of 
wire width. The upper and lower curves correspond to the thickness along 
the z-direction of 200 Ä  and 300 Ä,  respectively. 

normalized by the value of the decay parameter of a very wide wire (£„=700 

Ä) which is wide enough to be approaching the 2D limit. For this wide 

wire, rc « 1.01 meV. Combining Eqs. (7, 8, 11) we can also estimate the 

magnetic field dependence of the critical decay parameter using the formula 

rc(B)/rc(0) = (uo(B)/wo(0))JwLT(B)/uLT(0). Although not shown here, 

the magnetic field dependence of the critical parameter is weak; it increases 

only 5% at a magnetic flux density of 5 tesla. The strong dependence of the 

critical damping on the wire width may lead to a pronounced modification of 

the integral (total) absorption of systems consisting of a number of narrow 

quantum wires. 

We can now find a temperature which corresponds to the critical damp- 

ing from the relation rc = ro + Tph{Tc), where T0 is the damping associ- 

ated with the impurity and other temperature-independent elastic scatter- 

ing, while Tph{Tc) represents interactions with acoustic and optical phonons. 

By increasing Fc one can increase Tc which defines the onset of polariton 

transport and, as a consequence, higher transparency. 
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Since there is no data available on quantum wires, we assume that the 

half-width at half maximum (HWHM) of the exciton resonance in a quantum 

wire is the same as in a 200 A thick GaAs/AlGaAs quantum well. Using the 

approximation of Ref [11] we may write for our case (energy units are meV) 

rc = r+ + o.ooi47Tc + 4.o(eft^/*«T' -1)-1 + rimj,e-E'/*B7 (12) 

where tkjph = 36 meV is a longitudinal optical phonon energy, kß is the 

Boltzman constant, E\, w 10 meV is the everage binding energy for donor 

impurities in GaAs, rimp = 0.75 meV is a linewidth due to fully ionized 

impurity scattering, T+ ss 0.45 meV is the linewidth due to inhomogeneous 

fluctuations of the wire thickness. The values chosen for the various param- 

eters are typical of experimental systems reported in the literature. 

Table I. Critical temperature vs. wire width 

Ly,(A) 500 300 100 
rc, {meV) 1.09 1.16 1.45 
TC,(K) 118 138 169 

Solving Eq. (12) for the temperature Tc for each value of rc(Lj,]Z, B), we 

are able to obtain the dependence of the critical temperature on the wire 

width. The thickness of the wire, Lz, was fixed at 200Ä for this calculation. 

As one can see from Table I, that the critical temperature Tc, that defines the 

onset of polariton transport, can be controlled over a wide range by changing 

the wire width Ly. 

Now let us assume that T < rc (exciton polariton regime) and find the 

refractive index of the quantum wire in the vicinity of polariton resonance. 

In order to do this, we make use of Pekar's additional boundary condition 

(total polarization is zero at the boundary) and write the effective refractive 

index as 
nin2 + e0 neff =   . (13) 
ni+n2 

In Fig. 3, we present the real (upper panel) and imaginary (lower panel) 

parts of the refractive index of a quantum wire with thickness 200 A   and 
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Figure 3: The refractive index of the wire in the vicinity of exciton resonance. 
The solid, dashed and dash-dotted curves correspond to a 0, 1, and 5 tesla 
magnetic flux density, respectively. 

width 300 A. An external transverse magnetic field is applied along the 

thickness. The decay parameter is chosen to be T = lmeV which is less 

than rc for the given wire dimensions. As one can see from the figure, the 

maximum of the real part of the refractive index is as large as 4.97 at zero 

field and 5.04 at 5 tesla magnetic field. It is about 1.4 times larger than 

that of the bulk material. The refractive index attains its maximum value 

at a photon energy slightly lower than the resonance energy hu0(LVtZ,B) 

at any given magnetic field B. The minimum value of the refractive index, 

which is 1.66 for zero field and 1.59 for 5 tesla, is located at a frequency of 

uj0(Ly:Z,B)+LJLT{LV,Z,B). It is interesting to note that efficient waveguiding 

can be achieved in the spectral range where the real part of the refractive 

index increases. However, in this region, the imaginary part of the refractive 

index (extinction coefficient) also peaks and this increases the transmission 
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loss. The mitigating factor in all this is that the two peaks do not occur at 

exactly the same frequency so that an optimal region for optical waveguiding 

exists. 

A magnetic field of 5 tesla blue-shifts the refractive index peak by 2 meV. 

According to Ref. [13], approximately the same magnitude of an opposite 

red-shift can be achieved by applying an electric field of about 4xl04 V/cm. 

However, the electric field leads to a 15-20 % increase in exciton radius and a 

concomitant decrease in the binding energy. This, in turn, causes a decrease 

in exciton LT splitting and makes exciton polaritons less stable. Note that 

while an electric field will tend to ionize an exciton by pulling the electron 

and hole apart, a magnetic field has the opposite effect. It squeezes the 

electron and hole even tighter together and increases the binding energy. 

Therefore, the magnetic field can be used to advantage in this context since 

it shifts the peaks in frequency while actually increasing polariton stability. 

This frequency tuning capability, acquired without a penalty in polariton 

stability, is obviously very attractive and has device applications. 

VI. Conclusions 

In this paper, we have calculated the refractive index of a quantum wire 

waveguide in the vicinity of polariton resonance. The critical values of the 

exciton decay parameter and associated temperature were also found taking 

into account the effects of spatial confinement and an external magnetic 

field. Our results show that confinement of excitons to one dimension and 

the application of a magnetic field may lead to the extension of temperature 

and spatial limits of polariton transport. The magnetic field can be used to 

shift refractive index peaks in frequency - without compromising polariton 

stability - thus providing a much-desired tuning capability. 
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ABSTRACT 

A detailed theoretical study of generation of high-frequency acoustic 
phonons by electrically heated electrons in a GaAs-based quantum wire 
(QW), subject to a strong magnetic fields B, is presented. The QW is 
along the y axis, B lies in the xz plane at an angle 0B with the x axis, and 
the potential that confines the electrons along the x and z directions is 
taken parabolic. The main results are: i) the electron energy spectrum, 
the electron density of states,; and the Fermi energy are independent of 
6B; ii) the frequency of the acoustic-phonons generated is around UQ ~1 
THz and depends weakly on the strength B and on 8B; in) the presence 
of B results in a markedly enhanced generation of acoustic phonons 
compared to that at B = 0. These results are pertinent to phonon 
emission experiments and to the application of QWs as high-frequency 
ultrasonic sources. 

I. INTRODUCTION 

High-frequency (HF) ultrasound waves have been of great importance in med- 
ical and industrial applications [1]. It has been realised [2] that ultrasonic sources of 
the highest frequencies, if they exist at all, can only be condensed matter materials. 
Using piezoelectric semiconductors, such as GaAs, HF ultrasonic radiations can be 
generated at the Gunn oscillation frequency and at its second and third harmonics 
[3]. Normally, the ultrasonic signals generated from bulk semiconductors are below 
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gigahertz (109 Hz or GHz) frequencies. In some device applications and scientific 
investigations proposed recently, such as medical imaging, space communications, 
non-destructive testing, non-accelerator particle physics, etc., generation of ultra- 
sound at higher frequencies is required. Accordingly, the exploration of ultrahigh 
frequency ultrasonic sources (or so-called hypersonic sources [2]) has recently re- 
ceived a considerable attention. 

The application of semiconductor-based quantum wire (QW) systems as elec- 
tronic and optical devices has been intensively investigated over the past two dec- 
ades. Recently it has been realised that GaAs-based QWs can also serve as acous- 
tical devices such as HF ultrasonic generators [4] and attenuators [5]. The relevant 
physical mechanism is the emission and absorption of acoustic-phonons by electrons 
in the device system. In piezoelectric semiconductors, such as GaAs, electrons can 
interact strongly with acoustic phonons. Radiation and scattering of ballistic acous- 
tic phonons from electrically heated electrons in low-dimensional semiconductor 
systems have been detected experimentally [6] and studied theoretically [4,7,8]. 

In a GaAs-based QW, the conducting electrons are confined within nanometer 
distances so that the relevant energies, e.g., the Fermi energy, the electron kin- 
etic energy, the electronic subband separation, etc., are on the meV scale. As a 
consequence, the energy or frequency of the acoustic phonons generated through 
energy transfer during electronic transitions can reach the meV or terahertz (10 
Hz or THz) scale. Therefore, GaAs-based QWs can be used as THz ultrasonic 
sources. For a QW along the y axis, the electron momentum in the xz plane is ab- 
sent during an electron-phonon scattering event. This leads to an enhancement of 
the effective electron-phonon interaction and, consequently, to an enhanced rate of 
acoustic-phonon generation. Furthermore, the results obtained from experimental 
and theoretical studies have indicated that in the presence of intersubband scat- 
tering channels in a QW, the emission of acoustic phonons is cut off at a much 
higher frequency than that for intrasubband processes. This favours significantly 
the generation of HF acoustic phonons. 

Phonon generation can be detected experimentally in, e.g., phonon emission 
experiments (PEEs) [6,9]. In PEEs, the electrons in the device system are heated 
by a pulsed electric field. Then the electron gases interact strongly with lattice and 
emit phonons. The intensity of the phonon signal can be measured by using, e.g., 
superconducting tunnel junction phonon spectrometers [2] or sensitive imaging bo- 
lometers [10]. Together with time-of-flight measurements, the generated transverse 
(TA) and longitudinal (LA) phonon modes can be resolved because of different 
sound velocities for LA and TA modes. 

Due to the distinctive feature of electron-phonon interactions in a dimensionally 
reduced electronic system, such as QW, phonon emission from a QW has a strong 
dependence on the angle and frequency. This is important for the detection of the 
phonon signals generated and the application to practical devices. The frequency 
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and angular distributions of acoustic-phonon emission from a QW at zero magnetic 
field B = 0 have been studied in Ref. [4]. In some device applications, it is 
desirable to control the frequency and the angle of the phonon emission. One 
scheme proposed for achieving tunable ultrasonic generation is to apply a strong 
B to the device system, e.g., a QW. Then the vector potential couples to the 
confining potential of the QW and the electronic subband structure is modified by 
the strength of B and its angle 8B with respect to a certain axis. Hence, the nature 
of the electron-phonon interaction in the presence of a field B differs from that at 
B = 0. Thus, the generation of phonons can be controlled by an applied magnetic 
field. 

In this paper, we present a theoretical study of the emission of acoustic phonons 
from a GaAs-based QW subjected to a strong magnetic field. 

II. DEVICE CONFIGURATION AND 
ELECTRONIC STRUCTURE 

We consider a parabolically confined QW along the x and z axes. The confining 
potential of the one-dimensional electron gas (1DEG) is modeled by 

tf(*,*)==f£(*a + *a), (1) 
where the QW is along the y direction; m^ is the effective electron mass and WQ the 
confining frequency. This device system can be realised by, e.g., using nanoscale 
lithographic [11] or split-gate techniques [12]. 

To find out the conditions for the strongest phonon emission, we consider 
a magnetic field B applied perpendicular to the QW (y direction) but at an 
angle 9B with the x axis. That is, we have B = B(cos0B,O,sin0e) and A = 
B(O,xsm0B — ZCOS9B,0) where A is the vector potential in the Landau gauge. 
The eigenstates along y are plane waves oc exp(ikyy). Applying the transform- 
ation X = icos0ja,-|-zsin0£ and Z = — xsvaßß + zcos6B — (wc/ws)//gfcj, to the 
free-electron Hamiltonian, the single-electron Schrödinger equation can be solved 
analytically. The electron wavefunction and energy spectrum are obtained, respect- 
ively, as 

\ky, M, N >= (2M+NM\Nhl0lB)-1/2eik»ye-«2°+tsV2HM(t0)HN(tB),       (2) 

and 

EMN(ky) = ^-+(M + ^)hw0+(N+^)hUB. (3) 

Here, ky is the electron wavevector along the QW, M, N = 0,1,2,... are quantum 

numbers, l0 = (ft/mjojo)1'2, Is = {^lmowBY^2i <*>fl = y^l + WQ with wc = eBjm*Q 
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being the cyclotron frequency, and mB = m*0[l + {uic/u>c)
2]. Further, HN(x) are the 

Hermite polynomials, fo = Xßo, and £B = Z/IB- 
The corresponding density of states (DOS) for electrons at the energy level 

a = (M, N) is 

«■<*>-&/¥3i=£ «" 
where g, = 2 accounts for the spin degeneracy, 6(x) is the unit-step function, and 
ea = (M + l/2)ftw0 + (AT + l/2)hwB. 

From Eqs. (2)-(4) we see that: (1) the electronic subband energy sa and the 
DOS Da(E) are independent of 9B\ (2) the energy separation between different 
quantum states, the effective mass along the QW, and the DOS are enhanced by 
the field B; (3) the centre of the harmonic-oscillator wave function is shifted by B; 
and (4) the Fermi energy does not depend on 0B due to the features stated in (1). 
Nevertheless, for a QW the presence of the tilted B does not change the ID nature 
of the electronic system. 

III. ELECTRON ENERGY LOSS RATE 

The results obtained from experimental [6] and theoretical [13] studies have 
indicated that the power signals detected in PEEs can be described by the electron 
energy loss rate (EELR) induced by electron-phonon interactions. In this paper, 
we develop a simple model to calculate the phonon-induced EELR in a 1DEG. Due 
to the ID nature of the electronic subband structure in the QW, we consider a 
steady-state Boltzmann equation for degenerate statistics (ft = 1) 

"ky a',*' 
_ (5) 

where F = -eE with E the electric field applied along the QW, fa(ky) is the 
distribution function (DF) for an electron in a state \kv,a >, and Waia{k'y,ks) is 
the transition rate for an electron scattered from a state |fc„, a > to a state \k'y, a' >. 
We have Wa,a{k'y, ky) = W+a{k'y, ky) + W;,a(k'y, ky) where the first term stands for 
absorption and the second for emission of a phonon, respectively. Using Fermi's 
golden rule we obtain 

w^a(W = 2*£ NQ +1 
Ci(Q)Ga,0(Q)Sk,,ky+qv6[Ea,(ky) - £„(*,) =F«g]. 

(6a) 
Here, Q = (qx,qs,qz) = Q{sin(j>coa9,cos<j>,sm<t>BirxO) is the phonon wavevector with 
<f> the polar angle and 9 the azimuthal angle (we have taken the polar axis along 
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the QW), wg the phonon frequency, NQ = [eui/kBT — 1] 1 the phonon occupa- 
tion number, C,(Q) the electron-phonon coupling constant, and Gva(Q) = | < 
M', iV'le^'^+'^'IM, N > p is the form factor. Using Eq. (2) we obtain 

G«'a(Q) = C7M.M(a2/2)CiV-,iv((62 + c2)/2), (66) 

where a = l0(qxcos9B + &sin0), 6 = ^(^sinög - qzcos9B), c = (uc/ujB)lBqy, and 
CN,N+J{%) = [Nl/(N+J)l]e~xxJ[LJ,(x)}2 with LJ

N(x) being the associated Laguerre 
polynomials. As can be seen, for finite B the form factor depends on qx, qy, and 
qz, whereas for B = 0 it depends only qx and qz, which implies that in the presence 
of B the phonon emission angle will differ from that at B = 0. It should be noted 
further that the effect of the angle 9B on the emission and scattering of acoustic 
phonons in QWs is mainly through varying the form factor. 

The EELR can be obtained from the energy-balance equation derived in the 
standard way from the Boltzmann equation, i.e., through multiplying both sides by 
ENM(ky) and summing over N, M, and ky. As for the electron DF we model it by 
a drifted in energy DF in the manner 

fa(ky) ~ f[ea + (ky - mlvfl2mB] ~ f(ea + tkv) - vky
df{£° + e,"\      (7) 

with v the average electron velocity and tk = ky/2mB. This assumption is equival- 
ent to the relaxation time approximation in linear response theory. Using electron 
number conservation and the expression a = — ncev where ne is the electron density, 
the average EELR is given by 

£ / rf3Q fv ^9il Ci(Q)Ga,a(q)^-f(eala)[l - f(ea,a ± wQ)], 

(8) 
where ea<a = ea + (ea - ea> - £,„ ± w<3)2/4e,8 

witn e<z„ = 9v/2ms- Ecl- (8) shows 
that the net energy transfer rate is the difference between phonon emission and 
absorption in the device system. 

IV. ACOUSTIC-PHONON EMISSION 
The phonon modes in a GaAs-based QW are very similar to those in GaAs. 

Experimental [6] and theoretical [13] studies of GaAs-based QWs have indicated 
that, for electron temperatures (or excitations) in the range 10 < Te < 40 K (or 
1 < Pe < 4 pW/electron), the electrons interact mainly with deformation-potential 
acoustic phonons. For GaAs only the longitudinal acoustic phonons are connected 
with the deformation-potential and the coupling constant is given by 

cw(Q) = ff, (9) 
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which is independent of the phonon emission angle. Here, ED is the deformation- 
potential constant (ED ^ 11 eV for GaAs-based low-dimensional systems), p is the 
density of the material (p = 5.37 kg/m3 for GaAs), and v, is the longitudinal sound 
velocity (vi = 5.29 x 107 m/s for GaAs). For long-wavelength acoustic phonons we 
have UIQ a v\Q. 

In PEEs it is possible to measure the EELR per electron induced by the emis- 
sion of phonons. In our model, the EELR per electron can be written as 

ft. = — = /   dug       d0     d<f> P{UQ,6,4>), (10a) 
ne     Jo Jo        Jo 

where the frequency and angular distribution function for phonon emission is given 

by 
pfaAfl = EK

N
Q + i)^-(Q) - JVi«(Q)l. (10fe) 

a',a 

with 

£'«(Q) = ?y°W4 g^(Q)/(ga'a)[l - /(*.'« ± UQ)]**^. (10c) ac" 4n3pnevf 

P(u}q,6,<j>) measures the intensity of phonon emission from a QW device in the 
frequency and angle range (UQ,0,<j>) to (uQ + dwQ,0 + dO,^ + d4>), which is measur- 
able in PEEs. Here we use a Fermi-Dirac DF characterized by an effective electron 
temperature Te and the Fermi energy EF, f(x) = [e(*-Er)'l">T' + l]"1. 

V. RESULTS AND DISCUSSIONS 

In the calculations, in line with PEEs, we use a lattice temperature T — 2 K 
(which depends on the usage of Al bolometers as the phonon detectors) and take 
Te = 20 K (since at this Te the strongest deformation-potential acoustic-phonon 
emission can be generated and detected [6,13]). The other parameters are ne = 108 

m_1 and tujj0 = 4 meV. 
In Figs. 1 and 2 we plot P{u)Q,Q,<t>) as a function of phonon frequency huQ. 

As can be seen, i) the acoustic phonons are generated at a frequency UQ ~ 1 THz; 
ii) the generation of acoustic phonons is enhanced markedly by the field B (Fig. 
1); and iii) the angle 0B has a strong effect on the intensity of the phonon signal 
(Fig. 2). These results show that the generation of acoustic phonons, and especially 
the intensity of the signal, depends strongly on B and 0B. The frequency of the 
generated acoustic phonons is about a factor of 2 smaller than that generated from 
GaAs-based quantum well systems [13]. 
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0.5        1.0        1.5        2.0 
Phonon Energy (meV) 

2.5 

Fig. 1. Spectrum of acoustic-phonon emission, P(UIQ,6,<j>), as a func- 
tion of phonon frequency HUIQ, detected at fixed angles 9 and <j> for 
different magnetic fields applied at a fixed angle 8 B to the x axis. 

T=2K 

0.5        1.0        1.5        2.0 
Phonon Energy (meV) 

2.5 

Fig. 2. Acoustic-phonon spectrum detected at fixed angles 8 and <j> for 
a field B = 10 T applied at different angles 9B- 
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Fig. 3. Intensity of acoustic-phonon signal, defined by P{0,<j>) = 
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Fig.   4.  Intensity of phonon signal, detected at angles 0 and <£, as a 
function of the field B applied at different angles 0B- 

At present, due to technical difficulties, the PEEs can only measure the total 
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intensity of the phonon signal at angles 9 and <j>, i.e., the quantity P{9,<j>) = 
/0°°du>Q P(u>Q,6,<j>). In Figs. 3 and 4, we show the influence of B and 6B on 
the intensity of the generated signal. We note that: i) a stronger dependence of 
the phonon emission on 6B is obtained for stronger B (Fig. 3), as the emission 
increases with increasing B (see Fig. 4); ii) the strongest acoustic-phonon emis- 
sion occurs at about &B = 120°. It should be pointed out that the use of Eq. (9) 
implies a definition of the (001) direction of a GaAs crystal as the z axis in our 
configuration; and iii) the increase of the phonon emission with B (Fig. 4) reflects 
the enhancement of the effective electron-phonon interaction through that of the 
effective mass and DOS at strong'B. The corresponding electronic transitions for 
this degenerate statistics occur near the Fermi level. 
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Fig. 5. Intensity of the acoustic-phonon signal, P(6,4>), as a function 
of the angle 9 for different B fields applied at a fixed angle 6B- 

In PEEs it is very important to know the angle at which the strongest signal 
can be detected and that at which the phonon detectors should be placed. The 
phonon signal, as a function of the emission angles 6 and <j>, is shown in Figs. 
5 and 6, respectively. The phonon emission angle is determined mainly by: i) 
the momentum and energy conservation during electron-phonon scattering events, 
ii) the interaction matrix element C,(Q), and iii) the form factor Gaia(Q). The 
results shown in Figs. 5 and 6 indicate that the phonon emission angle in a strong 
B field differs markedly from that at B = 0. For example (see Fig. 5), at B = 0 
phonon emission is independent of 6, whereas at a strong B phonon emission is 
generated a round the angle regime 6 ~ 30°. Therefore, by varying B and/or 9B 

one may control the phonon emission angles. In the present study, we have chosen 
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the polar axis to be along the QW and by doing so we can see clearly the differece 
of phonon emission at B = 0 and at B ± 0. Moreover, because the form factor for 
electron-phonon interaction depends always on qx and qz (see Eq. (6b)), a strong 
dependence of phonon emission on angle <j> can be observed over all magnetic fields 
(see Fig. 6). 
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Fig. 6. Intensity of the phonon signal as a function of the angle <j> for 
different B fields applied at a fixed angle 8B- 

VI. SUMMARY 
We have studied the electronic subband structure in a parabolically confined 

quantum wire (QW), along the y direction, subjected to tilted magnetic fields in 
the (z,x) plane. The energy spectrum and the wave functions have been obtained 
analytically. We have then developed a simple model to calculate the electron- 
energy-loss rate induced by electron-phonon interactions in such a system. In con- 
junction with phonon emission experiments, we have obtained the intensity of the 
acoustic-phonon emission from a QW in the frequency and angle range (uQ,8,(j>) 
to {UQ + CL>Q,8+ d0,ct> + d<t>). 

In detail we have evaluated the following: (1) the frequency and angular dis- 
tribution of the acoustic-phonon emission by electrically heated electrons in the 
QW; and (2) the dependence of the emitted acoustic-phonon signal on the strength 
and angle of the applied magnetic fields. The results show that one can use a QW 
as an ultrasonic source and control efficiently the emitted acoustic-phonon signals 
by changing the strength and/or the angle of the applied magnetic fields. We ex- 
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pect that the results will be useful in the development of high-frequency ultrasonic 
sources. 
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ABSTRACT 

Nanocrystals, which are systems characterized by crystal order and are confined 

in the three space dimensions, are assuming an increasingly major role. The 

optical investigation of the properties of metallic and semiconducting nanocrystals 

embedded in dielectric matrices presents several aspects of relevant importance, as 

it will be shown with a few examples and in particular: i) Concerning Ge, the 

study of the different behavior of the E\ and E% structures in the dielectric constant 

under quantum confinement, in relation to their different nature inside the 

Brillouin Zone; ii) In the case of metals, the attention is focused on solid and 

liquid Ga nanoparticles having sizes of the order of a few nm. The plasmon 
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lineshapes in the transmission and reflection spectra are investigated with 

evidence of their blue shift due to size decrease 

Electrochemical Society Proceedings Volume 97-11 270 



INTRODUCTION 

The growing interest for the nanoscale systems is strongly motivated not only 

by the peculiarity of their basic properties, which show remarkable deviations 

from bulk behavior, but also by their potential applications mainly in the field of 

electronic devices [1], Among such systems, in recent years the interest in the 

study and application of the properties of nanocrystals has been growing very 

rapidly [2] These systems, which are characterized both by crystal order and sizes 

of the order of few nm, show a behavior which: i) is somewhat intermediate 

between that of single atoms and bulk solids; ii) can be tailored as a function of 

size (i.e. number of constituent atoms). [3] 

Some specific applications particularly related to light emitting diodes [4], 

lasers fabrication [5], non linear optical response [6], appear to be very promising. 

The investigation of the systems and structures in the nanometer domain 

presents rather challenging aspects in term of experimental characterization [7] 

and theoretical calculations [8] for prediction and/or interpretation of their basic 

properties. To summarize in one sentence it can be stated that space confinement 

plays a key-role in modeling and tuning the physical properties of the 

nanoparticles in general, and nanocrystals in particular. This statement can be 

endorsed with a few considerations: 
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- Limitation of the validity of effective mass approximation below a given size [9] 

and of the ab-initio molecular dynamics approach above a certain number of 

constituent atoms (~ 102) with the related size. 

- Strong redistribution of the electronic density of states and blue shift of the main 

spectral structures when the size is smaller then the excitonic radius [6]. 

- Concerning the phonon behavior in confined systems, the breaking of the k = 0 

selection rule due to the uncertainty principle Ax-Ak = 1 (where Ax and Ak are the 

uncertainty on position and wave vector, respectively) and possibility of exploring 

the co vs k dispersion curve also away from k = 0 [10]. 

- Strong modification of the thermodynamic properties when Ns/N (where Ns is 

the number of surface atoms and N the overall number of atoms) becomes relevant 

[11]. 

- Strong effects of surface scattering in the ultrafast electron dynamics when the 

size is much smaller that the mean free path and consequence on the 

thermalization times of the electron gas [12]. 

- Concomitant modification of surface plasmon peak energy position due to space 

confinement [13]. 
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EXPERIMENTAL DETAILS 

We investigated Ga and Ge nanoparticles embedded in amorphous matrix 

(AI2O3 and SiOx) grown by an evaporation-condensation self-organization 

technique in a ultra-high-vacuum UHV chamber. The samples were prepared on 

carefully cleaned sapphire substrates. Ga or Ge were condensed over a previously 

evaporated thin layer (some tens of Ä thick) with a consequent nucleation and 

growth of nano-particles in the liquid state; in fact during the nucleation process 

the temperature of the substrate is maintained sufficiently high. The particles 

become solid after a slow temperature decrease, and then another layer of the 

dielectric material is deposited to cover and protect them. In this way one obtains 

an amorphous matrix of AI2O3 (or SiOx) in which nanocrystals of the selected 

material are embebbed. Moreover this deposition process can be repeated several 

times, so that multilayers of the matrix material with nano-particles of the desired 

thickness can be obtained. More details on the growth can be found in Ref. [14]; 

the main advantages of this growth technique are the regular shape (generally 

truncated spheres) and the possibility of varying size of the nanocrystals which can 

be previously selected in a wide range. [14] 

The size dispersion of the nanoparticles is < 20%. The size distribution is 

typically bimodal with a 95% peaking around the average radius and a 

polydispersed tail toward zero radius. For Ge the good crystalline nature of the 
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nanoparticles was clearly evidenced by transmission electron microscopy both in 

the dark field and high resolution configuration. No relevant presence of 

impurities and defects was detected [15]. Evidence of the structure characteristics 

and crystalline order of the Ga nanostructures has been given elsewhere [12]. 

The various samples had an average size of the nanocrystal between 9 and 60 

nm for the Ga and between 2 and 13 nm for the Ge. The characteristics of all the 

sample studied in this work are reported in Tables I, II and III. 

Optical transmission at near-normal incidence and reflectance measurements 

between 77 and 300 K were performed using a Varian Cary 5 spectro-photometer, 

in the 0.6-6 eV range with a measurement accuracy better than O.OleV. 

GERMANIUM 

In the case of semiconductor nanocrystals, relevant and well identified quantum 

effects show up due to space confinement in the three dimensions, below a given 

size which depends on the properties of the material: for this reason the systems 

are currently called quantum dots. A typical signature of quantum behavior due to 

space confinement is the blue shift either of the gap or of typical structures of the 

density of states above the band gap which are driven by the size reduction of the 

dots. Such effects in Ge quantum dots have been studied, through the shift of the 

absorption and reflection peaks related to the main interband structures Ei and E2. 
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In previous works [15] we discussed the presence of quantum confinement effects 

on nanoparticles with average diameter from about 130 Ä down to about 20 Ä 

(table I and Fig. 1, Fig. 2). Here we intend to concentrate the attention on the 

behavior of the nanoparticles in the size domain below 30 A. The difference 

between the transmission spectrum of a reference sample without nanoparticles 

and that of the samples containing Ge nanoparticles (table II) is reported in Fig. 3 

for a new series of samples. As one can note, the main absorption structures fall 

roughly at the same energy in both Fig. 1 and Fig. 3; this proves that the growth 

procedure is not substantially influenced by spurious parameters and the response 

is strictly related to the nature of the material. Note that the energy position of Ei 

at room temperature and for diameters larger than 120 A is nearly coincident with 

that of the bulk [15]. 

In this work the blue shift of the E2 absorption peak is investigated in detail and 

it is found to increase by reducing the size down to diameters of = 24 A; below 

this value there is a progressive reduction of the shift (Fig. 2 and Fig. 4), which is 

evident in the two series here presented. 

This effect deserves a more extended analysis which requires a careful coupling 

of absorption with electron microscopy and Raman spectroscopy data. On 

preliminary grounds, one can speak in terms of attenuation of the quantum 

confinement effects which, in principle, are amenable to details of the process of 
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aggregation and coalescence of the liquid state atoms in nanoparticles in the early 

stages of growth. 

GALLIUM 

We investigated the effect of the reduced dimensionality, i.e. of the limitation of 

the electronic mean free path, on the Ga surface plasma peak, both in the metallic 

solid and liquid state. We recall that the nanoparticles are here embedded in an 

amorphous matrix, and their structural characteristics are summarized in table III. 

It is well known that in the case of systems confined in the 3 spatial dimensions 

the plasma frequency (0P is given by the expression [16] 

(1) 
J(\ + 2*.J 

where a>B is the bulk plasma frequency and em the dielectric constant of the 

embedding medium at the plasma frequency. 

The limitation of the electron mean free path, with a good approximation, changes 

the imaginary part of the dielectric constant of the nanoparticle in the following 

way [16] 
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e2(to,r) = sI(bulk) + --?
r-

L (2) 

where Vp is the Fermi velocity of the electrons and r the radius of the 

nanoparticles. The effect due to the presence of the additional term in the above 

expression is a decrease of the peak height and an increase of its width when the 

size is reduced. 

The overall consequence of size reduction (taking into account also the effect on 

the real part of e) is a shift of the maximum toward higher energies and a 

broadening of the band. 

Under a given size value, which depends on the material, and in our case is about 

10 nm, the behavior shows a deviation from predictions of equations (1) and (2), 

since the bulk dielectric function undergoes important modifications. 

In Fig. 5 the difference between the transmission of a reference sample without Ga 

and that of the samples with nanoparticles is reported. The surface plasma peak is 

evident, in agreement with the prediction of Eq. 1 in the case of the biggest 

nanoparticles [12]. As one can see in Fig. 5 and in Fig. 6, there is a blue shift of 

the peak position by reducing the nanoparticle size. 

In Fig. 7 the reflectivity spectra (ratio between the reflectivity of the samples 

containing nanoparticles and the reference one) are reported. 
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It is worthwhile noting that nanoparticles both in the solid and in the liquid state 

yield very similar curves. This can be explained on the following grounds: i) the 

electron mean free path is comparable or larger than the dimensions of the 

nanoparticles, so that bulk plasmons (strictly related to the crystal order in the 

solid state) play a minor role in the scattering mechanism which are responsible 

for the width of the plasma lineshape; ii) a major role in such processes can be 

attributed instead to the presence of the interface between particle and matrix. The 

latter statement has been confirmed by measurements on ultrafast electron 

dynamics [12], which show that the electron thermalisation process is reduced 

when the size is smaller than the mean free path. 

In previous works [11] it has been noted that the process of melting and 

solidification is characterized by an hysteresis cycle in reflectivity at a given 

wavelength (inset Fig. 8). In Fig. 8 we give evidence of the solid-to-liquid 

transition with transmission data taken at different temperatures around the 

nanocrystals melting point in the energy range 2 - 4 eV. 

CONCLUSIONS 

The main conclusions can be summarized as follows: 

- We report on specific novel aspects of the growth technique based on self 

organisation, valid both for metals and semiconductors. 
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- Evidence is given of space confinement as a driving mechanism for important 

new features both in Ge and Ga nanocrystals. 

- Examples which show new and basic achievements in the optical properties of 

semiconducting (Ge) and metallic (Ga) systems in the nanoscale domain are here 

illustrated in detail. 
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TABLES 

Table 1: Series 1 (substrate sapphire, matrix amorphous AI2O3) 

Name Equivalent thickness (A) 

of each layer deposited 

Number of layers Nanoparticles average 

radius (Ä) 

Ge8 8 5 12 

Gel2 12 5 13 

Gel 5 15 5 15 

Ge35 35 5 48 

Ge50 50 5 65 
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Table 2: Series 2 (substrate sapphire, matrix amorphous A1203) In this table only 

the equivalent layer is reported since nanoparticle nucleation is not expected to be 

complete. 

Name Equivalent thickness (A) of 

each layer deposited 

Number of layers 

Ge6.6 6.6 12 

Ge8 8 10 

GelO 10 8 

Gel 3.3 13.3 6 

Gel6 16 5 

Table 3: Series 3 (substrate sapphire, matrix amorphous SiOx, x~l) 

Name Equivalent thickness (nm) Average radius (nm) 

Ga2 2 5 

Ga3 3 7 

Ga4 4 9 

Ga5 5 13 

GalO 10 21.5 

Gal 5 15 30.5 
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2 3 4 5 6 

E(eV) 
Fig. 1: Difference between the transmission of a reference 
samplewithout Ge and that of the samples containing Ge 

nanoparticles for the samples of series 1. Ref. [15]. 
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Fig. 2: Blue shift of the E1 and E2 absorption peaks 
reported in Fig. 1 with respect to the bulk value. 
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E(eV) 
Fig. 3: Difference between the transmission of a reference 
sample without Ge and that of the samples containing Ge 

nanoparticles for the series 2. 
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Fig. 4: Shift of the E2 absorption peak reported in Fig. 3 
versus the equivalent thickness of each layer deposited. 
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E(eV) 
Fig. 5: Difference between the transmission of a reference 

sample without Ga and that of the samples containing 
nanoparticles for the series 3. Solid curves: RT measurements; 

dashed curves: LNT measurements. 
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Fig. 6: Shift of the Ga nanocrystals plasma peak as a 
function of the average size of the nanoparticles. 
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Fig. 7: Ratio between the reflectivity of the samples 
containing Ga nanoparticles and that of a reference 

sample without Ga (series 3). 

E(eV) 

Fig. 8: Liquid and solid state Ga transmission spectra of 
the sample Ga15. In the inset the hysteresis cicle at a 

wavelength of 600 nm is shown. One can notice a sizeable 
difference in the optical response of the nanoparticles in 
the two states, in the temperature range corresponding 

to the solid-to-liquid transition. 
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The results of a comprehensive investigation of films containing Ge or Ge02 nanocrystals 
prepared by dc magnetron sputtering are presented. The as-prepared films show a 
precipitation of amorphous Ge or Ge02 nanoclusters and exhibited negligible 
luminescence. After annealing, X-ray, Raman and TEM investigations show that 
nanocrystals of Ge and Ge02 have been formed in the oxide matrix with a size closed to 
the cluster size. The nanocrystals are randomly distributed in the amorphous matrix or 
show a self-organized layer structure as demonstrated by TEM investigations. Under UV 
excitation, both types of films luminesce around 3.1 eV, with identical lineshapes and 
subnanosecond PL dynamics. The strongest PL intensity was found for the films 
containing GeC>2 crystals and for the largest nanocrystals. These results are the first clear 
indication that although the blue luminescence is correlated with the formation of Ge (or 
Ge02) nanocrystals, it is not produced by the radiative recombination of excitons 
confined in the nanocrystals. Possible mechanisms for the luminescence include defects 
at the nanocrystal/matrix interface or in the matrix itself. 

Introduction 

Group IV nanocrystals embedded in a SiC>2 matrix have been studied extensively 
because of their potential for integrated optoelectronic devices on silicon substrates. 
Luminescent Ge nanocrystals (nc-Ge) have been fabricated by several groups using rf co- 
sputtering, ion implantation, dc sputtering in a reactive oxygen environment or oxidation 
of SiGe alloys, and subsequent thermal annealing to induce the crystallization (1-5). The 
usual photoluminescence (PL) spectrum is a broad band centered at 2.1-2.4 eV (2,6). 
However, there is no clear evidence for a size dependent blue shift of the PL peak, as 
expected from carrier quantum confinement in quantum dots (7). 

Nanocrystals (nc) exhibit spatial confinement in three dimension. Our 
understanding of these crystallites, or clusters, is more than primitive. Some rather 
elementary calculations have been published, and the reported optical spectra are the 
contribution of different sizes and shapes. Most of these calculations are limited to direct 
gap semiconductors and well saturated interfaces. 

In bulk semiconductors of indirect gap, the electron-hole recombination is coupled 
with phonon emission or absorption because of the wave-vector difference between the 
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bottom of the conduction-band and the top of the valence-band. One of the possibilities to 
convert an indirect gap semiconductor into a direct gap semiconductor might be to form 
low-dimensional structures like superlattices or isolated quantum dots (7). In the case of 
the superlattices the size of the Brillouin zone is reduced and the bottom of the 
conduction-band is expected to be folded onto the T point, resulting in a direct-gap 
behavior. For isolated quantum dots the periodicity due to a bulk semiconductor or a 
superlattice structure is absent and the electronic states are completely discrete as in 
molecules or atoms. The optical matrix element between such discrete states must be 
calculated to identify if the optical transition is optically allowed or not. However, in 
most cases and for not too small nanocrystals, the model of the folding onto the T point is 
approximately valid. On the other hand, there is a relative large surface-to-volume ratio in 
small quantum dots which affects the luminescence. Luminescence can involve highly 
localized states. In the case of nanocrystals, these states may originate in the crystal 
surface, which contains a large fraction of the total number of the atoms in the 
nanocrystals (8). Chemical modification of the nanocrystal surface can result in a fast 
trapping of the carrier to the surface, and thus surface dominated luminescence is 
expected (9). Chemical modifications of the nanocrystal surfaces is not reported to 
change the absorption, it probes the interior states of the nanocrystals. The absorption 
features follow simple confinement rules and the band structure. 

In the following discussion some of the models describing quantum-size effects in 
semiconductor microcrystals and there limits are summarized (9-13). The effective-mass 
approximation (EMA) is derived from the parabolic expansion of the bulk band structure. 
It is valid for large systems (> 40 A) and can be extended to incorporate band mixing (14- 
16). The kinetic operator is replaced by an effective-mass operator and the microscopic 
quasi-periodic potential by a constant potential. Instead of using parabolic bands, the 
truncated crystal method uses the actual dispersion relation of the bulk band structure 
(17,18). The quantum dot wave functions are approximated by the sum of bulk Bloch 
wave functions of a single band at different wavevectors. The model is valid only for 
quantum dots of simple geometries and ignores band mixing. On the other hand, direct 
molecular calculations avoid the approximation of the above methods (19). The used 
microscopic Hamiltonian consists of the full kinetic energy and the quasi periodic 
Hamiltonian, but the Hamiltonian or its basis representation are usually simplified. 
Versions of this model are the widely used tight binding model (20), the linear 
combination of the atomic orbitals (21) or the empirical pseudopotential method (18). 
However, only Takagahara et.al. (7) represents calculation applied to Ge quantum dots 
based on the effective-mass theory which will be used for discussion of our experimental 
results. 

We report here for the first time the investigation of Ge and Ge02 nanocrystals 
showing a blue-PL band centered at 3.1 eV and stronger in intensity than the orange- 
green band around 2.3 eV. The structure of the Ge and of Ge02 nanocrystals embedded in 
an oxide matrix was studied by X-ray diffraction, Raman investigation and TEM. We will 
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discuss possible mechanisms for the blue room temperature luminescence, including 
defects. 

Experimental 

The samples were deposited with dc magnetron sputtering under various powers 
(50-150 W) to change the average crystal radius R from 25 to 1.5 mn (8,23). Subsequent 
thermal annealing at 800°C for 30 min. in a quartz tube under Ar atmosphere induced the 
crystallization of the Ge or GeC^ precipitation. Raman spectra were measured in 
backscattering geometry. An Ar+ ion laser was used as a light source. The laser power 
below 20mW was small enough to avoid sample heating. The spectra were analyzed 
using the model of the Raman line shape of semiconductor nanocrystals (24). The as- 
prepared and annealed films were investigated with wide angle X-ray scattering and the 
results were analyzed with the Scherrer multiple peak method. 
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Fig. 1: Raman spectra of the as-prepared 
and annealed film demonstrating the 
crystallization process (22). The as- 
prepared film contains random 
distributed Ge nanocluster in the SiOx 

matrix. The crystallization of the Ge is 
observed by the narrowing and 
disappearing of the broad amorphous 
peak around 270 cm'1 and the onset of 
the sharp phonon peak around 300 cm"'. 
While increasing the annealing 
temperature, the Raman peak shifted 
towards higher frequencies with a peak 
position direct correlated to the average 
size of the nanocrystals. We calculated a 
size of 4.0-5.0 nm (700°C), 5.5-7.0 nm 
(800°C) and above 15 nm (900°C). The 
The doubling in size can be interpreted 
as a recrystallization of agglomerates. 

Infrared transmission (IR) measurements were performed from 300 to 4000 cm'1 

with a conventional IR double-beam spectrometer using the thin film deposited onto 
polished silicon substrate. The absorption-free transmission baseline was calculated by 
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means of an optical model (25) as a function of the film thickness, the refractive index 
and the wavenumber. In this way, the absorption spectra were determined without errors 
due to interference fringes. The incorporation of the radicals and ions resulting from the 
decomposition of the water in the sputtering plasma leads to a variety of oxygen-related 
infrared absorption bands. 
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Fig. 2: X-ray diffraction 
under grazing incidence 
gives clear evidence for 
the crystal structure of 
the films. The films 
annealed at 800°C con- 
tain large hexagonal 
GeCh nanocrystals (a) or 
cubic Ge nanocrystals 
(b-d) with sizes down to 
4nm. The size of the 
nanocrystals is defined 
by the sputtering condi- 
tions, i.e. the sputtering 
power, the partial pres- 
sure of the reactive gas- 
ses and the number of 
Ge pieces (8). 

For PL measurements, thin films were deposited onto roughened silicon substrates 
to avoid interference effects and total internally reflection at the surface. The steady state 
PL at room temperature was excited with a HeCd laser using the 325 and 441.6 nm lines 
with a laser intensity below 100 mW/cm2. The PL was recorded using a Spex M500 
grating monochromator and a signal detection with a nitrogen cooled CCD detector head 
with UV coating. All PL spectra were corrected for the spectral response of the detecting 
system. The time-resolved PL was excited by the frequency-doubled output of a cavity- 
dumped dye laser pumped by the second-harmonic of a cw mode-locked Nd:YLF laser. 
The 6 ps-long pulses were tunable around 350 nm. The overall temporal resolution of the 
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photon counting system was better than 100 ps. All measurements were performed at 
room temperature. 

Fig. 3: IR absorption 
spectra of different as- 
prepared films prepared 
with increasing sputter- 
ing power, (a) 50W, (b) 
75W, (c) 125W, (d) 
150W. Film (a) is 
dominated by the Ge-O 
stretching mode at 860 
cm'1 and contains large 
GeC>2 clusters. When the 
sputtering power in- 
creases the films contain 
more Si preferentially 
bonded in Si02 configu- 
rations (band near 
1050cm"1). Then pure Ge 
nanocluster are precipi- 
tated in the SiC>2 matrix. 
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Results and discussion 

Fig. 1 demonstrates the Raman spectra of the as-prepared amorphous and 
nanocrystalline state of a sample with an average nanocrystal size of 5.5-7 nm after 
annealing at 800°C (22). The broad Raman peak around 270 cm'1 is the signature of the 
amorphous Ge-Ge mode. The Ge nanoclusters remain amorphous up to 500-600°C. 
While increasing the annealing temperature to 700°C, a sharp Raman peak with an 
asymmetric shoulder at the low frequency side is found shifting towards 300 cm"1. In bulk 
unstrained Ge crystals the Ge-Ge peak is symmetric and centered around 300.5 cm"1. 
Analyzing peak position and full-width at half maximum of the nc-Raman peak allows an 
calculation of the average size of the nanocrystals by using the model of the Raman line 
shape of semiconductor nanocrystals (24). 
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X-ray diffraction spectra of selected annealed samples are presented in Fig. 2. 
These films are prepared with increasing the sputtering power from 50 to 150 W which 
changes size and chemistry of the as-prepared nanoclusters in the Si02 matrix (8). The Ge 
crystallization is indicated by the splitting of the Ge (220) and (311) peaks. A increase in 
sputtering power results in a decrease of the average Ge nanocrystal radius from 25 nm 
down to -1.5 nm. The partial water pressure is the second parameter which has an 
important influence on the size and the composition of the nanocrystals. The combination 
of a high partial water pressure and a very low sputtering power can produce large Ge02 

nanoclusters embedded in the as-prepared films which, after annealing, form hexagonal 
Ge02 crystals (Fig.2, sample (a)). Further details of the X-ray analysis will be published 
elsewhere (26). 

The IR spectra shown in Fig. 3 demonstrate the strong influence of the sputtering 
conditions on the atomic bonding in the films. There is a clear trend for an decrease of the 
860 cm"1 vibration assigned to the Ge-0 stretch mode (27) and an increase of the 1050 
cm"1 vibration assigned to the Si-0 asymmetric stretching band (28) with increase of the 
sputtering power. This can be explained as follows: At low sputtering power the Si02 

coverage of the Si target can not be removed with the low energy particle bombardment 
resulting in an preferential sputtering of the Ge pieces. The resulting film contains only a 
limited amount of Si. Oxygen bonded preferential to silicon forming the amorphous Si02 

matrix. The enthalpy of Ge02 formation is 128.1 kcal/mol in comparison to the value of 
Si02 (203.4 kcal/mol) and Ge02 is not stable in the same manner as Si02 (27). 

UBM« ,«• •  - 20(j nm t 

Fig. 4a: High resolution images of random   Fig. 4b: TEM images of large Ge 
distributed Ge nanocrystals. nanocrystals self-organized in lay- 

The arrangement of the nanocrystals is either random or self ordered in layers as 
can be demonstrated by TEM (see Fig. 4a, b). A higher sputtering power in combination 
with a lower water partial pressure results in a strong decrease of the crystal sizes down to 
2 nm and in a random distribution of the Ge nanocrystals as seen in Fig. 4 (a). An self- 
arrangement of larger nanocrystals in a layer structure only is found in films deposited at 
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the extremely low deposition rate of ~ 0.2 nm/s which is on the limit of the sputtering 
process stability. 

Samples that do not contain Ge and as-prepared amorphous SixGeyOz samples 
show no significant luminescence. Thus, the blue luminescence near 3.0 eV shown in Fig. 
5 is without a doubt correlated with the formation of the nanocrystals. The absolute 
intensity of the blue luminescence increases with the size of the nanocrystals. The 
brightest samples are those with the largest crystallites and an increased Ge content. The 
PL intensity varies by a factor of- 80, with the strongest PL found in the films containing 
GeC>2 crystals (Fig. 5a). In all our samples excitation at 441.6 nm results in a PL band 
with a lower intensity centered ~ 2.1 eV. The 2.1 eV peak position is in agreement with 
results reported previously (1,2,29). However, we can not confirm a systematically shift 
of this orange/green band. Our results for both PL bands are thus in contradiction with the 
predictions of the quantum confinement model. Fig. 6 shows the observed peak positions 
of a large set of samples including the nc-Ge02 and the energy of the lowest transition 
calculated using the effective-mass model. 

The time-resolved photoluminescence in selected samples were investigated. The 
blue-PL band decays with a characteristic time slightly less than 1 nsec (8). The PL decay 
is approximately described as single exponential having a time constant independent of 
the excitation intensity. Our experiments were performed on samples containing Ge02 
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crystals of R~ 25 nm and Ge crystals of 23 and 1.5 nm resulting in decay times of 0.87, 
0.84, 0.66 nsec. According to the theory, a decrease of the carrier lifetime should be seen 
with decreasing size. Hence, our result for the decay time is again in contradiction with 
the predictions of the confinement theory. With increasing detection wavelength from 
390 to 650 nm, the PL decay time increases from ~1 nsec to -1.8 nsec, and a long-lived 
but weak PL background becomes detectable, typical of a slow decay (»usec). 

4 

—i 1 1      i 

■    325 nm exc. 
•    441 nm exc. 
 eff.-mass theory 

I 

I 
r 3 ■ "    •       "                         ■ ■ 
o 

'in 
o 
a. 

a 
o 
a. 

2 M • •   •                                   * • 

a. 
1 

n 

" 

E = 0.67 eV 
9   1 

10       15 
radius (nm) 

20 25 

Fig. 6: Peak position of the 
room temperature PL of a 
large set of samples (8). The 
blue luminescence is visible 
by eye using an excitation at 
325 nm. Excitation with 
441.6 nm results in a weaker 
orange-green band. The 
peak position of both bands 
remains constant over a 
wide range of sizes which is 
incompatible with a quan- 
tum confinement origin. 

In the following discussion we will consider three possible models for the blue 
and orange-green emission from films containing Ge or Ge02 nanocrystals. It has been 
reported that Ge nanocrystals excited with an Ar laser at 488 nm luminesce at 2.2 - 2.3 eV 
independent of the size in the 6 -14 nm range (29). The reported PL decay was ~ 0.9 nsec, 
nearly identical to our results with the blue PL. However, a fast decay is not an indication 
of a transition from indirect-gap to direct-gap behavior as suggested in Ref. (29): In all 
our films, the orange-green PL near 2.1-2.3 eV (X eXc= 441.6 nm) and the blue PL near 
3.0 eV exhibit a similar nsec PL decay over a wide distribution of sizes. Thus, our PL is 
not produced by the radiative recombination of excitons confined in the Ge or Ge02 
nanocrystals. 

The second possibility is that the luminescence may originate from the oxide 
matrix itself. Indeed, Si02 is known to luminesce efficiently in the visible after excitation 
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with photon energies larger than 5 eV (30) which creates carriers into deep defect states 
(4.7 eV, 2.7 eV bands). We can not rule out that an increased number of defects in the 
nonstoichiometric SiOx matrix exist and may be responsible for the orange-green PL. It is 
consistent with the increased intensity of the orange-green PL in some samples where the 
Si is not fully oxidized and the band gap of the matrix is decreased due to the oxygen 
deficit. The band gap of the nonstoichiometric SiOx is smaller (1.8-4 eV) and depends 
strongly on the oxygen content (31, 32). A correlation between the intensity of the PL 
centered at 2.6 eV and the intensity of the infrared absorption related to Si-O-Si bridges 
has been established in thermally and chemically oxidized porous silicon (33). Different 
types of defects in silicon dioxide (i.e., non-bridging oxygen hole center) could be 
responsible for the visible PL around 2.3 eV (34). In contrast, we can rule out defects in 
the matrix as the source of the blue PL, since the PL intensity of the blue component 
increases by a factor of around 15-80 when the Si content of the films decreases from 
35at.% to ~7at.%. When the Si content decreases, the matrix contains more GeOx 

nanoclusters as demonstrated with our IR results (see Fig. 3). Indeed, some of the as- 
prepared films containing GeOx clusters show an extremely weak blue PL peak. There 
might be a small amount of Ge-0 related defects in the GeOx clusters of the kind 
discussed below. 

We propose that the large number of highly disturbed bonds in the inhomogene- 
ous strain field of the Ge or GeC>2 surfaces is responsible for the appearance of the PL 
after annealing. The crystallization process is associated with cleaning and reconstruction 
which causes the out-diffusion of the last traces of oxygen during the growth of the Ge 
nanocrystals. The growth of the hexagonal Ge02 crystals should be correlated with a 
reconstruction of the bond angle and bond length of the O-Ge-0 inside of the crystals and 
with oxygen defects on the surfaces. The facts that the presence of both Ge and O is 
necessary for the PL and that there is a clear trend of stronger blue PL with increasing 
[0]/[Ge] ratio support this interpretation. GeCh defects containing two non-bonding 
electrons have been reported by Ginzburg (35) for Ge-doped silica glass fibers. Such 
defects form a ground state singlet level (So), an excited singlet level (Si) and a triplet 
level (Ti). In this energy scheme, a blue luminescence ~ 3.1 eV has been attributed to the 
Ti to So transition. The value of the PL lifetime reported in (35) is found to be very large 
as typical for spin-forbidden triplet-to-singlet transitions. Our fast PL decay is not in 
agreement with a spin-forbidden transition. The inhomogeneous strain field at the 
nanocrystal/matrix interfaces makes the forbidden transition of the Ginzburg defect at 
least partially allowed and this shorten the lifetime sufficiently. 

Conclusion 

Raman spectra demonstrate the crystallization process with increasing annealing 
temperature up to 900°C. X-ray diffraction proves the crystallization into Ge or Ge02 

nanocrystals. TEM images show the random distributed arrangement of the nanocrystals. 
A self organized layer structure only was found in case of a very low deposition rate. The 
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change in the oxygen bonding with the preparation conditions is monitored with IR 
spectroscopy. We have observed a strong room temperature photo luminescence near 3.0 
eV in alloy films containing Ge or Ge02 nanocrystals. The characteristic decay time is 
found to be ~1 nsec. We have established a correlation between the blue-PL and the 
[0]/[Ge] ratio in the films. The experimental facts lead us to conclude that the blue PL is 
not produced by the radiative recombination of excitons confined in the nanocrystals. 
After examination of several models, we suggest that the origin for the fast blue-PL band 
is a Ge/O-related defect. 
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EFFECT OF IRRADIANT WAVELENGTH ON POROUS SILICON FORMATION 

Crona Malone and Jacob Jorn6 
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In an effort to determine the correct formation and luminescence mechanism 
of porous silicon (PS), photoelectrochemical etching experiments were 
conducted, using various wavelengths of irradiant light. The crystallite size 
decreases as the etching process proceeds, resulting in a blueshift of the 
photoluminescence (PL) spectrum. At a crystallite size of approximately 
2.5nm, a saturation point is reached at which the PL peak wavelength 
remains constant. A further reduction in crystallite size does not result in a 
lower peak wavelength. Experimental results suggest that the surface state 
model is responsible for this luminescence process. 

INTRODUCTION 

The realization that light emission is possible from porous silicon (1) has resulted in 
tremendous possibilities for the use of silicon in the microelectronics industry. The ability 
to use optical rather than electrical interconnects will improve the performance of advanced 
integrated circuits. Extensive research is also being conducted on the use of porous silicon 
in optoelectronic devices and displays. Numerous experimental and theoretical studies have 
been performed in order to determine the origin and mechanism of the luminescence 
process. This dilemma has still not been fully solved. To date, the only two models^ which 
have not been discredited are the pure quantum confinement model (2) and the "smart" 
quantum or surface state model (3). 

Previous heat treatment experiments (4) and studies involving reversible shifts of the 
PL spectrum by selected chemical treatments (5), have provided reason to doubt the 
quantum confinement model. In this paper we report further experimental results which 
cannot possibly be explained by the pure quantum confinement effect, thus providing 
further evidence for the surface state theory. The surface states, positioned within the 
bandgap of the porous silicon, control the process by which light is emitted. These lower 
energy states result from a relaxation and restructuring of the surface in accordance with its 
chemical environment. The energy of the emitted light is less than the bandgap energy by 
an amount which is too large to be attributed to Stokes shift. 

EXPERIMENTAL 

The experimental set-up for the photoassisted etching process is shown in figure 1. 
The porous microstructure depends critically on the electrolyte composition, anodization 
parameters and the type and doping level of the silicon crystal. Two types of wafers were 
used in this study : n-type 0.7-1.3flcm and p-type 1-lOficm. A thin layer of aluminum was 
deposited on the back side of the silicon wafer in order to provide a good electrical contact. 
The anodization was carried out in a solution of hydrofluoric acid (48wt%), deionized 
water and ethanol at a constant current density of 30mA/cm2. Ethanol is used as it 
minimizes the formation of hydrogen bubbles and enhances deeper penetration into the 
pores. The etching time ranged from 0-45min. The irradiant light source during the 
experiments was either an Argon laser (514nm and 476nm lines) or a Tungsten - Halogen 
lamp which was connected to a power supply variac in order to control the lamp's 
illumination intensity and irradiant wavelength. After the formation process the PS samples 
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were rinsed with deionized water and blown dry with Nitrogen. All PL spectra were taken 
using a SPEX FLUOROLOG-2 series spectrofluorometer. 

RESULTS 

According to the formation process proposed by Lehmann (2), the higher the 
irradiating energy during the formation process, the smaller the crystallite size which in turn 
results in a larger bandgap energy. Figure 2 shows the PL peak wavelengths plotted as a 
function of etching time for n-Si samples prepared under different irradiant conditions. 
Similar results were shown for p-Si samples. As expected, a blueshift, or move to higher 
energies, results as the etching process proceeds. This is due to a reduction in the size of 
the silicon crystallites, hence an increase in the level of confinement. However, after a 
certain amount of time, a saturation point is reached below which no further blueshift is 
possible. 

There are two major features to notice from Figure 2. Firstly, there is no considerable 
difference between the results for the 476nm irradiated sample and the one for 514nm 
sample. One might expect that irradiating with a higher energy light source would result in 
a smaller crystallite size, a larger bandgap and hence a higher energy PL peak. Clearly, this 
does not occur in this case. Secondly, the final peak wavelength at saturation, in all cases, 
is not that of the irradiant wavelength used during the formation process. If the mechanism 
of luminescence is via pure quantum confinement, as proposed by Canham (1), then the 
irradiant energy should correlate with the energy of the PL peak position. Based on these 
results, the pure quantum confinement model is questioned. 

The bandgap of porous silicon was determined using previous experimental and 
theoretical results (3,6,7) based on the position of the second luminescence line in the 
infrared spectral region. Theory suggests that the ratio of the shift of the valence and 
conduction band should be equal to 2 (8). The bandgap, Eg, can be calculated using the 
following equation (4): 

Eg = 1.17eV + (IR-0.82)(1 + (AE^AE,.) [1] 

The estimated bandgap values for n-Si samples, which were subjected to 20 minutes 
of etching under various irradiating energies, are tabulated in Table I. The effective 
bandg"ap energies are comparable with the irradiant energies hence confirming that the 
formation mechanism is via quantum confinement. However, there is a significant 
difference between the bandgap energies and the PL peak energies which is too large to be 
explained by Stake's shift. 

In order to confirm these bandgap values, Transmission Electron Microscopy pictures 
were studied to determine the size of the silicon crystallites. The size was then related to the 
bandgap of the porous silicon sample (8,9). The crystallite size was determined using NIH 
Image software analysis. A n-Si wafer, having been etched for 15 minutes under 80V 
(548nm, 2.26eV)) illumination yielded a crystallite size of 2.7nm, which correlates to a 
bandgap of 2.2eV. A sample which was irradiated with a wavelength of 476nm (2.6eV) 
during etching, for 10 minutes, resulted in a size of 2.2nm, which corresponds to a 
bandgap of 2.6eV. These results confirm that the bandgap energy is equal to the energy of 
the irradiant light used during the formation process. The emitted energy is less than this 
value. 
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The full width at half maximum (FWHM) is thought to be related to the size 
distribution of the silicon crystallites. Figure 3 shows two n-Si spectra taken after 5 
minutes and 30 minutes of etching. The FWHM is estimated at around lOOnm. After 30 
minutes the formation process is thought to be completed and hence each of the crystallites 
should be of a similar size. The fact that there is no difference in the width of this peak to 
the width after 5 minutes suggests that the size distribution is not the only contributing 
factor. The samples which were irradiated with monochromatic light show similar values 
for the FWHM. Murayama et al (10) proposed that the emission process also contributes to 
this broad luminescence band. This suggestion seem reasonable in light of the present 
work. 

DISCUSSION 

The fact that the PL peak position is always lower than the estimated bandgap question 
the validity of the pure quantum confinement effect in modeling the mechanism of 
luminescence. Based on the outcome of this study, the "smart" quantum model appears to 
be the only model capable of explaining the experimental results. Changes in the electronic 
structure of the solid will result in induced stresses on the surface of the silicon crystallite 
leading to energy level modifications of the electronic states. Some of these states will lie 
within the bandgap of the silicon crystallites. Electrons will become trapped in these states 
and recombination will result in an emitted energy less than the bandgap. 

The surface state model is also useful in explaining the saturation effect which is 
observed in figure 2. During the formation process, as the bandgap enlarges, the surface 
positions change with it, a condition also noted by Petrova-Koch et al (7). This effect will 
continue until a critical size of the silicon crystallite is reached. It is suspected that once this 
size is attained, the surface states take on a predominant role in the emission process. This 
size was estimated to be approximately 2.5nm. Any further decrease in size will result in 
the surface effects becoming more pronounced since the surface area of the crystallite is 
increasing. More surface states will be created and the emitted energy will remain constant 
despite an increase in the bandgap. The illustration in figure 4 clarifies this model. 

CONCLUSION 

Irradiation during the electrochemical etching process will determine the bandgap of 
porous silicon, confirming that the formation mechanism is predominantly due to quantum 
confinement. The surface state model, recently proposed by many workers (3,12) explains 
why there is such a large difference between the bandgap energy and the energy of the 
emitted light obtained from a PL spectrum. This model can be used to explain the 
mechanism of luminescence. The emitted PL peak energy will be dependent on the surface 
states that form within the bandap and the crystallite size determines if the saturated value 
has been attained. Saturation occurs at a size of approximately 2.5nm (~2eV) 
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Table I. Estimated bandgaps of porous silicon based on the position of the 
second luminescence line in the infrared spectral region. 

Irradiant Energy 
(eV) 

PL Red Peak 
(eV) 

PL Infrared Peak 
(eV) 

Bandgap 
(eV) 

2.26 1.95 1.15 2.22 

2.36 2.03 1.18 2.3 

2.41 2.05 1.19 2.34 

2.60 2.07 1.20 2.37 
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ABSTRACT 

Light emission from silicon has long been a goal of the electronics industry, the 
realisation of which would open up the possibility of true large-scale optoelectronic 
integration. Current hybrid technologies suffer from processing complexity and 
lattice mismatch which would be avoided if a suitable silicon-based luminescent 
material were developed. To this end, there has recently been considerable interest in 
light emission from new forms of silicon. Research has been primarily concentrated 
on porous silicon, but there is a growing body of work on related materials such as 
nanocrystalline silicon and silicon-rich silica. The latter exhibits similar optical 
properties to porous silicon without the associated problems of stability. 

We have produced by Plasma Enhanced Chemical Vapour Deposition a number of 
silicon-rich silica films which contain silicon nanoclusters as-grown of the order of 
2nm diameter. Using photoluminescence spectroscopy, ESR and FTIR studies we 
have investigated the influence of post-process annealing on the optical and physical 
properties of the material. We have been able to identify two separate luminescence 
bands which appear to arise from different mechanisms: defect luminescence and 
exciton confinement in nanoscale silicon clusters. 

We have doped samples of silicon-rich silica with erbium ions and have shown that 
strong luminescence from the rare-earth ion is obtained even when excited away 
from characteristic absorption bands; the luminescence intensity is largely 
independent of excitation wavelength below 514nm. We ascribe this to a carrier- 
mediated excitation of the rare-earth ions via the silicon microclusters. This is in 
accordance with recent results in the literature on erbium implanted porous silicon. 
The very broad absorption of this material opens up the possibility for flashlamp- 
pumped optoelectronic devices. 

We also present electroluminescence spectra from simple metal-insulator-silicon test 
devices which employ silicon-rich silica as the luminescent layer. 

Electrochemical Society Proceedings Volume 97-11 304 



I. INTRODUCTION 

The drive towards low-cost optoelectronic and display technologies has generated a 
huge interest in the development of silicon-based electroluminescent materials. This 
has been particularly the case since the discovery by Canham in 1990 of bright 
visible photoluminescence from porous silicon [1]. Bulk silicon is an indirect 
bandgap material and therefore an inefficient light source. However, investigation of 
the optical properties of porous silicon and related materials has shown that the 
problem of low efficiencies may be overcome through the use of new low- 
dimensional forms of silicon. Porous silicon has been shown to emit light 
efficiently: photoluminescence quantum efficiencies of up to 10% have been reported 
and electroluminescent devices have been produced with efficiencies in the region of 
0.1% [2]. However, material stability is poor. The nature of the porous silicon 
surface makes it highly susceptible to both contamination and handling damage. 
Exposure to the atmosphere can cause degradation of light output in only a few 
hours. 

In contrast, silicon-rich silica (SiOx x<2) is a related material which is mechanically 
and chemically stable. It consists of nanoclusters of silicon embedded in a silica 
matrix and exhibits visible and near-ir luminescence similar to that seen from porous 
silicon. Although luminescence was first reported in this material some time ago [3], 
it is only recently that its optical properties have begun to be thoroughly studied. 
Photoluminescence has been observed by a number of groups and has been 
variously identified as arising from quantum confinement of excitons [4], defect 
luminescence [5], siloxene luminescence [6] or interfacial effects at cluster surfaces 
[7]. Luminescence studies carried out to date have failed to conclusively identify a 
unique luminescence mechanism and there are a number of contradictory reports in 
the literature. 

There is good agreement over the physical structure of silicon-rich silica: 
Transmission Electron Microscopy (TEM) studies have confirmed the presence of 
clusters of silicon atoms in the Si02 matrix [8,9]. As-deposited films generally 
contain amorphous clusters which crystallise on annealing. Moreover, prolonged 
annealing and high temperatures serve to increase the mean size of the clusters 
through diffusion of silicon atoms through the silica matrix. Existing clusters act as 
nucleation centres for the growth of larger aggregates. This is referred to as 
'Ostwald Ripening' and is a key process in inferring the presence of quantum 
confinement effects. Since the bandgap of clusters with dimensions of the order of 
the excitonic Bohr radius depends strongly on cluster size, any variation in mean 
cluster size will be reflected in a corresponding change in both absorption and 
luminescence spectra. This is the source of the annealing related red-shift in 
luminescence bands reported as evidence for a quantum confinement origin of 
luminescence. 

In this study we have undertaken a detailed investigation into the luminescence 
spectra of silicon-rich silica thin films in an attempt to resolve some of the difficulties 
in assigning a luminescence mechanism. We find that there is more than one 
mechanism present in most cases, which may be the source of much of the present 
confusion. 
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There have been few reports of electroluminescence from silicon-rich silica 
However, for device use it is critical to achieve efficient electroluminescence and to 
understand carrier transport mechanisms. It is a relatively simple process to form 
good contacts to SiOx by evaporation: gold, aluminium and ITO have been used 
successfully. Initial studies of those devices produced to date [8,10] suggest low 
quantum efficiencies although no detailed measurements have been reported. We 
report preliminary results of dc electroluminescence studies on material grown using 
Plasma Enhanced Chemical Vapour Deposition (PECVD). CVD growth avoids 
many of the problems associated with implantation-related damage and as a result we 
have been able to demonstrate luminescence in as-grown films. 

Light emission from rare-earth doped materials is also an area of great technological 
importance. With the proliferation of fibre-optic communications systems operating 
at wavelengths in the near-ir, there is a large and growing need for optical 
amplifiers, splitters, filters and other active devices. Erbium is a particularly 
important material as the Er3+ ion emits in a broad band around 1.55iim: a 
wavelength conveniently positioned within the low loss window of silica optical 
fibres. For some time, we have been concerned with investigating the inclusion of 
high concentrations of erbium within silica planar optical waveguide structures. We 
have been able in past work to increase the concentration of unclustered rare-earth 
ions by an order of magnitude over conventional glasses [11]. As an extension of 
this work, we have produced films of erbium-doped silicon-rich silica to investigate 
the effect of the broad-band absorbing silicon nanoclusters on the optical properties 
of the erbium ions. We report in this study the observation of a strong interaction 
between silicon nanoclusters and rare-earth ions. In particular, there is a pronounced 
excitation exchange mechanism between the two species. This is in agreement with 
recent results from Polman's work on erbium-doped amorphous silicon showing 
excitation exchange between the silicon host and the rare-earth ion [12,13]. 

II. EXPERIMENTAL 

A number of silicon-rich silica films were deposited on lightly doped p-type <100> 
CZ silicon wafers using PECVD. The sample wafers were first thoroughly cleaned 
under clean-room conditions using acetone and isopropyl alcohol followed by 
sulphuric and nitric acids and finally rinsed with deionised water. After placing in 
the reaction chamber, the wafers were cleaned again with an argon plasma for 
5 minutes. A capacitively-coupled deposition chamber was used. Precursor gases 
were a silane/argon mix (5% silane (SiH4) in argon) and nitrous oxide (N20) as 
silicon and oxygen sources respectively. The nitrous oxide flow rate was fixed at 
10 seem and the silane/argon mixture flow rate changed from run to ran between 
240 seem and 120 seem. A 13.56 MHz RF generator was used to dissociate the 
precursor gases, the power being varied from ran to ran between 10 W and 30 W. 
Substrate temperature was set in the range 120 °C to 350 °C. 

The erbium doped samples were produced under similar conditions, with the 
addition of a solid organic chelate precursor: Er(thd)3 into the reaction chamber. A 
carrier gas (argon) was used to transport the precursor. The erbium concentration 
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within the films was 1 at% as measured by secondary ion mass spectrometry 
(SIMS). 

After deposition, each film was divided into a number of pieces which were then 
annealed under argon for 90 minutes at a series of temperatures between 200 °C and 
1000 °C. 

Photoluminescence spectra were measured for each film using a Coherent argon-ion 
laser as the excitation source. Spectra were dispersed using a Bentham M300 
monochromator and detection was via a Bentham 231 side window photomultiplier 
tube, a current preamplifier and lock-in amplifier. For infra-red spectra, the 
photomultiplier tube was replaced by an InGaAs photodiode. Both the detection 
electronics and monochromator were computer controlled; care was taken to ensure 
that the spectra were as accurate and repeatable as possible. A diffraction grating was 
used as a premonochromator to filter out laser plasma lines and a Schott glass filter 
(OG495) placed immediately following the collection optics removed any unwanted 
laser scatter. 

A number of films, both as-deposited and post-annealing were studied using 
electron spin resonance (ESR) in order to investigate the presence of defects. 

Selected films were studied using Fourier Transform Infra Red spectroscopy 
(FTIR). This allowed the determination of such chemical changes as loss of 
hydrogen and increase in oxidation state of silicon. 

Samples of as-grown films were analysed for chemical composition using both 
SIMS and electron-probe microanalysis. In particular, we were interested in the ratio 
between elemental and oxidised silicon. This was readily obtained from SIMS data. 
The films studied contained up to 8 at% elemental silicon; oxygen content was 
around 55 at% and there was a small amount of nitrogen incorporated: typically 
around 5 at%. 

semitransparent gold 

SiOx 

p++ silicon 

aluminium 

Figure 1: Electroluminescence test structure 

A number of silicon-rich silica 
films were selected for 
electroluminescence studies on 
the basis of the strength of 
photoluminescence signal. In 
order to ensure efficient 
conduction through the active 
layers, sample thicknesses were 
restricted    to     approximately 
0.1 \im as measured by 
Talystep. Thin gold electrodes 
around 50 nm thick and 5 mm 
diameter were evaporated onto 
the upper surface of the films 
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and electrical contact made with needle probes. Figure 1 shows the 
electroluminescence test structure. The device was placed in the spectroscopic set-up 
an the electroluminescence spectrum measured. 

III. RESULTS AND DISCUSSION 

a) Photoluminescence 
In general, the photoluminescence spectra of the SiOx films showed two bands: one 
around 2 to 2.2 eV and a second around 1.4 to 1.9 eV. The relative strengths and 
positions of the bands varied between samples and were dependent on post- 
processing. Figure 2 shows a photoluminescence spectrum of sample SS28 which 

clearly      shows      the      two 
l io', , i i , , i , | , i i , ii! components: compare this with 

figure 3, a spectrum from 
sample SS24. The latter 
spectrum appears asymmetric 
and can be fitted by two 
Gaussian curves centred on 
2 eV and 1.9 eV. The effects of 
post-deposition annealing are 
shown in figure 4 for sample 
SS24. It is apparent that the two 
luminescence bands behave very 
differently under annealing. The 
higher energy band shows a 
strong variation in intensity 
while the lower energy band 
also exhibits a pronounced shift 
in energy. This points to the 
probability of there being two 
distinct luminescence 
mechanisms. 

Energy eV 

Figure  2:   Photoluminescence  spectrum 
of sample SS28 following a 400C  anneal 

8 104 

6104 

2104 

The general trend in the 
annealing behaviour of the two 
photoluminescence bands 
across all the samples studied is 
as follows: the higher energy 
band, if present, remains at a 
fixed energy around 2 to 
2.2 eV regardless of annealing 
temperature and becomes 
completely quenched at 
temperatures above 600 to 
800 °C, following an initial 

rise at Ta<500 °C. The lower energy band is present even in samples annealed at 

Figure  3: 
of sample 

5 1.8 2 
Energy eV 

Photoluminescence  spectrum 
SS24  following 400C  anneal 
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temperatures up to 1000 °C and shows a red shift with increasing annealing 
temperature, the magnitude of which varies from sample to sample. 

8 10* 

Energy eV 

Figure 4:   Photoluminescence  spectra 
of sample  SS24 following anneals at 
temperatures indicated 

The red shift of the low 
energy band is a strong 
indication of a quantum 
confinement effect. It has 
been well established by a 
number of groups that 
annealing silicon-rich silica 
films    at    temperatures    in 
excess of 600 °C results in 
accretion of excess silicon 
atoms and aggregates to form 
progressively larger clusters 
[14]. If annealed at a high 
enough temperature for a 
sufficient time, the larger 
silicon clusters will tend to 
incorporate the smaller ones, 
resulting ultimately in 
macroscopic inclusions of 
'bulk' silicon within the Si02 

matrix. As an increase in 
cluster size results in a 
narrowing of the optical 
bandgap, observation of 
annealing-related red-shifts in 
luminescence spectra is taken 
to be good evidence in 
support of the quantum 
confinement hypothesis. The 
dependence of the 
photoluminescence energy on 
cluster size is well established 
and formulae have been 
published which quantify the 
relationship between cluster 
size and bandgap energy 

[15,16]. In its most simple form, this dependence can be modelled using the 
'particle in an infinite well' model and writing out the appropriate expressions for the 
wavefunction of a confined particle. This yields a 1/r dependence of band gap 
energy on cluster size. More detailed models ranging from those based on the 
Effective Mass Approximation to full density of states calculations have been 
developed, but the 1/r2 dependence is a good working approximation. Figure 5 
shows a plot of photoluminescence peak energy for the low energy band as a 
function of annealing temperature for sample SS24. The quantum confinement 
model also predicts an increase in luminescence intensity with decreasing cluster size 

1.9 
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Figure 5: low energy PL band peak energy 
as a function of annealing temperature 
for sample SS28 
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due to an increased oscillator strength. This may help to explain the reduction in 
photoluminescence intensity accompanying the red-shift of the low energy band on 
annealing at Ta>600°C. 

For the case of the high energy band, the absence of an annealing-related red-shift 
makes it unlikely that this band is the result of recombination of confined excitons. 
However, luminescence around 1.9 and 2 eV has been noted before in both 
amorphous silica and quartz. This is generally associated with defect states produced 
by implantation or irradiation, although there are a number of possible defect species 
that emit in this region and there has been considerable debate in the literature over 
the origin of these luminescence bands in silica [17,18]. Current opinion suggests 
that they are due to emission from non-bridging oxygen hole centres (NBOHCs) 
[17]. Such defects are usually associated with the radiolysis of hydroxyl groups or 
the cleavage of strained silicon-oxygen bonds by irradiation; however, there is 
evidence for the presence of NBOHCs in as-grown CVD oxide films [19]. 

b) FTIR 
Figure 6 shows FTIR data for sample SS26 as-grown and following anneals at the 
temperatures indicated. Table 1 gives the assignments of FTIR bands observed in 
SiOx samples. 

Table 1: FTIR bands and assignments 

Frequency (cm1) 1050 1100 2150 2200 2250 

Assignment Si-O-Si Si-O-Si Si-H Si-H2 Si-H3 

The Si-Hx stretch bands around 2200 cm"1 are shifted up in energy by 
approximately 100 cm"1 with respect to the corresponding bands in hydrogenated 
amorphous silicon. This can be ascribed to the effect of the Si02 matrix, stretches 
respectively. From Petrova-Koch et al [20], it can be inferred that the separation of 
the Si-Hx band into its three components, Si-H, Si-H2 and Si-H3, implies clusters 
with a diameter greater than 20 Ä. Conversely, Ihe broadening of the bands by the 
local electric field around 'small' clusters (<20 A diameter) tends to yield spectra 
with a broad Si-Hx band. We may expect further inhomogeneous broadening of the 
FTIR bands due to the extended Si02 matrix, so this estimate of the transition 
between 'small' and 'large' clusters can only be an approximate guide. However, it 
is a reasonable conclusion that the broadening of the Si-Hx band observed for our 
samples implies the presence of silicon clusters which are of approximately the same 
size as Petrova-Koch's estimate: i.e.: less than 100 A in diameter. 
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Of key importance to understanding the chemical changes in the films brought about 
by annealing is a study of the temperature dependence of the FTIR bands. Figure 7 

shows the variation in 
intensity with temperature of 
the bands at 2200 cm"1 (Si- 
Hx) and 1025 cm"1 (Si-O- 
Si) for sample SS26. There 
is a clear reduction in the 
hydrogen content of the film 
as Ta increases, and the Si- 
Hx band completely 
disappears following a 
1000 °C anneal. 
Accompanying this is an 
increase in the Si-O-Si band 
up to Ta=600 °C, implying 
an annealing out of oxygen 
vacancies by diffusion of 
interstitial oxygen. It is not 
clear what the cause of the 
subsequent decease in these 
bands at Ta=1000 °C is, but 
it is likely to be due to 
growth of silicon clusters. 

1800      IM»      1400      1200 

Wavenumber (cm "*) 

Figure 6: FTIR spectra of sample SS26 following 
anneals as indicated 

.0. 
1025 cm-1 

2200 cm-1 
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I ' '  ' I ' 
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Figure 7: Dependence of 1025cm-l and 2200cm-l 
FTIR bands on annealing temperature. 
The signal intensities for the 2200cm-l  band 
have been magnified by a factor of 3 for clarity 

c) ESR 
Figure 8 shows ESR spectra for a control sample of cut silicon and similar sized 
pieces of sample SS26 annealed over a range of temperatures. The absence of a 
signal in the control sample eliminates the possibility that it is due to dangling bonds 
formed by cleaving the silicon substrate. The g-value of the peak observed (2.0055) 
is characteristic of Pb centres in silica, or their analogue in amorphous silicon, the D 
centre. Both of these defects consist of an unpaired spin located on a silicon atom 
bonded to three further silicon atoms (Si3=SiT). In the case of amorphous silicon, 
such defects are characterised as dangling bonds at the surface [21], whilst in the 
case of silica films on silicon, Pb centres can often be associated with oxygen 
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vacancies at the Si/Si02 interface [22]. It may therefore be the case that the 
paramagnetic centres in our samples are located at the cluster/silica interface. Studies 
of the passivation  and depassivation of Pb centres in thin film  Si02  have 
demonstrated an increase in Pb content on annealing at T>500 °C in vacuum, argon, 
nitrogen and air [21]. Further annealing at higher temperatures can reduce defect 
concentration by compensating dangling bonds with interstitial oxygen and water. 
The rapid increase in ESR signal above T=500 °C agrees well with other 
observations of the annealing behaviour of the Pb centre. The decrease between 
T=200 °C and 500 °C may be due to an initial uptake of interstitial hydrogen 

3425 3475 "a 

MAGNETIC FIELD (G) 

Figure 8: ESR spectra as a function of annealing temperature for 
sample SS26. The top trace is fro a control sample of silicon 

Looking at sample SS24, we observe a concentration of 5x10 spins per gramme in 
the as-grown film. However, comparison of the annealing behaviour of the 2 eV 
luminescence band with that of the Pb centres shows that it is unlikely that these 
defects are responsible for the emission. For sample SS26, between 200 °C and 
600 °C, the photoluminescence signal increases by a factor of 2 whilst the ESR 
signal at g=2.0055 falls sharply. Annealing at temperatures in excess of 600 °C 
leads to complete quenching of the 2 eV band but this is the range over which the 
ESR signal is strongest. 

In the present study, it is puzzling that we do not see the characteristic ESR signal 
due to the NBOHC at g=2.001; it may however be that some other, non- 
paramagnetic defect is responsible for the 2 eV band. Certainly, on the basis of our 
data, we can not conclusively identify it. There is some evidence that the electron 
trap Si3- defect luminesces at these energies [17], but the presence of this defect in 
our samples remains speculation at present. However, the annealing behaviour and 
lack of red-shift in the case of the 2 eV band suggests a defect origin. The 
observation that in all cases the 2 eV photoluminescence band is completely 
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quenched following anneals in excess of 600°C indicates that the quenching 
mechanism is tied in with the filling of oxygen vacancies in the silica matrix by 
diffusion of interstitial oxygen and water. However, the low-temperature anneal 
behaviour of the 2 eV band requires further investigation. 

It would initially be expected that removal of hydrogen from hydrogen-rich SiOx 

films would produce a large number of dangling bonds which act as non-radiative 
recombination centres, thus quenching luminescence [23]. However, there is a clear 
increase in photoluminescence intensity from the 2 eV  band following  low 
temperature annealing at Ta<600°C. Evolution of hydrogen from the films at 
Ta<600°C, as confirmed by FTIR increases the population of optically active 
defects. However, the nature of the defect responsible for the 2 eV band is not 
clear. We propose that it is produced by the cleavage of Si-H or O-H bonds and may 
be generically similar to the NBOHC, although it does not appear to be ESR active. 

d) Rare-earth doped silicon-rich silica 
Figure 9 is a photoluminescence spectrum of an erbium-doped silicon-rich silica 
sample excited at 514.5nm. It exhibits a strong band around 1535nm characteristic 
of the 4Ij3/2 -» 4Ii5/2 Er3+ transition. Moreover, it appears that it is possible to 
obtain fluorescence from Er3+ even when the pump wavelength is away from the 
characteristic erbium absorption bands. Figure 10 shows a photoluminescence 
spectrum of the same sample excited at 476nm, a wavelength which does not lie 
within any of the erbium absorption bands. Compare this with figure 11 which 
shows photoluminescence spectra for an erbium-doped stoichiometric silica film 
pumped at the same wavelengths. Note the very weak luminescence from this 
sample under 476nm excitation. Even more striking is the observation that the 
intensity of fluorescence remains largely unchanged with decreasing pump 
wavelength. Figure 12 illustrates the normalised integrated fluorescence intensity as 
a function of excitation wavelength for the erbium-doped SiOx sample and a 
reference erbium doped stoichiometric silica fibre. In the case of the fibre, the 
fluorescence intensity shows a good correlation with the absorption spectrum of 
erbium in silica [24]. This is in marked contrast to the silicon-rich sample which 
exhibits fluorescence at 1535nm that is largely independent of excitation wavelength. 
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The presence of Si microclusters in these samples can be inferred from the 
luminescence data and from the presence of an abrupt band-edge in the absorption 
spectra. The marked difference between the fluorescence in our erbium-doped 
samples and that from the fibre cannot be explained by a change in the erbium 
absorption or emission cross-sections, for which there is no supporting evidence in 
the literature. However, if bands due to silicon microclusters and excited levels of 

the erbium ion overlap, it is 
possible that photons with 
energies to the blue of the 
absorption edge of the films 
are absorbed by the silicon 
aggregates and the energy 
transferred non-radiatively to 
the excited states of the 
erbium. 

The absorption spectra of the 
erbium-doped SiOx films 
exhibit strong absorption 
band edges in the visible 
region of the spectrum 
similar to those of the non- 
Er doped samples. 
Moreover, it appears that the 
characteristic absorption 
bands of the rare earth ion at 
450nm, 490nm, 520nm, 
635nm and 980nm are very 
much weaker than the 
absorption due to the silicon 
aggregates. Hence there 
appears to be a strong energy 
exchange mechanism 
between silicon nanoclusters 
and the rare-earth ions which 
seems similar to that 
observed in rare-earth doped 
amorphous silicon. If this is 
a Förster-type transfer with a 
1/r6 dependence, the emitting 
species must be very close to 

the absorber, implying the rare-earth ions are situated within very close proximity to 
the silicon nanoclusters. 

1400    1450    1500    1550    1600    1650    1700   1750 
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Figure  9:  Photoluminescence spectrum 
of erbium-doped  silicon-rich  silica  film. 
Excitation   wavelength:   514.5   nm 
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Figure  10:  As figure 9, pump wavelength 476nm 
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Figure  11:  Photoluminescence spectra of 
an erbium-doped stoichiometric silica film 
excited at the wavelengths indicated. 
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Figure  12:  Normalised integrated  1535nm PL 
intensity as a function of pump wavelength 
Crosses:   SiOx   film 
Circles:   reference stoichiometric  fibre 

e) Electroluminescence 
Electroluminescence from the test devices could be observed by eye in a darkened 
room and was stable for periods of up to six hours. The devices operated under both 
forward and reverse bias, although luminescence was brighter in the former case. In 
forward bias, light emission was initiated at a voltage of around 1.5 V and a current 
of 70 mA. Figure 13 shows a representative electroluminescence spectrum. The 
spectrum has not been corrected for the absorption of the gold layer. The 
electroluminescence signal was very much weaker than photoluminescence obtained 
from the same sample: we estimate the quantum efficiency of electroluminescence to 
be of the order of 10"5 %, which, whilst low, is comparable with figures quoted for 
porous silicon devices at a similar stage in their development. 

Electrochemical Society Proceedings Volume 97-11 315 



8000 
1    1   1   1   1    1   1   f 1 1   1   1   1    T-l "|   1   1   1 

- 
6000 -Ü 

« 
4000 \                                    -j 
2000 \                     -j 

*^»^^ 
",    .   1   1   1    ■   1    1   1 . i . . . ITV^T- 

1.4 1.6 1.8 2 2.2 2.4 
energy eV 

Figure   13:   Electroluminescence   spectrum 
of  silicon-rich   silica   thin   film 

IV. CONCLUSIONS 

We have shown that photoluminescence from silicon-rich silica films is the result of 
two separate mechanisms: defect luminescence, possibly from non-bridging oxygen 
centres or related oxygen vacancies, and radiative recombination of confined 
excitons. Our results are in broad agreement with others in the literarure [25,26,27]. 
We propose a mechanism for defect production within hydrogen-rich SiOx films 
which involves evolution of hydrogen at a faster rate than the diffusion of interstitial 
oxygen to compensate the resultant dangling bonds. Evidence for this mechanism 
comes from photoluminescence and FTIR data which indicate a decrease in 
hydrogen content accompanied by an increase in photoluminescence intensity for 
Ta<600 °C. Above this temperature, annealing of oxygen vacancies leads to a 
reduction in defect luminescence and a growth of silicon clusters as reflected in a red 
shift of the low-energy photoluminescence peak. However, we are unable at this 
stage to conclusively identify the luminescent defects. This scheme may help to 
explain some of the apparently contradictory photoluminescence results published 
elsewhere. 

We have produced by PECVD rare-earth doped silicon-rich silica thin films that 
exhibit characteristic erbium 1535nm fluorescence even when the sample is excited 
at wavelengths away from erbium absorption bands. The fluorescence yield appears 
to be largely independent of the pump wavelength over the range studied. This 
contrasts with data presented for both an erbium doped silica fibre and for rare-earth 
doped stoichiometric silica. We propose that our results are consistent with studies 
on erbium-doped amorphous silicon which indicate carrier mediated excitation of the 
rare-earth ion [12,13]. This suggests that the rare-earth ions are either sited within or 
in very close proximity to the silicon nanoclusters. 

We report preliminary results of dc electroluminescence of silicon-rich silica, 
demonstrated in a simple MOS device. We believe this to be the first report of dc 
electroluminescence from this material: previous studies have used pulsed or ac 
excitation. Although luminescence is weak, there remains much work to be carried 
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out on this material; in particular a thorough investigation of carrier transport 
mechanisms. This material may make a significant contribution to the field of light 
emission from silicon, and we hope to demonstrate soon that silicon-rich silica is a 
promising technology which avoids the stability and contamination problems 
inherent in porous silicon. 
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Abstract 
Photoluminescence emission spectra were acquired on CdS05Se0S doped glass at 77K. Four samples 
were analyzed, each with a different average nanocrystallite size between 1.1 and 8.4 nm. The 
photoluminescence emission fluence is superlinear in pulsed excitation fluence. The superlinearity results 
from the transition from geminate to non-geminate recombination with increasing average number of 
electron-hole pairs per nanocrystallite. Samples with larger particles are more likely to contain multiply 
excited nanocrystallites at a given excitation fluence, and hence exhibit a higher degree of superlinearity 
than samples with smaller particles. The lifetime of the photoluminescence emission decreases with 
increasing particle size, and the lifetime of non-geminate recombination is less than that of geminate 
recombination. 

Introduction 

Photoluminescence emission bands in Cd(S,Se) doped glass typically consist of: (1) a fast doublet near the 
absorption band edge and (2) a broader and slower red shifted band.1 In commercial "color filter glass", 
these bands are inhomogenously broadened due to the broad distribution of particle sizes. The lifetime and 
bandwidth of the fast states are of order 10 ns and 100 meV respectively, while those of the slow states are 
1 |is and 400 meV. At low excitation densities, the fast doublet emission is dominated by the lower energy 
band which results from recombination through saturable shallow traps. At higher excitation densities, the 
fast doublet is dominated by the higher energy band which results from direct band-band recombination.2 

The fast photoluminescence emission band in several types of commercial cutoff filler glass is superlinear 
in pulsed laser excitation fluence over the range 0.1 to 4 mJ/cm2. 3 4 Over the same range, the slow 
band is linear while the fast band is superlinear5 (though at a lower range of excitation fluence, less than 
0.001 mJ/cm2, the slow band is sublinear while the fast band is superlinear6). In this paper, we report 
the dependence of the fast photoluminescence intensity in CdS05Se0S doped glass on (1) excitation 

fluence over the range 0.2 to 8 mJ/cm  and (2) particle size over the range 1.1 to 8.4 nm. 

The fast photoluminescence emission results from radiative band to band recombination in the 
nanocrystallites. For simplicity, we assume that the excitation laser pulse deposits all its energy 
simultaneously into a cylindrical volume T: 

where    Ot is the bulk absorption coefficient of the semiconductor doped glass 
X is the excitation wavelength 
A is the cross sectional area of the excitation pulse 

The total excited volume of nanocrystallites only is: 

(1) 
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z»={£)f» (2) 

where fN is the volume fraction of nanocrystallites. 

The number A^ of nanocrystallites in the volume T is: 

N    =
6Af" (3) 

"c    and' 

Following absorption of a laser excitation pulse, the average number Qx of excited electron-hole pairs per 

nanocrystallite is: 

Q,= — F, (4) 
'    6/„to) 

In figure 1, Fx is plotted as a function of nanocrystallite diameter for Qx = 2 electron-hole pairs per 
nanocrystallite. Higher excitation fluence is required to generate multiple electron-hole pairs in smaller 
nanocrystallites than in larger nanocrystallites. 

The absorption coefficient a in (4) is generally a non-linear function of excitation intensity which 
saturates at higher intensities due to band-filling7 and/or absorption by electrons trapped in the host glass. 

"" (5) "-      F 

Fs 

Substitution of (5) into (4) yields the expression for the average number of electron-hole pairs per 
nanocrystallite as a function of particle size and excitation fluence, and including a mechanism for 
absorption saturation. 

a=**£ F.F. x*S 

F,+Fs 
(6) 

6fPhv 

where    Fs is a saturation excitation pulse fluence. 

Each nanocrystallite can only contain an integral number of photoexcited electron-hole pairs 0, 1, 2... at a 
particular time. The number of particles with j excitations is: 

NU) = NNcP(J) C7) 

The probability of a particular nanocrystallite having ;' electron-hole pairs when the average number of 
electron-hole pairs per particle is Qx is: 
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Equation (8) is the Poisson distribution for random partitioning of a quantity of electron-hole pairs into a 
quantity of available nanocrystallites', plotted in figure 2 for several values of j. We have assumed in (8) 
mat the probability of a particular excitation photon being absorbed by a particular nanocrystallite is 
independent of the nanocrystallites size and electron-hole pair population; in other words, that the 
absorption coefficientOl is not a function of d or a function of j. These are reasonable assumptions as 
long as the excitation wavelength is deep in the absorption band, a region where CC is very large. Note 
that the first term in equation (8) is the zero population term and does not contribute to radiative 
recombination. If the particles containing j electron-hole pairs recombine with an efficiency of fyj, then 

the radiative recombination rate should scale as follows. 

U&Y ♦A 
V 2 ••) 

(9) 

For Cd(S,Se) at low photoexcitation fluence, radiative recombination of electron-hole pairs is geminate 
and scales linearly with the minority carrier concentration. At higher photoexcitation density, radiative 
recombination is non-geminate and scales quadratically with minority carrier concentration.10 For n-type" 
Cd(S,Se), the radiative recombination rate can be written: 

L(p) = ap+bp2 (10) 

where p is the minority carrier density 
a is the geminate coefficient 
b is the non-geminate coefficient 

Note that equation (10) is essentially the first two terms of equation (9), and should be valid for excitation 
fluences resulting in the majority of nanocrystallites having two or fewer electron-hole pairs. Since p in 
equation (10) scales with QN in equation (6), equation (10) can be rewritten as an explicit function of 
excitation fluence including absorption saturation: 

L(F) = A(d) r F*FS i + B(d) r w* l (11) 

where Md) is the size dependent geminate coefficient 
B{d) is the size dependent non-geminate coefficient. 
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Figure 1 - Excitation fluence required to generate an average or two electron-hole pairs per 
nanocrystalllte as a function of particle size - Samples with smaller particles require a higher level of 
excitation fluence in order to generate multple excitations per nanocrystallite. 
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Figure 2 - Polsson distribution - Poisson counting statistics were used to calculate tue probability that a 
particular nanocrystallite contains j electron-hole pairs when the average number of electron-hole pairs 
per nanocrystallite is Q. 
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Experimental 
Samples of several mm square area and about 100 um thick were cut from a single large slab12 of unstruck 
of CdS0SSe0S doped glass. Three samples were annealed for one hour at 625, 650, and 700 degrees C, 
resulting in different particle size distributions. The average particle size of the three samples was 
measured with x-ray diffraction to be 1.1, 4.5, and 5.4 nm respectively. In addition, a sample of as- 
received Schott RG630 with the same composition was used; this sample had an average particle size of 
8.4 nm. Absorption spectra were measured with a scanning uv/vis spectrophotometer. The samples were 
mounted in a 77K liquid nitrogen cryostat and the photoluminescence emission spectra were measured as 
a function of excitation fluence using a nitrogen pumped dye laser at 564 nm (2.20 eV) for the RG630 
sample and 440 nm (2.82 eV) for the others. Fast emission was separated from slow emission through 
time gating. The full details of the experimental setup have been previously described.13 

Results and discussion 
Normalized absorption and photoluminescence emission spectra for the four samples are shown in figure 
3. The integrated photoluminescence emission intensities are shown in figure 4 as a function of excitation 
fluence. Note that the sample with the largest particles is the most superlinear in the fast 
photoluminescence emission channel. The integrated intensity of the slow channel for one of the samples 
is also plotted on the same graph. 

The data in figure 4 was fit to equation (11) using least squares. The resulting coefficients are summarized 
in table 1 and plotted vs. particle size in figure 5. For comparison, a cuvette of rhodamine dye was 
scanned at 298K and fit to equation (11); the photoluminescence was linear over the entire range. Note 
that the geminate coefficient is dominant for smaller particle sizes and the non-geminate coefficient is 
dominant for larger particle sizes. Two sets of coefficients were obtained by fitting two independent sets of 
excitation fluence scans; only one scan per sample is shown in figure 4. 

Table 1 - Best fit parameters resulting from least squares fit of data in figure 4 to equation (11) 

sample size (nm) AMr- BMi- F« (J/cm2) 

rhodamine 9,100 xlO3 

RG630 fast 8.4 0 130x10° 0.01 
RG630 slow 8.4 85 x 103 1.2x10° 0.1 

700C#1 5.6 0 180 x 10° 0.0062 

700C#2 5.6 0 110x10° 0.0062 

650C#1 4.5 3.8 x 10^ 120 x 10° 0.0022 

650C #2 4.5 0 17 x 10° 0.025 

625C#2 1.1 70 x 103 14 x 10° 0.044 

625C#2 1.1 18 x 103 13 x 10° 0.012 

Figure 6 shows the full width at half maximum (FWHM) of the photoluminescence emission pulse as a 
function of excitation fluence. Our measurement electronics is not fast enough to measure actual decay 
lifetimes, but the FWHM scales with lifetime. Note that the FWHM decreases as the emission evolves 
from geminate to non-geminate. Figure 7 shows the average FWHM, read from figure 6, as a function of 
particle size for the geminate and non-geminate cases. 
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Figure 3 - Absorption and photolumlnescence emission spectra • The normalized absorption spectrum 
is shown for each sample along with the fast component of the photoluminescence emission spectrum. 
Since the photoluminescence was done at 77K and the absorption was done at 298K, the absorption 
spectra were blue shifted by 0.11 eV prior to plotting. The 8.4 nm sample was excited at 564 nm, all 
others were excited at 440 nm. 
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Figure 4 - Fast PL fluence vs. excitation fluence - The integrated fast photoluminescence emission 
fluence is plotted as a function of excitation fluence for all four samples. The slow component is plotted 
for the 8.4 nm sample. The curves are the result of least squares fitting to equation (11). 
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Figure 5 - Geminate and non-geminate coefficients A and B vs. particle size - The coefficients A and 
B in equation (11) were obtained by least squares fitting the data in figure 4. Two independent sets of data 
were fit for the three smaller samples, so two values of A and B are shown. Only one data set is plotted in 
figure 4. 
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Figure 6 - FWHM vs. excitation fluence - The transition from geminate to non-geminate recombination 
is marked by a decrease in pbotoluminescence lifetime. 
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Figure 7 - FWHM vs. particle size for geminate and non-geminate recombination • The average 
FWHM for geminate and non-geminate recombination was read from figure 6 for each particle size. The 
smaller particles have a longer observed lifetime. 
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Summary 
Photoluminescence emission fluence from 1.1 to 8.4 nm Cd(S,Se) nanocrystallites in glass is superlinear 
in pulsed excitation fluence over the range 0.2 to 8 mj/cm*. The superlinearity results from a transition 
from geminate to non-geminate recombination as the number of electron-hole pairs per nanocrystallite 
increases. Over the range investigated, larger nanocrystallites exhibit the highest degree of superlinearity, 
since for a given excitation fluence larger nanocrystallites are more likely to be multiply excited. The 
photoluminescence lifetime decreases with the onset of superlinearity for all nanocrystallite sizes, and 
smaller nanocrystallites exhibit a longer lived excited state. 
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Optical properties of PbS nanocrystals 
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ABSTRACT 

Nanometer sized particles of Lead Sulfide were grown under excess sulfur 
conditions and were embedded in polyacrylamide films. The particles show 
spherical shape with cubic crystal structure. The absorption and 
photoluminescence excitation spectra show a substantial blue shift (up to 2 eV) 
with decreasing particle size, due to a strong quantum size effect. The 
photoluminescence (PL) spectra consist of exciton and surface imperfection bands. 
The emission decay curves of the latter PL band suggest a donor-acceptor or 
trapped electron-hole recombination mechanisms. The trapping sites are associated 
with stoichiometric defects. 

INTRODUCTION 

The nanometer size particles (nanoparticles) of Lead Sulfide, PbS, have 
shown an increase interest in the last decade, due to their unique physical 
properties. PbS nanoparticles have been prepared in colloidal solutions [1-5], or 
embedded in transparent solid media (glass, zeolite and polymers) [6-10]. Bulk 
PbS has a cubic (rock salt) crystal structure and a narrow direct band gap (0.41 
eV) at the L point of the Brillouin zone [1,2,11,12]. This point is well separated 
from all the other bands, thus size quantization will influence mainly the valence 
and conduction band edges. Moreover, the high dielectric constant (17.3), the 
narrow band and the small electron effective mass (<0.1 m*) [1,2,5,6] creates an 
exciton with large effective Bohr radius (180 A) and relatively weak binding energy 
[1,5,11]. The aforementioned properties suggest that size quantization posses 
strong influence on the electronic properties of PbS nanoparticles. 

The present report describes an investigation of PbS nanoparticles prepared 
under excess sulfur conditions and embedded in poly(acrylamide-co-acrylic acid) 
(PAA) polymer films. This paper emphasizes the optical properties of the studied 
materials, utilizing absorption, photoluminescence (PL), PL excitation and time 
resolved PL spectroscopy. 
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EXPERIMENTAL 

Sample preparation: 

PbS nanoparticles were embedded in polymer films and were deposited on 
a glass substrate, according to the procedure described in reference [6], Initially, 
solution A was prepared by dissolving 1 g of PAA in 225 ml distilled water. 
Solution B was made by dissolving 1 g. of Pb(N03)2 in 200 ml distilled water. 
Solution C was prepared by mixing 2 ml of solution B with 2.5-2.7 ml of solution 
A and diluted with distilled water. Then, a solution of Tio-UREA (H2N-CS-NH2) 
was added to solution C to obtain a molar ratio of Pb27S2"=l/20. The mixed 
solution was spread on a glass substrate and the excess water was evaporated by 
heating the covered substrate at a temperature of 348K, for 12 hours. The 
evaporation was done either under vacuum or in air. The anhydrous product was a 
PAA film, incorporating the PbS nanoparticles. 

Instrumental: 
The shape and the size of the particles were determined by transmission 

electron microscopy (TEM, JEM FX-2000), while the crystallographic structure 
was determined by electron diffraction. 

The absorption or emission spectra were recorded by immersing the sample 
in a cryogenic dewar. The samples were excited either by a Xenon arc lamp or by 
an Ar+ laser. The transmitted or emitted light was passed through a 
monochromator and was detected by a PMT or PbS detector. The emission decay 
curves were recorded by scanning a synchronized gated window utilizing a box car 
averager. 

RESULTS 

PbS nanoparticles, embedded in the PAA polymer films were prepared with 
various average particles size. The latter were controlled by changing the 
concentration of the primary solutions and the excess solvent vaporization 
procedure. The transmission electron micrographs (TEM) indicated that the 
average size of several specimens was in the range of 8 to 2000 A, with Gausian 
distribution and standard deviation of about 20%. The color of the film changed 
gradually from -brown to dark-yellow, as the average particles' size decreased. 
Moreover, the TEM images indicated that the particles were spherical, regardless 
of their size. The electron diffraction indicated that the nanoparticles had a cubic 
(rock salt) crystal structure, with high degree of crystallinity. 
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The absorption spectra of the various samples were recorded at room 
temperature. Representative spectra of samples with average radius of 8 A and 21 
A are shown in figure 1, by the solid lines. The spectra consist of a long featureless 
tail, mainly in the visible and UV region. Only few spectra contain a weak exciton 
shoulder at the bottom of the tail. However, most of the absorption curves are 
overlapped by a pronounced band, centered at 3.45 eV. The absorption tails show 
pronounced blue shift with decreasing particle size. On the contrary, the position 
of the 3.45 eV band is independent of the particle size. Representative 
photoluminescence excitation (PLE) spectrum of the 21 A sample is shown in 
figure 1, by the dashed line. The latter show strong similarity to the corresponding 
absorption spectrum. 
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Figure 1: The absorption (solid line) and photoluminescence excitation (dashed 
line) spectra of PbS nanoparticles with average particles' radius as indicated in 
the figure. 

The PL spectra of the prepared samples were recorded in the temperature 
range 1.4K to 250K and were excited either with UV (3.35-3.65 eV) or visible 
(2.7 eV) light. Representative spectra of a sample with 21 A average particle size 
and excited with a UV light, are shown in figure 2. 

Electrochemical Society Proceedings Volume 97-11 333 



3.35 eV 

3.44 eV 

3.54 eV 

3.65 BV 

Energy, eV 

Figure 2: Photoluminescence spectra of PbS nanoparticks with mean radius of 
21 A, excited with UV light source, as indicated in the figure. 

These spectra consist of three bands centered at 2.74 eV (blue), 2.25 eV (green 
and 2.06 eV (red). It should be noted that the intensity of the blue band is 
enhanced when the excitation is nearly in resonance. Excitation in the visible range 
leads to substantially different emission spectra. Comparison of the PL curves, 
excited in the visible and UV are shown in figure 3. The latter are recorded on 
samples with various average radii, at 77 K. The spectrum on the left corresponds 
to excitation at 2.71 eV, while the right column of the figure corresponds to 
excitation at 3.65 eV. The series of spectra on the right indicate that the intensity 
of the 2.52 eV (blue) and 2.25 eV (green) bands decreases, while the intensity of 
the 2.06 eV (red) band increases with decreasing particle size. Moreover, the high 
energy band is blue shifted between 2.52 to 2.74 eV with decreasing particle size, 
while this shift is not pronounced in the deeper emission bands. Excitation at 2.71 
eV leads to PL spectra that consist of a dominating broad band, covering the 
visible red or near IR region. 
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Figure 3: Photoluminescence spectra of PbS nanoparticles with various mean 
radii, excited with UV (right side) and viable (leftside) light. 

The emission of the PAA deposited on a glass substrate was recorded as a 
reference and is shown at the bottom of figure 3. This control experiment confirms 
that the aforementioned PL spectra correspond entirely to the PbS nanoparticles. 

The insert in figure 4 shows representative PL spectra of a sample with an 
average particle size of 21 Ä, recorded at various temperatures and excited with 
3.65 eV. The dependence of the integrated intensities of the various bands on the 
inverse of the temperature is shown in figure 4. The figure shows that the blue 
band intensity decreases with the increase in temperature. On the contrary, the 
green and red bands show enhancement of the luminescence intensity followed by 
quenching with the increase in temperature. 
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Figure 4:   Photoluminescence temperature dependence of the 21 A particles' 
sample. Insert: Intensity of the photoluminescence bands versus temperature. 

The decay of the luminescence processes were examined in the 
microsecond range at the temperature of 77K. Representative decay curves 
recorded at various energies within the red-IR band are shown in figure 5. 
Obviously, the high energy sites of the band decay faster than the low energy site 
ofthat band. 
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Figure 5:   Plot of luminescence intensity versus decay time after a laser pulse 
(decay curves) as recorded at various energies within the IR luminescence band. 

DISCUSSION 

The TEM and electron diffraction data indicated that the nanoparticles of 
PbS, embedded in PAA polymer films, preserve their rock salt crystal structure 
with relatively high degree of crystallinity. 

As indicated in the introduction, bulk PbS is a narrow band semiconductor 
with a gap energy of 0.41 eV. Moreover, the top of the valence and the bottom of 
the conduction band consist of a wave-function that is separated from the adjacent 
ones. Therefore, the reduction of particle size mainly influences the separation 
between the band edges. Due to the large Bohr radius of the exciton in the bulk 
(about 180 A), reduction of particle size in the range 8 Ä to 28 A, oppose strong 
quantum confinement. This is strongly pronounced as a blue shift of the absorption 
tail as shown in figure 1. The lack of an exciton shoulder at the edge of the tail 
may stem from the following reasons: (1) inhomogeneous broadening due to size 
distribution, (2) quenching of the exciton due to the large dielectric constant, small 
effective electron mass and relatively large Bohr radius. The fact that the 3.45 eV 
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absorption band position does not depend upon the particle size suggests that it 
does not have an excitonic character. Instead this band can be associated either 
with the molecular transition [8,13,15] or contamination of other Pb2+ byproduct in 
the medium [8,14], The comparison of the absorption spectra with those of 
monomolecular PbS demonstrates that the 3.45 eV can be tentatively identified as 
the transition to the excited singlet molecular orbital «Vrc, 'Z+ [13]. The effective 
photoluminescence excitation at 3.45 eV (shown in figure 2 and 3) may support the 
existence of molecular transitions too. Indeed, the strong confinement in the 
present case, may create a transition from a bulk to cluster and to molecular like 
particles, with decreasing particle size. 

The photoluminescence contour shape depends on the energy of excitation. 
Excitation in the UV revealed an exciton emission in the blue region and two 
additional nonexcitonic bands. The high energy bands correspond to relatively 
shallow states and therefore, they are influenced by the quantum shift of the 
valence and conduction bands. The latter is pronounced as a blue shift of the 
emission bands. The red and green bands, on the other hand, are independent of 
the particle size due to their deepness within the gap. In addition, the intensity of 
the red band is enhanced at the smallest particles. This suggests, that this band is 
associated with surface defects, since the small particles represent relatively large 
surface site concentration. The green band may be associated with trapped 
electron-hole recombination at defect site located at the interior part of the 
nanoparticle. The latter is reduced with decreasing particle size, as shown in the 
right column in figure 3. The IR emission band, created due to excitation in the 
visible region, is associated with deep centers and therefore, show minor changes 
with a change in particle size in the range between 8 Ä to 28 A. Its origin is not 
clear at the moment, however, the decay curves shown in figure 5, suggest that the 
latter band has a donor-acceptor type mechanism (vice infra). 

The temperature dependence of the PL spectra reveals information on the 
relaxation processes and the mutual interaction among the states. The continuous 
decrease of the luminescence intensity of the blue band with the increase in 
temperature suggests a coupling to lattice phonon that enable a transfer of carriers 
into nonradiative states. The increase in luminescence intensity of the green and 
red emission band up to 65 K, suggest that the corresponding states are populated 
by carrier transfer from exciton states. The latter process is thermally activated. 
Then above 65 K this thermal activation is competing with population quenching 
by nonradiative transitions, and thus, the intensity of the green and red bands 
decreases with further increase in the temperature. The aforementioned thermal 
activation model has been suggested in the past for several other nanoparticle 
semiconductors [16-18], 

So far, the decay curves of the IR emission band have been examined. 
These decay curves have been fitted to a theoretical model, given by the solid lines 
in figure 5. It should be noted that the experimental decay could not be fitted to a 
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Single exponential, however a sum of two exponents already gave quite a good fit. 
The latter may suggest at least a double or even multi recombination processes. 
The simulation suggests that the first process has a lifetime between 0.45-1.06 
microseconds, while the second process has a lifetime of 5.3-1.19 microseconds, 
when measured at an energy between 1.55 - 2.07 eV, respectively. Moreover, the 
contribution of the first process is dominated at the high energy site of the IR 
emission band, while it is minor in the low energy sites. Therefore, the effective 
lifetime at the high energy site seems to be shorter than those at lower energies. 
The high energy site can correspond to a donor-acceptor recombination with 
relatively short distance between the recombining site, while the low energy site 
can correspond to the same donor-acceptor pair with relatively large distance 
between them. The lifetime measurements of the other luminescent bands and 
their analysis will be further investigated in the near future. Furthermore, the 
nature of the deep recombining site will be identified by utilizing optically detected 
magnetic resonance spectroscopy. The latter method is widely applied to many 
other nanoparticle samples in our laboratory at the Technion. 
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ABSTRACT 

Quantum confinement in silicon is demonstrated in the following 
cases: (1) A superlattice barrier consisting of thin silicon epitaxial layers 
sandwiched between adsorbed oxygen up to an exposure of 10 Langmuirs 
shows an effective barrier height. Modeling the measured I-V as a function 
of temperature gives an effective barrier height of 0.5eV at room 
temperature. This SLB, superlattice barrier, allowing the continuous epitaxial 
growth, forms the basis of silicon quantum devices. (2) A superlattice 
consisting of nanoparticles of silicon embedded in an oxide matrix, the 
Si/Interface adsorbed Gas, Si/IAG multilayer structure shows visible 
luminescence, including the case where the silicon sandwiched between 
adsorbed oxygen layers is amorphous. (3) Comparison of PL with 
nanoscale silicon clusters embedded in an oxide matrix fabricated by co- 
sputtering. 

INTRODUCTION 

The lack of a suitable heterojunction barrier for silicon has prevented silicon from 
playing a significant role in quantum devices. Short period strain-layer superlattice (SLS) 
of Si/Ge [1] showed high quality and defect free epitaxial growth on Ge(001) substrate. 
However, the low value for the barrier height limits the utility to low temperature 
applications. Besides, the carrier confinement is in the Ge layers. Silicon dioxide with a 
barrier height of 3.2 eV in the conduction band of silicon is amorphous, preventing the 
building of a quantum well structure on top of the a-Si02 barrier. Several years ago, it was 
proposed that the oxides of one or two monolayers may allow the continuation of 
epitaxy [2]. In trying to realize the SLB (Superlattice Barrier) with thin silicon layers 
separated by thin oxides, a new method involving the exposure of oxygen followed by 
epitaxial growth of silicon using the RHEED as a measure of epitaxy was introduced . [3] 
It was established that with several L ( Langmuir ) of oxygen exposure, the silicon 
reconstructed 1X2 surface RHEED pattern may disappear, particularly after several 
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monolayers of silicon is deposited. However, the 1X2 surface reconstruction can reappear 
after several more monolayers of silicon are deposited. What is important to note is the 
fact that epitaxial growth of silicon can indeed be continued. We have not established 
whether the continuation of epitaxy is because the adsorbed oxygen does not provide a full 
coverage, or the oxygen in the interface forms a strain- layered oxide. Although this is of 
fundamental importance, the appearance of a barrier is technologically important 
regardless what is exactly the mechanism. We are not satisfied with obtaining the effective 
barrier height by fitting the I-V as done previously[3]. In this work we present a new 
method to measure the barrier height using the Arrhenius plot of the temperature 
dependent I-V. We found that the barrier height is lower than what was obtained 
previously, nevertheless, a value up to 0.5eV or more is obtained. 

We have previously reported the observation of photoluminescence, PL from a 
multilayers of silicon separated by adsorbed gases such as oxygen and oxygen+ hydrogen, 
in what we called Si/IAG, silicon / interface adsorbed gas superlattice[4]. In this scheme, 
the deposition of silicon is usually at room temperature so that the deposited silicon is 
amorphous separated by adsorbed oxygen. Upon annealing at 800-850 C, nanoscale silicon 
particles are produced. Since in this case, the silicon layer is amorphous, we usually expose 
to oxygen up to 100L. In fact we stopped at 100 L because it takes too long to prepare 
the sample, because we usually prepare at least 9 period to augment the total volume for 
higher PL. What is new in the present work is the inclusion of amorphous superlattice by 
eliminating the annealing as reported by Lockwood et. al.[5]. Also we have raised the 
temperature for both deposition and gas adsorption. We found that PL for the former, 
from thin amorphous region, is not as strong as that of the latter, where the deposited 
silicon is crystalline. It is possible that the higher temperature process allows more oxygen 
to reach the cluster of silicon by surrounding the cluster for better quantum confinement. 

Thirdly, we have included the cluster deposition employed by Zhang [6] for 
comparison purposes. Although the basic mechanism of quantum confinement is the same, 
the cluster formation is radically different from Si/IAG. In this case, diffusion and original 
defect centers dictate the cluster size, while the superltattice cases, adsorbed gases serve 
to limit the grain growth. 

DETERMINATION OF THE BARRIER HEIGHT OF THE Si SLB 

It seems so straightforward to measure the current at some fixed voltage at various 
temperature. An Arrhenius plot would directly give the value of an activation energy, 
which should be the barrier height. In reality, due to the barrier height of 0.5eV or higher, 
it is necessary to make measurements at too high temperatures . We have developed a 
method to deal with this problem. The detail will appear elsewhere [7]. For convenience, 
we shall sketch the salient procedure here. Since the superlattice barrier is formed similar 
to a double barrier quantum well structure where the ground state energy level is raised 
to E,. We shall show that the measured activation energy is closely approximated by Ea 
= E, - eV/2, where V is the voltage applied to a symmetric system of a double barrier 
structure[8],and 

Ea=/E(j(E,)aE//j(E,)aE(     , (1) 
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in which E, is the longitudinal energy perpendicular to the layers, and j(E,) is the 
current at E,. If we approximate the transmission probability in Ref. 8 by a Lorentzian 
centered at the given quantum state superimposed on an exponential which describes 
the background tunneling at finite temperature, we found that 

Ea(T) = E,-eV/2 + c2T   ,       k T > EreV/2 - Ef  . (2) 
Next we calculate Ea(T) directly using Ea(T) = -ddnl / ö(l/kT). At T=0, the direct 
calculation of Ea(T) is E,-eV/2 which shows that the activation energy is nothing but the 
averaged energy of the energy flow defined by (1). Using this model, we proceeded to 
measure I(T) typically for T~ 300-500K, and using the Arrhenius plot to determine Ea(T) 
experimentally, and thus Ea and the barrier height Eb = Ea(V=0). 

Typically we expose the clean silicon surface to oxygen up to 10L (1 Langmuir is 
10" Torr of oxygen at 100 sec), and epitaxial silicon is grown at a deposition temperature 
of 550 C at a rate of 0.4Ä/s. Our typical diode structure consists of 200Ä of Sb doped 
silicon buffer on 0.01 ficm (100) n-type silicon wafer, followed by oxygen exposure and 
11Ä of silicon deposition ,and second oxygen exposure and followed by 200Ä of Sb doped 
silicon, and topped by an aluminum contact for I-V measurements. The diode size varies 
between lOum x lOum to 40um x 40um. Figure la shows our typical I-V for an exposure 
of L of oxygen. The measured I-V for T=300K to 500K is shown in Fig. lb, and the 
determined effective barrier height versus oxygen exposure is shown in Fig. lc. 

%lt4J»(V) 

(b) 

Oxygen Expojurt (L) 

to 

Fig.(l). (a) Current vs Voltage of a SLB with 6L oxygen exposure, (b) Temperature 
dependent I-V, and (c) Effective Barrier-height Eb vs Oxygen Exposure in L 

Note that the activation energy depends on the Voltage, and the barrier height Eb is Ej In 
other words, the effective barrier height is nothing but the first quantum states of the 
quantum confined system, in this case, the first energy state of the double barrier structure. 
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PHOTOLUMINESCENCE IN Si/IAG 

Previously we have reported visible luminescence in multilayer structure consisting 
of nanoscale silicon particles sandwiched between adjacent adsorbed gases such as oxygen 
and oxygen + hydrogen[4]. The main idea is to use the adsorbed oxygen to break up the 
a-Si into layers. Upon annealing, the particle size will be limited by the distances between 
these adsorbed oxygen layers. Since it is known that whenever the layers are too thin, 
usually below lOnm, it is increasingly difficult to crystallize the a-Si layers [9].Therefore 
in the reported work (Ref. 4), the a-Si layer was typically lOnm or more. Figure 2a shows 
the cross-section TEM of a nine period sample on (100) silicon substrate, with lOnm for 
the nominal thickness of the silicon layers separated by adsorbed gases, in this case, 
oxygen and hydrogen. The PL spectrum is shown in Fig.2b, with preparation similar to 
that of Fig.2a except the substrate is fused quartz. In all cases, annealing is performed at 
800C for 10 to 30 minutes in oxygen or oxygen + hydrogen. In general, the addition of 
hydrogen results in higher PL efficiency presumably due to passivation of dangling bond 
defects. Figure 2c shows the progression of crystallization of amorphous silicon taken 
from Hernandez et al.[10], which will be used in later discussions. 

^0$ 
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Fig.(2a)  Cross-section TEM of a 9-period Si/IAG superlattice 
(2b)  PL of the same sample 
(2c)  Progression of crystallization taken from Ref. 10 
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As we are partly motivated by the work reported in Ref. 5, and it seems that 
there is no obvious reason to insist on the crystallinity of the silicon cluster, we proceeded 
to reduce the thickness of the silicon layer to as thin as 1.2nm. Although we are aware of 
the constraints presented by the proximity of the adjacent adsorbed gases in trying to form 
crystallized silicon clusters as described in Ref. 9, it is important to find out what happens 
even the ultra thin silicon sandwiched between adjacent adsorbed gases is only partially 
crystalline or even fully amorphous as reported in Ref. 5. Figure 3 shows the PL versus 
photon energy for six samples with the thickness of the silicon layers 1.2 run and 2.0 nm, 
separated by 100 L of oxygen exposure, and deposited at three temperatures, 30C, 300C 
and 550C, followed by annealing in hydrogen at 420C. Before the hydrogen anneal, PL 
intensity is very weak. Note that at 30C, according to Fig. 2c, the silicon is primarily 
amorphous, and therefore the PL peak should show a blue shift, as indicated in the two top 
curves. Our PL peak at 2.3eV compared closely to that reported in Ref. 5, however, at 
2nm, the down shift due to larger dimension is quite small possibly due to a combination 
of dimensionality of the quantum confinement and the proximity effects of the adsorbed 
oxygen. Raman scattering shows some crystallinity[11]. The two bottom curves shows 
the PL for the same samples deposited at 550C. In this case, Raman shows significant 
crystallization [11], resulted in a red shift from the two top curves. This red shift may be 
explained in terms of the increased crystallization and subsequent increase in the cluster 
size. In fact, the bottom curve at 2nm has the PL peak 0.2eV higher .showing that at 2nm 
either the dimensionality or the crystal size results in higher degree of confinement than the 
1.2nm sample. We want to emphasize that this result is consistent with the constraint 
point of view in Ref. 9. Figure 4 shows the same sample: 30C, 1.2nm after annealing in 
hydrogen at 420C, in nitrogen at 850C and oxygen at 800C. Note that a blue shift of more 
than 0.25eV in going from hydrogen to oxygen anneal, indicates the size reduction by 
oxygen anneal. 

12A,30-C 

Fig.(3)   PL intensity vs Photo energy after H2 anneal at 420C for 20 min, of Si/IAG 
samples, with silicon thicknesses, and deposition temperature as shown. 
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We have shown that the Si/IAG superlattice consisting of thin layers of silicon 
sandwiched between adsorbed gases serving to limit the grain growth as well as 
passivation of defects is a powerful new method to take advantage of inducing optical 
transition in silicon. Thus far, we have a fair qualitative understanding, but somewhat 
limited in quantitative details. Since all preparation of samples are usually in UHV 
system, it is possible to acquire more detailed role of defects and impurities . 

400 

1.50 1.75 2.00 2.25 

Energy (eV) 

2.50 2.75 

Fig.(4)     PL vs Photon energy for the same sample as in Fig.(3) annealed in various gases 
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SILICON CLUSTERS 

Intense visible photoluminescence from red to blue has been observed from 
annealed Si [12], C [13],and Ge [14], nano-clusters or nanocrystallites (quantum dots) 
embedded in Si02 matrices. The samples of silicon cluster are deposited by rf co- 
sputtering in a system with base pressure of 2x 10"6 Torr. The procedure involves the 
placing of 3 to 20 silicon pieces from silicon wafer, with dimension, 10x10x0.3 mm3, 
on a Si02,8 in. target to produce samples of films of Si-cluster for PL response. The 
typical deposition condition is 2x10"* - 5xl03Torr of Ar, at 400 W rf power without 
substrate heating on Si wafer. Samples of up to a micrometer thick are subsequently 
annealed at 800C for 20 to30 min in N2 and at a flow rate of 3//min. In addition to PL 
measurements, TEM is used for the determination of cluster size and EXAFS with the 
total-yield technique is employed to determine their local structures in terms of types of 
bond, coordination number and bond length. 

1000 
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Fig.(5)    PL vs Photon Energy for 3 Si-cluster samples with increasing suply of silicon 
from (5a) to (5c) 
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Figure (5) shows the typical PL with increasing Si to oxide ratio from (a) to (c), 
after annealing at 800C for 20-30 minutes. In Fig.(5a), the PL peak is located near 2.7 eV; 
in Fig.(5b), at 2.55 eV; and in Fig. (5c), at 2.3 eV. These results show that more Si 
results in larger clusters, and less quantum confinement. The PL intensity is much lower 
without annealing. Qualitatively, we understand the trend: Assuming that sputtering is 
involved with the arrival of silicon clusters fairly uniformly distributed, nucleation centers 
are determined by the defect sites on the substrate; impurities in the plasma which are 
affected by the rf power; the base pressure; the gas purity; as well as the substrate 
temperature and the annealing temperature. Therefore, to optimize the process, it is indeed 
a formidable task, no less complicated than any plasma assisted deposition. 
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Fig.(6)   EXAFS of as-deposited and annealed Si-cluster samples compared to Si02 and 
silicon wafer 

EXAFS provides a unique way to examine the detailed local structure. Figure 
(6) shows the near edge x-ray absorption fine structure (NEXAFS)of a typical sample of 
Si cluster, both as-deposited and after annealing at 800°C. Data from a Si wafer and SiO? 

are also shown for comparison. As-deposited film shows no contribution from the Si 
substrate, which means that the film is sufficiently thick to insure reliable measurement 
of NEXAFS from the films .The spectrum of as-deposited film is very close to that of 

Electrochemical Society Proceedings Volume 97-11 348 



pure Si02film with only one absorption peak at about 1847 eV which is the signature of 
Si-0 bonds. After annealing at 800°C, however, this peak decreases and the 
characteristic absorption of Si-Si bond shows up at about 1841 eV. This indicates that Si 
clusters are formed from the amorphous as deposited SiOx (x<2) during the annealing 
process. The Fourier transforms from the EXAFS data confirms the Si-Si bonding for 
annealed films and suggests that the nearest neighbor partial coordination number of Si-Si 
bonds increases from zero for the as-deposited films to 0.6-1 after annealing .The Fourier 
transforms also indicates that the Si-Si bond length in the annealed films is 2.35±0.002Ä 
as expected, whereas the Si-0 bond length is somewhat shorter, at 1.58 Ä instead of 1.62 
Ä for pure Si02.[6],[15] This is clearly caused by the large difference in the thermal 
expansion between the Si substrate and the matrix film. Our overall understanding may 
be summarized by the fact that the films are Si-rich SiO, before annealing, and after 
annealing, the O atoms are driven out of the clusters. The PL peak position versus size 
obtained theoretically [16], agrees quite well with the TEM determination of the cluster 
size (not shown here), confirming the quantum confinement model. 

CONCLUSION 

We have covered the subject of quantum confinement in silicon. The SLB is 
potentially very important to future generation of quantum devices, and even 3- 
dimensional integration. The main finding is that it is possible to grow epitaxial silicon 
beyond several Langmuirs of oxygen exposure. The superlattice barrier height has been 
determined by a new method of analyzing the I-V at moderate temperature range. The 
effective barrier height is nothing but the ground state energy of the quantum well 
structure. By repeating the process to many periods, we have shown that the resulting 
nanoscale silicon particles in the layers separated by adsorbed gases in what we call the 
Si/IAG superlattice, produce visible photoluminescence. This process also include the thin 
amorphous silicon with or without annealing. However, hydrogen passivation is important 
to serve as passivation. On the other hand, the formation of silicon clusters in an oxide 
matrix is somewhat different in principle because diffusion plays a more prominent role. 
This last approach is simpler than the Si/IAG, particularly from the technological point of 
view. However, unlike the latter, sputtering is required rather than MBE, which may not 
be readily incorporated into the standard silicon processing technology. 
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Nonlinear optical absorption at discrete frequencies has been 
observed in semiconductor quantum wires crystallized in transparent 
dielectric matrix (inside chrysotile asbestos nanotubes). The induced 
changes of absorption in quantum wires have been explained by 
filling of the size — quantized energy bands with nonequilibrium 
carriers (dynamic Burstein — Moss effect); renormalization of the one — 
dimensional energy bands at high density of the induced plasma; 
phase space filling, quantum — confined Stark effect and screening of 
excitons. The measured values of exciton binding energies are much 
greater than that of the corresponding bulk semiconductors. The 
increase of the exciton binding energy may be attributed not only to 
the quantum confinement but also to the "dielectric confinement" — 
the increase of electron—hole attraction because of the difference in 
dielectric constants of semiconductor nanowires and dielectric matrix. 

I. Introduction. 

In recent years semiconductor nanostructures in which the 
movement of carriers is restricted to two dimensions — quantum wires 
(QWRs) — are attracting much interest not only from the viewpoint of 
fundamental physics, but also from their potential application in 
electronics and optoelectronics. As the dimensionality is reduced from 
two to one dimension, giving QWRs, the density of states becomes 
sharper and narrower instead of a step —like. Additional carrier 
confinement should lead to a narrower gain spectrum, higher 
differential gain [1], to an increased exciton binding energy and 
lasing from excitons [2], to enhanced optical nonlinearities [3]. 
Therefor, application of QWRs promises improvements in performance 
of lasers (lower threshold, increased modulation bandwidth, reduced 
threshold temperature sensitivity), of transistors (application of 
extremely high electron mobility channels), and of optical switching 
devices (low switching energy, fast switching). This paper reports 
the observation of nonlinear optical absorption at discrete frequencies 
of GaAs  and  CdSe  QWRs  in  a  transparent     matrix,   excited  by 
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powerful picosecond laser pulses. It may be attributed to the filling of 
the    size — quantized     (one — dimensional)     energy    bands with 
nonequilibrium carriers; renormalization of the energy bands at high 
density of the induced plasma; phase space filling, quantum - 
confined Stark effect in the presence of high density plasma and 
screening of excitons. 

II. Experiment. 

The existing methods for semiconductor QWRs fabricating include 
molecular beam epitaxy (MBE) or metal - organic chemical vapor 
deposition (MOCVD) together with etching, the application of 
prepatterned substrates, and cleaving of a conventional 2D —structure 
perpendicular or at slight angle to the surface [4]. They don't allow to 
prepare samples with suitable volume and density of nanostructures 
for optical absorption and nonlinear optical absorption measurements. 
We have used samples prepared by a different method [5] where the 
sample's size and the concentration of QWRs allow the spectra of both 
linear and nonlinear absorption to be measured. Molten 
semiconductor material was injected and crystallized in the hollow 
cylindrical 6 nm diameter channels of crysotile — asbestos nanotubes. 
The sample is a regular close packed structure of parallel crysotile — 
asbestos 30 nm diameter nanotubes filled with ultrathin crystalline 
wires of GaAs or CdSe. The diameter of the wires is comparable with 
the de Broglie wavelength of the electron. For nonlinear absorption 
measurements, QWRs were excited by ultrashort pulses at the second 
harmonic of a mode — locked Nd:YAG laser, with a photon energy 2.33 
eV. The duration of an individual pump pulse was about 20 ps, and its 
intensity reached 100 MWI cm2. The exciting beam was directed along 
the normal to the surface of the sample and was focused into a spot 
«200/iw in diameter. It was polarized parallel to the wire axis. The 
central part of the excitation region was probed by an oppositely 
directed focused beam of "white" light. An ultrashort pulse of "white" 
light was produced by sending a part of the laser beam at the 
fundamental frequency into a cell filled with heavy water. An optical 
delay line made it possible to delay the probing pulse with respect to 
the exciting pulse and to measure the kinetics of the induced 
absorption. The probing light was detected in front and behind the 
sample by multichannel optical analyzer, with accumulation of 50 
pulses and with energy selection of the ultrashort excitation pulses 
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within an error +10%. In these experiments we measured the 
differential transmission spectra [6]: 

DT(X)=TW~T°W, (1) 

where T(A) and T0(A.) are the transmission spectra of the excited and 
unexcited sample, respectively. So it was possible to eliminate the 
spurious effect of the spectral characteristics of the photodetectors and 
to reduce the role played by an instability of the spectral composition 
of the probing light. Transmission spectra normalized to the reference 
spectra of the probing pulse were used in (1) 

III. Results and discussion. 

Bleaching bands have been observed in the differential transmission 
(DT) spectra of GaAs QWRs (Fig.l). The low energy band (1.67 eV) 
has been registered only for some parts of the samples (the exciting 
and probing beams could be scanned along the surface of the 
samples). The energy positions of these bands coincide with 
corresponding "hills" and "shoulder" in the linear absorption (LA) 
spectra. The induced bleaching bands at 1.85 eV (Fig.2.a) and 2.15 eV 
disappear over 50 ps. The relaxation time of the lower energy 1.67 eV 
band (Fig.2.b) is shorter and could not be measured because of 
insufficient time resolution of our system. 

In QWRs different nonlinear processes may compete and coexist: 
the dynamic Burstein — Moss saturation effect, renormalization of the 
energies of one dimensional gaps at a high density of the excited 
carriers, bleaching and broadening of the exciton absorption line due 
to the phase space filling and screening of excitons, etc [7 — 9J. 

The hills in the LA and bleaching bands at 1.85 eV and 2.15 eV in 
DT spectra may be attributed to the optical transitions (and saturation 
of these transitions) between the one dimensional energy bands of 
cylindrical QWRs [10,11]. Within effective mass approximation 
combined with assumption of infinitely deep cylindrical potential well 
and negligible role of Coulomb interaction between carriers, the 
energies of transitions between space quantization levels in 
corresponding valence bands and conduction band are given by [12]: 

Et=E'g+^, (2) 
ZMiP2 ' 
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Fig. 1.The linear absorption and differential transmission (zero delay 
between the pumping and probing pulses) of GaAs QWRs crystallized 
in crysotile asbestos nanotubes. 
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where E'g is an energy gap (index "i" defines the corresponding 

valence   band);    X0l=2A;    (J0(X) = 0,J0   is   the   Bessel   function); 

fij =—"  h. ;mem'h  —the effective masses of electrons and holes; and 
me +m'h 

p is the radius of QWR. 

Using (2) it is easy to show that for GaAs QWRs of 6 nm diameter, the 
bleaching bands 1.85 eV and 2.15 eV (Fig.l) correspond to the 
saturation of the transitions between the heavy hole subband and the 
lowest conduction subband as well as to the split off by spin orbit 
coupling valence subband and the lowest conduction subband. 

As can be seen in Fig.2.a, the 1.85 eV bleaching band of DT 
spectrum broadens — the low energy side shifts to the longer 
wavelength part at higher excitation. The values of the energy shifts 
depend upon the delay between the pumping and probing pulses and 
attain maximum at zero delay (at the highest plasma density). One 
may attribute these energy shifts to the band gap renormalization that 
arises at high density of the optically excited nonequilibrium carriers. 
It is possible to estimate the band gap shrinkage using the results 
obtained by S. Benner and H. Haug [7]. They have culculated the 
band gap shrinkage for GaAs QWRs in the presence of high density 
electron —hole plasma using random phase approximation. For the 

densities of plasma attained in our experiment (<,2.10 cm ) the 
maximum band gap shrinkage (Fig.l in [7])    is about 33 — 40 meV. 

Thus the nonlinear absorption of GaAs QWRs in the vicinity of 1.85 
and 2.15 eV may be explained by the state filling and renormalization 
of one dimensional energy band gaps. The width of the bleaching 
bands is too great (50 — 70 meV) to be attributed to the state filling by 
laser excited nonequilibrium carriers and is probably determined by 
inhomogeneous broadening due to the size dispersion of QWRs 
crystallized in crysotile asbestos nanotubes. 

The registered bleaching band at 1.67 eV in the low energy part of 
the DT spectra (Fig.l and 2.b) may be attributed to the "saturation" of 
excitons in GaAs QWRs (phase —space filling effect). The presence of 
high density electron — hole plasma causes a bleaching of excitonic 
resonance while reducing the effective electron—hole attraction by 
screening and phase —space filling. Phase —space filling is more 
efficient in QWRs than Coulomb screening [7,8]. The phase —space 
filling effect arises because an exciton consists of an electron and a 
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Fig.2.a. The differential transmission spectra of GaAs QWRs (1.85 eV 
bleaching band) at different delays between the pumping and probing 
pulses: (-13ps) -1, Ops -2, 20 ps -3, 50 ps -4. 
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Fig.2.b. The differential transmission spectra of GaAs QWRs 
("excitonic band") at zero and 15 ps delays between the pumping and 
probing pulses. 
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hole, each of which obeys the Pauli exclusion principle. Hence only 
those electron —hole states may be used for the exciton creation that 
are not yet occupied by free carriers. The screening effect leads to the 
spatial rearrangement of the electrons and holes which is strongly 
restricted in QWRs. 

The energy position of the excitonic bleaching band allows to 
estimate the binding energy of exciton of GaAs 3 nm radius QWRs in 
dielectric (crysotile asbestos) matrix. It is about 130—160 meV. This 
value is much greater than the binding energy of excitons in GaAs 
QWRs formed by T-shaped intersection of two GaAs/AlGaAs 7 nm 
quantum wells [3]. In a case of QWRs in dielectric matrix the increase 
of the excitonic binding energy may be explained not only by 
quantum confinement (excitons become one dimensional) but also by 
the "dielectric confinement" [13,14,]. The image potentials that arise 
due to the difference in the dielectric constants of semiconductor 
QWR and dielectric matrix become essential. They result in the 
marked increase of the electron — hole attraction and in so called 
dielectric amplification of excitons (dielectric confinement). The 
binding energies of excitons in the cylindrical QWRs have been 
culculated in [15,16] as a function of the wire's radius and dielectric 
constants of semiconductor and surrounding dielectric. For GaAs 
QWRs in dielectric matrix with dielectric constant e=2.3, the 
culculated binding energy of exciton is about 130—140 meV. The 
measured value of the exciton binding energy of GaAs QWRs in 
crysotile asbestos nanotubes is in good agreement with that culculated 
in [15,16]. 

As pointed out the 1.67 eV bleaching band, which is attributed to 
the phase —space filling of excitons, has been observed only for some 
parts of the excited samples. It may be explained by nonuniform 
filling of crysotile asbestos nanotubes with crystallized GaAs [17]. 
Only some parts of the samples contain nanowires whose length 
exceeds the Bohr radius of exciton considerably. The observed 
induced bleaching of GaAs QWRs in crysotile asbestos nanotubes at 
the frequency of the heavy hole - the first electron subband (1.85 eV 
bleaching band) allows us to determine the third order nonlinear 

susceptibility x     [6]*: 

Im*(3)^ = #77T (3) 
8;Tfiif(») 
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In (3) Aa is the change of the absorption coefficient induced by the 
resonant monochromatic field of the intensity I (to); n0 is the linear 
refraction index. For quasistationary conditions the radiation intensity 
/(») may be expressed in terms of the number of photoexcited 
electron — hole pairs per one QWR ne: 

..   . neNdhm ... 

(1 -T0 (<o)-r) x 

where N is the concentration of QWRs in crysotile asbestos matrix, T 

is the recombination time of the photoexcited carriers, T0 and r — the 
transmission and reflection of the sample, d is its thickness. 

The Aa(o)) spectrum may be directly determined from the 
corresponding DT(X) spectrum: 

Aa = -\n(l + DT)/d (5) 
Substituting in (3) the maximum value of Aa at the frequency of the 
lower optical interband transition, as well as the measured relaxation 
time of the induced changes in the absorption coefficient, one may 

obtain: Im x^ = -4.10-8 e.s.u. (the relaxation time is about 30 ps). 
For CdSe QWRs in crysotile asbestos nanotubes the LA and DT 

spectra are shown in Fig.3. The energy position of the "hills" of LA 
spectrum and the bands of DT spectrum (1.7 eV and 2.05 eV) allow us 
to attribute them to the linear and nonlinear absorption of excitons 
(with binding energy about 200 meV) in 3 nm radius cylindrical CdSe 
QWRs (1.7 eV) and to the linear and nonlinear absorption (state 
filling) at the frequency of the optical transition heavy holes of one 
dimensional energy band — the first subband of electrons (2.05 eV). 

* So called strong (resonant) dynamic (inertial) nonlinearities have 
been examined that arise in the case of absorption of light in 
semiconductor nanostructures [18]. In contrast to "classical" 
nonlinearities in transparent medium strong nonlinearities arise from 
free carriers via a real exchange of energy from optical field to the 
medium. The relaxation time of strong dynamic nonlinearities is 
determined by the recombination process of nonequilibrium electrons, 
excitons, etc. In 1926 S.I. Vavilov and V.L. Levshin discovered strong 
optical nonlinearity of uranium glass in the case of its resonant 
excitation [19] — the saturation of optical transition (saturation of a 
two —level system). 
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Fig.3. The linear absorption and differential transmission (at zero (1) 
and 7 ps (2) delay between the pumping and probing pulses) of CdSe 
QWRs crystallized in crysotile asbestos nanotubes. 
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The blue shift and the increase of absorption in the vicinity of the 
"excitonic" 1.7 eV band of the DT spectrum, in the case of higher 
density of the excited plasma (compare the DT spectra in Fig.3 
obtained with different optical delays between the pumping and 
probing pulses), may be explained following [8] by the joint action of 
the electric field and high density electron—hole plasma. The electric 
field probably arises due to carriers localized in the lateral barrier 
region that contain imperfections and impurities [8,20]. Without 
excited electron — hole plasma, the low electric field cause the 
reduction of the exciton binding energy due to the reduced electron — 
hole overlap. So the blue shift of the excitonic resonance may exceed 
the Stark shift of excitons and the red shift of one - dimensional 
energy gap. For the large lateral electric field the Stark effect 
dominates and the exciton absorption peak shifts towards red. For 
increasing high density of a thermal electron — hole plasma, and with 
applied electric field, the Hartree term (the reduction of the electron — 
hole interaction) shifts the excitonic absorption peak to higher 
energies due to the violation of charge neutrality [8]. 

The results of [8] allow to estimate the approximate value of the 

plasma density at which the Hartree term (it is proportional to NE , 
where N is the number of excited carriers, E is the lateral electric 
field) compensates the red Stark shift of the excitonic resonance that 

*) 
is proportional to E : 

N = ef?(Ae+Ah)
3 (   1     f     1   ) (6) 

L 4e2(me+mh)
2 meA

2
g mhA\ 

In (6) L is the wire's length, e represents the static dielectric constant 
of the wire's material, fi is the reduced electron — hole mass, ntj is the 

electron (hole) mass, Ay are the intersubband spacings that arise due 

to the quantum confinement for electrons and holes. Thus the 
estimated value of the plasma density for 3 nm radius CdSe QWRs is 
about 10* cm'1. The plasma densities obtained in our experiment 
exceed this value. 

In summary, we have investigated the physical processes that may 
be the reason of the observed nonlinear absorption at discrete 
frequencies in semiconductor quantum wires crystallized inside 
transparent dielectric nanotubes. The peculiarities of the nonlinear 
absorption at high excitation by powerful picosecond laser pulses and 
its kinetics may be explained by several competing and coexisting 
nonlinear processes: the state filling and renormalization of one — 
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dimensional energy bands at high density of nonequilibrium carriers; 
phase —space filling of excitons; quantum — confined Stark effect of 
excitons in the presence of high density plasma and lateral electric 
field. The increase of the exciton binding energy of GaAs and CdSe 
nanowires in dielectric matrix have been attributed to joint influence 
of quantum confinement and "dielectric confinement". 
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ABSTRACT 

GaAs quantum wires were grown on vicinal substrates using gas source molecular 
beam epitaxy with different growth conditions. The quantum wires were investigated 
by means of (micro-) photoluminescence and cathodoluminescence. Stochastic thick- 
ness fluctuations occur from wire to wire as well as along each single quantum wire. 
Using a two-step growth mode leads to an improved homogenity of the quantum wires. 
The maximum carrier capture efficiency into the quantum wires is found in the tem- 
perature range from 70K to 100K. 

I. INTRODUCTION 

Using the selforganization of quantum wires (QWRs) provides a promissing technique 
to reproducible grow QWRs. By means of optical investigations we investigated the 
quality of selforganized GaAs QWRs. In this paper we address two of the most im- 
portant questions for QWR device applications: 

1. Reproducebility and homogenity from wire to wire as well as along a single QWR 
are crucial parameters for lateral arrays of selforganized low dimensional structures. 
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Statistical size- and compositional fluctuations may lead to dramatic energetical broad- 
ening of the one dimensional Eigenstates, possible smearing out the one dimensional 
bandstructure. 
2. The majority of excess carriers are generated or injected not in the QWRs them- 
selves but in the surrounding barrier material, thus carrier capture into the wires is es- 
sential. 
In this paper we present a systematic luminescence investigation of QWRs grown by 
gas source molecular beam epitaxy using one- and two-step growth mode. By means of 
temperature dependent photoluminescence we studied the carrier capture efficiency 
into the QWRs. Micro-photoluminescence and highly spatially resolved cathodolumi- 
nescence allowed us to investigate the quality of single QWRs. 

II. EXPERIMENTAL 

The selforganized GaAs QWRs investigated in this work were grown on vicinal (110) 
GaAs tilted towards (lll)A by 3° and 6°, respectively, using gas source molecular 
beam epitaxy. The QWRs were naturally formed induced by the coherently alligned 
giant growth steps, due to compositional modulation of AlGaAs barrier layers as well 
as thickness modulation of GaAs single quantum well (SQW) at the giant growth step 
edges /!/. The quantum wires run along the [-110] direction. 

[110] GaAs quantum wires GaAs cap 

*y AlxGa^xAs 

--GaAs SQW 

iK AlxGavxAs 

AlxoGa^xoAs (Xo < x) 

Figure 1: Schematic illustration of GaAs quantum wire structure. 

The epilayer structure consist of a 5 period AlGaAs (30nm) / GaAs (30nm) multi 
quantum well (MQW), followed by a GaAs SQW with a nominal thickness t of lnm, 
2nm or 3nm, respectively, embeded in AlGaAs (30nm) barriers 111. 
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The growth temperature of barriers and 
SQW was varied between 500°C to 
550°C. In case of changing the growth 
temperature for the SQW before starting 
to grow the first barrier we will refer to as 
two-step growth mode. In this paper we 
will focus on samples with a SQW grown 
at 500°C, 530°C and 550°C. 
Details of experimental setup are given 
elsewhere /3,4/. Metal masks on top of 
quantum wires structured by means of 
electron beam lithography were applied to 
measure photoluminescence and catho- 
doluminescence of single resolved 
QWRs. 

500°C - 
550°C 

|?S^0!nH1!(3ÄS|'.fci 
30 nm Alo 5Ga0 5As Single 

Quantum 
Well 

tGaAs   ,' 
30 nm Al0 5Ga0 ;As 

500°C 

i:f|fj<! ÖÄfSÄAsä;!,?- 

Multi 
Quantum 

Well 

30 nm Al„ ,Gao 5As 
1 »f*3S0:WiGaÄi"|J!: 

30nmAl05Ga05As 
1 tliJOite'öiÄ!*!, »,,'| 

30 nm Al0 5Ga0 ,As 
'11 SPöSö'-ßSÄS <!s| 1 

SOnmAlosGajjAs 
$, U»|3Q MnjGiiA'is! -tf' 

30 nm Al,, ,Ga„ 5As 
200nmGaAs 

* viunlUjiWHO) 

Figure 2: Sample structure. 

III. RESULTS 

Figure 3 shows a typical surface of a 
GaAs quantum wire sample. 
The quantum wires are naturally 
formed along the step edges of the 
coherently alligned steps. Although 
the homogenity is very high and the 
steps seem to be equidistant, there still 
are fluctuations from wire to wire as 
well as along each single quantum 
wire. Furthermore a few steps are not 
running trough the whole field of 
view. 

Laterally integrated photolumines- 
cence (PL) at 5K using an Ar+ Laser 
was used first to investigate the influ- 
ence of changing the growth tem- 
perature. Figure 4 shows photolumi- 
nescence from samples grown on 3° 

Figure 3: Atomic Force Microscopy image 
of a GaAs QWR sample. 
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tilted substrates from both, the GaAs layers in the MQW and the GaAs QWRs embed- 
ded in the GaAs SQW. 
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Figure 4: PL of QWR samples with a nominal QW thickness of lnm and 2nm, 
respectively. 

The higher intensity and smaller full width at half maximum (FWHM) of QWR pho- 
toluminescence of samples with a SQW grown at 550°C clearly shows the higher uni- 
formity of quantum wires grown in two-step growth mode. The results of low tem- 
perature photoluminescence are summarized in figure 5. 
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To compare one- and two-step growth mode the FWHM of the QWR peak is plotted as 
a function of QWR emission peak position. The FWHM is a good measure for statisti- 
cal inhomogenities along and between the QWRs. In figure 5 QWR samples grown on 
3° and 6° tilted substrates are compared. The QW thickness printed is the nominal 
thickness. Thinner samples are more effected by thickness fluctuations. A direct com- 
parison of FWHM can be applied for samples with the same emission peak position. 
Obviously the samples (2nm,500°C) and (lnm,550°C) have the same thickness, and it 
is clearly visible that the latter one is much more homogeneous. 
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Figure 5: Comparison of one- and two-step growth mode. 

In any case the FWHM of PL of the two-step growth mode samples (550°C) is signifi- 
cantly lower than for those grown in one-step growth mode (500°C). Even with a 
thicker QW the one-step growth mode samples with a nominal 2nm QW seem to have 
more fluctuations than the two-step growth mode samples at the same energetic posi- 
tion. 

To investigate properties of single QWRs we applied metal masks on top of the QWRs 
structured by means of electron beam lithography and evaporating. 
Figure 6 shows a Ti / Au mask with covered and uncovered open areas on top of the 
sample. The large rectangles are used for orientation and called box in the following. 
According to the lateral distance of the QWRs of 150-300nm, different slits with a 
width of 200-3 50nm were used parallel and perpendicular to QWRs. 
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Figure 6. Metal mask to investigate SQWRs. 

ip1^*» unmasked sample surface 

Y 
First we measured micro-PL using an Ar+ Laser with a spot diameter of 5um. Figure 7 
shows PL from an uncovered area from both the MQW and the QWRs. Using a laser 
with an excitation area of 5um diameter leads to a broad QWR luminescence peak. 
The broadening of the 
QWR peak due to inte- 
grating   over   approxi- 
mately  25  wires  with 
statistical        thickness 
fluctuations   is   clearly 
seen.   Figure  8   shows 
luminescence from 
QWRs covered by a 
mask with a width of 
250 nm perpendicular to 
the QWRs. 7 different 
peaks are observed. This 
is in perfect agreement 
with the QWR pitch of 
220 nm for this sample 
(spotsize / pitch = 
1.5um / 220nm => 7 
QWRs). However, there 
is still the possibility for 
thickness fluctuations 
along the QWR within 

1.50 1.52 1.54 1.56 1.58 1.60 1.62 1.64 1.66 1.68 

Energy (eV) 

Figure 7: PL laterally integrated over approx. 25 QWRs. 
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Figure 9 shows both, lumi- 
nescence from a box area 
applying a 5 urn laser spot 
together with a sharp lumi- 
nescence peak coming from a 
200 nm slit area parallel to a 
single QWR. If the fluctua- 
tions only occur from wire to 
wire only one sharp peak 
from one isolated QWR un- 
der a slit is expected. The 
„broadening" of this peak has 
its origin in fluctuations 
around the main thickness of 
the single QWR within the 
excited slit length of 1.5 um. 

FWHM: 6.5meV f\ 250nm slit 
V) perpendicular to 

xi \ A 
QWRs 

focus: 1.5um 

'to c 

c 
FWHM: 6.0meV 

Q. 
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Energy (eV) 
1.68       1.70 

Figure 8: Photoluminescence from different 

single QWRs. 

Next, highly spatially resolved cathodolu- 
minescence microscopy (CL) was used to 
produce quantitative mappings of the lat- 
eral confinement potential. Here we will 
report from the same masked GaAs QWR 
sample with a 3nm SQW grown at 530°C 
investigated by micro-photoluminescence. 
The left part of figure 10 shows an SEM 
image of the investigated area. We clearly 
see the transition from slit to box and the 
steps running parallel to the slit. The sur- 
face steps running from the upper left to 
the lower right corner can be observed. 
The left part of this image shows an un- 
covered area, part of the box. The right 
part shows a very thin slit covering one 
step. This field of view gives us the possi- 
bility to investigate both, single quantum 
wire (below the slit) and neighbored 
quantum wires. The second image is a so 
called CLWI (cathodoluminescence 
wavelength image) recorded at the same 
time. It shows the wavelength at maximum 
intensity for the chosen wavelength win- 

focus: 5um focus 1.5um 

box slit width: 200nm 

FWHM: 35meV AFWHM: 7meV . 

1.58  1.60  1.62  1.64  1.66  1.68  1.70 

Energy (eV) 

Figure 9: PL from a single QWR. 
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dow as a function of position in the investigated area. This image was recorded for the 
wavelength window of the GaAs layers in the multi quantum well. They are expected 
to emit light at a wavelength of 820nm, like in the box. If the surrounding area is cov- 
ered by a mask the emission shifts to 824nm. Obviously we have to consider wave- 
length shift because of strain induced by the metal mask. This shift is not important for 
the characterization of single QWRs, because we still can oberve the fluctuations, even 
if the emission wavelength is shifted. 

SE image 

2L 
CM 

Wavelength image 
m 

4|jm 4(jm 

Figure 10: SEM image and CLWI of a transition from a covered to an uncoevered area. 

Figure 11 shows the CLWI for the QWR luminescence of the same sample area. 
Wavelength fluctuations along the wire under the slit as well as from wire to wire in 
the box, mainly caused by thickness fluctuations, are found. 

E 
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Figure 11: CL wavelength image of QWR. 
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Figure 12 shows the changes in local cathodoluminescence spectra from spot to spot 
along the wire. Again we can clearly observe fluctuations in the CLWI and in the local 
cathodoluminescence spectra taken at different locations. Furthermore we took CL 
spectra seperately integrated over the box and the slit, marked by arrows. Obviously 
the FWHM of the spectrum taken from the complete slit area (4um x 300nm) does not 
differ from the FWHM of the spectrum taken from the box area with 40meV. The 
broadening of spectra is caused by fluctuations along the wire as well as by fluctua- 
tions from wire to wire, both participating equally. 

Local Spectrum: 7,106 Local Spectrum: 147,88 Local Spectrum: 179,85 

740       780       820 
Wavelength (nm) 

740       780       820 
Wavelength (nm) 

740       780       820 
Wavelength (nm) 

Figure 12: Local CL spectra and CLWI of masked GaAs QWRs. 
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Looking at the geometry of sample structure (fig.l.) it is obvious that the majority of 
excess carriers is generated or injected not in the QWRs themselves but in the sur- 
rounding barrier material, thus carrier capture into the QWRs is essential. We have to 
distinguish between the vertical transport process of generated carriers from the barri- 
ers into the quantum well an the transport along the SQW into the QWRs. The vertical 
transport is well known to be very efficient and fast, which is confirmed in our investi- 
gation by the fact that no luminescence from AlGaAs barriers is observed. 
Temperature dependent PL allows to discuss the transport along the (110) plane of the 
single quantum well into the quantum wire. Figure 13 shows the temperature depend- 
ence of the normalized QWR photoluminescence intensity for a complete set of sam- 
ples, grown be one- and two-step growth mode. Using the ratio of QWR and MQW 
photoluminescence intensity (fig. 13) is a good measure to determine the most efficient 
temperature range for carrier transport along the SQW. For all samples the carrier 
capture process is most efficiently in the temperature range of 70K-100K. Generally 
the samples grown by two-step growth mode show a more efficient carrier capture. 

95.0 K 
T ' 1 • 1 ■ 1 '— 

—•— 1 nm, 550°C. 

—■— 2nm, 550°C 

—A— 2nm, 500°C 

T—1nm, 500°C 

0 20 40 60 80 100 120 140 160 180 200 220 

Figure 13: Carrier capture into the QWRs. 

A high energetic luminescence shoulder (fig. 14.) in the vicinity of quantum wire peak 
additionally appears in photoluminescence and cathodoluminescnece spectra. These 
peaks mainly occured in spectra of samples with a lnm thick single quantum well. 
These peaks disappear if the temperature is raised above 50K.This is caused by thermal 
activation so carriers are able to leave local potential minima. 
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Figure 14: Thermal activation of local potential minima in 

the vicinity of QWRs. 

IV. CONCLUSION 

Using a two-step growth mode leads to an improved homogenity of selforganized 
GaAs QWRs grown by gas source molecular beam epitaxy. Stochastic thickness fluc- 
tuations occur from wire to wire as well as along a single quantum wire. The FWHM 
of 7 meV obtained from micro-photoluminescence of a single GaAs QWR shows that 
there are very few modulations along a SQWR within 1.5 (im. Investigating an area of 
4u,m of a SQWR by cathodoluminescence shows that there are the same thickness 
fluctuations within this range of a SQWR as from wire to wire. Temperature dependent 
photoluminescence allowes to discuss the transport along the (110) plane of the SQW 
into the QWR. The maximum carrier capture efficiency into the quantum wires oc- 
cured in the temperature range from 70K to 100K. This is the same temperature range 
Hillmer found in 151 for GaAs QWs. Higher energetic luminescence peaks additionally 
appeared in both the photoluminescence and cathodoluminescence spectra. These 
peaks mainly occured in spectra of samples with a lnm thick single quantum well. 
They were found to have their origin from recombination in local potential minima in 
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the vicinity of QWRs. Obviously, part of the generated excess carriers freezed in local 
potential minima at low temperatures. The carriers are able to leave these local poten- 
tial minima by thermal activation at temperatures higher than 5 OK. 
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ABSTRACT 
When the rate 1/T of electron scattering by impurities and/or phonons 
is comparable to the frequency w of an electromagnetic radiation, the 
electron transitions among different states are accompanied by absorp- 
tion of radiation. Far-infrared resonant absorption of radiation in a 
quantum wire (QW) at strong magnetic fields B is studied. The radi- 
ation is taken polarised along the QW (x axis) and B is applied normal 
to it (z axis). The confining potential along the y and z axes is as- 
sumed parabolic and triangular, respectively. The results show that: 1) 
similar to the case of a two-dimensional electron gas (2DEG), resonant 
absorption occurs in a QW when the electron temperature Te is in the 
range from 80 K to 150 K; 2) one absorption peak can be observed at 
/ = w/27T ~ 0.1 THz for Te ~ 80 K, whereas for a 2DEG, at the same 
Tc, it occurs at / = o>/27r ~ 0.5 THz ; 3) with increasing T«, the peak 
shifts to higher frequencies and broadens markedly; 4) with increasing 
B, the peak shifts to higher frequencies and the absorption intensity first 
increases and then decreases; 5) the application of B does not result in 
a significant broadening of the absorption peak. As a result, applying 
a strong B-field to a QW provides a means of controlling the rate 1/r 
and leads to a frequency-tunable resonant absorption. 

Electrochemical Society Proceedings Volume 97-11 378 



I. INTRODUCTION 
With the development of novel means of investigation, such as free-electron- 

lasers (FELs), it has become possible to study the transport and optical properties 
of electronic devices subjected to intense far-infrared (FIR) or terahertz (THz) 
electromagnetic (EM) radiations. The FELs can provide the source of the lin- 
early polarised FIR radiation which can be very useful in the investigation of novel 
condensed-matter materials such as low-dimensional electronic structures (LDESs). 
For a LDES realised from, e.g., III-V compounds using techniques such as Molecu- 
lar Beam Epitaxy or Metallo-Organic Chemical Vapour Deposition, the conducting 
electrons in the system are confined within distances on the nanometer scale. The 
resulting energies, e.g., Fermi energy, electronic subband separation, etc., are on the 
meV scale. Noting that an energy hu ~meV corresponds to a frequency w ~ THz, 
FIR EM waves may couple strongly to LDESs and this gives the possibility to ob- 
serve photon-induced quantum resonance effects such as magneto-photon-phonon 
resonances [1]. Moreover, for a semiconductor GaAs-based LDES, the rate of elec- 
tronic transitions due to scattering by impurities and/or phonons may be on the 
THz scale , i.e., 1012 s_1 [2,3]. As a result, the FIR EM radiation will modify 
strongly the processes of momentum and energy relaxation for excited electrons. 
This implies that GaAs-based LDESs can serve as THz devices operating in the 
linear and nonlinear response regimes. 

Recently, nonlinear transport and optical properties have been studied exper- 
imentally [4,5] in THz-driven 2DEGs using FELs. Correspondingly, theoretical 
calculations have been performed [2,6] in order to account for the experimental 
observations. The results obtained have indicated that when a 2DEG is subjected 
to intense THz or FIR EM radiations, the electrons in the system will be heated 
by the EM field and the scattering rate 1/T will be influenced by the strength and 
frequency of the EM radiation field. This and the fact that nonradiative electronic 
transitions may be accompanied by the emission and absorption of EM radiation, 
may lead to resonant absorption of THz radiation when the rate 1/r of electronic 
scattering is comparable to the frequency u) of the EM radiation. Experimental 
data and theoretical results have shown that for GaAs-based 2DEGs, resonant ab- 
sorption can be observed around a frequency / = U)/2TT ~ 0.5 THz for an electron 
temperature Te ~ 80 K. The physical reason for this was discussed in Ref. [2]. 

Since the FELs can provide linearly polarised EM radiations, one would expect 
that the resonant absorption seen in 2DEGs may also be observed in a QW when 
the FIR or THz radiation is polarised along its direction. In this paper we study 
in detail the conditions under which resonant FIR absorption in one-dimensional 
electron gases (IDEGs) can be observed. In search of an extra means of controlling 
the nonradiative scattering processes and consequently the resonant absorption, we 
consider a situation where a strong magnetic field B is applied to the QW. 
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II. ONE-ELECTRON QUANTUM WIRE 
CHARACTERISTICS 

We consider a 1DEG along the x axis produced by a lateral confinement of 
a 2DEG that we model by a harmonic potential U(y) = m*u>0y

2/2; u>0 is the 
characteristic frequency and m* the effective electron mass. When the magnetic 
field B is applied along the z axis (growth direction of the 2DEG), the one-electron 
energy spectrum and the wavefunction of the 1DEG system are given, respectively, 
by 

Ea{kx) = ENn(kx) = g + ea = H + {N + \)huB + en, (1) 

and 
\kx, a >= \kx, N, n >= eik'x<l>Nkl(y)Mz)- (2a) 

Here, a = (N,n), kx is the electron wavevector, m*B = m*[l + (wc/u>0)
2] with 

uc = eB/m' the cyclotron frequency, u>B = (^l + WQ)
1/2

, and 

Wv) = (2NNy1'2lB)-1'2e-^'2HN{0 (26) 

with lB = (h/m*wByt2, f = y/lB - (wc/wfl)/flfex and HN(x) the Hermite poly- 
nomials. In Eqs. (1) and (2), ipn{z) and e„, the solutions of the ID Schrödinger 
equation along the z axis, are independent of B. Furthermore, the density of states 
for noninteracting electrons at the energy level a = (N, n) is given by 

where g, = 2 accounts for the spin degeneracy and 0(x) is the unit step function. 
Equations (l)-(3) are valid when the EM radiation is absent. In this paper 

we consider EM radiation energies much smaller than those given by Eq. (1) so 
that the effect of the radiation on the subband structure can be ignored. This can 
be expressed as eE0kx/m*u2 « 1, with E0 being the strength of the EM field for 
radiations polarised along the QW. 

III. MOMENTUM-BALANCE EQUATION 
It has been demonstrated [2] that the momentum-balance equation proposed 

by Lei and Horing [8] (LH) provides a useful tool for studying nonlinear transport 
and optical properties in 2DEGs driven by intense EM radiations. This approach 
is based on a high-frequency approximation with eE0kx/m*ui2 < 1, when the ra- 
diation is polarised along the x-direction of a 2DEG. It can be proven that the 
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results of the LH theory in the linear response limit are in essence a limiting case 
of the high-frequency transport theory proposed by Tzoar [9] using a Kubo formula 
approach. The LH momentum-balance equation for electron-phonon scattering can 
be obtained from Eqs. (2.33) and (2.33') of Ref. [9] by taking the phonon propag- 
ator to be a J-function, ignoring the effect of screening due to the self-consistent 
field, and by introducing an electron temperature into the electron density-density 
(d-d) correlation function. 

In this paper we derive a momentum-balance equation for a 1DEG. When the 
EM radiation is polarised along the QW, the effect of direct optical absorption via 
intersubband electronic transitions can be ignored. The EM field with a frequency 
u) can be represented by an ac electric field E = Eoe'""*. In the experiments 
conducted in Refs. [4,5] the ac driving field (E0 ~kV/cm) is much larger than the 
dc exploring field (Efc < 2 V/cm), so the effect of Edc in the measurement can be 
ignored. The steady-state electron velocity corresponding to the ac field is then of 
the form v = v0e~,wt. This approach has been used by Peeters and Devreese [10] in 
deriving, e.g., the Thornber-Feynman theory for electron-LO-phonon interactions 
in low-density 3D systems. Considering electron interaction only with LO-phonons 
and following Ref. [8], we derive the momentum-balance equation and from that 
the frequency-dependent magnetoconductivity in the form of the Drude formula 

71  P T ft  6 T 
^xx(w) =     ',  .- :—     ,     Re<7xx(u) =     e,  .        .    ... (4) v   '      m*(w)l-iwT m*(w) 1 + (wr)2 

Here ne is the electron density of the 1DEG, m*(w) = m*[l + Mi(w)/w] is the 
frequency -dependent effective electron mass, T = [m*(w)/m*]/M2(w) is the fre- 
quency -dependent electron relaxation time, and M(u>) = Mi(ui) + iAf2(w) is the 
memory function embodying the different scattering mechanisms. For interactions 
with LO-phonons the memory function is given by 

M(«) = ^^   £  ql\uLO{Q)\2Fa,a{CiMa\a,qx^Lo -«), (5) 
ro n«w  a',o,q 

where No = [es"i0/fcflT — 1]_1 is the LO-phonon occupation number with fiwto the 
LO-phonon energy, Nw = [eh^'-°~u'>/kBT' — l]-1 is the effective LO-phonon occupa- 
tion number in the presence of radiation, and Tc the electron temperature. Further, 
Q = {qx,qy,qz) is the phonon wavevector, Faia(Q) the form factor for interac- 
tion with bulk phonon modes, R(a',a,qx,w) = Ui(a',a,qx,w) + iU2(ot',<x,qx,u) 
the Fourier transform of the electron density-density correlation function, and 
\uL0(Q)\2 the square of the electron-LO-phonon interaction matrix element. The 
effects of electron-electron interactions and of photon emission have been neglected. 
Using the Fröhlich Hamiltonian for electron-LO-phonon scattering, we have 

\uL°(Q)\2 = 4naLoL0(huLO)2/Q2, (6) 

Electrochemical Society Proceedings Volume 97-11 381 



where aio is the coupling constant and L0 = (ft/2m*a>x,o)1^2 the polaron radius. 
With the wavefunction given by Eq. (2) the form factor takes the form 

F«.«(Q) = Gn,n{qz)CNIJh{^)\l + #), (7) 

with G„,„(«,) = | < n'\e^\n > |2, CNlN+J(x) = [Nl/(N + J)^xJe^[LJ
N(x)Y, 

and LJ
N(x) the associated Laguerre polynomial. Further, with the energy spectrum 

given by Eq. (1), the imaginary part of the electron density-density correlation 
function is obtained as 

TT  I   l \ mB    \tl~       ■   (g^-£«'°)2\        f(c (£^ + £a'a)2\l ,„> na(a,a,fe,W) = -JW[/(eo,+        A£x       )-f{ea+        4£x       )j,     (8) 

where e* = h2q2
x/2mB, £a,a = ea- ~ e„ + ftw, and /(x) = [el*-Er)ßBT + y-i is the 

Fermi-Dirac function with #F the Fermi energy. 
For THz EM radiations we have Mi{w) < u and this results in m*(w) ~ m*. 

As is usual in the experiments, we consider the case when only the lowest subband 
in the z-direction is occupied and describe it with the usual variational wavefunc- 
tion [11]. This gives G00(qz) = [1 + (<fe/&)2]~"3, where b = [(487rm*e2/Kn2){Nd + 
(ll/32)iVe)]1/3 with K the dielectric constant and Nd and Ne, respectively, the de- 
pletion charge density and the electron density of the 2DEG. 

IV. RESULTS AND DISCUSSIONS 
We perform the calculations for AlGaAs/GaAs QWs with the following para- 

meters: effective mass m* = 0.0665me with me the electron rest mass, dielectric 
constant K = 12.9, LO-phonon energy hwLo = 36.6 meV, and electron-LO-phonon 
coupling constant <XLO = 0.068. Other typical parameters are the electron densit- 
ies of the 1DEG ne = 2 X 106 cm"1 and of the 2DEG Ne = 2 x 1011 cm"2, the 
depletion charge density JV^ = 5x 1010 cm-2, and the characteristic energy of the 
ID confinement hw0 — 5 meV. The Fermi energy is determined by electron number 
conservation. I 

In Fig. 1, we plot the real part Reaxx(aj) of the conductivity and the inverse 
of the scattering rate 1/r as a function of the radiation frequency for different 
temperatures Te at a fixed magnetic field. Reaxx(u) describes the absorption of the 
EM wave in the QW. In the low- (high-) frequency regime, we have Re<rxx(w) ~ r 
(Reaxx(u>) ~ 1/r). Since 1/T always decreases with u>, the competition between ui 
and 1/r results in a changeover of the dependence of the optical absorption on u>. 
Consequently, a peak in the resonant absorption can be observed. From Fig. 1(a), 
we see that: 1) similar to the case of 2DEGs [2], an absorption peak can be observed 
when Te is in the range from 80 K to 150 K; 2) the absorption peak appears around 
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fp = WP/2TT ~ 0.1 THz, whereas for 2DEGs it appears at fp ~ 0.5 THz; 3) as 
in 2DEGs, with increasing Te (or radiation intensity), the peak broadens and its 
position is shifted to higher frequencies; and 4) as in 2DEGs, the absorption peak 
cannot be observed at very low and very high excitation frequencies. In Fig. 1 (b) 
we see that, in a QW, 1/r: i) increases rapidly with increasing Tc, ii) is comparable 
to the radiation frequency w, and iii) decreases with increasing u>. These are the 
conditions under which resonant absorption of EM radiations can be observed, as 
discussed in Ref. [2] for a 2DEG. 

9 
To=50K 

•80 K 

T=4.2K_ 
n<,=2xl0 cm 
B=2T 

,100 K 
\\120K 

"'   ~" r-450K 
\^ •->-L     (a) 
 ■T.Trfr.Tri-rwff. 

6 
111 Radiation Frequency (10   Hz) 

T=4.2K.      , 
1^=2x10 cm 

Radiation Frequency (10   Hz) 

Fig. 1. (a) Real part of the conductivity (Re<rxx(w)) and (b) scattering 
rate 1/r as a function of the radiation frequency / = U>/2TT for different 
electron temperatures (TB) at fixed lattice temperature (T) and magnetic 
field (B). ! 
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In Fig. 2 the real part of the conductivity and the inverse of the relaxation 
time are shown as a function of w for different B and a fixed Te. As can be seen, 
1) for low (high) magnetic fields, e.g., B < 2 T (B > 3 T) at Te = 100 K, due to 
the features of the relaxation time shown in Fig. 2(b), the absorption peak shifts 
to lower (higher) frequencies relative to that for B = 0; 2) with increasing B, up to 
about 6 T, the absorption peak first increases and then decreases; 3) FIR resonant 
absorption can be observed at relatively low B fields; and 4) the application of B 
does not result in a significant broadening of the peak. These results show that 
applying a magnetic field to a QW leads to a control of the electronic scattering 
rate and, consequently, provides a means of controlling FIR resonant absorption. 
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Fig. 2. (a) Real part of the conductivity and (b) scattering rate 1/r as 
a function of the radiation frequency / = w/2w for different magnetic 
fields and with fixed electron and lattice temperatures. 
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Fig. 3. (a) Real part of the conductivity and (b) scattering rate 1/r as 
a function of magnetic field for different radiation frequencies and with 
fixed electron and lattice temperatures. 

From Figs. 1 and 2 one can find that Reaxx(u) -t 0 when w —y 0 at relatively 
high Tc. This is in contrast with the experimental observations [4]. The main 
reason is that the momentum-balance equation was based on a high-frequency ap- 
proximation for evaluating the diagrams for the contributions to the high-frequency 
conductivity proposed by Tzoar [9]. In the low-frequency (LF) regime, particularly 
when w —>• 0, this approach may break down. When eEokx/(m*w2) » 1, one 
should evaluate the LF conductivity diagrammatically but this complicates the cal- 
culations considerably. We do not attempt such an evaluation here. Furthermore, 
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in our model only single-photon processes are taken into account. In a QW under 
intense LF EM radiations channels for multiphoton absorption will open up leading 
to an increase in the conductivity in the LF regime. It should be noted that the 
LF and/or w -> 0 conductivity was also discussed by PD in Ref. [10] for electron- 
LO-phonon interactions. To calculate correctly the LF conductivity one has to sum 
an infinite number of diagrams; the results obtained have been documented in Ref. 

[10]. 
The real part of the conductivity and the scattering rate 1/r are shown in Fig. 

3 as a function of magnetic field B for different radiation frequencies u with fixed 
electron Te and lattice T temperatures. The peaks appearing around 6 T, in Fig. 
3(b), are the usual magneto-phonon resonances (here 3U>B ~ ULO) [7]. For fixed 
Tc, the rate 1/r decreases with increasing u for all B fields. From Fig. 3(a) we 
note that for low w (W/2TT < 0.2 THz) absorption peaks can be observed at low B 
and a magneto-phonon minimum appears around B ~ 6 T. When ui/2n > 0.2 THz 
there is no absorption peak as a function of B up to 10 T, and the conductivity 
is rather featureless. These results suggest that in the presence of B resonant 
absorption of relatively low-frequency FIR radiations can be observed by measuring 
the dependence of the dc conductivity (or mobility) on the field B for fixed frequency 

and intensity of the radiation field. 

V. SUMMARY 
We have studied resonant absorption of FIR radiation by hot electrons in 

QWs in the presence of strong perpendicular magnetic fields. Similar to the case 
of 2DEGs, we have found that resonant absorption in a QW can be observed when 
the rate 1/r of electron scattering by LO-phonons is comparable to the radiation 
frequency w if the electron temperature is in the range from 80 K to 150 K. In 
contrast with 2DEGs, where the resonant absorption peak appears at about / ~ 0.5 
THz, the same peak in QWs occurs at about / ~ 0.1 THz at Te ~ 80 K. If we 
apply a magnetic field parallel to the QW, the position and the intensity of the FIR 
absorption can be varied. Thus, the applied magnetic field provides a means of 
controlling the electronic scattering and, consequently, a means of controlling the 
optical absorption. The results presented here need to be tested experimentally. 
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Abstract 

We have theoretically studied non-linear frequency conversion in 
a semiconductor quantum wire biased with a magnetic field. In these 
systems, efficient second harmonic generation occurs as a result of 
the large value of the second-order dielectric susceptibility x'2' aris- 
ing from dipole transitions between magneto-electric subbands. The 
magnitude and peak frequency of x'2', as well as the absorption and 
refractive index associated with x'2'. can be tuned with the magnetic 
field. This allows one to achieve low insertion loss and efficient phase 
matching by manipulating the absorption and refractive index with a 
magnetic field. 

I. Introduction 

Most ordinary solids are not efficient frequency converters because they 

exhibit extremely small even-order dielectric susceptibilties. Ideally, even- 

order susceptibilities vanish in solids with inversion symmetry.1 Conse- 

quently, a semiconductor structure can exhibit a large value of the second 

order susceptibility x(2) only if tne inversion symmetry of the conduction- 

band potential is broken artificially either by an external electric field, or by 

the intentional growth of an asymmetric structure. Obviously, the former is 

the preferred method since an electric field can be varied continuously and 
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this allows one to tune the degree of symmetry-breaking and the magnitude 

of x'2' ■ However, an electric field has a practical shortcoming. In a quantum 

confined structure, it tilts the potential barriers confining the photogener- 

ated carriers. As a result, carriers can escape by tunneling or thermionic 

emission and this is especially serious in GaAs/AlGaAs systems where the 

barrier height is relatively small. Indeed, it has been pointed out that the 

electronic states in a quantum confined system biased by a transverse elec- 

tric field are never true bound states since the particles can always lower 

their energy by escaping from the well2. Consequently, optical transitions 

(and their higher order harmonics) associated with these states have incon- 

veniently large linewidths and small oscillator strengths. 

Recently, we proposed magnetostatic biasing as an attractive alternative 

to mitigate this problem.3 We showed that a magnetic field can break in- 

version symmetry in a quantum wire without tilting potential barriers. A 

transverse magnetic field, applied to a wire, exerts a Lorentz force on an 

electron moving along the length. As a result, its wave function (in any 

magneto-electric subband) will be skewed towards one edge of the wire. This 

skewing does not tilt potential barriers to first order (the barriers may tilt 

slightly because of a second-order effect associated with space-charges and 

the self-consistent (Hall) electric field). However, it effectively breaks in- 

version symmetry since it causes net charges to accumulate at either edge 

of the wire. This leads to a non-vanishing even-order susceptibility in an 

otherwise symmetric structure. The skewing has another subtle effect. The 

degree to which the wave function is skewed is different in different subbands 

since an electron has different kinetic energies (and hence experiences differ- 

ent Lorentz forces) in different subbands. As a result, transitions between 

subbands whose wave functions have the same parity - which are forbidden 

without a magnetic field - are now allowed since the parities are altered by 

different amounts in different subbands. This effect has some similarity with 

the quantum confined Lorentz effect (QCLE) previously examined by us4 in 
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the context of interband transitions between conduction and valence band 

states. 

In this paper, we first calculate the second-order susceptibility x(2) in a 

symmetric quantum wire whose inversion symmetry (along the width) has 

been broken with a magnetic field. We restrict ourselves to narrow GaAs 

wires with a width of about 150l. The energy spacing between the first and 

second subband is AE12 « 72 meV. This choice of the wire dimension puts 

the resonant frequency (for transitions between the lowest subbands) in the 

mid-infrared spectral region. The wavelength of the second harmonic compo- 

nent of this transition is about 8.6 pm. Here we will be mainly interested in 

X(2) arising from resonant and near-resonant inter-subband transitions which 

are governed by the interplay of dipoles and resonant excitations. In con- 

trast, Ref. [3] focussed on the off-resonance regime which was governed solely 

by the dipoles. We will also calculate absorption and refractive index in the 

frequency region of interest for both pump and second harmonic frequencies 

and show how they can be manipulated with an external magnetic field to 

realize low insertion loss and efficient phase matching. 

The rest of the paper is organized as follows. In the next section, we 

describe the theoretical formulation, followed by results. Finally, in section 

IV, we present the conclusions. 

II. Theory 

We consider a generic GaAs quantum wire (as shown in the inset of Fig. 

1) with a magnetic field applied along the z direction. The thickness along 

the z direction is so small (and consequently the subband separation in energy 

in this direction is so large) that for the range of photon energies considered, 

an electron cannot be excited (by real transition) into a subband which has 

more than two nodes along the z-direction. In other words, such a transition 

will not be accessible in energy. This restriction, coupled with the fact that a 

magnetic field does not affect the z-component of the electron wave function, 

allows us to drop the z-component from further consideration.  The width 
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of the wire along the y-direction is however large enough (W = 150Ä) that 

subbands with more than two nodes along the y-direction are accessible in 

energy. 

In systems without inversion symmetry, the lowest order optical nonlin- 

earity is of the second order and is expressed by 

pb)&,u>) = x(2)(w; ui.wj^tö, wi)£(£,wa), (i) 

where P is the polarization caused by two electric fields E\ and E2 that 

are associated with the electromagnetic fields of either two frequency compo- 

nents of the same light beam or two different coherent beams with frequencies 

Ui and wave vectors fc*. It is well known that the third-ranked tensor x'2' 

will vanish in any structure with inversion symmetry. A quantum confined 

structure may lack inversion symmetry for two main reasons, (i) the semi- 

conductor material by its intrinsic chemical and crystalline structure may 

lack inversion symmetry,6 and this is the case in most III-V, II-VI, and I- 

VII compounds along certain crystallographic directions, or (ii) the quantum 

confining potential well may be asymmetric (e. g. triangular potential well, 

asymmetric double square well potential, etc.). In the first case, the asym- 

metry is related to the intracell charge asymmetry and is not affected by the 

confinement since the latter extends over several unit cells. In the second 

case, the asymmetry is artificially imposed and therefore can be engineered. 

It clearly depends on the confining potential. Insofar as an applied electric 

field can alter the potential, it can change the degree of symmetry-breaking 

and hence modulate x'2'- 

In the present work we restrict ourselves to the second case and do not 

consider intrinsic second order nonlinearities which can be quite large in some 

materials (the nonlinear susceptibility of bulk GaAs is Xu=3.8 10~10 m/V).6 

As mentioned before, we avoid the use of a symmetry-breaking electric field 

since it promotes carrier escape. Instead, we consider a magnetic field. Al- 

though a magnetic field does not directly affect the potential, it leads to an 

uneven charge distribution along the width (y — axis) of the wire because of 
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the different degrees of skewing of the wave functions in different magneto- 

electric subbands. This has the effect of breaking inversion symmetry. 

As mentioned before, a magnetic field induces forbidden transitions be- 

tween subbands of the same parity. The large magnitude of the dipoles 

associated with these transitions and their extreme sensitivity to the field 

open up the possibility of controllable second harmonic generation (SHG) 

that can be manipulated by the magnetic field. In order to evaluate the 

magnitude and dependence of SHG on the biasing field and wire geometry, 

we calculate the second order susceptibility using the formula1 

*(2)(2w) = S?
ST

 £ (n* - - -1ÄT- 2- - *r)'     (2) 

where N is concentration (number density) of conduction electrons, 7 is 

a damping factor associated with elastic and inelastic scattering, ftfi|,0 = 

hQba(B, W, k) is the energy spacing between the b-th and a-th magnetoelec- 

tric subbands which depends on the applied magnetic field, wire width and 

electron wave vector and dmn = dmn(B, W,k) is a dipole element of tran- 

sitions between different subbands. The total symmetrisation operation ST 

indicates that the expression which follows is to be summed over all permuta- 

tions of the pairs (/i,2w), (a,w), {ß, w). Since ST involves a summation over 

all possible permutations, it is clear that x^(2w;w;w) is invariant under 

any of them. 

In order to calculate dipole elements dmn(B, W), we proceed as in Ref. [3]. 

Under the electric dipole approximation, the matrix element of photoinduced 

inter-subband transitions within the conduction band is given by7 

d/,i(k, B) = ej Xf(y, k, B)i) ■ rXi{y, k, B)dr J u}(x, y, k)m(x, y, k)dÜ    (3) 

where du is a volume element, fj is the unit vector along the direction of the 

incident photon polarization, f = xax + yay is the two-dimensional radius 

vector, and subscripts i, f stand for initial and final states respectively. Now, 

if we assume that the incident light is polarized along the y-direction so that 
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fj = dy, the above equation simplifies to 
fW/2 

df,i{k, B) = e< Xf\v\Xi >= e J       yXfiv, k, B)Xi{y, k, B)dy,       (4) 

where W is the width of the quantum wire along the y-direction. One should 

note here, that if there is no magnetic (or electric) field applied, the envelope 

functions Xi are just particle-in-box states and the dipole moment in Eq. (4) 

is non zero only for the transitions between subband states of opposite parity. 

However, this is obviously not the case when a magnetic field is present. It 

is clear from Eq. (4) that to calculate the dipole moments in the presence of 

a magnetic field, all we need to compute are the wave functions x/,i(j/> k, B) 

at a given magnetic field B, for given magnetoelectric subbands / and i, and 

for a given wave vector k. This is achieved via a numerical (finite difference) 

solution of the Schrödinger equation for the y-component of the wavefunction 

^ + 2-fEX(y) - (l)\{y) + 2f2kX(y) - k\{y) = 0        (5) 

with / being the magnetic length given by / = Jh/eB, assuming hardwall 

boundary conditions 

xb = W/2) = xti = -W/2) = 0 (6) 

and following the prescription of Ref. [8]. Once this is done, we can calculate 

the dipole moment in Eq. (4) for any chosen intersubband transition, at any 

chosen magnetic field and for any chosen wave vector. 

The absorption of both the fundamental frequency (pump) and its second- 

order harmonic is very important when considering frequency conversion with 

low insertion loss. In general, it is desirable to have large absorption coef- 

ficient a(w) for the pump frequency and small a(2w) for the converted fre- 

quency so that the latter is not re-absorbed to cause large insertion loss. In 

order to obtain the absorption coefficients in the whole range of frequencies 

and for different values of a magnetic flux density, we need to calculate the 

first-order susceptibility as follows 

Y(DM = ^g!y-     W*)' (7) 
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where we have used the same notation as in Eq. (2). The imaginary part of 

X(1)(w) is related to the absorption coefficient while the real part is related 

to the refractive index. 

II. Results 

We now present results of our calculations. The physical parameters used 

for the numerical calculations are relevant for a GaAs quantum wire with 

relative dielectric constant tT = 12.9, and effective masses me = 0.067mo and 

m-h = 0.5mo where m0 is the free electron mass. 
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Figure 1: The dipoles of three inter-subband transitions as functions of the 
applied magnetic field. The induced dipole dei-e3 peaks at a magnetic flux 
density of 5.3 tesla. 

Fig. 1 presents the dipole moments for the lowest intraband transitions as 

a function of magnetic flux density. At zero magnetic field, a non-vanishing 

dipole matrix element occurs only for transitions between states of opposite 

parity (el-e2, e2-e3) as expected from Eq.   (4).   Transition dipole rfe3_ei 
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has a non-monotonic dependence on the magnetic field. This transition is 

forbidden at zero field since the wave functions of the first and third subband 

have the same parity. At low and moderate magnetic fields, the parities are 

altered by the skewing of the wavefunctions. The skewing effect of the wave 

functions of the first and the third subbands is shown in Fig. 2 (top). Its 

degree depends on a subband number, which causes a breaking of inverion 

symmetry and, consequently, non-zero value of dipole matrix element rfe3-ei 

for otherwise forbidden transition. 

-50 0 50 
Y-COORDINATE (A) 

-50 0 50 
Y-COORDINATE (A) 

-100 0 100 
k(1e-6cm-1) 

100 0 100 
k(1e-6cm-1) 

Figure 2: (Top left and right). Skewing of the wave functions of the first 
and third subbands in a magnetic field. The left panel corresponds to zero 
magnetic flux density and the wave functions are particle-in-a-box states. 
The right panel corresponds to a flux density of 3 tesla and the wave functions 
are those of "edge states". (Bottom left and right). The energy spacing 
ftfimn between the mth and nth subbands vs. wave vector k at a magnetic 
flux density B=l tesla (left) and B=3 tesla (right). The lowest curve (at 
k=0) corresponds to el-e2, the intermediate curve to e2-e3, and the highest 
to el-e3. 

The dipole moment reaches a maximum of about 6 e-A   and then de- 
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creases. This later decrease is related to the following effect. For some fixed 

wave vector k (electron velocity), a sufficient increase in the flux density B 

forces the traversing states ("skipping orbits" or "edge states") to condense 

into closed cyclotron orbits (Landau levels) which are no longer skewed by 

the magnetic field to the wire edge since they have no translational velocity 

and hence experience no Lorentz force. While edge states have a skewed 

wave function which is not symmetric in space, cyclotron orbits have a wave 

function that is symmetric about the orbit center. Note that the orbit cen- 

ter's coordinates depend only on k and B. Therefore, at a fixed k, the wave 

functions of the first and third Landau levels are symmetric about a common 

center. Whenever this kind of symmetry holds, de3-ei vanishes. Therefore, 

the dipole moment rfe3_ei decreases gradually to zero at high magnetic field 

with the onset of Landau condensation (5 tesla for this wire dimensions). 

In Fig. 3, we plot the absolute values of x(2) as a function of photon 

energy for two different values of the magnetic field. In our numerical cal- 

culations we have used a dilute carrier concentration of iV=1017 cm"3 which 

allows us to neglect high density effects such as screening and bandgap renor- 

malization. Both susceptibility curves have pronounced three-peak resonant 

structure which corresponds to two one-photon transitions el-e2 (at 72 meV) 

and e2-e3 (at 124 meV) and one two-photon transition el-e3 (at 100 meV) 

between magneto-electric subbands. These three peaks have different broad- 

enings because the sum in Eq. (2) represents an integral effect of all direct 

transitions with different values of electron wave vector k and because of the 

complex dependence of the subband spacing hQmn on k and B (see Fig. 2 

(bottom)). The latter also gives rise to an uneveness in the second order 

susceptibility peaks. The peak value of the second order susceptibility is 

X(2) = U.5Ä/V for 1 tesla field (left panel); and x(2) = 43.ll/V for 3 tesla 

(right panel). For comparison, the nonlinear susceptibility of electric field 

biased GaAs quantum wells (W=92 A) - calculated theoretically and mea- 

sured experimentally in Ref. [9] - was x(2)=240Ä/V for an electric field of 36 
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Figure 3: Second order susceptibility as a function of the photon energy 
for two values of the biasing magnetic field. The left panel corresponds to a 
magnetic flux density B=l tesla, the right panel to B=3 tesla. The maximum 
values of the x(2* curves are 14.5A/V for 1 tesla field and 43Ä/V for 3 tesla 
field. 

kV/cm. The carrier concentration used in their calculations was JV= 5xl017 

cm"-3. Adjusted to that carrier concentration, the second order susceptibility 

for a 3-tesla magnetic field is about 215Ä/V compared to 240A/V of Ref. 

[9]. This shows that relatively weak magnetic fields in quantum wires can 

produce similar magnitudes of x'2' as rather strong electric fields in quantum 

wells. 

Fig. 4 shows the dependence of the imaginary part of the first-order sus- 

ceptibility 7m(x'1') as a function of photon energy for two different values of 

the magnetic field. We have used the same wire dimensions and carrier con- 

centrations for this plot as in the previous one. The same physics pertinent 

to the previous plot explains different broadening; however, the peaks are 

now attenuated because of averaging over different transition probabilities. 

Electrochemical Society Proceedings Volume 97-11 397 



>0.2 

 j  

ill C
Z.

..\
 

: 
; 

: 
: 

 

 
1 

L.
._
 

   
.  
 1 

   
.. 

 .  
   

   
   

  1
   

   
   

   
   

   
   

 I.
 

feo.3 
I- 

Q. 

■\ :  

\j \J |J     i 
50      100     150     200 

PHOTON ENERGY (meV) 
50      100     150     200 

PHOTON ENERGY (meV) 

Figure 4: Imaginary part of the first-order susceptibility as a function of the 
photon energy for B=l tesla (left panel) and B=3 tesla (right panel). 

Since 7m(x'1') is related to the absorption coefficient a{w) as 

(8) 

one can estimate the absorption over the whole frequency range. At res- 

onant photon energies of 72 meV and 124 meV, the absorption coefficient 

a = 1.5 104 cmr1 and a = 4.5 104 cm'1, respectively. It is clear from the 

figure, that the absorption coefficient at twice these frequencies, a(2w) is 

much less. This implies that a large portion of the pump energy at these 

resonant frequencies will be absorbed by the structure and converted into 

second harmonic signal which will not be significantly re-absorbed. 

Another important factor for efficient second harmonic generation is phase 

matching. Since the refractive index n(u>) of most materials is frequency de- 

pendent, the following inequality holds n(w) ^ n(2u). As a result, the coher- 

ence length lcoh = Aw/4(n2w -nj) for GaAs (typical non-birefringent crystal) 
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varies between 10/im and 100/zm. The efficiency of nonphase-matched inter- 

actions are about 10~5 times less than that of the phase-matched interactions 

over a length scale of 1 cm. 

0.5 

^0.4 

m  0.3 

W 

» °2 
Zi w 
a.  0.1 
UJ □ 
IT 
O      0 

to 
£-0.1 
U. 

j-0.3 
a 
DC 

-0.4 

-0.5 

^0.4 

3 
S   0.3 
t 
UJ 

£-0.1 
li. 

if:!::::;: 
"0        50      100     150     200 

PHOTON ENERGY (meV) 
50      100     150     200 

PHOTON ENERGY (meV) 

Figure 5: Real part of the first-order susceptibility as a function of the photon 
energy for B=l tesla (left panel) and B=3 tesla (right panel). 

Using a magnetic field as an additional degree of freedom, we may try 

to adjust n(io). In Fig. 5 we present the dependence of the real part of 

the first-order susceptibility Äe(x'1') as a function of photon energy for two 

different values of the magnetic field. Using the relation 

An(w) = 27rÄe(x(1)), (9) 

and Eq. (8), one can determine the frequencies where two conditions simul- 

taneously hold: n(u) ss n(2w) and a(w) » a(2w). For the 3-tesla field, this 

frequency %w corresponds to 75 meV. 
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IV. Conclusion 

We have theoretically studied second harmonic generation in a semicon- 

ductor quantum wire biased with a magnetic field. A strong second-harmonic 

component of the dielectric susceptibility, due to the dipoles associated with 

transitions between magneto-electric subbands, is found. We have also calcu- 

lated absorption coefficient and refractive index in the appropriate frequency 

range to assess the efficiency of frequency conversion and insertion loss. We 

have shown that a magnetic field can be used as an additional degree of 

freedom in optimizing second harmonic generation efficiency. This may have 

important applications in nonlinear optics. 
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1. Introduction 

Low-dimensional semiconductors have attracted increasing interest from both 
fundamental and applied fronts. Non-lithographic fabrication of nanostructured materials based 
on electrochemical (EC) deposition into the pores of anodic aluminum oxide is a promising 
technique allowing the creation of periodically disposed and uniform nanowire arrays of high 
spatial density [1,2]. Starting with very clean (99.99%) aluminum plates polished to achieve a 
mirror surface and using a two-stage anodizion process, it is possible to produce an ideally 
ordered hexagonal honeycomb structure of close-packed cylindrical pores [3]. Porous films filled 
by metals exhibited highly anisotropic absorption, being transparent to light polarized vertically 
to the metal columns, and absorptive to parallel polarization [4]. The optical properties of 
nanowires, especially semiconductor nanowires, are of particular interest for applications in 
optoelectronic devices. 

In this paper we discuss the optical characterization of the material quality as well as of 
the degree of confinement and anisotropy in CdS nanowire arrays using photoluminescence (PL) 
and resonant Raman (RR) spectroscopies. We consider also how luminescent properties are 
affected by annealing at different temperatures and ambient atmospheres. 

2. Sample preparation 

CdS nanowires have been successfully fabricated by means of electrodeposition into 
porous alumina template [5]. Typical wire diameter was in the range of few to tens of 
nanometers depending on conditions of preparation, and wire length was about lu,m. Pores 
diameters were determined by direct imaging with scanning electron microscope. The sample 
parameters are listed in Table. 

To improve the crystalline quality of the nanowires we subjected them to annealing in 
inert atmosphere (Ar) and hydrogen enriched atmosphere (5 vol. % H2 in Ar). It has been 
reported in the literature for CdS nanocrystals in Si02 glass matrix, produced by segregation from 
oversaturated solid solution, that during annealing hydrogen penetrates into Si02 film and 
passivates nonradiative recombination centers in CdS [6]. To prevent sulfur sublimation, we 
covered samples by 40nm Si02 film using plasma enhanced chemical vapor deposition. The 
samples were annealed up to 530-650C for 5 min. We were able to observe that hydrogen indeed 
penetrates through covering film: the samples annealed in hydrogen at temperature >600C 
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changed their color, while annealing in pure argon at the same temperature the sample did not. 
We tried also very long annealing ranging from 1 to 5 hr, and we found that the annealing 
temperature rather than time is a determining parameter. Annealing temperature is limited by the 
melting point of AI substrate, 660C. 

3. Photolumtnescence 

Photoluminescence measurements were performed with lm focal length SPEX 
monochromator under cw excitation by 458nm Ar-Iaser line of 0.1 W power. The samples 
temperature varied from 10 to 300K. 

The onset of the quantum confinement phenomena is expected to be observed when nano- 
wire diameter approaches the Bohr diameter of the exciton (~4nm for CdS). On the other hand, 
optical properties of the larger nanowires may also differ from that of bulk CdS due to deviation 
from the bulk crystal structure. Bulk CdS exhibits strong band-edge green (\~500nm) 
luminescence both at room and low temperature (Figs.la, 2b). There is normally a weak and very 
wide luminescent peak in red-infrared region (A.~700-800nm), which is typically attributed to 
recombination with deep acceptors created by crystal defects or impurities. Its amplitude was 
found to be three orders of magnitude smaller than the band-edge peak in bulk CdS. 

Electrochemical deposition, generally speaking, does not by itself produce high crystal 
quality of a deposited material. EC deposition can result in a high quality material when 
conducted on the single crystal substrate with favorable epitaxial conditions. Using 
underpotential deposition of monolayers (electrochemical atomic layer epitaxy, ECALE [7]), 
well ordered epitaxial thin films of CdS have been produced [7], which show strong band-edge 
luminescence at room temperature. In one case, CdS films deposited on Pt substrate showed only 
red luminescence (Fig. la). In the case of material deposited into pores, where the amorphous 
alumina does not facilitate epitaxial growth, as-deposited samples reveal a broad-band defect- 
induced luminescence in red-infrared region (0.7-0.9um) not only at room temperature (Figs, lb, 
lc) but also at temperatures down to 10K (Figs. 3, 4, 5). The situation improves considerably 
when samples are annealed. 

Samples #16 and #14 with relatively large pores diameters (35 and 78 nm respectively) 
were annealed in Ar atmosphere. Annealing at 530C for 5hr did not produce much changes in PL 
spectra. Additional annealing at 600C for Ihr gave rise to band-edge luminescence peak (Figs. 
lb, lc). In the meantime, red peak becomes a little stronger, wider, and shifted to longer 
wavelengths. For some samples it extended to at least to 1 lOOnm. A periodic modulation of the 
spectrum with a period of 50-100nm is seen and is caused by interference in the aluminum oxide 
film. Very similar modulation takes place in transmission spectra of free standing films. 

At low temperature green luminescence becomes much stronger than defect related 
radiation (Fig. 2a); Nevertheless, there is a significant difference between bulk CdS and 
nanowires PL spectra in the band-edge region. Low temperature PL spectrum of nanowires in 
band-to-band region is a single peak of 40-75 meV width while a bulk CdS sample reveals under 
the same conditions clearly resolved narrow (<10meV) peaks corresponding to free excitons (X), 
neutral donor and neutral acceptor bounded excitons (D°,X), (A°,X), their phonon replicas and 
other features typical for low temperature PL (Fig. 2b). For nanowires of 30-70 nm in diameter, 
when quantum confinement is negligible, the PL peak location is 15-30 meV lower in energy 
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than the strongest peak in bulk PL spectrum recognized as (D°,X). This may be attributed to 
rather large disordering in nanowires. We have also observed a macroscopic nonuniformity of the 
samples resulted in slightly different PL spectra measured at different locations. 

Samples #31, #37, and #62 with pores diameters 12nm, 22nm, and 40nm respectively 
were devided into a number of parts and annealed in Ar or Hj/Ar atmosphere at temperature up to 
530-650C for 5min. The low temperature photoluminescence spectra of the annealed samples are 
presented in Figs. 3, 4, 5. In general, the higher the temperature the stronger is the band-edge 
luminescence. 

On all the samples we observed that annealing in hydrogen produces better results. 
Moreover, for small diameter samples (12nm and 22nm) annealing without hydrogen does not 
improve photoluminescence (Figs. 3a, 4a). It suggests that in small diameter nanowires 
(dS22nm) the band-edge luminescence is significantly influenced not only by crystal defects but 
also by nonradiative recombination through surface states which could be passivated by 
hydrogenation. In the case of thick wires (d>35nm) hydrogen atmosphere is not as important, it 
is, nevertheless, helpful. 

Photoluminescence measurements of nanowires are obscured by the photo-darkening 
phenomenon. It is well-established (see, for example, [8]), that nanoparticles in glass suffer 
photo-structural changes under light illumination. We observed photo-darkening of nanowires in 
porous alumina by measuring temporal dependence of the PL intensity (Fig. 6). For relatively 
thick wires (sample #14) PL intensity dropped few times in several minutes under cw excitation 
by 458nm Ar-laser line of lOOmW power focused onto 0.1-0.3mm spot. In the case of wires with 
smaller diameter the photo-darkening was much stronger. 

4. Resonant Raman spectroscopy 

Clearly resolved RR spectra were registered for annealed samples. The spectra were 
dominated by a progression in the longitudinal optical phonon mode (Fig.7). The LO phonon 
frequency, overtone ratio and the overall RR intensity were found to be wire-diameter dependent. 
Analysis of relative intensities of the members of the progression as a function of excitation 
wavelength was done to estimate exciton energies of nanowires. A small blue shift in cxciion 
energy with decreasing the wire diameter down to 10-15 nm was observed [10]. 

The RR spectra showed no anisotropy, however, which was likely due to the low aspect 
ratio of the nano-crystallites composing the nanowire [5]. Annealing increased the intensity and 
the number of observed overtones, suggesting an improved crystallinity and a reduced 
concentration of defects. 

The broadening parameter as deduced from RR spectra is in good correspondence with 
PL spectrum linewidth. Broadening is possibly due to the interactions at the CdS/oxide interface 
or with neighboring crystallites within the nanowires as well as due to the scattering at the 
remaining structural imperfections. This is supported by the observation that the intensity of the 
CdS nanowire luminescence increases with increasing diameter. 

A significant degree of crystalline disorder in nanowire was also implied by the results of 
resistivity measurements of Ni nanowires using an STM tip as a contacting probe [3]. The 
resistance of a single nanowire before annealing was found to be at least an order of magnitude 
higher than that expected from bulk conductivity values. 
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It should be noted, that no special care was taken to eliminate impurities in our samples. 
Using higher-purity materials in the electrodeposition should improve the quality of the nano- 
wires and reduce the non-radiative recombination caused by impurities. 

5. Conclusions 

Novel arrays of CdS nanowires were successfully fabricated nonlithographically in Al2Oj 
nanopores template, and being investigated by a variety of techniques. Optical characterization 
offered first insights to the wire structure and crystallinity in both as deposited and annealed 
states, in addition to confirming the intuitively expected size dependence. Quenching of the red 
band PL in CdS wires by hydrogenation and size dependence provides a strong evidence of the 
existence of interface states at the wall surface of the wires. 

More specifically, it has been found that the higher the annealing temperature the better is 
the PL performance, at least up to the melting temperature of aluminum substrate (660C). It 
appears worthwhile to try annealing of free standing porous films at higher temperature. 

It is important to close pores by thin layer of Si02 or, maybe, by other material to prevent 
CdS sublimation during the annealing. 

Annealing of nanowires of >35nm in diameter in Ar atmosphere produces considerable 
and qualitative change in PL spectra, and band-edge transitions become prominent in of PL ai 
low temperature. This can be attributed to improvement of crystalline quality of the nanowires. 

Nanowires of 12-22nm in diameter show green luminescence only after annealing in 
hydrogen enriched atmosphere. It may be explained by hydrogen passivation of surface 
(interface) states. Nonradiative recombination through these states is considerably stronger for 
small diameter nanowires. 

Nanowires, like nanocrystalls in glass, reveal photo-darkening, which is more significant 
for small diameter nanowires. 

The small blue shift in exiton energy with decreasing wire diameter calculated from 
Raman spectra demonstrated the onset of quantum size effects. The lack of polarization 
dependence is tentatively attributed to the fact that nanowires are comprised of microcrystallites 
with low aspect ratios. 
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300K PhotoLuminescence 
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Fig.l. Room temperature photoluminescence of: 
a) bulk CdS and CdS electrodeposited on Pt substrate; 

b) sample #14 (pores diameter d=78nm) before and after annealing in Ar at 600C for I h; 
c) sample #16 (pores diameter d=35nm) before and after annealing in Ar at 600C for 1 h.' 
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Fig.2. Variable temperature photoluminescence of sample #14 (pores diameter d=78nm): 
a) PL spectra at different temperatures; 
b) band-edge low-temperature spectra of bulk CdS and sample #14. 
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Fig.3. Low temperature PL spectra of the sample #31 (pores diameter d= 12nm): 
a) annealing in Ar; 
b) annealing in Hj/Ar. 
Annealing temperature is indicated on the graphs. 
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10K PhotoLuminescence 
Sample #37 (d=22nm), annealing in Ar 
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Rg.4. The same as Fig.3, but for sample #37 (pores diameter d=22nm). 
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10K PhotoLuminescence 
Sample #62 (d=40nm), annealing in Ar 
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Fig.5. The same as Fig.3, but for sample #62 (pores diameter d=40nm). 
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Fig.6. Photo-darkening: PL intensity degradation under long term illumination. 
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ABSTRACT 

Si/Ge quantum confinement structures, not only conventional type-1 quantum wells but 
also new structures called NCSs, were successfully fabricated by MBE. Moreover, Ge 
quantum wires and dots were formed on Si substrates in self-assemble manner and 
luminescence properties of QWRs were shown to very different from those of QWs. 
Well controlled QWRs and QDs were formed on patterned Si substrates and their 
unique optical properties were observed. Modulation doping structures were 
successfully grown on relaxed SiGe buffer layers. The extremely high mobilities were 
obtained and mechanisms governing the conduction were clarified in this system. 

1. INTRODUCTION 

Si/Ge quantum confinement structures have high potential not only to improve present electronic 
devices but also to realize new optoelectronic devices based on silicon. Thanks to the development 
of sophisticated crystal growth techniques such as molecular beam epitaxy (MBE) and modified 
chemical vapor deposition, lattice mismatched systems can be well handled and strain effects are 
well exploited. The research is now extended to quantum wires and dots. However, 
comprehensive studies on optical properties as well as electrical ones of these structures are still 
lacking. In this report, after the promising gas source MBE (GSMBE) for formation of quantum 
structures is introduced as well as unique optical properties of grown structures, interesting optical 
properties of quantum wires and dots in this system are reviewed. The modulation doping 
structures which provide extremely high mobilities are also demonstrated and the transport 

mechanisms are discussed. 

2. GAS SOURCE MBE AND TYPE-1 QUANTUM WELLS 

Silicon GSMBE growth with disilane gas is strongly dependent on growth conditions reflecting 
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chemical reactions on Si surfaces [1]. Below 700 C, the growth rate exponentially decreases with 
decreasing temperature with an activation energy of 47 Kcal/mol corresponding to the hydrogen 
desorption. The growth rate is found to be larger on (100) surfaces than those on other surfaces. 
Introduction of GeH4, moreover, changes reaction kinetics and the activation energy is decreased 

depending on the content of GeH4. 

Luminescence from quantum wells (QWs) reflects the distortion of the potential shape due to 
surface segregation and type-1 SiGe/Si QWs grown by the conventional solid source MBE show 
significant energy deviation to higher energies from the theoretical well width dependence due to 
Ge surface segregation. However, GSMBE was found not to show such an energy shift and to 
provide the well width dependence expected from the square-well potential calculation [1]. This is 
due to the surfactant effect of a large amount of atomic hydrogen which is constantly supplied to 
the growth front. 

The coupling of QWs grown by this method is well understood based on effective mass 
approximation and the increase in the number of coupled wells resulted in superlattices the peak 
energy of which follows a simple Kronig-Penny type calculation [2]. 

3. NEIGHBORING CONFINEMENT STRUCTURES (NCSs) 

The band alignment of SiGe/Si type-1 quantum wells is very similar to that of AlGaAs/GaAs QWs. 
However, it is a disadvantage of the former that the band offset almost resides at the valence band 
and the offset at the conduction band is negligibly small and electrons cannot be well confined in 
the well region. In order to overcome this problem, we proposed a new type of quantum wells 
called Neighboring Confinement Structures (NCSs) where a pair of tensily strained Si layer and 
compressively strained SiGe layer is sandwiched by relaxed SiGe alloy layers as shown in Fig. 1 
[3]. To realize such a structure on Si substrates, fully relaxed SiGe buffer layers should be grown. 
The formation of relaxed SiGe buffer layers with high quality is obtained by using GSMBE with 
step grading Ge concentration [4]. 

Various QWs including NCS were grown on this buffer layer and their luminescence spectra are 
shown in Fig. 2 [3]. Although distinct luminescence peaks originating from QWs are seen in all 
structures, the type-2 QWs show poor luminescence efficiency compared with the type-1 QW. It is 
remarkable that the luminescence intensity, especially no-phonon one, is strongly enhanced in the 
case of NCS structures. This is believed to be brought from significant confinement of both 
electrons and holes and overlapping of their wavefunctions in the well region. The reason for the 
selective enhancement of NP lines was shown to be localization of excitons at heterointerfaces [5]. 
Systematic energy shift was also observed as shown in Fig. 3 [3] when the thickness of the pair 
layers was changed, indicating that the band diagram which we expect is correct. 

4. FORMATION OF QUANTUM WIRES AND DOTS 

The strain energy due to lattice mismatch is basically released by introducing misfit dislocations 
which deteriorate optical as well as electrical properties of heterostructures. However, it has been 
recognized recently that another pathway to release strain without introducing misfit dislocations, 
that is, formation of islands, is possible. In the case of deposition of pure Ge on Si substrates, the 
situation is drastic.   When pure-Ge layers are embedded in Si, well resolved edge emissions are 

Electrochemical Society Proceedings Volume 97-11 418 



compr» 
Si, 

BSJive -slrained- 
(y>*> 

&**) 

•• 
w 

relaxed-Si^jGe, 

| 

NP 
I8K 

Diilooiion-rdaUd PL 

i 1 
D2 

(c) 

(b) 

QW 

tensile-slrained-Si 

800   900   1000   1100 

Photon energy (meV) 

Fig. 1   Schematic band alignment of NCS. 
A pair of carrier confining layers for electrons 
and holes is sandwiched by barrier layers. 

Fig. 2  PL spectra of (a) type-2 QWs withlOA 
strained-Si layers, (b) type-1 QWs with 10A 
strained-SiGe layers, and (c) NCS. 

1060 

5 10 IS 
Si width (A) 

Fig. 3   Si width dependence of NP lines of NCS 
samples. 700       800       900       1000      1100 

Photon energy (meV) 

Fig. 4  Well width dependence of PL spectra of 
Si/pure-Ge/Si QWs 

Electrochemical Society Proceedings Volume 97-11 419 



observed and they shift toward lower energies with increasing Ge width, showing quantum 
confinement of Si/Ge/Si QWs as seen in Fig. 4 [6]. When Ge exceeds 4 MLs, however, a new 
broad peak is seen to appear in the lower energy region along with edge emissions. Emergence ot 
this broad peak was found to well correspond to the formation of islands from TEM measurements. 
The peak was stable against temperature and was observed even at room temperature. It is, 
moreover, noteworthy that the edge emissions of QWs show the blue shift to the energy- 
corresponding to Ge 3 MLs during evolve of islands. This indicates that excess Ge atoms more 
than 3 MLs are consumed to form islands, and Ge wet layers with 3 MLs and islands coexist in this 
system. In other words, the Ge thickness of 3 MLs is the equilibrium critical thickness. This was 
confirmed by the growth interrupting experiment where PL peaks with 3 MLs were stable against 
increase of interruption period while the peaks with excess Ge showed big energy shift due to 
formation of islands. 

QWs with Ge less than 1 ML were found to give rise to sufficient intensity of luminescence and 
the energy monotonically increased with decreasing Ge thickness as shown in Fig. 5 [7]. Plan view 
TEM measurements revealed that Ge wires were formed at the step edges of Si surfaces in this 
region and PL could be attributed to emissions from Ge quantum wires (QWRs) embedded in Si 
crystals. The luminescence properties of these wires are much different from those of QWs as 
shown in Fig. 6 [7]. Band filling effect which is generally seen in indirect QWs is absent in the 
case of wire structures, probably reflecting the high density of states of QWRs. Moreover, a new 
peak is observed to develop on the lower energy side of the original peak as the excitation intensity 
is increased. From the excitation intensity dependence, this peak is speculated as luminescence of 
biexcitons created due to high density of states of QWRs as well as long life time of excitons in 
indirect band gap materials. 

5. FORMATION OF QUANTUM STRUCTURES ON 
PATTERNED SUBSTRATES 

QWRs are also formed in a controlled manner on patterned substrates. When SiGe/Si QWs were 
formed on V-groove of Si substrates, crescent-shaped SiGe features were found to be grown in the 
bottom region of the V-groove apart from QWs on the top (100) surface and (111) side walls [8]. 
These three quantum structures give rise to different luminescence as shown in Fig. 7 and cathode 
luminescence patterning well distinguishes their positions [9]. It is quite interesting that these 
luminescence peaks show different decay times and especially the luminescence from the (111) 
side wall strongly depends the pattern size as shown in Fig. 8 [8]. Moreover, the temperature 
dependence of the decay time is completely different among them and that of the (111) side wall 
QW decreased with increasing temperature while the others showed the increase. This is due to 
exciton diffusion from the side wall to (100) and bottom regions. From this temperature 
dependence, the diffusion length of excitons can be deduced and its temperature dependence is 
shown in Fig. 9 where it monotonically increases with increasing temperature. 

The cross-sectional emission from QWRs shows polarization characteristics reflecting wire 
geometry [10]. That is, no polarization is seen in luminescence emitted from the side of the sample 
while strong polarization is observed in the emission from the surface in the case of the wire 
structure. It is significant that QWRs show a large blue shift of PL peaks [10]. However, the 
energy shift is too big to be explained in terms of quantum confinement. The main cause of the 
energy shift may be the change in the strain distribution, from two-dimensional compression to 
hydrostatic pressure, which provides comparable energy shift. 

Ge islands are randomly formed on the wetting layer when the thickness exceeds the critical 
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thickness. In order to control their position and size, Ge layers were deposited on Si substrates 
covered with SiO, films with small holes patterned by electron beam lithography. Since GSMBE 

has growth selectivity between Si and dielectric materials, Ge island were formed only in the holes 
in the controlled manner as seen in Fig. 10 [11]. The number of islands depends on the hole size 
and it was seen in AFM images that only one island was formed when the hole size was less than 
200 nm. Well resolved NP and TO peaks were observed in these quantum dots and their peak 
position was seen to shift depending on the island size. 

6. MODULATION DOPING AND ITS MOBILITY 

Formation of the type-2 SiGe/Si heterostructure is important to make the conduction band offset 
high enough to realize such high speed devices as modulation-doping field-effect-transistors 
(MODFETs). After optimizing growth conditions as well as the structure formed on the relaxed 
SiGe buffer layers, temperature dependence of mobilities of the modulation doping structure was 
carefully examined as a function of channel width [12]. It was found that the sample with thicker 
well widths gave rise to high mobility and that it increased with decreasing temperature, exceeding 

360,000 cm-/Vsec around 1 K as shown in Fig. 11 which has never been realized in Si-MOS 
structures. Another interesting feature is that the mobility decreases with decreasing well width as 
seen in Fig. 12 [12]. This tendency was revealed to reflect the fact that the dominating mechanism 
of mobility is the interface roughness scattering of carriers in this well width regime. The mobility 
of samples with much narrower well width is extremely low and the conduction was found to be 
governed by variable range hopping of carriers in the two dimension. The localization of carriers 
might be brought by the interface roughness the effect of which increases with decreasing well 
width. 

7. CONCLUSION 

Various Si/Ge quantum structures were fabricated by using MBE technique. Not only conventional 
type-1 quantum wells with high luminescence efficiency were grown but also new structures, 
NCSs, were proposed to overcome the demerit of SiGe/Si type-1 quantum wells and shown to 
enhance luminescence efficiency. Ge quantum wires and dots were formed on Ge wetting layers in 
self-assemble manner and luminescence properties of QWRs were shown to very different from 
those of QWs reflecting the change of density of states. Well controlled QWRs and QDs were 
formed on patterned Si substrates and their unique optical properties were observed. Modulation 
doping structures were successfully grown on relaxed SiGe buffer layers and the extremely high 
mobilities were obtained. Mechanisms governing the conduction were clarified in this system. 
These results well demonstrate high potential of Si/Ge quantum confinement structures and their 
device applications for not only electronic devices but also optical devices are well expected. 
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Abstract 

Epitaxial regrowth on patterned substrates which results in well defined 
crystallographic facets is utilized for a novel contacting and fabrication scheme to make 
sub-500 nm InAs/AlSb/GaSb resonant interband tunneling diodes. The facet 
termination, obtained during regrowth by choosing the orientation of the device, is 
utilzed to make contact to the device in desired directions and isolate contacts in all other 
directions. Sidewall spacer technology is used to define the device active region. Device 
and contact fabrication are achieved without using any fine-line lithography. Results of 
this fabrication scheme and the effect of geometry on the I-V characteristics of the 
device are reported. 

1. Introduction 

Resonant interband tunneling diodes (RTTDs) based on the InAs/AlSb/GaSb material 
system have been shown to exhibit high peak-to-valley current ratios (PVCRs) at room 
temperature [1]. RTTDs integrated with a heterojunction field effect transistor have been 
demonstrated in the past [2,3] as useful building blocks for a new generation of 
quantum functional devices [4,5]. The conventional approach to large dimension RTTD 
fabrication consists of standard optical lithography, evaporating the top ohmic contact 
for the RTTD, lift-off and a subsequent etch with the contact as a mask [6]. Our earlier 
approach to reduce device dimensions consisted of etching a double-step mesa on a 
GaAs substrate and then regrowing a RTTD structure with layer thicknesses chosen so 
that the RTTD can be fabricated on the middle ledge [7], The active region of the RTTD 
has an AlSb/GaSb/AlSb quantum well cladded on both sides by InAs contacting layers. 
The top contacting InAs layer of the RTTD on the ledge connects to the bottom layer on 
the top mesa and the bottom contacting InAs layer connects to the top layer below the 
ledge, resulting in contacts to RTTD on the middle ledge. Thus a small device on the 
middle ledge can easily be contacted by large pads above and below the ledge. This 
approach yielded working diodes as long as the middle ledge width was wider than 1-2 
p.m. Attempts were made to narrow the ledge width first by lithography and later by 
using a sidewall spacer approach. The latter method resulted in ledge widths on the 
order of 100 nm to 300 nm. However, since the surface migration lengths of In atoms 
during InAs growth were much larger than the ledge dimensions, the RTTD growth 
behavior (facet) was very different from that seen on wide ledges. Attempts to control 
the growth conditions to reduce the migration of In atoms proved to be unsuccessful and 
so we developed a new approach reported here. Now, the RTTD structure was grown 
on a GaAs substrate patterned with a single mesa and using a Si02 sidewall spacer at the 
vertical growth facet located at the mesa edge, as shown in Fig. 1. The spacer was used 
as a mask to etch down and define the RTTD width. Metalization on the top and at the 
bottom of the mesa serve as contacts for the RTTD so defined. Thus, epitaxial regrowth 
on patterned substrates combined with sidewall spacer technology is used to define the 
device dimensions in the sub-500 nm regime. The concept, fabrication process and 
current-voltage (I-V) characteristics of the device, as well as a comparison with RTTDs 
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fabricated in a conventional manner, are reported here. 

2. Experiments 
Semi-insulating (100) GaAs substrates were patterned by reactive ion etching 

through a silicon nitride mask using a CH/H/Ar mixture [8], The mask was removed 
in a SF6/02 plasma after dry etching. The device structure was grown in a Fisons V90H 
chemical beam epitaxy system using cracked arsine and trimethylindium as source 
materials for In As and elemental Si as the n-type dopant. For the growth of AlSb and 
GaSb, elemental Al, Ga and Sb were used. In the present study the layers were grown 
at 495 °C and at rates of 1.816, 1.524 and 1.78 A/s, respectively, for the In As, GaSb 
and AlSb. The RITD, consisting of top and bottom Si-doped (lxlO'Vcm3) InAs 
contacting layers and an active region of 15Ä AlSb/ 65Ä GaSb/15A AlSb, was grown 
with a 100Ä thick not-intentionally-doped InAs isolation layer between each of the 
doped InAs contacting layer and the active region. 

3. Results and Discussion 
The starting GaAs mesa height used in this study was approximately 850 nm and the 

top and bottom InAs regrown contacting layer thicknesses were carefully chosen so that 
they make electrical contact at the edge of the mesas oriented along the [011] direction, 
as shown in Fig. 1(a). Figures 2 (a) and (b) contain cross-sectional SEM photographs 
that show the connection of layers in the [Oil] direction and discontinuous layers in the 
perpendicular direction ([Off] in the case of a square shaped feature), respectively. The 
samples were stained prior to SEM imaging to enhance the contrast of the various 
layers. Contact isolation is obtained for lines in the [Oil] direction as a result of the 
formation of {111} and other higher index facets. Thus, regrowth on a square shaped 
mesa will result in proper RITD contacts for lines along the [Oil] direction and isolation 
in the other perpendicular direction. The vertical growth facet obtained for lines along 
the [Oil] direction makes it suitable for the formation of a sidewall spacer. This was 
formed by uniform SiO, deposition and an anisotropic etch-back of the oxide to leave 
behind oxide spacers only at the vertical walls. After sidewall spacer formation and an 
InAs etch to define the active region, complete isolation was obtained between the top 
and bottom of the mesa in all other directions. Ohmic contacts to n-InAs were made at 
the top and bottom of the mesa by conventional evaporation and lift-off techniques using 
Au, Ge and Ni metals. 

Figure 3 shows a SEM cross-section of a RITD defined by a sidewall spacer. The 
Si02 sidewall mask was diminished due to its slow etching during the InAs etch process 
to define the active region. The RITD width is defined by the width of the Si02 sidewall 
and hence is approximately 100 nm as seen in the picture. The active region was 
designed to be located slightly below the top of the GaAs mesa. Otherwise, leakage 
would occur in the diode current. Figure 4 shows the room temperature I-V 
characteristics of a diode defined by the width of the side wall spacer and the length of a 
50 urn x 50 nm square mesa. The device exhibits a negative differential resistance 
region as shown. Leakage on the sides of the GaAs mesa and the high density of 
dislocations present in the active region contribute to high valley currents and hurt the 
peak-to-valley current ratio (PVCR) of the diode. The 7% lattice mismatch between the 
GaAs substrate and the bottom InAs contact layer of the RITD gives rise to a high 
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concentration of misfit dislocations. From our earlier studies of the growth of InAs on 
GaAs, we have determined the dislocation density to be in the 10 /cm2 range at the 
substrate/epitaxial layer interface, decreasing by about two orders of magnitude for an 
epitaxial thickness of about 2 urn [9]. A RJTD with an InAs buffer 1 um thick grown 
on a planar GaAs substrate and processed in a conventional manner would yield a 
PVCR of greater than 10, whereas an increase in valley current in these diodes results in 
a lower PVCR as shown in the I-V curve. In fact, dislocations originating at the 
interface that propagate through the QW region have been observed in cross-sectional 
TEM analysis of these diodes. 

Figure 5 shows a processed device structure on a square shaped mesa with all sides 
oriented at 45° to the wafer flats. It shows complete isolation between top and bottom 
contact layers of the mesa. Now, to control the device width even further, the starting 
GaAs mesa shape was chosen such that majority of the mesa consisted of sidewalls 
oriented in the 45° directions except for one corner where there is a small region of 
sidewall aligned along the [011] direction. This way, the active region of the device was 
defined by lithography to approximately 500 nm in one direction and by a sidewall 
spacer to 100-200 nm in the other direction. Diodes with different shapes and sizes 
have been fabricated and their I-V characteristics measured. The current in the active 
region of the device is defined by the narrow [011] facet whereas the leakage current is a 
contribution of the current all around the mesa. Thus, the small PVCR in the narrow 
active region is superimposed by all-around leakage that contributes to high valley 
current, and no significant PVCR were seen in these diodes. Diodes of a lattice matched 
material system such as InAlAs/InGaAs on InP substrates in which no diode leakage 
occurs and where high PVCRs have already been demonstrated would be suitable 
candidates for a continuation of this study. 

4. Summary 

In conclusion, we have demonstrated a novel fabrication method ef of sub-500 nm 
RTTDs which make use of epitaxially grown contacting layers on non-planar substrates. 
The approach utilizes the formation of specific growth facets at the pattern edges during 
epitaxial growth on patterned wafers. Our concept is demonstrated by forming a 
functional RTTD having a width of 100 nm without using any fine-line lithography. The 
PVCR of the device is low as a result of the high density of dislocations in the 
mismatched epitaxial layers. A further decrease in device dimension in the other lateral 
direction to less than 1 um did not result in a diode with a significant PVCR. The 
decrease in the ratio of the active to passive regions of the device, and the high density 
of dislocations in the active region contribute to an increase in valley current, in turn 
resulting in a poor PVCR. We believe this approach however, will eventually allow one 
to obtain devices with lateral dimensions in all directions in the sub-200 nm regime 
without the use of fine-line lithography. 
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Fig. 1. Schematic illustration of the growth and fabrication process to form a sub-500 nm RTTD. 
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Fig. 2. SEM cross-section of a RTTD stracture for, (a) a line along the [Oil] direction, showing a vertical 

growth facet with the appropriate layers connected between top and bottom of the mesa , (b) a line along 

the [Off] direction, showing the layer isolation between the top and bottom of the mesa. 

QW 

■■■!■'*■.:':; '■:'■'■■■' 

Fig. 3. SEM cross-section of a sidewall spacer defined active region of the RTTD. 
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Fig. 4. Room temperature I-V characteristics of a sidewall RTTD on a square mesa 50 um on a side 

showing negative differential resistance. The device is on two sides of the square mesa with the other two 

sides of the mesa isolated. 

Fig. 5. SEM cross-section of a 5 (im x 5 |im square shaped mesa, oriented at 45° to the wafer flats, with a 

RTTD structure regrown on it and showing complete contact isolation between top and bottom. 
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ABSTRACT 

A MOSFET suffers from the short-channel effects when its effective 
channel length is downsized to sub-0.1 ßm. Nanometer-scale transistors 
that could survive the short-channel effects are therefore of interest for 
VLSI applications. In this paper, simulation results of two nanometer- 
scale tunneling field-effect transistors (TFETs) are presented. Both are 
based on tunneling: the electron tunneling probability from the source 
to the drain is strongly controlled by the gate voltage. By strategi- 
cally placing the three terminals, we find that nanometer-scale TFETs 
can display desirable transistor characteristics while the short-channel 
effects are inherently avoided. Finally, one type of TFETs has been 
experimentally demonstrated with a channel length of 25 nm. 

INTRODUCTION 

In the past, scaling has proven useful in increasing the complexity and the per- 
formance of integrated circuits. For example, with a gate length of approximately 
0.1 ßm, a MOSFET operated at room temperature has shown a unity-gain cutoff 
frequency of 116 GHz (1). For VLSI applications, the effective-channel length is ex- 
pected to be reduced to 0.1 ßva. by the year 2007 (2). Beyond 0.1 ßm, however, 
the scaling approach has its physical limit (2) due to both the material properties 
and the fundamental operating principles of MOSFETs (3). To overcome the short- 
channel effects, there have been many investigations on alternative, non-conventional 
MOSFET structures (4) as well as new fabrication technologies. For example, using 
solid-state diffusion to define ultra-shallow junctions, a 40 nm gate-length MOSFET 
has recently been achieved (5). However, its effective channel length, defined to be the 
length of the channel region in which the carrier concentration is strongly modulated 
by the gate voltage, is in theory greater than ~ 70 nm (6). In addition, there are 
also efforts in using quantum effects, e.g., single-electron transistors (7), interference 
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effect transistors (8) and quantum computing systems (9). 

To develop new nanometer-scale transistors, we first observe that in metals the 
screening length is only angstroms, e.g., 0.55 A in copper. In semiconductors, however, 
electric field can easily induce or deplete carriers, and the Debye length ranges from 
tens of nanometers to microns. Furthermore, doping is no longer a reliable scheme to 
control the characteristics of nanometer-scale transistors. For example, at a doping 
level of 1018/cm3, the average spacing between dopants is already 10 nm. Thus, any 
nanometer-scale device must exclude the use of pn junctions. In addition, randomly 
spaced dopants create a random local field, which disturbs electron transport. Finally, 
if the new transistor is to be used as a digital switch in conventional VLSI circuits, 
it is expected to display impedance isolation and signal gain — both are strongly 
desirable for circuit designers. 

In view of the above observations and the practical difficulties, we have designed 
new transistors based on tunneling: the electron tunneling current between the source 
and the drain is strongly controlled by the gate bias. 

LATERAL TUNNELING MOSFET 

One approach to avoid pn junction as the carrier injector is to use tunneling 
junctions (10). A recent proposal using SiGe/Si heterojunctions (11) to reduce the 
punchthrough current in deep submicron MOSFETs. In other MOSFETs where 
tunneling injectors are used (12-15), the source is typically a reverse-biased Schottky 
barrier, and the drain has been assumed to be as a perfect ohmic contact. Based on 
numerical simulations, a minimum channel length of approximately 250 A has been 
determined (12). There are also experimental investigations (14-15). Our model 
structure is shown in Fig. 1(a). It is similar to that of a conventional MOSFET, 
but instead of using heavily doped silicon, the source and drain regions are now 
completely replaced by thin, metallic material. Unlike the other transistors using 
tunneling injectors (12-15), our new transistor makes the drain-to-channel contact 
an integral part of the tunneling injector, i.e., two back-to-back Schottky barriers 
form a tunneling barrier separating the source and the drain. The drain current in 
this new MOSFET is dominated by electron tunneling through the entire barrier. 

We have developed a two-dimensional numerical simulator specifically for our 
lateral TFET structure. The current conduction mechanisms include thermionic 
emission, quantum tunneling, as well as drift and diffusion. In previously published 
works, the tunneling current was only estimated by a post-processing quantum tun- 
neling model (11), or based on an approximated formula for the Schottky barrier 
tunneling injector (12). Our two-dimensional simulation consists of a self-consistent 
loop for the solution of the Poisson equation and the current continuity equations. 
The boundary conditions used in simulations are similar to those for conventional 
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MOSFETs, as discussed in (16). 

Realistic material parameters are used in the calculation, including an oxide 
thickness of 3 nm (17), a supply voltage of 1.0 V, a junction depth of 10 nm, a 
channel length of 20 nm, an interface-state density of 6 x 1013/cm2 at Schottky 
barriers (from the donor-like states and the acceptor-like states, located at 0.62 eV 
and 0.5 eV above the valence band top, respectively). 

Band bendings for different biasing conditions are calculated. Under zero bias 
(Vg = 0V, Vis = 0V), there is no current flowing between the source and the drain 
because of the thick potential barrier in the channel (see Fig. 1(b)). When the drain 
is positively biased, the potential barrier under zero gate voltage is still tall enough to 
block electrons flowing from the source to the drain. These two cases correspond to 
the "OFF" state of the transistor, where the Fermi level remains strongly pinned, and 
the Schottky barrier height is unchanged. A positively biased gate induces electrons 
in the middle of the "square" quantum barrier at the Si/Si02 interface. As a result, a 
much thinner tunneling barrier is formed between the source and the drain, resulting 
in a significantly enhanced channel conductance. The current will flow when a drain 
bias is applied, corresponding to the "ON" state. Band bendings for drain voltages 
at 0 V and 0.2 V are shown in Fig. 2(a) and (b), respectively. The Schottky barrier 
height is reduced when the lateral TFET is turned on, from ~ 0.6 eV by a few 
tenth of an eV, because of electron accumulation at the Schottky interface. The 
reduction in barrier height helps to increase the drain current when the transistor 
is turned on. The transistor operates as a three-terminal switch. Fig. 3(a) plots 
the calculated transistor I-V characteristics. When the gate voltage is zero, the net 
current is approximately zero. As the gate voltage is increased, the tunneling current 
gradually dominates. Finally, when the transistor is fully turned on at Vg = 1 V, 
the tunneling current can be tens of times higher than the thermionic-drift-diffusion 
component. 

Unlike the typical I-V characteristics of conventional MOSFETs, but consistent 
with our operating principle, the drain current initially increases exponentially with 
the drain bias, and saturates at high drain voltages. The transfer characteristics, 
log(Id) versus V9, are shown in Fig. 3(b). When the lateral TFET is turned on 
(V9 > 0), Irf shows an exponential dependence on V9, originating from the tunneling 
mechanism. The dependence is found to be about 130 mV/decade, i.e., a change of 
gate voltage by 130 mV can induce a modulation in drain current by 10 times. When 
the lateral TFET is turned off, the thermionic current through the bulk (behind 
the electron gas at the channel) is responsible for the leakage current. The leakage 
current has dependence on the drain bias, the residue/substrate doping, and the 
junction depth. 

An inverter is simulated using n-type and p-type lateral TFETs. Assuming that 
a p-channel lateral TFET has matching characteristics to its n-channel counterpart, 
the calculated transfer function of an inverter is shown in Fig. 4(a). According to our 
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calculation, the inverter offers a noise margin greater than 0.4 V (30 % of the power 
supply voltage when 1 V is used), suitable for circuit integration. Similarly, we can 
build a CMOS-like NAND gate with two n-type transistors connected in series as the 
"pull-down" and two p-type transistors connected in parallel as the "pull-up." 

The channel length can be downscaled to approximately 10 nm, only limited by 
the direct tunneling through the channel. Keeping all the parameters the same as 
before, except that the channel length is changed to 10 nm, we have calculated the 
transistor and the implied inverter characteristics. As shown in Fig. 4(b), the drain 
leakage current becomes discernible at V9 = 0 and V<j = 1 V, due to the thinner 
tunneling barrier at the channel. The inverter transfer relation also shows a reduced 
noise margin of 0.3 V. When channel length is decreased from 20 nm to 10 nm, 
the drain current at Vj = IV and Vs = IV decreases, because the band bending 
is strongly influenced by the pinned potential at the Schottky boundary. A similar 
explanation can be reached from the dependence of the transistor characteristics on 
the Schottky barrier height, density of interface states, temperature, junction depth, 
and substrate doping. 

VERTICAL TUNNELING MOSFET 

Modeling of Vertical Tunneling MOSFETs 

Another tunneling MOSFET has a vertically-stacked structure. (18-19) Fig. 5 
shows the schematic structure and the associated energy band diagram. The silicon- 
based heterostructure includes silicon, silicon-germanium alloy, Si02, and suicides. 
The top two electrodes are the source and the drain. The bottom electrode is the 
backgate. The conduction channel is a quantum well (QW) sandwiched by a thin 
tunneling barrier and a gate dielectric. The current conduction between the source 
and the drain is through a sequential process including (i) source electrons tunnel into 
the QW; (ii) the electrons drift laterally in the QW; and (iii) QW electrons tunnel to 
the drain. A gate bias (Vg!) modulates two-dimensional electron concentration (n2c) 
in the QW by a capacitive coupling, as in a typical MOSFET. As n2B is changed, 
so is the tunneling current since the number of available final states is also modified. 
For example, when n2D is depleted, the current must be zero. 

Since the current flow is continuous, depending upon the structural specifics, 
if the tunneling process dominates, the tunneling transmission coefficient is strongly 
modulated by the gate bias, and the drift current has to follow the change of the 
tunneling current to satisfy the current continuity. On the other hand, when the 
drift process dominates, the source-drain current is linearly proportional to the n2D- 
By definition, n2D = I^,D(E)f(E)dE, where D(E) is the two-dimensional den- 
sity of states, and f(E) is the Fermi-Dirac distribution function. The threshold 
voltage, Vth, is defined here as Vgs at which EF = E0.   The subthreshold region 

Electrochemical Society Proceedings Volume 97-11 435 



is defined to be the condition when Vgs < Vth. In addition, when EF - E0 < 
-3kT, n2D « (m*/irh2)kTexp{(EF - E0)/kT). We find that the vertically-stacked 
MOSFET has the same subthreshold characteristic as that of ideal, long-channel 
MOSFETs. Under the biasing condition that Vds < Vgs - Vth, n2D is approxi- 
mately uniform along the QW channel and the current conduction can be repre- 
sented as Id = niVqvW, where q is the electron charge, v is the electron drift 
velocity, and W is the channel width. The subthreshold swing, S, defined as the 
gate-voltage swing required to reduce Id by one decade, can then be evaluated by 
5 = ln(W)(dVgs/dln(Id)) = ln(W)(dVgs/dln(n2D)) = fln(W)(dVgs/d(S*f*)). To 

the limit where dVa,ld{S£^a-) = 1, which can be achieved by using a thin gate 
dielectric, S = *^n(10), approximately 60 mV/decade at room temperature. 

Experimental Realization of Vertical TFET 

While new techniques for growing silicon-based QW systems are still under de- 
velopment, we have taken advantage of the mature Molecular Beam Epitaxy (MBE) 
technique and chosen to work on the InAs/AlSb heterojunction system. Grown on 
heavily n-doped GaAs substrate, the sample has an insulating buffer layer (~ 2.5 
/im), a 50 nm AlSb Bottom Barrier, an 8 nm In As QW, a 5 nm AlSb Tunneling Bar- 
rier, and a 3 nm InAs surface capping layer. More information on sample structure, 
fabrication process and characteristics are reported in Ref. (20). We have fabricated 
a series of vertical TFETs with 25 nm metallurgical channel length, defined as the 
spacing between the metallic (150 nm Au) source and drain, 

At T < 200 K, the backgate bias, Vgs, up to ±10 V can be applied with a 
negligible leakage current. Fig. 6(a) shows the 77 K Id-Vda characteristics of the 25 
nm channel-length vertical TFET. The applied gate bias range has been restricted to 
be within -10 V < Vgs < 10 V, because beyond this range, an undesirable hysteresis 
loop will appear in the Id-Vgs transfer characteristic due to the complex gating effect 
in the AlSb bottom barrier (22). The transistor cannot be completely turned off at 
Vgs = -10 V because Vth has been shifted to be approximately -40 V, due to an 
increase of the InAs surface Fermi level pinning energy resulting from the surface 
damage induced by the plasma-ashing process. The ashing-induced Vth shift has 
been identified by our extensive magnetotransport experiments (20) and numerical 
simulations. 

To understand the subthreshold characteristics for the specific experimental sys- 
tem, we have performed one-dimensional numerical analysis along the sample growth 
direction (22). The self-consistent solution is obtained by solving the Poisson equa- 
tion and the Schroedinger equation iteratively (18,23). For each Vgs, the spatial 
charge distribution and the corresponding potential profile are first obtained by solv- 
ing the Poisson equation numerically without considering the size quantization ef- 
fects.   This potential profile is then used to calculate the energy positions of the 
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quantum states {E0,Ei, etc.) in the QW region by employing the transfer ma- 
trix method (24-25). From the energy difference between EF and E0, n2p can be 
calculated by n2D = (m*/nh2)kTln(l + exp((EF - E0)/kT)) as described earlier. 
Since the wave function of the ground state in a QW is approximately a cosine func- 
tion, the equivalent QW charge distribution in three-dimension (3D) is expressed as: 
n3D(x) = n2D\cos{rf)\21L, where the QW extends from x = -~ to f. The updated 
charge distribution is then fed back to the Poisson equation to calculate the new 
potential profile, which is subsequently used to update the energy positions of the 
quantum states. The calculated results are in excellent agreement with experiments. 
Fig. 6(b) and (c) show the 77 K Id - Vd, and Id - Vgs characteristics of an unashed 
vertical TFET with a 0.7 pm channel length, respectively. Fig. 6(b) also shows the 
simulated log(n2D) versus Vg3 at 77K. In the range -3 V < Vgs < 10 V, S is measured 
and calculated to be 5 V/decade. The large S is a result of the thick 2.6 ßm gate 
dielectric. When Vgs < -3 V, the measured transfer characteristic deviates from what 
simulated, because there is a leaky, parallel conduction path between the source and 
the drain through the imperfect AlSb bottom barrier. (22) 

Since the aforementioned numerical analysis can successfully interpret the mea- 
sured transfer characteristic of the vertical TFET, we further used the same simulation 
routine to estimate the vertical TFET's performance by taking an optimized structure 
with thinner gate dielectric. Fig. 7 (a) shows the band-bending of a generic structure 
at Vga = 0 V. Two parameters are defined here: td, the gate dielectric thickness; and 
tp, the distance from the surface to the left edge of the quantum well. In simulation, 
the tunneling barrier thickness is kept constant at 5 nm, and the surface Fermi-level 
pinning energy is assumed to be 200 meV above the InAs conduction band minimum. 
The "ON" state transfer ratio An^/AV^ and the S in the subthreshold region are 
calculated for structures with different td and tp. Results are summarized in Fig. 7(b) 
and 7(c). We find that a thinner td results in higher An2o/AV93 and a smaller 5. The 
"ON" state An2D/AV^s is only a weak function of tp, while S is strongly dependent 
on tp. According to the simulated results, by extrapolating tp to oo (corresponding to 
cases where the surface is either at a distance or the surface Fermi level is unpinned), 
S approaches 60 mV/decade, similar to that of the ideal, long-channel MOSFETs. 
As for intrinsic transconductance, gm = (An2D/AVg3)qv, if a 2 nm gate dielectric is 
used and 107 cm/sec saturation velocity is assumed (26) the gm is found to be 1.3 
S/mm. Based on simulation, a vertical TFET operated at room temperature with td 

= 5 nm and tp = 100 nm should display an S of 100 mV/decade with gm of 1 S/mm. 
The channel length can be downscaled to nanometers, limited by direct tunneling of 
electrons in between the source and the drain. 

CONCLUSION 

We have presented two tunneling transistors. The lateral TFET has about one 

Electrochemical Society Proceedings Volume 97-11 437 



fourth the driving current (27) of that of a O.l-ßm conventional MOSFET, the speed 
is comparable, because of its smaller gate capacitance. The vertical TFET is also 
attractive, particularly because the operation is demonstrated in an FET with only 
25 nm channel-length. The silicon version using Si-based quantum well structures 
with front gate will be investigated. 

When scaled in both lateral dimensions, the semiconductor region of both TFETs 
ultimately can be of 10 nm by 10 nm in area. We do not anticipate that size quanti- 
zation would significantly affect the operation of the transistor at room temperature, 
because the energy breadth of the quantum states is broadened to be comparable to 
the thermal energy (26 meV at 300K). 

While the discussed TFETs will face the same challenges in fabrication as other 
newly proposed alternatives, their strength is in the scalability: the ultimate effective 
channel length in principle can be continuously downscaled to 0.01 ßm. 
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FIGURES 

(a) 

Length(nm) 

Fig. 1: (a) The schematic model structure of a lateral TFET. (b) Calculated band 
bending (conduction band minimum) for the model structure at zero bias in two- 
dimensions along the source-drain direction (Length) and toward the substrate (Depth). 
Zero depth is defined to be at the Si/Si02 interface, and the zero in length is arbi- 
trarily set at 20 nm away from the source/channel interface. The thick, solid line 
depicts the potential profile at the Si/SiO^ interface. 
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Length(nm) Length(nm) 

Fig. 2: Calculated band bending at (a) Vd = 0 V, V9 = 1 V; and (b) Vd = 0.2 V, 
V. = 1 V. 
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Fig. 3: (a) Calculated transistor characteristics, with the gate voltage evenly stepped 
from 0 to 1 V. (b) Calculated transfer characteristics for the model structure. 

Input voltage (V) Drain voltage (V) 

Fig. 4: (a) Calculated transfer characteristic of an inverter built by using two lateral 
TFETs. where an n-channel TFET is in series with a p-channel TFET. (b) Calculated 
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transistor characteristics for a 20 nm channel length lateral TFET. 

Fig. 5: Schematic vertical TFET structure and the associated energy band diagram. 
The design requires four materials: small bandgap semiconductor for the QW, large 
bandgap gate dielectric, tunneling barrier, and metallic electrodes. 
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Fig. 6: (a) The 77 K Id-Vds characteristics of the 20 nm channel-length vertical 
TFET. (b) The 77 K I-V characteristics of an unashed TFET with a 0.7 pm channel 
length: Id-Vds characteristic; and (c) Id-Vgs characteristic. The dashed line is from 
calculation. 
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Fig. 7: (a) Calculated conduction band profile of an InAs/AlSb vertical TFET at V9 

= 0 V. T = 300 K. The simulated results: (b) The "ON" state carrier transfer ratio 
An2B/AV^,, and (c) S in the subthreshold region, plotted as a function of the gate 
dielectric thickness (td) and the distance from the surface to the QW (tp). 
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ABSTRACT 

Starting with the 4X4 Luttinger-Kohn Hamiltonian, a scattering- 
matrix approach is used to calculate the transmission coefficients of 
holes across the abrupt junction of a Ino.s2AloAsAsfIno.53Gao.47As 
heterojunction bipolar transistor (HBT). The tunneling coefficients of 
heavy and light holes are calculated for the upper and lower 2X2 Hamil- 
tonians obtained through a unitary transform of the 4X4 Luttinger- 
Kohn Hamiltonian. The importance of band mixing between heavy 
and light holes is calculated as a function of the forward emitter-base 
bias and as a function of the hole wavevector parallel to the emitter- 
base interface. For holes injected from the emitter into the base, the 
probability of heavy to light hole conversion is shown to be quite dif- 
ferent when calculated with the upper and lower Hamiltonians. On 
the other hand, the amount of light to heavy hole conversion is nearly 
the same for the upper and lower Hamiltonians. The consequences of 
these results on the emitter efficiency and high frequency performance 
of abrupt Pnp HBTs are briefly discussed. 

INTRODUCTION 
The development of Pnp InP based HBTs has received increased interest only 

over the last few years [1]. There have been only a few reports of Pnp HBTs while 
high performance Npn transistors have been widely reported [2, 3]. Stanchina et 
al.  have obtained a current gain of 25, an fj of 10 GHz and an fmax of 27 GHz 

Electrochemical Society Proceedings Volume 97-11 444 



at 7X103 A/cm2 for an initial, conservatively designed, single heterojunction A1I- 
nAs/GalnAs Pnp transistor [4]. In view of their potential for a wide variety of 
applications, there is a need to develop accurate models of the device physics of 
Pnp HBTs. While the importance of electron tunneling through the emitter-base 
spike of Npn HBTs has been investigated by several groups [5, 6, 7, 8], the impor- 
tance of hole tunneling across the emitter-base junction of abrupt and graded Enp 
HBTs has not been addressed so far. This paper deals with the coherent trans- 
port of holes across the abrupt heterointerface between the emitter-base region of 
a typical abrupt In0.^Al0AiAs/In0.izGa0A7As HBT. We study both the impor- 
tance of the anisotropy of the dispersion relation of holes and the effects of band 
mixing on the tunneling of holes across the emitter-base junction. A preliminary 
account of the scattering-matrix approach used here has been reported recently 
[9]. In our earlier study, we started with the 4x4 Luttinger-Kohn Hamiltonian 
[10, 11] to develop a scattering-matrix approach to study coherent hole transport 
through abrupt and graded Pnp HBTs. The scattering-matrix was developped af- 
ter reducing the 4X4 Hamiltonian to two 2x2 Hamiltonians (referred as upper and 
lower Hamiltonian in the literature) through a unitary transformation originally 
developped by Broido and Sham [12]. Because the Kramers degeneracy is lifted 
for holes tunneling through the highly asymmetric valence band profile across a 
forward bias emitter-base junction in an abrupt HBT, the tunneling coefficients for 
heavy and light holes are expected to be different when calculated starting with 
the upper or lower Hamiltonian [13]. This is illustrated in this paper for a specific 
In0.s2AloA8As/In0.s3GaOA7As abrupt Pnp HBT. 

II. APPROACH 
Following Chuang [13], we start with the well-known Luttinger-Kohn Hamil- 

tonian [11] describing the top of the valence band while ignoring the split-off band 

H = 

P + Q -S 
-St P-Q 
fit 0 
0 fit 

R 0     1 
0 R 
-Q s 
st P + Q J 

(1) 

where f stands for the complex conjugate. In writing the Hamiltonian above, the 
energy of holes is measured positive as indicated in Fig.l. The explicit expressions 
for the above matrix elements are 

P = r,(*2 + *J + k2), Q = Tt(kl + k2
y- 2k]) (2) 

R = -\/3f (Jfc, - iky)
2 + x/3 p-^] (*« + iky)2, S = 2V5rs(*. - ikv)kz    (3) 
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where 1^ = ft27l/2m0, T2 = fc2
72/2m0, T3 = h2-y3/2m0 and f = (r2 + T3)/2, the 

7,'s are the Luttinger parameters [11], and mo is the free electron mass. 
The Hamiltonian in Eq.(l) is a 4x4 matrix in the basis ( |§,§), If, 5), If,— f), 

11 — |)) of the four degenerate Bloch wavefunctions at the center of the Brillouin 
zone. These basis functions are given explicitly in the appendix of ref. [12, 13]. 
The 4x4 Luttinger-Kohn Hamiltonian (1) can be block diagonalized using a unitary 
transformation [13]: 

H = 
Hu     0 

0     HL 

where the upper and the lower blocks are given by 

H" = P±Q R 
P*Q 

(4) 

where a = U (or L) refers to the upper (or lower) ± signs. In the expressions of 
HL and Hu, R is equal to \R\ — i\S\, where R and S have been defined above. 

In the numerical examples below, the diagonal elements in Eq.(4) will usually 
contain an extra potential energy term which can easily be incorporated in the ex- 
pressions given below for the energy eigenvalues and corresponding wavevectors for 
heavy and light holes. Hereafter, we focus only on the Hu part of the Hamiltonian 
whose eigenvalues are given by 

E(k) = Ak2 ± [B2k4 + C2(klk2
y + k2

yk
2

z + Jfc»*2)]1/a (5) 

where A = r1( B = 2r2, C2 = 12(rg - T\) and k2 = k2
x + k2

y + k2 and the + 
and - sign refers to light (LH) and heavy (HH) holes, respectively. For simplicity, 
we consider the (kx,k2) plane, and set kv equal to zero. As a result, rearranging 
Eq.(5), we get 

kl{h,E)   = 
A*-£2 

{AE-(A2-B2-C-^ 

- c2 (A2
 - 1 B2E2 + AC2Ek: 91 

4 H"} (6) 

where the + is for the heavy hole and the - is for the light hole. We chose the z axis 
as the direction of growth of the heterostructure and we focus on hole injection 
from emitter to base. 

The corresponding eigenvectors for the HH and LH wavefunctions are [13] 

■4>HH{T) ■■ 
N 

U 

-Ät F2H 
(7) 
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and 

where 

and 

*l>LH{r) = 
N 

U={Q2 + RRlf12 - Q ■. P- 
E- 

F2L 

Q- 
■ P 

jS-r 

-Q(LH) } 

(8) 

(9) 

N = {\U\2 + \R\2fl2 (10) 

is a normalization constant. 
An arbitrary valence band energy profile can always be approximated as a 

series of small steps in which the valence band edge is assumed to be a constant. 
While considering tunneling between the contacts sandwiching an arbitrary het- 
erostructure, the wavefunction of a heavy hole incident from the left contact can 
be written [13] 

ipnn(r) = 
F\H 
F2H 

Ji^x+ki^z) 
(11) 

where F1H = UH/NH = {PH - QH - E)/NH, F2H = -RH/^H, and NH = 

\/\PH - QH - E\2 + \R~H\
2
- The quantities PH, QH, UH, and RH are the expres- 

sions given above evaluated for kz = kz
H) in Eq.(6). The reflected wave can be 

written as 

A»ji(r) = ?HH 
F\H 

F2~H 
e''('"-^)+rt„ FfL 

F2L 

„l-(*»*-*ü"*) (12) 

where THH and TLH are the reflection amplitudes for the heavy hole and light 

hole, respectively, F{L = RL(-k(L))/NL, F2~H = -/&(-fc<">)/Afc, and F1L = 
UL/NL. The quantities PL,QL, RL, VL and NL are the values of the (P, Q,R,U, N) 
expressions evaluated for kz = k^\ On the other hand, the transmitted wave 
function can be written 

i>tran,(r) = THH 
rlH 
F\H 

e<(*,,+*ßM + TLff FL 
Fk 

-t(fc»*+*|?*) (13) 

where the superscript t is a reminder that the quantities must be evaluated in the 
transmitted region (the base of the transistor in our case). In Eq. (13), TLH and 
THH are the transmission coefficients for the light hole and heavy hole, respectively. 

At the interface between any two steps approximating the valence band energy 
profile, the envelope functions .£1,2(2) must be chosen such that 

F2{z) 
(i\ - 2r2)£     V3T3kx 

-VSTak    (i\+2r2)£ 
Fi(z) 
F2(z) 

(14) 
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are continuous [14].  Similarly, for the lower Hamiltonian, the envelope functions 
^3,4(2) must be such that 

F3(z) and 
(r1 + 2r2)£   -Vsr3{kx-iky) 

V5Ts{kx + iky)    (rt-2r2)^ 
F3(z) (15) 

must be continuous [14]. In this case, the analysis outlined above must be repeated 
with the explicit forms of the eigenvectors of the lower Hamiltonian given in Table 
Iofref. [15]. 

Applying the boundary conditions given above across each potential step in the 
valence band, the unknown reflection and transmission amplitudes THH, TLHI THH 

and TLH for the upper and lower Hamiltonian can then be found as solutions of a 
matrix equation 

M [ THH, TLH, THH, TL„ ]T = Vh (16) 

where T stands for the transpose operation and the explicit forms of M and 14 
are given in [16]). Repeating the analysis above while shooting the heavy hole 
from right to left, the corresponding reflection and transmission amplitudes can 
be found to obey an equation similar to Eq. (16). We denote these reflection and 
transmission coefficients with a prime. After repeating that analysis for a light hole 
incident from either side, we then can form the scattering matrix across a potential 
step which relates the incoming and outgoing amplitudes of the hole wavefunctions 
on either side of each potential step as follows 

where 
THH 

TLH 

5 = T     // 

.PT'. 

TLH 

TLL 
t md p = THH 

^LH 

TLH 

TLL 

(17) 

(18) 

The matrices r' and p' can be defined similarly by priming all the elements in 
Eq. (17). In the matrices above, the first index characterizes the hole character 
upon reflection or transmission and the second index is a reminder of which hole 
is incident on the interface, The overall scattering matrix across the emitter-base 
junction is then obtained using the cascading rules for scattering matrices described 
in [17]. As mentioned above, the valence band must first be approximated by 
segmenting the potential energy profile in a number of small intervals in which 
the potential is approximated as a constant. Intervals should be sufficiently small 
to accurately represent the potential profile. At the interface between steps, the 
scattering matrix must be determined as outlined above. For the regions where 
the valence band is approximated by a constant, the scattering matrices have only 
non-zero elements on the diagonal which are the corresponding phase-shifts for the 
heavy and light holes. 
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In order to calculate the transmission and reflection coefficients for heavy 
and light holes incident from the emitter, the probability current density must be 
calculated along the growth direction (selected to be the z axis). This expression 
has been derived previously [13, 18] 

jz,a = Re\{[{\Fx,a\2 + li^l2)^ - (|F1|a|
2 - \F2,a\2)2T2\kz,a + 2iV3kxT3FliaFla} 

% (19) 
where a = H or L for incident heavy and light hole, respectively. Using Eq.(19), 
the reflection and transmission coefficients for a heavy hole incident from the left 
are calculated as follows [18] 

THU =  JhCc >  T^H =  Tj£ , (M) 
Jz,H Jz,H 

and 
p \rHn\2JZC,H     p \^LH?jlnlL ,„„ RHH = JZZ , &LH = Tj^ . (U.) 

lz,H Jz.H 

where a = L,H for light-hole and heavy-hole, respectively. In the expression above, 
the labels trans and inc mean that the probability current density must be eval- 
uated in the transmitted and incident regions, respectively. Furthermore, the fol- 
lowing relation j_Zt0, = —jz,a holds between the probability current densities cor- 
responding to left (j-z,a) and right (jz,o) propagating states. Current conservation 
further requires that THH + Tin + RHH + RLH = 1, which is helpful to check the 
accuracy of the numerical simulations. 

The formalism described above can be modified readily to handle the case of 
an incident light hole. Since we will be looking at the coherent transport of holes 
across the emitter-base junction of a Pnp HBT under forward bias, we will only 
consider the case of heavy and light holes incident from the left contact hereafter. 

III. RESULTS 

For simplicity, we assume in all the numerical examples below that ky = 0. 
First, the valence band energy profile for a given structure is computed as a function 
of the forward emitter-base bias using the program FISH1D [19]. We approximate 
a given valence band energy profile as a series of small steps 10 A wide. The 
valence band energy profile in the emitter is used as the zero of energy and the 
valence band energy is assumed to be constant throughout the heavily doped base. 
This amounts to neglecting the band bending in the base at the proximity of the 
emitter-base junction. This is a good approximation at large forward emitter- 
base bias as illustrated in Fig. 1. All calculations are performed assuming room 
temperature operation for all devices. 
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The Pnp HBT studied here is similar to the one investigated by Stanchina 
and «workers [4]. The emitter consists of a 1,100Ä P-type In Al As region doped 
at SXl017cm~3 on top of a 300Ä wide base doped N-type at 7X1018cm-3. The 
valence band energy profile across the emitter-base junction was computed over 
a set of forward biases ranging from 0.0 to 0.9 V and the results are displayed 
in Fig.l. The following Luttinger parameters were used: 71 = 6.85, 72 = 2.1, 73 
= 2.9 for GaAs, 71 = 20.4, 72 = 8.3, 73 = 9.1 for InAs [15], and 7J = 3.45, 72 
= 0.68, 73 = 1.29 for AlAs [13]. The corresponding values for IUO.MAIOASAS and 
Zno.53Gao.47/ls were obtained by linear interpolation. 

First, we plot in Fig. 2 the real (Re) and imaginary (Im) parts of the heavy- 
hole wave number fc2

(w> in the Ino.52Alo.4sAs region as a function of energy; Rek/H^ 
and Imibj'w' for a transverse wavevector kx equal to 4X10~2(27r/a), where a = 5.65 
Ä is the lattice constant of GaAs. Figure 2 also shows the corresponding real and 
imaginary parts of the light-hole wave number kJL) in the Ino.53Gao.47As base. In 
Fig. 2, the zero of energy is the top of the valence band in the emitter region and 
the bias across the emitter-base junction is assumed to be 0.9 V. 

The critical energies (Eh~, Eh+, E{) at which there is a sudden break in the 
energy dependence of the real and imaginary wavevector components of the heavy 
and light holes were calculated explicitely in ref. [18]. These expressions are 
repeated here for the sake of completeness: 

£1 = (7i + 272) 
2m0' 

(22) 

Et = (71 - 272) 
2mo' 

and 
t>2k2 

E" -1    2m0' 

where 

r+      37l(73
2-722) I   ,  , 

2        7! \      + 1 + 7? 
3 7?(732-722) 

(7?-722-37l] 
1/2-1 

(23) 

(24) 

(25) 

The energies E^, E\ are the energy thresholds for the existence of propagating 
heavy and light holes, respectively, as a function of kx. The energy range (E^,E£) 
corresponds to a small range of energy for which Rekz^ is negative while Imfc,' ' 
is zero [18]. A plot of (E^,E^,Ex) is shown in Fig. 3 for the InAlAs/InGaAs 
structure considered here. From Fig.2, we expect the probability of conversion 
from heavy to light hole while crossing an InAlAs/InGaAs interface to be small 
since, for a given energy above the threshold E\ for light hole propagation, RekJ > 
in the InGaAs region is much smaller in magnitude than ReÄv ' in the InAlAs 
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region. This is illustrated in Fig.4 where we plot the transmission coefficients 
(THH,TLH) as a function of energy for a heavy hole incident from the emitter in 
the abrupt InAlAs/InGaAs Pnp HBT considered here. We used kx = 0.04(2?r/a) 
and the emitter-base voltage VEB = 0.9 V. The full and dashed lines show the 
results obtained with the upper and lower Hamiltonians, respectively. T/,j is the 
probability for transmission of a J-type hole into a I-type hole while tunneling 
across the emitter-base junction. Figure 5 is a similar plot for the light hole trans- 
mission coefficients TLL 

and THL- Figure 4 shows that the tunneling coefficients 
for heavy holes are markedly different whether calculated with the upper or lower 
Hamiltonians. The difference is less dramatic for the light hole transmission coef- 
ficients. Furthermore, Fig. 4 indicates that the probability of heavy to light hole 
transition reaches a maximum of 30% and 10% for the upper and lower Hamiltoni- 
ans, respectively. The probability of light to heavy hole transmissions is nearly the 
same when calculated with the upper and lower Hamiltonians, as shown in Fig. 5. 

The sensitivity of (THH, TLH) °n the choice of the upper or lower Hamiltonian 
is further illustrated in Fig. 6. This figure shows that the coefficient TLH is more 
sensitive to the emitter-base bias for the lower Hamiltonian. Also, TLH increases 
slightly with the forward emitter-base bias. 

Finally, Figures 7 and 8 show the tunnneling coefficients THH and TLL calcu- 
lated with the upper and lower Hamiltonians for three different values of kx. The 
emitter-base bias is set equal to 0.9 V. A comparison of Figures 7 and 8 shows 
that, as a function kx, THH is more sensitive than TLL to the choice of the upper 
and lower Hamiltonian. 

The transmission coefficients of both light and heavy holes starting with the 
upper and lower Hamiltonians must be calculated accurately in order to estimate 
the total current densities of heavy and light holes across an emitter-base junction 
as a function of bias. For the holes incident from the emitter, the overall scattering 
matrix for propagation across the emitter-base junction must be found using the 
prescription outlined in this paper. Then, the appropriate current densities must 
then be evaluated following Chao and Chuang [16]: 

JHH    =     ±-\ [f(E)-f(E + eV)}[THH->HH(k) + THH->LH(k)}v,HH(k) 

+A/   [f(E)-f(E + eV)}[TLH->HH(k) + TLH->LH(k)]vz„H(k)     (26) 
4xd Jnhi 

and 

JtH = -£- / [f(E) - f(E + eV)][TLH->HH(k) + TLH->LH(k)}v,LH(k)     (27) 
4TT

J
 Ja, 

where a summation over the contribution of the lower and upper Hamiltonians 
must be carried out. The different domains of integration defined in Eqns.(26-27) 
are illustrated in Fig. 9 [16]. In the current expressions above, THH->HH stand 
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for the transmission coefficient from HH-in to HH-out, etc., and VZHH is the group 
velocity of the incident HH, etc., f(E) is the Fermi-Dirac distribution function, and 
V is the emitter-base junction potential. The above three-dimensional integrals 
must be carried out numerically over the regions illustrated in Fig.3 [16]. This 
burden is quite time consuming and can be reduced somewhat by using the ax- 
ial approximation [12] while applying the scattering-matrix formalism outlined in 
this paper. Results for the emitter-bias dependence of the emitter currents for 
heavy and light holes calcualted using Eqns.(26) and (27) will be reported in a 
forthcoming publication. 

IV. CONCLUSIONS 

We have used the 4x4 Luttinger-Kohn Hamiltonian to develop a scattering- 
matrix approach to study coherent hole transport through both abrupt and graded 
Pnp HBTs. The scattering-matrix was developped after reducing the 4X4 Hamil- 
tonian to two 2x2 Hamiltonians (referred as upper and lower Hamiltonian in the 
literature) through a unitary transformation originally developped by Broido and 
Kohn [12]. Because the Kramers degeneracy is lifted for holes tunneling through 
the highly asymmetric valence band profile across a forward bias emitter-base 
junction in an abrupt HBT, the tunneling coefficients for heavy and light holes are 
expected to be different when calculated starting with the upper or lower Hamil- 
tonian. This was illustrated by calculating the transmission coefficients for the 
upper and lower Hamiltonians as a function of the emitter-base bias and as a 
function of kx, the wavevector component of the incident hole perpendicular to 
the axis of growth of the heterostructure. We have found that the transmission 
coefficients for heavy holes are quite different when calculated with the upper and 
lower Hamiltonians, but that the difference is much smaller for light holes. 
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Figure 1: Valence band energy profile across the emitter-base junction of a typi- 
cal InAlAs/InGaAs abrupt Pnp HBT. The emitter consists of a 1,100Ä P-type 
InAlAs region doped at 8X1017an-3 on top of a 300Ä wide base doped N-type 
at 7X1017cm-3. The valence band energy profile across the emitter-base junction 
is shown for several values of the emitter-base bias. Hole energies are measured 
positive as indicated on the figure while taking the valence band energy profile in 
the bulk of the emitter region as the zero of energy. 
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IUO.MAIOASAS emitter region as a function of energy for a value of kx = 0.04 (2T fa). 
Also shown are the real and imaginary parts of the light-hole wavevector in the 
In0.s3Ga0A7As base region. A bias of 0.9 V is applied across the emitter-base 
junction of the structure considered. The zero of energy is the top of the valence 
band in the emitter region. The real and imaginary parts of both heavy and light 
holes are expressed in units of 2ir/a, where a = 5.65 A is the lattice constant of 
GaAs. For clarity, the real parts have been shifted vertically by an amount equal 
to 0.1 (27r/a). 
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Figure 3: kx dependence of the energies (££, ££, £i) defined in the text. The full 
lines are the energies in the In0.s2Al0AsAs emitter and the dotted lines are the 
values in the Ino.ssGaoArAs base. The lower curves are shifted by an amount of 
141.26 meV which corresponds to the difference in energy of the top of the valence 
band in the bulk of the emitter and base regions for a bias VEB of 0.9 V across the 
emitter-base junction. 
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Figure 4: Plot of the transmission coefficients {THH,TLH) as a function of energy 
for a heavy hole incident from the emitter in the abrupt InAlAs/InGaAs Pnp 
HBT considered here. We used kx = 0.04(2ir/a) and the emitter-base voltage VEB 

= 0.9 V. The results are shown for the upper and lower Hamiltonians. The zero 
of energy is the top of the valence band in the emitter. T/,j is the probability 
for transmission of a J-type hole into a I-type hole while tunneling across the 
emitter-base junction. 
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Figure 5: Same as Fig.4 for the light hole transmission coefficients (TLL,THL)- 
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Figure 6: Bias dependence of the transmission coefficients THH and Tm for heavy 
hole incident from the emitter across the abrupt Ino.s2Alo.4sAs/Itio.53Gao.47As 
emitter-base junction. The wavevector kx was set equal to 0.04(2fl-/<z). The re- 
sults obtained with the upper and lower Hamiltonians are shown in the top and 
bottom figures, respectively. The zero of energy is the top of the valence band in 
the emitter. 
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Figure 7: Energy dependence of the transmission coefficient THH for heavy holes 
from emitter to base across the abrupt emitter-junction shown in Fig. 1. The 
bias across the emitter-base junction was set equal to 0.9 V. TJJH is plotted for 
several values of ifcx. The results obtained with the upper and lower Hamiltonians 
are shown in the top and bottom figures, respectively. The zero of energy is the 
top of the valence band in the emitter. 
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Figure 8: Same as Fig.7 for the transmission coefficient TLL- The top and bottom 
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tively. The difference between the values of Tu obtained with the upper and lower 
Hamiltonians is less drastic than for heavy holes (See Fig. 7). The zero of energy 
is the top of the valence band in the emitter. 
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ABSTRACT 

In this paper we present the study of gating effects in double well 
resonant tunneling heterostructures with sub-micron minimum feature 
widths. Resonant tunneling through one- dimensional states in the 
wells is observed as the device approaches pinch-off at temperatures as 
high as 77K. This is the first demonstration of gating effects in double 
well structures and first observance of such confinement effects at 77K. 

I. INTRODUCTION 

Vertical gated heterostructures are interesting in their applications in multi 
valued logic systems and study of quantization effects with possible applications 
in single electron transistors. RT devices have been shown to oscillate at frequen- 
cies of a few hundred Gigahertz and hence are suitable for high speed circuits [1]. 
Other applications of such three terminal resonant tunneling devices include oscil- 
lators and high frequency switching circuits [2]. Most previous resonant tunneling 
gated structures have demonstrated pinch-off of the resonance peak at liquid he- 
lium temperatures or below and have involved a lateral Schottky gating technique. 
These devices have suffered from the problems of inhomogeneous gating along the 
heterostructure. The problem of an uneven gating field along the heterostructure 
has been alleviated by the use of a sidewall gate [3, 4]. Using this self-aligned 
sidewall gating technique we have demonstrated the ability to fabricate Resonant 
Tunneling Transistors with self-aligned sidewall gates and minimum features in the 
sub-micron regime that permit pinch-off of the resonant peak at room temperature 
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[5]. Even gating field and a higher gating efficiency has been demonstrated in a 
recently published work comparing similar sidewall gated devices and previously 
used lateral gating techniques [4]. 

Fixed width, one-dimensional (ID) structures in single well RTDs, wherein the 
carriers are confined in two dimensions, have been fabricated using i) a focused 
Gallium ion beam technique and ii) a novel etch technique [6, 7]. In these devices, 
transitions through the various sub-bands caused by the lateral confinement were 
observed. These transitions are manifested as a series of sub-peaks instead of a 
single large RT peak of a large area (2D) diode. The increased separation between 
the sub-peaks with decreasing width of the device corresponds to the stronger 
confinement and thus an increased separation between the sub-bands. Additional 
fine structure is observable in the sub-peaks in the case of the etched ID structures 
and corresponds to the weaker lateral confinement in the emitter [8]. One should 
note that the length of these wire like structures was of the order 500 nm while 
the widths were between 200 and 75 nm. Also, in the case of the etched wire 
structures, while a varying magnetic field parallel to the direction of the current 
was used to confirm that the fine structure was caused by the lateral confinement, 
thermal broadening beyond 20K washes out this fine structure [8], 

In this paper we shall demonstrate the ability to laterally confine electrons 
in vertical double well RT heterostructures using the self-aligned sidewall gating 
technique. In addition to room temperature pinch-off of the various RT peaks [9], 
clear ID tunneling characteristics at temperatures as high as 77K is observed. All 
the devices presented herein were fabricated in a single run with a range of sub- 
micron minimum physical widths (0.9 fim to 0.5 fim) thus permitting observation 
of transformation of the tunneling characteristics from a 2D-RTD to a 1D-RTD 
[9]. 

The heterostructure grown on a semi-insulating substrate in a GEN II MBE 
system is shown in Fig 1. The asymmetric double wells are 180A and a lOOA 
wide with a 60A AlGaAs barrier in between. The two i-GaAs wells are separated 
from the top and bottom contact n-GaAs regions using a 35A AlGaAs barrier 
and a lOOA undoped GaAs spacer layer. The access channels to the spacer layer 
from the n+ GaAs regions are graded to prevent breakdown of the gate Schottky 
barrier. The top-contact structure is a non-alloyed contact structure and uses the 
low-temperature grown GaAs (LTG:GaAs) capping technique [10]. Fabrication 
details of these devices are presented elsewhere [9]. 

II. CONDUCTION IN ID STRUCTURES 

The main energy levels (Ef'wM) of the two wells due to the Alo.3Ga0,7As con- 
finement in the vertical direction (z-axis) calculated using the SEQUAL simulator 
are shown in Fig. 1 [11]. As is well known, when a resonant energy level in each 
well lines up with the conduction band edge in the emitter a RT peak in conduc- 
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tance occurs. For example, with the bottom contact as emitter (Source) and the 
top contact as collector (Drain), the first resonance peak in the positive bias region 
occurs when levels 1 (lowest level in the lOOA well) and 2' (second level in the 180A 
well) line up with the conduction band edge in the bottom contact. The inter-well 
potential differences at which any two resonant levels line up are; i) in the positive 
bias regime 18meV (1-2'), 76meV (2-4'), 84meV (1-3') and 167meV (1-4') and ii) in 
the negative bias regime 17meV (3'-2) ,20meV (l'-l), 81meV (2'-2), 92meV (4'-3) 
and 119 meV (l'-2). It is important to note that when two different sets of levels 
(e.g. 1-3' and 2-4') line up at almost the same inter-well potential difference the 
contribution to the tunneling current from the pair of higher resonances (2-4') is 
determined by the occupation of the higher level and goes down considerably at 
lower temperatures [12]. 

The relatively thick inter-well barrier (60A) causes the de-coupling of the 
states in the two wells and a large portion of the potential drop to occur across 
this barrier. If all tunneling is elastic, the effective widths of the resonances in such 
double well structures is a convolution of the resonance widths in each well and 
hence is expected to be sharper than in the case of single well RTDs [12] This leads 
to higher peak to valley ratios with the valley current being weakly dependent on 
temperature [13, 14]. In an ideal double well structure the line-widths are of the 
order of 0.1 meV but the roughness introduced at the interfaces in MBE grown 
structures causes broadening of the intrinsic energy line-width in each well leading 
to eventual broadening of the measured resonant peak width. 

In the case of the gated ID structures, we approximate the potential along 
the width (y-axis) of the device at any given gate bias as a parabolic potential 
of the type U(y) = m"wly2/2 where w0 is determined by the potential on the 
gate electrode. The energy levels for such a confining potential are then given 
as E?m'" = (n + l/2)huo/2n for n=0,l,2,3,... where h is Planck's constant. The 
energies of the various sub-bands formed due to the confinement in both the z 
and y axis is then given as E^"tU"" = E?-*"" + E?we". The numbers "well" 
corresponds to the well number, "m" corresponds to the quantum number of the 
main resonance peak in a 2D-RTD and "n" corresponds to the quantum number 
of the sub-band caused by the confining potential along the y axis. If the gating 
in both quantum wells is identical, sub-bands of the main resonant levels that are 
formed near pinch-off due to the one- dimensional quantization would be identical 
(i.e. Ey'1 = Ey'2). This would allow one to observe resonant tunneling through 
these sub-bands with maximum tunneling conductance (current) occurring when 
all sub-bands of one main resonant peak in one well align with the corresponding 
sub-bands of the main resonant peak in the other well [17, 8]. If the linewidths 
of the sub-bands are as sharp as that of the main levels (i.e. < 0.1 meV), clear 
delineation of the interaction between the various sub-bands leading to the obser- 
vance of corresponding sub-peaks should be possible.   In addition, near extreme 
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pinch-off, one should be able to see quantization effects in the two access channels 
manifesting itself as fine structure in each sub-peak [8]. It has been demonstrated 
that the gating (confinement) in the access channels is weaker than in the wells in 
such sidewall gated structures [5, 9, 4]. It is important to note that variation in the 
confinement along the length of the device or in the two wells causes broadening 
of the effective linewidth of the energy levels in the wells. While for the devices 
presented in the following sections, we have used length of 10 /un or more to make 
sure that single electron charging effects are negligible, variation along the length 
of the device is expected and would result in broadening of the states in the well 

[8]- 

III. DEVICE CHARACTERISTICS 

All measurements presented herein are made using a HP 4145 parameter an- 
alyzer and measurements at 77K are made by dipping the mounted device into 
a liquid nitrogen dewar. The fabricated devices had nominal minimum widths of 
0.5, 0.7, 0.9 /im and lengths of 10, 20, 30, 40 /urn. The variation in the minimum 
widths was to allow one to observe the transition in the conduction properties in 
these devices from that of a 2D-RTD characteristic to that of a 1D-RTD char- 
acteristic. The description of resonant tunneling characteristics in the following 
sections assumes the bottom contact as the emitter (Source) and the top-contact 
as the collector (Drain). All biases are relative to the source, which is grounded at 
all times. Further, the nomenclature for the various resonant peaks are: i) peak A 
corresponds to the first resonant peak in the negative bias region (l'-l); ii) peak 
B corresponds to the first resonant peak in the positive bias region (1-2') and iii) 
peak C corresponds to the second resonant peak in the positive bias region (1-3'). 

Fig 2 and Fig 3 show the measured DC characteristics at 77K of a 0.7 x 30 /im 
device (Device I) in both the positive and negative bias regions for various gate 
biases. The I-V curves show clear indication of multiple sub-peaks in case of Peaks 
A and C. Fine structure in each of these multiple sub-peaks is seen especially in the 
case corresponding to Peak A (l'-l). As shown in the inset of Fig 2, no sub-peak 
formation is observed in the case of the RT Peak B (1-2'). The fine structure that 
is observed in the case of Peak B is similar to the fine structure observed in the 
sub-peaks of Peaks A and C. In addition the peak value of the RT current is much 
smaller in the case of Peak B than either Peak A or Peak C. Fig 5 is a plot of 
the dl/dV of the measured I-V and shows the presence of a series of conductance 
peaks similar to those observed in etched single well devices that have been studied 
earlier [15, 8]. The position of the first conductance peak moves further from zero 
bias with increasing negative gate bias. Also, the separation between the various 
conductance peaks shown in Fig 5 increases with increasing negative gate bias. 

IV. DISCUSSION 
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In the study of triple barrier sub-micron quasi- zero- dimensional devices it 
has been noted that the peak current densities relating to tunneling between main 
levels in the two wells of different parity (i.e. odd to even parity) is much lower 
than in the case of tunneling between levels of similar parity (i.e. odd to odd or 
even to even) [16]. A similar reasoning is applied to explain the drastic reduction 
in RT currents with increasing negative gate bias in the case of Peak B when 
compared to Peaks A and C. Hence we shall compare the characteristics of the 
Peaks A and C to illustrate the observance of ID quantization in these devices. As 
has been noted earlier in this paper, in the case of ID structures one observes the 
RT current through sub-band mixing. Similar sub-peak formation can occur due to 
other inelastic processes like phonon assisted tunneling. In the case of the inelastic 
processes it has to be noted that the separation between the current sub-peaks has 
to be relatively independent of gate biases. 

Fig 4 shows the position of the the first two RT current sub-peaks corre- 
sponding to Peaks A and C for Device I at various gate biases. Clear shift in the 
position of the first peak away from zero bias with increasing negative gate bias is 
observed. More importantly the separation between the first and the second sub- 
peak increases with increasing negative gate bias. Quantization along the y-axis 
due to the confining potential (m*w0t/

2/2) causes the lowest sub-band in each well 
to be shifted by a value of hw0/4w. Assuming that the confinement in the emitter 
is independent of gate bias, the shift of the first current sub-peak is attributable 
to the fact that with increasing confinement an additional bias has to be applied 
between the emitter and the first well to line up the lowest sub-band of a main 
resonance in the well with the conduction band edge in the emitter. The same rea- 
soning is used to explain the increased separation between the first and the second 
current sub-peak. Here the increased confinement causes a corresponding increase 
in the separation between two sub-bands of a main resonant level in the well. One 
thus needs to apply a higher bias to line up with the next higher sub-band of a 
main resonant level in the well. 

To illustrate that the observed sub-peaks are due to ID quantization in the 
wells, a simple picture using a parabolic potential for the conduction band edge, 
shown in Fig 6(a), is used. In this picture it is assumed that at the sidewall, the 
Schottky gate pins the surface of the GaAs well at midgap and that the potential 
in the middle of the well along the y-axis is controlled by the Fermi-level in the 
emitter regions. The parabolicity (w,,) of the potential field (/(„) is now determined 
by: i) physical width of the mesa Lw; ii) the potential difference in the conduction 
band edge between the center of the mesa and the sidewall and iii) the applied gate 
bias. The parabolicity is directly related to the energy separation between the sub- 
bands of the main resonance formed due to the lateral confinement along the y-axis. 
Fig 6(b) and Fig 6(c) shows the calculated values of the energy level separation 
(huo/Zn) for two different configurations.   In Fig 6(b) the mesa widths are kept 
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constant and the applied bias at the sidewall gate is changed while in the case of 
Fig 6(c) the mesa widths are modified and the gate voltages are kept constant. As 
shown, the separation between sub-bands is of the order of 2-10 meV in either case 
and the separation is more pronounced only at mesa widths around 0.5 /urn. It is 
important to note that these values are much smaller than the LO phonon energy 
in GaAs (w36meV) and the smallest separation between two energy levels in any 
well. The inter-well potential difference at which levels 1' and 1 line up (Peak A) 
is approximately 20 meV with the corresponding potential across the whole device 
being about 100 mV. If we assume that the ratio of the inter-well potential to the 
applied device bias is same for all biases, we can estimate the interwell potentials 
corresponding to the difference in position of the sub-peaks. In the case of Device 
I (Peak A), the separation of the current sub-peaks goes from 23 mV @ V^,=+0.5V 
to 88mV @ V^=-1.0V. This corresponds to inter-well potential differences of 4.6 
meV @ V^=+0.5V and 17.6 meV @ V^,=-1.0V. The sub-peak separation energies 
are hence: i) much smaller than the LO phonon energy ii) much smaller than the 
energy difference between any two levels in a well and iii) larger than the thermal 
energy of the electrons {kßT w 6.6meV). This change in the separation between 
the sub-peaks clearly demonstrates that the sub-peaks are not caused by inelastic 
tunneling mechanisms like phonon assisted tunneling but rather due to resonant 
tunneling through sub-band mixing of the main resonant levels in the two wells. 

V. CONCLUSIONS 

We have demonstrated the ability to fabricate vertical quasi- one- dimensional 
resonant tunneling devices that show clear 1-D quantization at temperatures as 
high as 77K. Fine structure corresponding to resonant tunneling through the var- 
ious sub-bands formed in the well has been observed. Also since such strong 
quantization is observed in the study presented above, three terminal quasi- 0D 
structures using the same sidewall gating technique should make vertical Single 
Electron Transistors a possibility. 
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Figure 1: The asymmetric double well structure grown on a insulating GaAs sub- 
strate. Also shown is the band profile at zero applied bias for the structure cal- 
culated using the SEQUAL simulator. Peaks in the transmission probabilities 
corresponding to the various levels (1, 2, 3 and 1', 2', 3' 4', 5') in the two well are 
also shown. 
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Figure 2: Measured DC characteristics at 77K for positive Drain-Source biases at 
gate biases 0 to -1.0 V stepped at -0.1V for Device I. Inset shows I-V characteristics 
of Peak B at gate voltages of 0, -0.1, -0.2, -0.3, -0.4 and -0.5 Volts. The small 
arrows indicate the fine structure in the sub-peaks. The dashed arrows indicate 
the position of the sub-peaks. 
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Figure 3: Measured DC characteristics showing the I-V curves around Peak A at 
gate biases -0.5 to -1.0 V stepped at -0.1V for Device I. The small arrows indicate 
the fine structure in the sub-peaks. The dashed arrows indicate the position of the 
sub-peaks. 
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Figure 5: dl/dV curves of the measured DC I-Vs for gate biases of -0.5, -0.6, -0.7, 
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are shown for visual reference. 
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ABSTRACT 

Solving Schrödinger's equation on a discrete lattice, we have performed 
numerical simulations of open ballistic quantum dots of several different 
shapes, including squares, stadiums, triangles and variations thereof. We 
have found that scarring of the total wave function is present in these open 
dots, with this scarring effect corresponding to the enhancement of the 
wave function amplitude along the remnants of classical orbits. The 
calculated magneto-conductance fluctuations yield periodicities in 
excellent agreement with the experiments on stadium and square shaped 
dots. The scarring effects are also seen to be periodic, with periodicities 
that are in good correspondence with the fluctuations, thus providing 
support for the assertion that the transport is dominated by the orbits we 
observe. 

I.     INTRODUCTION 
The electrical properties of mesoscopic devices are well known to be influenced 

by electron interference [1]. In disordered systems, electronic motion is diffusive and a 
significant understanding of the processes affecting the interference has already been 
achieved. Recent advances in semiconductor micro-processing technology now enable 
the fabrication of sub-micron scale quantum dots, in which electronic motion is 
predominantly ballistic [2-4]. While precise details such as dot shape differ between 
experiments, the devices usually consist of some central scattering region, patterned on a 
length scale smaller than the elastic mean free path, and connected to source and drain 
reservoirs via tunable quantum point contact leads. Large angle scattering of electrons is 
restricted to the boundaries of these devices and, until recently, relatively little was 
known about the details of electron interference within them. 
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Recent experiments on nominally square and stadium shaped dots suggest 
however, that their electrical properties are dominated by a characteristic periodicity in 
their magnetoconductance. These in turn yield strong peaks at just a few discrete 
frequencies in the Fourier power spectrum of the fluctuations [2,4]. In an earlier study, it 
was tentatively suggested that this periodicity arises from the remnants of regular, semi- 
classical orbits within the dots [2]. In order to investigate this effect, we have modeled 
ballistic quantum dots of varying shapes, by solving the quantum mechanical problem on 
a discrete lattice using an iterative matrix method that is a numerically stabilized variant 
of the transfer matrix approach [5]. The details of this method are summarized in the next 
section. The section following that presents our theoretical results as well as a comparison 
with experiments. Simulating dots of comparable size, we are able to reproduce the 
periodicity of the fluctuations found experimentally. Moreover, reconstructing the 
quantum probability density inside the dots, we find that the wave functions of these open 
structures can in fact be heavily scarred by periodic orbits, with certain scars recurring 
periodically in magnetic field, in good correspondence with selected peaks in the power 
spectra. Based on comparisons with closed dots as well as with classical simulations, we 
argue that these results are in large part due to the collimation effect of the quantum point 
contacts, which define the entrance and exit ports of the cavities. Importantly, since they 
support very few modes, the electrons enter the dot at an angle due to waveguiding 
effects. The paper concludes with a summary. 

II.   METHOD OF CALCULATION 
For our simulations, the general situation is one in which ideal quantum wires, 

which extend outward to ±°o, are connected to a quantum dot by entry and exit ports that 
support a small number of propagating modes. A schematic picture of a square dot is 
displayed in Fig. 1. This quantum mechanical problem can be solved by using an iterative 
matrix method [5] applied to the discretized version of the Schrödinger equation, 
obtained by keeping terms up to first order in the approximation of the derivative: 

(EF - Ujtyj + Ujj-Wj-t + HW+1^J+1 = 0 (1) 

where ^ is a A/-dimensional vector containing the amplitudes of the jth slice. The 
problem is solved on a square lattice of lattice constant a with the wires extending M 
lattice sites across in the y direction and the region of interest being broken down into a 
series of slices along the x direction. In this equation, the H, matrices represent 
Hamiltonians for individual slices and the matrices Hjj., and HjJ+, give the inter-slice 
coupling. By approximating the derivative, the kinetic energy terms of Schrödinger's 
equation get mapped onto a tight-binding model with f = - h 2/2w *a2 representing nearest 
neighbor hopping. The confining potential simply adds to the on site energies. The places 
where the confining potential is high are indicated by the blackened regions in the figure. 

Assuming electron waves are only incident from the left, equation (1) can be used 
to derive a transfer matrix which allows us to translate across the system and thus 
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calculate the transmission coefficients which enter the Landauer-Biittiker formula to give 
the conductance. Transfer matrices however are notoriously unstable due to the 
exponentially growing and decaying contributions of evanescent modes. This difficulty 
can be overcome by performing some clever matrix manipulations and calculating the 
transmission by a iterative procedure rather than just multiplying transfer matrices 
together. The full details of this technique are given in ref. [5]. This method in some 
ways is quite similar to the recursive Green's function techniques [6,7] that typically are 
used to solve these problems, and a comparison has shown good agreement between the 
two methods [5]. However the iterative matrix method is simpler both conceptually and 
in its implementation. The amplitudes of the wave functions at specific values ofx and y 
can be found easily by backward substitution after the iteration is performed. 

i=M 

L 
i=0 

j=0 j=N+l 
Fig. 1. The geometry of a square quantum dot, and quantum point 
contacts, that are considered in this study. The grid represents the 
underlying mesh on which the calculations are performed, though in 
practice the mesh is much finer. 

III. THEORETICAL RESULTS 
We begin by presenting an illustrative example of our calculations. In Fig. 2, we 

show the results of the conductance fluctuations for a 0.3 \im square dot with 0.04 um 
port openings, which allow two modes to enter and exit the dot. The magnetic field is 
applied normal to the plane of the dot, and the carrier density is taken to be 4 x 10" cm"2 

in order to compare with the experiments of ref. [4]. These fluctuations are obtained after 
subtracting out an average background conductance [4]. Instead of a random aperiodic 
variation with magnetic field, a series of quasi-periodic oscillations is evident (these are 
more clear if the resonances are subtracted out). Also apparent are several resonance 
features. In particular, we point out a set of resonances at B ~ 0.069, 0.173, 0.283, and 
0.397 T (while the feature is difficult to see at B = 0.173 T, it appears as a small "glitch" 
in the curve). These are marked with arrows. Note here that these features occur with 
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virtually periodic spacing (Aß ~ 0.11 T). The wave functions corresponding to these four 
resonances are also displayed at the bottom of the figure. 

Fig. 2. The conductance fluctuations vs. magnetic field for the 0.3 urn dot 
discussed in the text. Four resonance features that appear in the curve are 
also indicated, and | y/(x,y)\ vs. x and y in the quantum dot plotted for each 
of these features. Darker shading corresponds to higher amplitude. 

What is shown in each case is \y(x,y)\, with the darker shading corresponding to 
higher wave function amplitude. Strikingly, essentially the same diamond-shaped pattern 
occurs in each case. This pattern is highly reminiscent of the "scars" that have been 
observed in calculations performed for closed, classically chaotic cavity structures [8,9] 
(in particular the stadium), in that the quantum mechanical amplitude appears to follow a 
single underlying classical orbit. However, unlike the stadium, our structure is ostensibly 
regular. The fact that there appears to be a correspondence to the classical picture is not as 
much of a surprise since the wave functions should be concentrated along the projections 
of the invariant tori of the regular trajectories in classical phase space. However, it is 
worth pointing out that this result differs radically from what one expects in a closed dot, 
in which the amplitude for the eigenstates tends to be distributed much more uniformly 
and one can not make an association with a single orbit. To emphasize this point, in Fig. 
3(a), we plot \<p(x,y)\ for a 0.3 um dot formed by two tunneling barriers, with the barrier 
height equal to the Fermi energy of the previous example and a barrier width of 0.05 urn. 
The conductance as a function of B for this case consists of a series of very sharp 
tunneling peaks, so the dot is a very close approximation to a closed system. The wave 
function in this image corresponds to a resonant tunneling peak at B = 0.165 T, and is a 
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fairly typical result. Comparing (a) with the wave functions displayed in Fig. 2, it is clear 
that the results are quite different. 

(a) (b) (c) 
Fig. 3. | y/(x,y)\ vs. x and y is plotted. Darker shading corresponds to 
higher amplitude. The three pictures correspond to: (a) a square dot 
completely enclosed by tunneling barriers, (b) a rounded dot still showing 
the diamond "scar", and (c) a collimated beam exiting a quantum point 
contact. 

In Fig. 3(b), | i/(x,y)\ is plotted for B = 0.282 T, but in the case of a rounded dot. 
Here, the bottom corners of the dot are of the form of quarter-circles of radius 0.1 um, 
while the entry ports are also rounded with radius 0.05 um, though the narrowest width of 
the opening is the same as in the original example. We see that rounding does not prevent 
the diamond "scar" from forming. This result is reassuring, since one does not expect the 
experimental dots to be perfectly square in shape. Generally, we find that the presence of 
some rounding by itself does not destroy the resonance effects (in fact, some of the 
resonances are even stronger in this case), nor does it strongly affect the basic underlying 
periodicity. Eventually of course, if the rounding is increased, the scarring patterns are 
disrupted. Importantly, if the dot shape is held fixed while the rounding of the leads is 
increased, one finds the diamond patterns will simply shift in magnetic field. On the other 
hand, rounding of the bottom corners yields a more fundamental effect, with the diamond 
pattern disappearing completely when the bottom is almost semicircular. The differences 
between a closed dot with tunneling barriers and our open dots and our results with 
rounding of the leads can be understood in part by considering the effect produced by the 
quantum point contact. In Fig. 3(c), we show an isolated point contact of the same width 
as those connected to the quantum dots in the previous examples. As is apparent, this 
quantum point contact effectively collimates the electron waves into a relatively narrow 
beam. What we are seeing here is the result of the waveguiding effects of the contact. 
With very few modes present in the leads (in this case two), the entry angle of the 
electrons becomes strongly restricted by the quantization of the wave-vectors in the y- 
direction. It should be emphasized that this picture corresponds to the zero field case. 
Thus, the rotation of the electron beam away from the x-axis can not be attributed to the 
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bending of the electron trajectories by the magnetic field. It is this collimation that is 
important for selecting or exciting the regular orbits of the electrons. This explains the 
difference between the open and closed dot cases, as well as the shifting in magnetic field 
of the scarring pattern when making changes to the leads such as rounding. In the latter 
case, one is simply changing the aim of the collimated beam. 

Magnetic Frequency (1/T) 
Fig. 4. a comparison of the Fourier spectra of the conductance fluctuations 
for an experimental dot (a), the quantum simulation (b), and a classical 
simulation with collimation (c), all for an effective dot size of 0.3 um. The 
curves are offset for clarity. 

The periodicities evident in the conductance fluctuations such as those shown in 
Fig. 2 can be quantified by looking at the Fourier spectrum, which is shown in Fig. 4 (a). 
In addition to the result from the quantum mechanical simulation, which is curve (b), are 
results obtained from an analysis of experimental data [4], curve (a) in the figure. The 
experiments in question were carried out at a temperature of 10 mK with a split-gate 
quantum dot fabricated in GaAs/AlGaAs heterojunction formed using standard 
lithographic techniques. After low temperature illumination, the carrier density and 
mobility were found to be 5.1 x 10" cm"2 and 70 mVVs, respectively. The effective dot 
size, after accounting for depletion, was found to be approximately 0.3 urn. It is clear 
that the transport is dominated by probably a single, or a very few, orbits, and the 
agreement between the two curves is remarkable. Equally remarkable is the agreement 
with curve (c), which is the result of a purely classical calculation. This curve is the 
Fourier transform of a correlation function based on the quantity, 2T-1, T being the 
fraction of classical electrons that exit out the right port, a quantity which removes most 
of the background average conductance and highlights the fluctuations. In order to 
achieve this agreement, two restrictions are absolutely necessary for the classical 
calculations: 1) the electron beam must be collimated, which is done by fixing the size of 
the port openings (in this case 0.05 um), and, equally important, 2) the beam must enter 
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at an angle (here 0= -67 degrees, measured with respect to the *-axis). This result 
underlines the importance of beam collimation. Finally, we note that the peak at 9 T"1 

that occurs in these Fourier spectra correlates well with the periodicity of the diamond 
shaped scar-like features, which had a period of Aß ~ 0.11 T. Thus, it appears we can 
make a firm correspondence between a Fourier peak and a particular periodic orbit in this 
case. 

(a) (b) (c) (d) 
Fig. 5. | y(x,y)\ vs. x andy is plotted, with darker shading corresponding to 
higher amplitude, for (a) a 0.15 um dot at B=1.02 T, (b) a 0.8 um dot at 
B=0.0156 T and (c) a 0.8 urn dot at B=0.002 T. In panel (d), the classical 
electron distribution vs. x and y for an entry angle of 36 degrees, a port 
opening of 0.03 um and 5 = 0.025 T. Darker shading corresponds to 
higher electron concentration. 

For a 0.3 um dot, we found that diamond-shaped orbit was the most prominent 
(although it must be mentioned that several other orbits were found in that case [10]). 
Now we consider the effect of size. In Fig. 5(a), we plot |v^f,^)| vs. x and y for a dot 
0.15 urn square, a quarter of the area of the dot studied previously, at 5=1.02 T. Though 
much less well resolved than in Fig. 2 and Fig. 3(b), the wave function here shows an 
example of a diamond-shaped scar. The lack of resolution is due to the comparatively 
large value that the Fermi wavelength has in comparison to the dot size in this case. As in 
the case of the larger dot, the diamond features recur periodically, with a similar wave 
function occuring at 5=1.24 T. This yields a periodicity of 45=0.22 T, which happens to 
be exactly twice that observed in the larger dot. This indicates that the period is 
determined by the length of the periodic orbit. Thus, XIAB follows A^2, A being the 
area of the dot. This is consistent with the experimental observation [11], made by 
comparing dots of four different sizes, that the position of the fundamental peak in the 
Fourier spectrum follows A^. 

As the dot size is reduced below 0.15 urn, the diamond shape fails to be resolved 
(although precursors are evident). Contrasting, as the dot is made larger, the diamond- 
shaped scar remains, but progressively more complicated orbits also start appearing in the 
wave functions. Correspondingly, the Fourier spectrum shows more peaks indicating 
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additional periodicities are appearing in the conductance fluctuations (observed both in 
the experiments and in the simulations). However, as the situation becomes more 
complicated, the periodic scarring effects tend to become weaker, and it becomes more 
difficult to see a scar reoccur. An example of a much more complicated (and fainter) scar 
is shown in Fig. 5(b). The parameters used here are the same as in the previous example, 
except that the dot is now much larger, 0.8 um, and B=0.0156 T. The diamond pattern in 
this case appears at a very low magnetic field, B=0.002 T, and is shown in Fig. 5(c). 
What is interesting here is that the diamond pattern actually looks like it is composed of 
several diamonds, slightly out of phase with each other. An easy way of understanding 
this is that, since the electrons here eventually must exit from one lead or the other, the 
electrons cannot be retracing exactly the same orbit as they go around the dot. The 
electrons enter the dot and traverse the diamond orbit. However, each orbit is slightly 
different from the previous one, so that eventually the electrons "kick" themselves out of 
the pattern and subsequently leave the dot. In this regard, it should be noted that 
calculations in which phase breaking was introduced into the dots indicated that phase 
coherence must be maintained over many orbits (of the order of 40 for the 0.3 um dot) in 
order for the scar to appear [12]. Thus the electrons must spend a considerable amount of 
time in the dot. For comparison, Fig. 5(d) shows a distribution of classical electrons 
within a square cavity. For this simulation, we have injected 2000 electrons into the 
cavity, each made to obey Newton's laws. To generate the picture, the cavity was broken 
down into a 100 x 100 grid, and we have counted the number of times an electron passes 
through a grid element, the darker shading corresponding to higher counts. As in the 
classical results of Fig. 4, the electrons enter the cavity in an angled, collimated beam 
from the left and the field is 0.025 T. This classical distribution bears a strong 
resemblance to the "fuzzy" diamond pattern evident in the preceding wave-function plot 
and is consistent with our assertion that the electrons take "quasi-periodic" paths around 
the dot. 

Thus far, we have concentrated on nominally square dots. The correspondence 
between periodicities in the conductance and scarring effects was first suggested as a 
possibility in the context of stadium shaped quantum dots by Marcus et al. [2]. Provided 
an ensemble average was not performed, they found that a Fourier analysis of their 
conductance fluctuations revealed the presence of strong peaks at a few discrete 
frequencies. The stadium is of particular interest, since its closed, classical analog is well 
known to be chaotic. As such, one might expect the behavior to reflect ergodicity, or 
phase space filling. Such behavior is only recovered after ensemble averaging over many 
conductance traces (each obtained by altering the gate voltage). Importantly, such 
averaging has the effect of returning the dot, and its point contact leads, to the classical 
regime, since the quantization is. averaged out, and the proper quantum behavior is 
masked. 

The results of such an analysis are shown in Fig. 5(a) as curve (a), taken from ref. 
[2].   In the inset is a micrograph of the actual dot on which the experiments were 
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performed. As shown, the input and output leads were at right angles to each other. The 
dot size was approximately 0.4 x 1.0 um and the electron density was 3.6x 10" cm'2. 
Curve (b) is the Fourier power spectrum obtained from a simulation of a similar sized dot 
(after accounting for depletion). Both the experiment and the simulation show strikingly 
similar harmonic content, with well defined peaks at f~ 20, 33 and 65 T1 in both cases. 
For the simulation, four modes were allowed to propagate in the leads. Making minor 
structural alterations (eg. narrowing the leads), we find that the relative weighting of the 
peaks can be significantly altered but that their positions are quite stable. This is 
consistent with the experimental results, which showed the peak positions remaining 
essential fixed, but reweighted, when gate voltage was changed [2]. In addition to the 
periodicity, we have also found evidence of scarring in our simulations of the stadium. 
Fig. 5(b) shows a representative example, a "bow-tie" scar, apparent at 5=0.229 T, which 
is strikingly similar to a scar observed in the closed stadium (see Fig. 2 of ref. [9]). 
Unfortunately, it is difficult to establish a specific period to the scars we see in this 
example, and thus establish a connection with a particular power spectrum peak, since 
similar looking scars can be resolved only at a very few other values of field. 

0.000 
50       100      150     200 

f (cycles/Tesla) 

(a) (b) 

Fig. 5. In panel (a), the Fourier power spectrum of the conductance 
fluctuations is plotted. The curve labeled (a) is for the experimental 
stadium dot shown in the inset (from ref. [2], with permission). Curve (b) 
is the result of the quantum simulation. Panel (b) show a "bow-tie" scar 
that appears in this configuration for the stadium. 

Fig. 6 shows a stadium example in which the correspondence between a specific 
power spectrum peak and scarring is particularly strong. This stadium has centrally 
aligned leads, dimensions of 0.4 urn x 0.8 um and an electron density of 4 x 10" cm"2. 
Here we plot the conductance fluctuations for this configuration and the corresponding 
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power spectrum is shown in the left inset. A single peak at 47 T1 clearly dominates. The 
corresponding magnetic field period is 0.021 T, in good agreement with the spacings 
between successive minima in the fluctuations. The solid circles correspond to values of 
5 where a "whispering-gallery" scar was observed in the wave function, an example of 
which is shown in the left inset, where \y(x,y)\ vs. x andv is plotted for 5=0.288 T. This 
orbit is excited by an angled beam coming out of the left contact [13] and should not be 
confused with the "skipping" orbits one associates with edge states (those occur at 
significantly higher fields for the parameters we have chosen). These scars appear at very 
nearly periodic intervals, with the period also being 0.021 T, though one period is missed 
(a scar is expected at 5-0.26 T). As with the diamond patterns shown in Fig. 2, the wave 
functions at the indicated points are very similar, but not precisely identical. A phase 
breaking analysis in this case indicates that the electrons make several trips around the 
dot before exiting to form each scar [13], consistent with the earlier results for the square 
dot. It is possible that the closely related scars we have found may be classified as 
"cousins", to borrow a term of Heller et al. [14]. They made the observation for closed 
stadiums that there is a difficulty in making a correspondence between a scarred wave 
function and a specific orbit. Each simple orbit has a large number of similar but more 
complex "cousins", consisting of progressively more bounces, only matching up with 
themselves after several trips around the stadium. 

0.ÖÖ ' Ö.bS ' 0.10   0.15   0.20   0.25   0.30 
BCT) 

Fig. 6. Conductance fluctuations, 8g, are plotted as a function of magnetic 
field for a stadium quantum dot with aligned leads. The right inset shows 
the corresponding power spectrum. The left inset shows a "whispering 
gallery" scar that recurs at the points indicated by the solid dots. 

We have seen many other scars [12] familiar from the literature on stadiums 
[8,9,14] (for example, "the bouncing ball"). Some scars do recur, while many others do 
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not. When there is recurrence, typically it is not easy to assign a periodicity (if it in fact 
exists) since the scars do not recur with the same intensity each time and some periods are 
apparently missed. In this regard, we note that the energy levels are broadened in open 
dots, so mere is a question of whether the scars correspond to eigenstates of particular 
energy levels, or averages over broadened and overlapping levels. It is difficult to answer 
this question conclusively. It is possible that some levels are still being resolved since the 
level spacing is not even and indeed all the scars shown here correspond to points in the 
conductance where there was some sharp resonance feature. Thus, the missing of periods 
may be due to uneven broadening effects, which smear some resonances but not others. 
That being said, we have found that narrowing the leads and, thus, reducing the expected 
broadening, does not necessarily give sharper scars. We also point out that while, for 
example, the scarred stadium wave functions plotted by Heller et al. [14] do correspond 
to individual eigenstates, Bogomolny [15] has shown that scarring can be a property of 
energy averaged wave functions. 

Vs3&& 

(a) (b) 
Fig. 7. Scarring effects in other shapes- (a) a triangular "scar" in a circular 
dot and (b), a skipping orbit in a triangular quantum dot. 

Finally, we conclude by showing some examples of what can occur in other 
quantum dot shapes. Fig. 7 (a) shows a triangular "scar" that occurs in a circular dot of 
radius 0.3 urn. Here the carrier density is 4 x 10" cm'2, B=0.2 T, and two modes 
propagate in the leads. What is interesting here is that can trace the origin of the orbit to 
the downward pointing collimated beam exiting the left lead. In Fig. 7 (b), the wave 
function reveals a "skipping" orbit in a equilateral triangular dot of dimension 0.45 urn, 
density 2x 10" cm'2 and B=0.78 T. Experiments have been performed such triangular 
structures [16], and these show prominent peaks in the resistance. Using a classical 
analysis, these peaks have been attributed to commensurate skipping orbits that fit in the 
structure in such a way that they manage to exit out of the entrance lead [16]. Fig. 7 (b) 
looks not unlike one of the orbits that was used in this analysis, but there is a clear 
difference- the orbit revealed by the wave function clearly misses the left lead. Thus, this 
feature shares a property of the other wave functions we have plotted here, that being that 
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the electrons must make several circuits around the dot before the underlying classical 
orbit becomes resolved. 

IV. SUMMARY 
We have performed numerical simulations of the magnetoconductance and 

corresponding wave functions of open ballistic quantum dots using several different 
shapes. Not only do we see clear evidence of scarring in these open structures, but a close 
association can be made with the certain scars and peaks in the Fourier spectrum of the 
conductance fluctuations. Our results are in good agreement with the experiments 
performed on square and stadium shaped dots. 
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